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Preface

ACIIDS 2020 was the 12th event in a series of international scientific conferences on
research and applications in the field of intelligent information and database systems.
The aim of ACIIDS 2020 was to provide an international forum of research workers
with scientific backgrounds on the technology of intelligent information and database
systems and its various applications. The ACIIDS 2020 conference was co-organized
by King Mongkut’s Institute of Technology Ladkrabang (Thailand) and Wrocław
University of Science and Technology (Poland) in cooperation with the IEEE SMC
Technical Committee on Computational Collective Intelligence, European Research
Center for Information Systems (ERCIS), The University of Newcastle (Australia),
Yeungnam University (South Korea), Leiden University (The Netherlands), Universiti
Teknologi Malaysia (Malaysia), BINUS University (Indonesia), Quang Binh Univer-
sity (Vietnam), and Nguyen Tat Thanh University (Vietnam). It took place in Phuket,
Thailand during March 23–26, 2020.

The ACIIDS conference series is already well established. The first two events,
ACIIDS 2009 and ACIIDS 2010, took place in Dong Hoi City and Hue City in
Vietnam, respectively. The third event, ACIIDS 2011, took place in Daegu
(South Korea), followed by the fourth event, ACIIDS 2012, in Kaohsiung (Taiwan).
The fifth event, ACIIDS 2013, was held in Kuala Lumpur (Malaysia) while the sixth
event, ACIIDS 2014, was held in Bangkok (Thailand). The seventh event, ACIIDS
2015, took place in Bali (Indonesia), followed by the eighth event, ACIIDS 2016, in Da
Nang (Vietnam). The ninth event, ACIIDS 2017, was organized in Kanazawa (Japan).
The 10th jubilee conference, ACIIDS 2018, was held in Dong Hoi City (Vietnam),
followed by the 11th event, ACIIDS 2019, in Yogyakarta (Indonesia).

For this edition of the conference we received 285 papers from 43 countries all over
the world. Each paper was peer reviewed by at least two members of the international
Program Committee and the international board of reviewers. Only 105 papers with the
highest quality were selected for an oral presentation and publication in these two
volumes of the ACIIDS 2020 proceedings.

Papers included in these proceedings cover the following topics: knowledge engi-
neering and Semantic Web; natural language processing; decision support and control
systems; computer vision techniques; machine learning and data mining; deep learning
models; advanced data mining techniques and applications; multiple model approach to
machine learning; application of intelligent methods to constrained problems; auto-
mated reasoning with applications in intelligent systems; current trends in artificial
intelligence; optimization, learning, and decision-making in bioinformatics and bio-
engineering; computer vision and intelligent systems, data modeling and processing for
industry 4.0; intelligent applications of the Internet of Things (IoT) and data analysis
technologies; intelligent and contextual systems; intelligent systems and algorithms in
information sciences; intelligent supply chains and e-commerce; privacy, security, and
trust in artificial intelligence; and interactive analysis of image, video, and motion data
in life sciences.



The accepted and presented papers focus on new trends and challenges facing the
intelligent information and database systems community. The presenters showed how
research work could stimulate novel and innovative applications. We hope that you
found these results useful and inspiring for your future research work.

We would like to express our sincere thanks to the honorary chairs for their support:
Prof. Suchatvee Suwansawat (President of King Mongkut’s Institute of Technology,
Ladkrabang, Thailand), Cezary Madryas (Rector of Wrocław University of Science and
Technology, Poland), Prof. Moonis Ali (President of the International Society of
Applied Intelligence, USA), and Prof. Komsan Maleesee (Dean of Engineering, King
Mongkut’s Institute of Technology, Ladkrabang, Thailand).

Our special thanks go to the program chairs, special session chairs, organizing
chairs, publicity chairs, liaison chairs, and local Organizing Committee for their work
towards the conference. We sincerely thank all the members of the international Pro-
gram Committee for their valuable efforts in the review process, which helped us to
guarantee the highest quality of the selected papers for the conference. We cordially
thank the organizers and chairs of special sessions who contributed to the success of the
conference.

We would like to express our thanks to the keynote speakers for their world-class
plenary speeches: Prof. Włodzisław Duch from the Nicolaus Copernicus University
(Poland), Prof. Nikola Kasabov from Auckland University of Technology
(New Zealand), Prof. Dusit Niyato fromNanyang Technological University (Singapore),
and Prof. Geoff Webb from the Monash University Centre for Data Science (Australia).

We cordially thank our main sponsors: King Mongkut’s Institute of Technology
Ladkrabang (Thailand), Wrocław University of Science and Technology (Poland),
IEEE SMC Technical Committee on Computational Collective Intelligence,
European Research Center for Information Systems (ERCIS), The University of
Newcastle (Australia), Yeungnam University (South Korea), Leiden University
(The Netherlands), Universiti Teknologi Malaysia (Malaysia), BINUS University
(Indonesia), Quang Binh University (Vietnam), and Nguyen Tat Thanh University
(Vietnam). Our special thanks are also due to Springer for publishing the proceedings
and sponsoring awards, and to all the other sponsors for their kind support.

We wish to thank the members of the Organizing Committee for their excellent
work and the members of the local Organizing Committee for their considerable effort.
We cordially thank all the authors, for their valuable contributions, and the other
participants of this conference. The conference would not have been possible without
their support. Thanks are also due to many experts who contributed to making the event
a success.

We would like to extend our heartfelt thanks to Jarosław Gowin, Deputy Prime
Minister of the Republic of Poland and Minister of Science and Higher Education, for
his support and honorary patronage of the conference.

March 2020 Ngoc Thanh Nguyen
Kietikul Jearanaitanakij

Ali Selamat
Bogdan Trawiński

Suphamit Chittayasothorn
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Abstract. This paper reports an application of blockchains for knowl-
edge refinement. Constructing a high-quality knowledge base is crucial
for building an intelligent system. One promising approach to this task is
to make use of “the wisdom of the crowd,” commonly performed through
crowdsourcing. To give users proper incentives, gamification could be
introduced into crowdsourcing so that users are given rewards according
to their contribution. In such a case, it is important to ensure trans-
parency of the rewards system. In this paper, we consider a refinement
process of the knowledge base of our word retrieval assistant system. In
this knowledge base, each piece of knowledge is represented as a triple.
To validate triples acquired from various sources, we introduce yes/no
quizzes. Only the triples voted “yes” by a sufficient number of users
are incorporated into the main knowledge base. Users are given rewards
based on their contribution to this validation process. We describe how
a blockchain can be used to ensure transparency of the process, and we
present some simulation results of the knowledge refinement process.

Keywords: Blockchain · Knowledge refinement · Gamified
crowdsourcing

1 Introduction

This paper describes an application of blockchains for a knowledge refinement
process. Constructing a high-quality knowledge base is important for an intel-
ligent system. Knowledge refinement is necessary to increase the value of the
knowledge base. Several approaches to refining knowledge represented as knowl-
edge graphs have been reported [13].

One promising approach is to harness the power of many users, for example,
through crowdsourcing [6]. The inherent problem in crowdsourcing is maintain-
ing a high quality output. It is important to motivate users (or workers) to
produce robust results.

Gamification is one way to keep users motivated in crowdsourcing [12]. Gami-
fication is the process of introducing game-like elements to a non-gaming context.
Games with a purpose (GWAP) is an example of gamification, where intended
tasks are executed as by-products of playing games [2]. GWAP is also applied to
c© Springer Nature Switzerland AG 2020
N. T. Nguyen et al. (Eds.): ACIIDS 2020, LNAI 12033, pp. 3–14, 2020.
https://doi.org/10.1007/978-3-030-41964-6_1
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refine knowledge graphs [14]. In the ESP game, which is a prominent example of
GWAP, two users who do not communicate with each other are asked to label an
image. Points are given to a user who puts the same label as a paired user [1]. By
devising proper game rules, an incentive can be given to users to input correct
answers.

Introducing a point system is expected to motivate users to earn more points
and complete more tasks. In such situations, correctly calculating points is
important. In particular, when points cannot be calculated at the time users
are playing the game or completing the task and are calculated later according
to the user’s past contribution, it is necessary to ensure that the users’ records
that are used for points calculation are not altered in any way. This point cal-
culation process needs to be transparent so that any user can examine its basis.
For this purpose, we utilize blockchains, which is a distributed ledger technology
that has been proposed as the basis of cryptocurrency [3]. Blockchains allow the
data to be stored and shared over the network, with a guarantee of being free
from tampering.

In this paper, we focus on the example of the knowledge base used in our
word retrieval assistant system [9]. This system is intended to support people
with word-finding difficulties. Through a series of questions and answers, the
system tries to guess what the person wants to express but cannot find a name
for. The knowledge base is used to formulate questions.

For this system, we accumulate knowledge contents from various sources
such as scraping websites or obtaining inputs from human users. Because of
the nature of this system, its knowledge content should cover topics that often
appear in everyday conversation. They are generally not related to specialized
domain knowledge; rather, they are about things related to daily life. Thus, the
participation of many casual users to construct the knowledge base would be
effective.

However, when many casual users contribute to knowledge content, the qual-
ity of the knowledge may become an issue. To ensure high quality knowledge,
we first store newly acquired pieces of knowledge into a temporary knowledge
base, and only move the validated knowledge into the main knowledge base.

In this validation process, we employ a concept of gamified crowdsourcing
similar to the one explored in [8]. More specifically, we make simple yes/no
quizzes from the contents of the temporary knowledge base, and we present these
to users. When enough votes for agreeing with the content are accumulated, the
corresponding knowledge content is judged to be valid, and is incorporated into
the main knowledge base. As an incentive to users, we award points based on
a user’s past inputs. If they contribute to the validation process, they are given
bonus points as rewards. Blockchain technology is utilized to record the users’
input and ensure the transparency of the reward calculation.

The remainder of the paper is organized as follows. The next section describes
some related work focusing on applications of blockchains for handling knowl-
edge, and Sect. 3 presents the knowledge refinement process. Section 4 describes
the prototype implementation, and Sect. 5 reports simulation experiments and
discusses their results. Section 6 concludes.
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2 Related Work

Blockchains were developed as an underlying technology for cryptocurrency
and were intended for use as the public ledger for transactions on a network.
Blockchains are now applied not only to cryptocurrency, but also to other areas
such as health care, data provenance, and mobile communication networks [11].
One notable application area is the Internet of Things (IoT), where blockchains
are utilized to construct a knowledge market in which IoT systems that perform
artificial intelligence (AI) tasks at the edge of networks can exchange knowledge
in a peer-to-peer fashion [10]. For knowledge management in enterprises, Knowl-
edge Blockchain was proposed [5] to audit knowledge evolution and provide proof
of provenance of knowledge.

A blockchain is also used as a decentralized database where data from partic-
ipants are stored transparently. Knowledge graphs represented in the Resource
Description Framework (RDF) are stored using a blockchain technology, called
GraphChain [15]. In addition, blockchains are applied to the decentralized con-
struction of knowledge graphs [16]. In this system, company-level domain knowl-
edge about employee’s skills is constructed from the participation of employees
in the company. This system also introduces a voting scheme and a reward mech-
anism for employees who contribute to the knowledge construction. As another
example, AUDABLOK was proposed as a software framework to allow citizens
to participate in refining open data [4]. In AUDABLOK, blockchains are utilized
to audit users’ contributions and provide rewards to users.

In this paper, we focus on the validation process of knowledge contents by
casual users and conduct simulation experiments to examine the method’s char-
acteristics.

3 Knowledge Refinement Process

3.1 Target Knowledge Base

As an example knowledge base, we chose the knowledge content used in our
word retrieval assistant system [9]. A typical problem for people with aphasia is
word-finding difficulty; they have a clear image of what they want to say, but
cannot recall a proper word to express it. This is similar to the situation when
you visit a foreign country and you do not know how to say in local language.

For this kind of difficulty, a human caregiver called a conversation partner
often asks a series of questions, such as Is it food? or Is its color red? Through
their responses to the questions, the conversation partner extracts the name of
the thing the person with aphasia wants to express.

The word retrieval assistant system aims to provide a similar function to
a human conversation partner, but using a computer. The system contains a
knowledge base about relevant things and produces an appropriate question to
ask the user. According to the user’s reply, the next question to ask is determined.
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Search for the next triple

Present a quiz to a user

Get a user's input

END?

Store a user's log in
Temporary database

YES

Game Start

Game End

Next triple
 found?

NO

YES

NO

Write game logs to blockchain

Calculate basic points

Is reward processing 
required?

Reward processing

YES

NO

Fig. 1. Flowchart for a game session.

In the early prototype system we developed, knowledge is represented as a
triple of subject, predicate, and object as in the RDF. For example, the fact that
the color of the apple is red is represented as (<apple>, <color>, <red>).

3.2 Knowledge Acquisition and Refinement

It is important to acquire enough knowledge for the word retrieval assistant sys-
tem to work well. Techniques to acquire new knowledge include system devel-
opers constructing knowledge content manually from scratch or letting a user
input the correct word when it is not produced by the system [7].

In addition, we may extract knowledge from data available on the internet,
such as Wikipedia. Alternatively, we may use a framework of crowdsourcing to
elicit inputs from many casual users. To facilitate such a process, gamification



Toward Blockchain-Assisted Gamified Crowdsourcing 7

Index Data Timestamp Hash Prev_hashBlock

Index Data Timestamp Hash Prev_hashBlock

UserId Triple Information Answer Answer TimeData

UserId Triple Information Answer Answer TimeData

TripleId Subject Predicate ObjectTriple
Information

Fig. 2. Data stored in blockchain.

concepts can be applied. For example, when we need data for a triple, we may
present a form that consists of three items, one or two of which are blank so that
a user can fill them in.

One of the problems with data acquired using such methods is that they may
not be correct. To assure high quality of knowledge content, we validate each
triple’s correctness before they are used. The acquired knowledge content is first
stored in the temporary knowledge base. Only the knowledge content validated
by users is moved into the main knowledge base.

To validate the contents of the temporary knowledge base, we employ a
yes/no quiz. For example, suppose the triple (<apple>, <color>, <red>) is in
the temporary knowledge base. A yes/no quiz is presented to a user asking if
the color of the apple is red is correct or not. The user may answer YES, NO,
or DON’T KNOW. If a certain number of YES votes compared with NO votes
are obtained, the triple is considered to be true and is moved into the main
knowledge base.

This process is formulated into a kind of game. After a user starts a game,
a yes/no quiz sentence is presented with the possible choices: YES, NO, DON’T
KNOW, and END. If the user answers END, the game session ends. Otherwise, a
user’s reply is recorded in the game server, and the next quiz is presented with
the same possible choices (Fig. 1).

When one game session is finished, the ending processing is performed. This
includes storing logs of the game session into blockchain by creating a new block
(Fig. 2). The game history consists of triples that correspond to quizzes that
were presented to the user and the user’s responses to them. It also includes the
date and time that the user played the game.

Furthermore, basic points are given to the user for each of their answers.
Finally, possible bonus rewards are calculated, as explained in the next subsection.
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Get the number of votes for triples in the game
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YES
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Insert this triple into the
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Discard this triple from the
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not enough votes for this triple
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voted NO for this triple

The ratio of NO votes
for this triple exceeds 
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Give bonus to users who
voted YES for this triple

START

END

NO

YES

Select the triple

NO

NO

YES

Fig. 3. Reward processing.

3.3 Reward Processing

For triples that are used in the game session, we check whether enough votes
(YES or NO) from the game playing are obtained for the triple (Fig. 3). We
set a certain threshold S, and check whether a triple has accumulated more
than S votes. The data are obtained from the blockchain so that transparency
of data is ensured. If the triple has accumulated more than S votes and the
ratio of YES votes over the total number of votes for the triple is greater than
a threshold α, then the triple is judged to be correct. The triple is removed
from the temporary knowledge base and moved into the main knowledge base.
Similarly, if the ratio of NO votes over the total number of votes for the triple is
greater than a threshold β, the triple is judged to be incorrect and is removed
from the temporal knowledge base.

When a triple is judged to be correct, the users who voted YES for this
triple are given bonus points. Similarly, when a triple is judged to be incorrect,
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Temporary DB
(MongoDB)

User

GAME
Server

LINE
Server

Blockchain
(Naivechain)

Fig. 4. Prototype configuration.

(1) During a game session (2) After a game session

Fig. 5. Screenshots of a prototype chat system.

the users who voted NO for this triple are given bonus points. This check is done
for all the triples that appeared in the game session.

4 Implementation

Figure 4 shows the configuration of our early prototype system, which is con-
structed as a chat system. We implemented it using LINE messaging service1, a
popular chat service in Japan and other countries. A user can access the system
which is implemented as a chatbot, via a smartphone so that it can be used even
in small periods of free time. When the user starts talking to the chatbot, the
chatbot presents a quiz that displays the sentence generated from a target triple
and buttons (YES, NO, DON’T KNOW) to input the user’s response along with
a button to end a game (Fig. 5(1)). When the game ends, the summary of the
game results are shown (Fig. 5(2)).

We used the implementation of Naivechain2 for blockchain. A MongoDB
server is used to store the temporary data generated during a game session, and
also for simulation experiments explained in the next section. Each time a game
session ends, a list of the user’s inputs during the game session is sent to the
Naivechain server using an HTTP POST request, and the session data are added

1 https://line.me/en/.
2 https://github.com/lhartikk/naivechain.

https://line.me/en/
https://github.com/lhartikk/naivechain
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to the blockchain. Before rewards processing is performed, the games’ logs are
retrieved from the Naivechain server using an HTTP GET request.

5 Experiments

5.1 Purpose and Methods

To examine the characteristics of the proposed method with some variations of
the game design, we conducted simulation experiments rather than probabilistic
analysis. In addition, as our early prototype with the particular implementation
of a blockchain has performance issues in terms of scalability, the simulations
were performed using MongoDB as the data store.

We assumed M triples and N virtual users, and let virtual users participates
in the games. We examined whether the triples can be properly validated and
how much rewards virtual users receive.

More specifically, the conditions of the simulation are as follows:

– The number of triples (M) was set to 1000, and the number of virtual users
(N) was set to 1000.

– User i (1 ≤ i ≤ N) answers correctly with probability pc(i), where pc(i) is
uniformly distributed over [0.6, 1.0]. Thus, the average is 0.8. In addition, a
user is assumed not to answer with DON’T KNOW.

– All the triples are assumed to be true. Thus, user i answers with YES with
probability pc(i). Otherwise, user i answers NO.

– A user is selected from a set of N users in sequence, and the selected user
plays a game. The user is assumed to answer k quizzes in one game session.
The value of k is set randomly from the range of [3, 7]. The user is given 1
point per quiz as a basic point.

– As one game session finishes, we check whether there are newly validated
triples. The threshold for judging a triple to be correct or not (S) is set to
10, and the threshold ratio for judging the triple to be correct (α) is set to
0.8. That is, a triple that accumulates 10 votes, among which more than 8
votes are for YES, is considered correct. The users who voted YES for the
triple are given 100 bonus points. After triples to be validated are determined
and bonus points are calculated, the next user is selected and another game
is started.

– One simulation run is terminated when there are no more triples to be pre-
sented to any user. Note that the same triple will not be presented to the same
user twice. Once a triple is removed from the temporary knowledge base, it is
not used for a game.

Triple Selection Method. We tested three variations in selecting the next
triple to use for a yes/no quiz. When the next triple is searched for, the triples
that have already been used for the target users are removed first. Then, from
the remaining triples, we used the following methods to select the next triple to
present.
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Fig. 6. Changes in the number of triples validated and the number of game sessions in
one simulation run.

– random: A triple is selected randomly; this is the baseline method.
– narrow : A triple that has been presented to users more often is given higher

priority. This method effectively focuses on some triples to validate. More
specifically, each triple is given a weight equivalent to 10 times the number
of times it has been used as a question to users.

– wide: A triple that has been presented to users less often is given higher
priority. This method effectively broadens the range of target triples. More
specifically, each triple is given a weight equivalent to 10 times the maximum
number of times any triple has been used as a question minus the number of
times the particular triple has been used as a question.

User Reliability. We also ran another set of simulations under different condi-
tions to account for user reliability. Each user’s reliability is calculated based on
their contribution to the validation of triples. The threshold S for determining
whether a triple is valid is set according to the sum of the reliability of users
who voted for the triple so that fewer users are required to validate a triple when
users with high reliability vote for it. This process is expected to result in fewer
games required for validation.

For the simulation condition, the reliability of user i, Ri is set as Ri =
min(0.002 × bi + 1, 3) where bi denotes user i’s bonus points. Thus, the range
of Ri is 1 ≤ Ri ≤ 3, meaning that a user of high reliability counts as, at most,
three users.

5.2 Results and Discussion

Simulations were run five times without considering user reliability. Across the
simulation runs, the average number of validated triples for each method was
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967 (random method), 966.2 (narrow method) and 964 (wide method). Gener-
ally, this kind of yes/no quizzes can validate enough triples.

The different triple selection methods impacted how the number of triples
that are were validated through the games changes, as shown in Fig. 6. As
seen in this chart, after a certain number of games, the number of validated
triples rapidly increases and then saturates for the random and wide methods.
Among the approaches, the wide method is slow to validate triples, but the num-
ber of validated triples gradually increases compared with the random method.
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Although the narrow method shows a steady increase in the number of validated
triples, it is soon surpassed by the other methods.

We also plotted the number of points user i obtained against the user’s
probability of giving the correct answer (pc(i)) in one simulation run with the
random method (Fig. 7). The correlation coefficient between was 0.45, indicating
a moderate positive relationship. Generally, a user who has a higher probability
of answering a correct answer tends to obtain more points as expected.

In addition, the simulation results with user reliability taken into consider-
ation are shown in Fig. 8. As seen in this chart, the number of game sessions
required to validate triples were decreased by introducing user reliability. With
the parameter settings in the simulation runs, there was no adverse effect such
as erroneously validating triples. It is a future task to confirm that introduction
of user reliability does not cause any adverse effect in a more realistic situation.

6 Conclusion and Future Work

This paper described the use of blockchain in knowledge refinement. We adopted
the concept of gamified crowdsourcing and used blockchains to ensure trans-
parency of the user reward calculation. Our simulation experiments indicate that
the proposed approach has the potential to be used as a method of knowledge
refinement.

In this paper, we focused on the process of validating the knowledge content
already in the knowledge base. We plan to extend the application of blockchains
to the process of gathering the knowledge content.

Furthermore, we conducted only simulation experiments with virtual users.
Blockchains were introduced to ensure the transparency of the user reward cal-
culation so as not to hinder the users’ incentives. Future work should evaluate
the proposed method not only in terms of performance scalability in real-world
environments, but also in terms of human users’ subjective impressions.

Acknowledgements. This work was partially supported by JSPS KAKENHI Grant
Number 18K11451.
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5. Fill, H.G., Häerer, F.: Knowledge blockchains: applying blockchain technologies to
enterprise modeling. In: Proceedings of the 51st Hawaii International Conference
on System Sciences (2018). https://doi.org/10.24251/HICSS.2018.509

6. Howe, J.: Crowdsourcing: Why the Power of the Crowd Is Driving the Future of
Business. Crown Business, New York (2009)

7. Iwamae, T., Kuwabara, K., Huang, H.H.: Toward gamified knowledge contents
refinement - case study of a conversation partner agent. In: Proceedings of the 9th
International Conference on Agents and Artificial Intelligence. ICAART 2017, vol.
1, pp. 302–307 (2017)

8. Kurita, D., Roengsamut, B., Kuwabara, K., Huang, H.H.: Simulating gamified
crowdsourcing of knowledge base refinement: effects of game rule design. J.
Inf. Telecommun. 2(4), 374–391 (2018). https://doi.org/10.1080/24751839.2017.
1401259

9. Kuwabara, K., Iwamae, T., Wada, Y., Huang, H.-H., Takenaka, K.: Toward a
conversation partner agent for people with aphasia: assisting word retrieval. In:
Czarnowski, I., Caballero, A.M., Howlett, R.J., Jain, L.C. (eds.) Intelligent Deci-
sion Technologies 2016. SIST, vol. 56, pp. 203–213. Springer, Cham (2016). https://
doi.org/10.1007/978-3-319-39630-9 17

10. Lin, X., Li, J., Wu, J., Liang, H., Yang, W.: Making knowledge tradable in edge-AI
enabled IoT: a consortium blockchain-based efficient and incentive approach. IEEE
Trans. Industr. Inf. 15(12), 1 (2019). https://doi.org/10.1109/TII.2019.2917307

11. Lu, Y.: The blockchain: state-of-the-art and research challenges. J. Ind. Inf. Integr.
15, 80–90 (2019). https://doi.org/10.1016/j.jii.2019.04.002

12. Morschheuser, B., Hamari, J., Koivisto, J., Maedche, A.: Gamified crowdsourcing:
conceptualization, literature review, and future agenda. Int. J. Hum. Comput.
Stud. 106(Supplement C), 26–43 (2017). https://doi.org/10.1016/j.ijhcs.2017.04.
005

13. Paulheim, H.: Knowledge graph refinement: a survey of approaches and evaluation
methods. Semant. Web 8(3), 489–508 (2017)

14. Re Calegari, G., Fiano, A., Celino, I.: A framework to build games with a purpose
for linked data refinement. In: Vrandečić, D., et al. (eds.) The Semantic Web -
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Abstract. Nowadays, collaboration is indispensable in solving increas-
ingly complex problems. In the academic context, research collaboration
influences many aspects of research problems approached. The research
collaboration is beneficial for scientists, especially early-career scientists,
to determine potential successful collaborations. Predicting the trend of
collaboration is an important step in improving the quality of research
collaboration between scientists. In this study, we propose a method
for predicting research collaboration trends by taking into account the
research similarity and the relationship between scientists. The research
similarity is computed by considering the author’s profiles. The co-author
graph is built to explore new collaborators based on the connections
weigh between scientists. We are currently in the process of developing
a real system and our system shows promising results in predicting the
potential success collaborators.

Keywords: Research collaboration · Collaboration · Research trend

1 Introduction

The fast-growing nature of scholarly data has become a bottleneck in the man-
agement and utilization of scholarly information. Scholarly data embodies infor-
mation such as authors, citations, papers, co-authors, academic networks and
so on. Several scholarly data resources due exist that aid scholars in getting
easy access to useful technical data analysis, which includes but not limited to
ResearchGate, CiteSeer, the DBLP Computer Science Bibliography, and Google
c© Springer Nature Switzerland AG 2020
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Scholar. Gaining access to scholarly data has proven to yield some fruits and for
instance, forecasting the impact of a particular paper, understanding citation
relationship which can improve the scientific ranking of a researcher. This, thus,
indicates that scholarly data is not only useful in academia, but it acts as a
guiding factor in the growth and advancement of scientific tools. Gaining access
to valuable and suitable data has become a complex and challenging task.

Accessing the relevant materials required has become successful with the
use of recommender systems and techniques [18]. The recommendation systems
have often been applied in many areas such as movie recommendations, Amazon
product recommendations [4,10,19], contend that recommending collaborators
is a crucial task in the academic domain. According to Minkov et al. [15], with-
out collaboration among scientists, one may not be able to climb the scientific
ladder. Prior studies in this area revealed that cooperation amongst scientists is
becoming more and more useful, which is a crucial step in becoming successful.
Statistically, there have been over 89 million publications dating from 1900 to
2015. According to Dong et al. [7], there has been a sharp increase in the size
of author’s list of publications as well as international cooperation rates, which
also show a 25-fold rise during the past 116 years.

Building a recommendation system which can assist scientist in related field
is the main priority in scientific research, and hence, collaborators recommenda-
tion method has gained significant research interest in research years [1,2,20].
The research collaboration trend is needed in the 4.0 technology era. It considers
working together in the research process towards a common goal of discovering
new scientific knowledge and coming up with new initiatives [9]. Scientific out-
comes are usually defined by the progress of finding suitable collaborators espe-
cially students or young scientists who are still known in the research domain
with little experience. Besides, prior studies had shown that scientists with a
well-established network of collaborators usually more research than those with-
out such well-connect network [5].

The issue of finding notable collaborators is necessarily an essential task in
the scientific domain. Solving the problem of finding a worthwhile collaborator,
some scholars developed a collaborator recommender systems [2,9]. A social net-
work for academic can be represented as a weighted directed graph of nodes (such
as scientists or groups) which has unique relationships (for instance, friendship
and co-authorship, as shown in Fig. 3). The connections between authors based
on some academic background such as co-author information, research topics,
academic events attended, and so on. Finding new collaborators in academic
social networking is often a challenging task with the vast data. Some collabo-
rative research techniques have been proposed and bibliographic systems built
as well which include the DBLP, CiteSeerX, and ResearchGate. Nevertheless,
the previous studies faced some limitations in terms of consistency, in particu-
lar they cannot adequately address the entire academic network. Therefore, this
leads to a lack of consistent methods of modeling effective academic networks
[2,9]. Besides, connections between it do not examine to reach the accurate data
sets with different types of information modeled individually (Fig. 2).
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Fig. 1. Taxonomy of recommender system

The rest of this paper is organized as follows. In the next section, related work
on recommendation systems concentrating on research collaboration is investi-
gated briefly. In Sect. 3, the research collaboration network model is presented.
The Proposed Method are shown in Sect. 4. Lastly, conclusions and future work
are presented in Sect. 5.

2 Related Work

Solving the research problem is a challenging and complex task; hence, there
is need for scientists to cooperate with others. How scientist collaborates with
others is an essential factor in understanding the quality of their results. In
recent years, there is a growing interest in the issue of how to effectively recom-
mend a collaborator. There are several approaches to the study of collaboration:
Karim Alinami and colleagues [3] proposed a recommender system to aid authors
searching for a co-author to collaborate with. Their proposal is based on the sup-
position that research could have a brilliant idea but not necessarily an expert
in that field, therefore, they will need to find a partner who is an expert in that
field to co-work with to guarantee the success of the research. Using the offline
dataset of ACM and online data from Elsevier API, they propose a prototype
system that can assist researchers in getting the best match for their future
scientific publication by simply using keywords and the area of expertise. The
work of Zhao et al. [23] seeks to investigate the importance of finding a research
collaborator when seeking a research fund. The study is driven by the fact that
research is a complex and expensive task that requires funding and finding the
right applicant becomes a challenging task. They, however, propose a method
by using the social media recommendation system to assist in this task. Similar
to this is the work of Yang et al. [22] who applied of Nearest Neighbor Based
Personal Rank Algorithm for Collaborator recommendation was championed by
using historical cooperation of the target user, they could recommend collabo-
rators based on random walk algorithm using social media.
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In summary, the collaborator recommendation system can be divided into two
approaches. First, the system recommends the best collaborators who have collab-
oratedwith the target scientist to reinforce existing collaborations. Second, the sys-
tem finds out the most potential collaborators who have never collaborated with
the target scientist in order to make new collaborations. Several previous works
concentrated on proposing a search engine for collaboration by using the combi-
nation of Cosine similarity, Jaccard similarity, and relation strength similarity to
measure the similarity between the publication of authors. Also, keywords from
their publications were extracted and computed the frequency of the common key-
words to determine the similarity value. They used the CollabSeer system as well
as both author similarity and lexical similarity to recommend the collaborators. Li
et al. [13] examined how to propose the cooperation of authors in a co-authoring
network. Several indicators are considered by co-author information on paper,
which determines the importance of the connection. By analyzing the DBLP
dataset, the author was able to compute the collaboration strength between sci-
entists. They found out the top K scientists of the list of potential collaborators in
order to recommend to the target scientist [14].

3 Research Collaboration Network Model

Let’s consider that a research collaboration can be defined as the co-working of
scientists to achieve the final goal that is producing novel scientific knowledge
or methods or application. According to [9], research collaborative scientists
are included as follows: (a) those included in the list of authors engaged in
publication; (b) those who have an important role for one or more of the main
elements of the research; (c) those who have cooperated on a research project for
long periods of time, or for a large portion of the project, or regular or significant
contributors. In this paper, to compute the relationship between scientists for
predicting the research collaboration trends, some basic definitions can be used.

Definition 1. [9]
Let OS be a set of scientists, which is described as follows:
OS =< Name, Impact, F ield, Affiliation, Position, CoAuthor >
Let OP be the set of papers which are written by scientists OSP

, (OSP
⊆ OS);

Let OV be the set of publication that scientists have published their papers.
Let OI be the set of institution;
Let O be the set of scientific objects and O can be one of four types as the

following:
O = OS ∪ OP ∪ OV ∪ OI

Definition 2. [9] The research collaborations are represented by two functions
as follows:

Rh : O × O → [0, 1];
Rf : O × O → [0, 1];
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Fig. 2. A research collaboration network

Where Rh is a function related to historical research collaboration among
scientists; Rf is a function related to research collaboration among scientists in
the future. Therefore, the greater the value of the Rf , the greater the chance of
cooperation between the scientists in the future (Fig. 3).

Axiom 1 (Nonnegative) [9] ∀o1, o2 ∈ OS:
Rh(o1, o2) ≥ 0 and Rh(o1, o1) = 1;
Rf (o1, o2) ≥ 0 and Rf (o1, o1) = 1;

Axiom 2 (Asymmetric) ∀o1, o2 ∈ OS ∧ o1 	= o2 ∧ oP1 	= oP2 :
Rh(o1, o2) 	= Rh(o1, o2)
Rf (o1, o2) 	= Rf (o1, o2)

Axiom 3 (Transitive) ∀o1, o2, o3, o4 ∈ OS ∧ o1 	= o2 	= o3 	= o4:
(1)Rh(o1, o2) ≈ Rh(o1, o3) or Rh(o2, o1) ≈ Rh(o3, o1)
=> Rf (o3, o2) > 0, Rf (o2, o3) > 0
(2) Rh(o1, o2) ≈ Rh(o1, o3) and Rh(o4, o2) ≈ Rh(o4, o3)
=> Rf (o1, o4) > 0, Rf (o4, o1) > 0

4 Predicting Methodology

A scientist’s work is a collection of all publications, including journals, confer-
ences, finished projects. The relationship between the two researchers is based
on the constraints that have been done together (with the same affiliation, pub-
lished the same paper, working on the same topic, project, published book, etc.)
or through any middle relationship.

4.1 Network Connecting Scientists

This section discusses how to build a network to connect the scientists. Let
OS = {S1, S2, ..., SN} be a set of scientists. First, the study focused on computing
the constraints that have been done together, including the number of co-authors
and then computing the research similarity.
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Fig. 3. A research collaboration network of scientists

Research Collaboration Network. The quantitative relationship is repre-
sented on an edge between two scientists Si and Sj be an unequal relationship,
it depends on the number of co-author publications and the number of individual
publications.

Definition 3. The weight of w(Si, Sj) is defined to measure the research col-
laboration between scientists Si and Sj as follows:

w(Si, Sj) =
|PSi

∩ PSj
|

|PSi
| (1)

Research Similarity (RS). Research topics similarity of scientists are
expressed in their publications. The score of two scientists with a similar research
topic can be computed by formula (1).

Definition 4. The function RS(S1, S2) is defined to measure the research sim-
ilarity between scientists S1 and S2 as follows:

RS(S1, S2) =
∑

pj∈PS2 ,pi∈PS1

similarity(pi, pj)
(|PS1 | × |PS2 |)

(2)

where |PS1 |, |PS2 | indicate the number of all publications by scientists S1 and S2.
Function similarity(pi, pj) returns the content similarity between the abstracts
of papers pi and pj . The greater is the value of RS(S1, S2), the higher is the
research related between scientists. Here, the feature keyword is extracted from
their publications in DBLP to measure content similarity. To calculate the value
of the function similarity(pi, pj), we consider using Doc2Vec model [12] to pro-
cess of calculating the similarity.
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4.2 Proposed Method

The details of the proposed method are presented in the following subsections.

(1) Firstly, to build a network connecting scientists, we extract the information
from DBLP, and compute the weight of w(Si, Sj) to measure the research
collaboration between scientists Si and Sj for determining the edge from Si

to Sj or not. The basic of this issue based on three axiom 1, 2, 3 and the
result as shown in Fig. 3.

Fig. 4. The network of scientist S1

(2) The axiom 3, as a standard to decide the list potential scientists with each
considering scientist.

(3) By computing the research similarity between scientists and using a thresh-
old for each considered scientist (S1), we have the result as shown in Fig. 4.

(4) The list scientists with strong research collaboration with S1 will be showed
as the result of predicting the research collaboration trends.

4.3 Predicting Collaboration Algorithm

This section introduces about the algorithm for computing the probability to
collaborate with target scientist Si from his network (Algorithm 1). For example
as shown in Fig. 4, we try to find a set of potential scientists to recommend to
target scientist Si for collaborating in the future.

The algorithm works based on databases collected from DBLP and Scient-
Direct sources, based on extracting information of authors (including published
publications and co-author information and research topics they have done and
in progress) to build directed graphs. To predict the collaboration between two
scientists in the future, we considered each pair of scientists who have no con-
nected directly but they are in a sub-graph of a scientist (group) to propose
future collaboration if the research similarity is greater than a given threshold.
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Algorithm 1. Predicting collaboration in the future with Si

Input: - Homogeneous data;
- Target scientist Si;

Output: Top k potential scientists;

1: Preprocessing data;
2: Creating a directed graph related to target scientist Si;
3: for each scientist Sj in the graph with w(Si, Sj) = 0 do
4: Calculating the probability to collaborate with target scientist Si;
5: Sorting the list;
6: Catching top k scientists with largest probability to collaborate with target sci-

entist Si;
7: end for;
8: return Rf (Si); // A set of potential scientists to recommend to target scientist

Si for collaborating in the future.

For example, in Fig. 4, suppose S1 has collaborated two articles with S11 on
the topic of “social networking”, and S11 also has collaborated some articles with
S12 on the topic of “event detection”. Although S1 and S12 have no cooperation
with each other at the moment, the future probability for these two scientists to
collaborate on writing paper or apply a project is very high, they are completely
capable to work together with the topic related to “identifying events based on
social networks”. With illustrating from Fig. 4, by applying Algorithm 1, we can
illustrate the result as shown in Fig. 5.

Fig. 5. The future collaborations of S1

5 Conclusion and Future Work

Predicting research collaboration trends based on scientist’s profiles and their
publish is a hot issue in academia nowadays. We focused on exploiting data to
extract information and to compute the similarity between authors (scientists).
We already published some research results in the previous paper [9], therefore,
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in this paper, we have focused our research on evaluating a number of similar
measures and proposed a model to find the potential relationship to predict the
trend of research cooperation of scientist that hasn’t yet tested the results.

In the next studies, we will complete the system and compare with other sys-
tems. Moreover, we will analyze other issues such as scientific impact evaluation,
isolate scientists. Some young scientists have never collaborated with anyone in
the past, it is the isolated vertex of the graph. We can handle by consider-
ing extra features such as being the same affiliation, the collaboration between
affiliations. Our system operates based on databases collected from DBLP and
ScientDirect sources on the basis of extracting the information of the authors
to build a directed graph. The process of determining the weight of each edge
for which each node is an author. We consider pairs of authors who had never
been connected but who were in a sub-graph of a certain scientist to propose
future collaborations. The system will provide a list of potential scientists to
recommend to a user (as the scientist being considered) as shown in Fig. 5, and
the user can establish information and remove that incorrect information for the
system to move towards a more complete recommendation system.

Acknowledgment. This study is funded by Research Project No. DHH2018-03-109
of Hue University, Vietnam.
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Abstract. Asserting a high quality of data integration results frequently
involves broadening a number of merged data sources. But does more
always mean more? In this paper we apply a consensus theory, originat-
ing from the collective intelligence field, and investigate which param-
eters describing a collective affects the quality of its consensus, which
can be treated as an output of the data integration, most prominently.
Eventually, we identified, either analytically or experimentally, adjust-
ing which properties of the conflict profile (input data) asserts exceeding
expected integration quality. In other words-which properties have the
biggest influence and which are insignificant.

Keywords: Consensus theory · Collective intelligence · Knowledge
management · Data integration

1 Introduction

In recent years, available data have become more and more dispersed. Also, the
amount of data that can be meaningful (and therefore, valuable) is reaching
unparalleled levels. Developing a method of data integration, which allows effec-
tive merging a representation of such heterogenous and diverse data, into their
unified version, while asserting its maximal quality, has become one of the most
researched areas of computer science. A variety of different data integration tools
can be found in the literature.

No matter which approach is chosen, for a large set of data, such unification
can be characterized by a very high computational complexity. This entails a
long time required to perform such a procedure. However, to obtain a good
representation of the input data it is necessary to feed the integration algorithm
with all the available data. The natural approach is adding more data sources,
which intuitively should increase the quality of their integration. But does more
always mean more?

We adopt a consensus theory [12] as a foundation of our work. Originat-
ing from the collective intelligence field, it is based on an assumption, that the
integrated input data are formally describable using a mathematical represen-
tation called a conflict profile. Such representation is defined as a finite set of
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https://doi.org/10.1007/978-3-030-41964-6_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41964-6_3&domain=pdf
http://orcid.org/0000-0001-8445-3979
http://orcid.org/0000-0003-4255-889X
http://orcid.org/0000-0002-0911-6902
https://doi.org/10.1007/978-3-030-41964-6_3


26 A. Kozierkiewicz et al.

different perspectives on the same topic. These perspectives can be expressed in
different ways e.g. as trees, tuples or as simple vectors of values describing some
object from a domain of interest. The output of the integration of the whole
profile (which is further called a consensus) must meet a set of formally defined
requirements. Thanks to such an approach, we can obtain good results (which
was proved in [13]) of the data integration, which quality can be quantitatively
measured due to the accepted formal restrictions.

In this paper, we would like to investigate and analyze the properties of
the aforementioned conflict profile. In other words, we would like to check, how
adjusting a variety of them, can lead to reaching some minimal, expected quality
of the data integration.

Building our research on solid, mathematical foundations, the main task can
be defined as follows: For an assumed minimal and acceptable consensus quality,
one should determine to adjust which properties, describing a conflict profile,
asserts exceeding the accepted quality’s threshold. In the following, we provide an
in-depth analysis of the conflict profile and identify (either analytically, if appli-
cable, or experimentally) which properties of the conflict profile have the biggest
influence on the consensus quality and which are insignificant. All researches are
conducted for the assumed data representation, defined in subsequent sections.

The remaining sections of this paper are structured as follows. In the next
part, an overview of related works is given. In Sect. 3 we provide base definitions
that are used in this paper. Section 4 describes our approach to the presented
research goal. It is split into two subsections devoted to two different approaches
to measuring the quality of the consensus. Section 5 contains a short summary
and sheds some light on our upcoming research plans.

2 Related Works

The topic covered in this article is closely related to the area of collective intel-
ligence [17] and reducing the size of the integrated data while preserving its
quality is not a completely new idea. [16] explores the performance of a collec-
tive in the light of the collective-size and expertise transferability. The authors
claim that the collective’s size is related to the level of a task’s difficulty. This
relationship is the strongest for tasks in a medium difficulty range. This research
points out that the size of a collective cannot be chosen in separation with a
domain of interest in which a collective is expected to perform.

A committee selection scenario is investigated in [5], where a voting rule
that captures a positive correlation (synergy) between candidates has been pre-
sented. The higher synergy the better the outcome, but this synergy is not
correlated with the size of a committee. A similar approach is presented in [4]
where authors conducted experiments to discover factors (including cardinality)
that allow groups of people to behave intelligently.

[11] examines collective decision making in relation to a performance metric
of the collective decision quality. Conducted experiments show the existence of a
relationship between both individual and collective intelligence, and furthermore
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collective intelligence and collective decision quality. This implicates an influence
size of the collective may have on its overall performance.

In [14] authors covered the topic of an automated decision-making process
using machine learning methods. However, such methods must be trained before-
hand and the opened question concerning the cardinality of the training data
remains open. A similar consideration can be found in [10] where authors focus
on a comparative analysis of quality and the popularity of articles in Wikipedia.
Proposed solutions can be successfully used during the conflict-resolution phase
of the data integration procedure. [6] contains a description of a framework for
reactive, goal-directed navigation based on analyzing data coming from a mobile
sensor network for a path planning of an autonomous mobile robot. The drone
may communicate only with a few mobile sensing nodes and based on such data
generates a belief map of a sequence of way-points, leading to a possible goal.

In [2] authors investigate an iterative and a collaborative ontology building,
proposing that a trust-based consensus can support an efficient conflict resolu-
tion among different viewpoints of participants of the process. Presented ideas
are further developed in [3] where they are applied in a collaborative video anno-
tation using a consensus-based social network.

Research similar to our work may be found in [15]. However, the authors
approach the topic by analyzing how a diversity of the collective influences the
effectiveness of the collective’s performance. Also, a comparison of performance
measures is presented.

We investigated a topic close to the one covered in this article in our previous
publication [8], where a framework, which allows assessing the quality of the data
integration output based solely on the analysis of its input is presented. Now we
want to focus on properties of such input, which may serve as a natural extension
of our previous research.

3 Basic Notions

Let the finite, nonempty set of a universe of objects be denoted as U . The set U
can be considered as descriptions of elements of a certain domain of interest. By
the symbol 2U we denote the powerset of U , which is the set of all subsets of U .
Let Πb(U) be the set of all nonempty subsets with repetitions (that cardinality
is equal b) of the set U , for b ∈ N , where Π(U) =

⋃

b∈N

Πb(U) is the set of

all nonempty subsets with repetitions of the universe U . Each element that
belongs to Π(U) is called a knowledge profile (a profile) [12]. X ∈ Π(U) could
be understood as a knowledge of a collective and each x ∈ X as the knowledge of
a collective member. The macrostructure of the set U is defined in the following
way [12]:

Definition 1. The macrostructure of the set U is a distance function δ : U ×
U → [0, 1], which satisfies the following conditions:

1. ∀v,u∈U , δ(v, u) = 0 ⇔ v = u
2. ∀v,u∈U , δ(v, u) = δ(u, v)
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In this paper, we consider only measures where the transitive condition is not
satisfied, thus in Definition 1, we assume the lack of the triangular inequality.
This condition is too strong for many practical situations [1]. Therefore, the pair
(U, δ) is called a distance space because there is no need to be a metric space.

For the assumed distance space, the consensus choice problem requires estab-
lishing the consensus choice function.

Definition 2. By a consensus choice function in the space (U, δ) we mean a
function:

C : Π(U) → 2U (1)

The set C(X) is the representation of X ∈ Π(U). In many real situations,
each profile X can have many representations. Each c ∈ C(X) we call a consensus
of a profile X, which represents a consistent knowledge state of an assumed
collective. If we consider the problem of data integration, the profile could be
interpreted as input data sources. By the consensus, we call the final, consistent,
merged data.

In [12,13] authors presented 10 postulates for the consensus choice func-
tions: reliability, unanimity, simplification, quasi-unanimity, consistency, Con-
dorcet consistency, general consistency, proportion, 1-optimality, 2-optimality.
The last two postulates: 1-optimality and 2-optimality play the most important
role in solving the consensus choice problem. 1-optimality postulate requires the
consensus to be as near as possible to elements of the profile and could be rec-
ognized as the best representation of the profile. Postulate 2-optimality allows
determining the most ‘fair’ consensus.

Let us assume, that two auxiliary functions are defined as follows:

– δ1(x,X) =
∑

y∈X δ(x, y)
– δ2(x,X) =

∑
y∈X(δ(x, y))2

Postulates 1-optimality and 2-optimality are formally defined as follows
[12,13]:

Definition 3. Let X ∈ Π(U) be a profile and C a consensus choice function.
We say that C satisfies a 1-optimality postulate if:

(x ∈ C(X) ⇒ (δ1(x,X) = min
y∈U

δ1(y,X)) (2)

Also we say that C satisfies a 2-optimality postulate if:

(x ∈ C(X) ⇒ (δ2(x,X) = min
y∈U

δ2(y,X)) (3)

In many situations, it is not possible to determine a “good”, reliable consen-
sus that represents the profile in the best way. That is why, before determining
a consensus we need to check that the profile is susceptible to a consensus:
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Definition 4. For a given space (U, δ) a profile X ∈ Π(U) is susceptible to a
consensus in relation to postulate 1-optimality (for i = 1) or 2-optimality (for
i = 2) iff:

δ̂i(X) ≥ δ̂i
min(X) (4)

where: δ̂i(X) =

∑

x,y∈X

δi(x,y)

n(n+1) , δ̂i
x(X) =

∑

y∈X

δi(x,y)

n , δ̂i
min(X) = min

x∈U
δ̂i
x(X), n =

card(X), i = {1, 2}.

For evaluation of the determined consensus the quality measure is defined in
the following way [13]:

Definition 5. Let X ∈ Π(U) and x ∈ C(X). The quality of a consensus x in a
profile X we call the following value:

Qi(x,X) = 1 − δi(x,X)
card(X)

(5)

where: i ∈ {1, 2}.

If the consensus x in the profile X satisfies the criterion for 1-optimality, then
we calculate Q1(x,X), otherwise Q2(x,X). It is obvious that we want to find
a consensus that maximizes the quality measure because we expect the most
reliable representations of input data sources. However, in many real situations,
we can accept the lower level of quality, if it limits the costs of the consensus
determination. Thus, in our research, we would like to consider how to select a
profile to ensure the assumed level of consensus quality.

In this paper we assume that the profile X consists of n binary vectors of
the length equal to m. Thus, a distance space (U, δ) is composed from: U =
{u1, u2, ...} where elements of the universe are binary vectors and δ(w, v) =
m∑

j=1

|wj − vj | for such w, v ∈ U that w = (w1, w2, ..., wm), v = (v1, v2, ..., vm),

vq, wq ∈ {0, 1}, q ∈ {1, ...,m}. The profile is defined as: X = {a1, a2, ..., an} ∈
Π(U), where: ai = (ai1, ai2, ..., aim), i ∈ {1, ..., n}.

For such defined distance space (U, δ), the one-level method of determining
the consensus satisfying 1-optimality criterion, is conducted in using the follow-
ing steps [12]:
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Algorithm 1. 1-optimality consensus determination method
Require: X = {a1, a2, ..., an}, ai = (ai1, ai2, ..., aim), i ∈ {1, ..., n}
Ensure: x∗

1: for all j := 1 to m do
2: fj := 0;
3: for all i := 1 to n do
4: if aij = 1 then
5: fj := fj + 1;
6: end if
7: end for
8: end for
9: for all j := 1 to m do

10: if fj ≥ n
2
then

11: x∗
j := 1;

12: else
13: x∗

j := 0;
14: end if
15: end for
16: return x∗

A heuristic algorithm [12] determining the 2-optimality consensus is presented
below:

Algorithm 2. 2-optimality consensus determination method
Require: X = {a1, a2, ..., an}
Ensure: x∗

1: Use Algorithm 1 to determine a consensus x∗;
2: md := δ2(x∗, X);
3: for all j := 1 to m do
4: x∗

j := x∗
j ⊕ 1;

5: if δ2(x∗, X) < md then
6: md := δ2(x∗, X);
7: else
8: x∗

j := x∗
j ⊕ 1;

9: end if
10: end for
11: return x∗

4 Consensus Quality Analysis

4.1 1-Optimality Criterion

In this subsection, some properties about the impact of a profile’s content on
the consensus quality are proved analytically.
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Theorem 1. For an assumed distance space (U, δ) the consensus satisfy-
ing the 1-optimality postulate has the quality at least: Q1(x,X) = 1 −
(

∑

j∈D

n∑

i=1
aij+

∑

j∈C

(n−
n∑

i=1
aij))

m∗n where: C = {j :
n∑

i=1

aij ≥ n
2 },D = {j :

n∑

i=1

aij < n
2 }

and n is the cardinality of X.

Proof. The proof of Theorem1 follows from an Algorithm 2. The consensus sat-
isfying the 1-optimality postulate is determined using the fact that if for a fixed

j = 1, ...,m
n∑

i=1

aij ≤ n
2 (more than half of the elements are zeros) then uj∗ = 0

and uj∗ = 1 otherwise, where u∗ is the desired consensus. �

Based on Theorem 1, we can notice that the quality of the consensus depends
on the profile’s content. Thus, we formulate theorem which gives us a clue how
to choose a profile to ensure an assumed level of the consensus quality.

Theorem 2. For an assumed distance space (U, δ), where a ratio of occurrences
of ones and zeros in the profile is equal p

q (where p + q = 1), then to ensure
the assumed level of the consensus quality Qf (where Qf ∈ [ 12 , 1]), one of the
following properties must be true:

– p ≈ 1−
√

2∗Qf−1

2

– p ≈ 1+
√

2∗Qf−1

2 .

Proof. Based on Theorem 1, we know that: Q1(x,X) = Qf = 1 −
(

∑

j∈D

n∑

i=1
aij+

∑

j∈C

(n−
n∑

i=1
aij))

m∗n where: n is the cardinality of X and m is the length
of a binary vector. Additionally, from the assumptions we know that in the
whole profile we have m ∗ n ∗ p occurrences of ones and m ∗ n ∗ q occur-

rences of zeros. Therefore,
∑

j∈D

n∑

i=1

aij expresses the number of occurrences of

ones in columns from the set D and is approximately equal card(D) ∗ n ∗ p.

Similarly,
∑

j∈C

(n −
n∑

i=1

aij) expresses the number of occurrences of zeros in

columns from the set C and is approximately equal card(C) ∗ n ∗ q. Thus,
we obtain: Qf ≈ 1 − card(D)∗n∗p+card(C)∗n∗q

m∗n . After transformations, we have:
Qf ≈ 1 − card(D)∗p+card(C)∗(1−p)

m ⇒ Qf ≈ 1 − (m−card(C))∗p+card(C)∗(1−p)
m .

The set C contains a column from the profile, where the number of occur-
rences of zeros is higher than the number of occurrences of ones and set D is
defined in the opposite way. Thus, card(C)

card(D) can be approximated by a ratio p
q .

Moreover, we know that card(D) + card(C) = m. From both equations we cal-
culate that card(C) = p∗m. Thus, we obtain: Qf ≈ 1− (m−p∗m)∗p+p∗m∗(1−p)

m ⇒
Qf ≈ 1− m∗p−p2∗m+p∗m∗−p2m

m ⇒ Qf ≈ 1− m(−2∗p2+2∗p)
m ⇒ Qf ≈ 1+2∗p2−2∗p.

This quadratic equation has two roots: p ≈ 1−
√

2∗Qf−1

2 and p ≈ 1+
√

2∗Qf−1

2 . �
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Table 1. Experts opinions about flu’ symptoms

No. of expert Fever Stomach ache Sneeze Cough

Expert 1 1 0 1 1

Expert 2 1 0 1 1

Expert 3 1 1 1 1

Expert 4 1 0 1 1

Expert 5 1 1 1 1

Example 1. Let us assume that we ask five experts about observed symptoms
of flu such as fever, stomach ache, sneeze, cough. We want to ensure, that the
final diagnosis determined based on experts’ opinions will be trustworthy. Let us
suppose that we want to ensure the quality of the consensus equal to or better
than Qf = 3

4 . Based on Theorem 2 we calculate that p ≈ 0.15 and q ≈ 0.85
(or otherwise, the number of ones should be greater than zeros). After some
simplification of the calculation, we obtain a ratio of occurrences of ones and
zeros equal 3

17 or ones and zeros equal 17
3 . It means that the final diagnosis

will be reliable if all experts’ answers should not agree only in 3 cases. Table 1
presents the example experts’ answers which satisfy the assumed conditions,
where “1” means that symptoms occur and “0” otherwise. It is easy to calculate
(Algorithm 1) that the consensus satisfying the 1-postulate is equal (1, 0, 1,
1). It could be interpreted that if a patient has a cough, sneeze, and fever he
suffers from influenza. Based on Eq. (5) it is easy to show that the quality of
the consensus determined based on collected answers is better than 3

4 and is
equal 17

20 .

Theorem 2 sheds new light on a consensus determination problem. Many
pieces of research try to verify the impact of the profile’s cardinality on the
final consensus. However, after our analysis, we can conclude that getting a
consensus of a given quality depends only on the content of this profile. If it is
more consistent, then we can select the profile’s size as small as possible, only
paying attention to the consensus susceptibility. For the assumed distance space,
the profile is susceptible to the consensus if their cardinality is an odd number
[9]. Our conclusions are equivalent to the intuition. It is not important how many
incoherent input data are processed, it is not possible to obtain their consistent
and reliable representation.

4.2 2-Optimality Criterion

This part of our paper is devoted to the 2-optimality consensus, which is an
NP-complete problem [7]. Thus, for the demonstration of its properties, we have
used an experimental methodology.

The steps of the conducted procedure are as follows. In the beginning, we
randomly generated an initial profile with a given very small size and using con-
sidered distribution. The distribution determined the probability of occurrence
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Table 2. Results of the experiment for different profile’s distributions

Quality 50/50 60/40 70/30

Avg Mode Mode

share %

Max Avg Mode Mode

share %

Max Avg Mode Mode

share %

Max

0.7 3 3 100 3 3 3 100 3 3 3 100 3

0.75 3 3 100 3 3 3 100 3 3 3 100 3

0.8 3 3 100 3 3 3 100 3 3 3 100 3

0.85 3 3 100 3 3 3 100 3 3 3 100 3

0.9 453 3 81 9 253 3 84 11 3 3 97 9

0.95 3851 5001 77 3 3851 5001 77 5 1852 3 51 7

1 or 0 at each position in vectors. It was denoted as p
q which represents the fact

that there was p * 100% chance for drawing 1 and q * 100% for drawing 0.
For a generated profile we have used the Algorithm2 to determine a consensus
and compute the quality of achieved results using the formula 5. If the quality
was satisfying (greater or equal to the assumed level) the sufficient size of the
profile was estimated and the evaluation was finished. Otherwise, the profile was
regenerated with a bigger size (to assert the susceptibility for the 1-optimality
consensus it was increased by 2) and previous steps were repeated until the
expected quality was achieved or the maximal size of the profile was reached.

In our experiments, we accepted some assumptions. The size of vectors in the
profile was set to m = 10, the initial size of the profile was set to ninit = 3 and
the maximal threshold was set to nmax = 5001. During our examinations, we
noticed, that further extension of the profile after reaching some limit did not
improve the quality, only extended the time and cost of the performance. We
analyzed six levels of quality Qf : 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, and the following
distributions: 50/50, 60/40, 70/30, 80/20 and 90/10. For each set of parameters,
the evaluation of the aforementioned method was repeated 100 times.

To analyze the obtained results (which can be found in Tables 2 and 3) we
used the following measures:

– Mode of profile size and its percentage share in the results
– Average profile size
– Maximal profile size in a situation when it was determined (the threshold was

not achieved)

We started our analysis with a mode of profile’s size. It is a measure, which
describes the most often value in the obtained results. In significantly more
situations (especially for smaller levels of the quality), experiments showed, that
a profile consisting of only 3 elements is sufficient to achieve the given quality.
Moreover, the percentage share of modes was in all situations greater than 50%
and for quality levels from 0.7 to 0.85, it occurred in 100% of repeats. It is very
important for real situations because we would like to choose as little members
of a collective as possible, for both economical and availability reasons.

The analysis of an average showed, that for profiles which are not cohesive,
their sizes in many situations were too big or the threshold was not achieved.
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Table 3. Results of the experiment for different profile’s distributions (continuation)

Quality 80/20 80/20

Avg Mode Mode share % Max Avg Mode Mode share % Max

0.7 3 3 100 3 3 3 100 3

0.75 3 3 100 3 3 3 100 3

0.8 3 3 100 3 3 3 100 3

0.85 3 3 100 3 3 3 100 3

0.9 3 3 99 5 3 3 100 3

0.95 3 3 77 25 3 3 97 5

This conclusion can be emphasized by comparing the average with the maximal
profile size after filtering situations when the maximal size was reached. In each
situation, the maximal value was less than 30, whereas the average takes value
even to 3851. It is caused by the fact that for distributions 50/50, 60/40 and
70/30, vectors representing answers, could be diverse, which makes it difficult to
determine a high-quality consensus. However, in real situations, where we take
into account experts, their answers come from rather more cohesive distribu-
tions (like 80/20 or 90/10), therefore their small groups are sufficient, which was
confirmed by our experiments.

In the last step of our considerations, we statistically analyzed the size of
profiles at the quality level Qf equal 0.9 and the significance level α = 0.05.
In many everyday situations, it is the acceptable level, taking into the account
also cost of acquiring collective’s members. We merged results from all distri-
butions and obtained one sample. In the beginning, we used the Shapiro-Wilk
test to check if data comes from the normal distribution. Because p − value was
near 0 and W = 0.1505, we rejected the null hypothesis, stating that the sam-
ple comes from the normal distribution. Next, we used the one-sided Wilcoxon
signed-rank test. The null hypothesis claimed that the sample comes from the
distribution with a median equal to 4. The alternative hypothesis stated, that
the sample comes from a distribution with a median lower than 4. The obtained
p − value= 5.1063e − 63 allowed us to accept the alternative hypothesis.

The conducted analyses show, that in most situations, the collective size equal
to 3 is sufficient to achieve the high-quality consensus, especially when answers
are cohesive. It confirms the fact, that very often, for a jury or committee only
3–5 members are chosen, because they can make credible decisions and the cost
of their canvass is not high. The results of the experiment also confirmed our
consideration from Sect. 4.1 that to assert the assumed quality of the consensus,
the size of the profile is not crucial, but only the consistency of the profile is.

5 Summary and Future Works

In this paper, we accepted the consensus theory as a solid, mathematical
foundation for performing data integration. Such an approach allowed us to
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quantitatively measure the quality of the collected results. For an assumed mini-
mal and acceptable consensus quality, we determined adjusting which properties,
describing a conflict profile, asserts exceeding the accepted quality’s threshold.
We provided an in-depth analysis of the conflict profile and identified (either
analytically, if applicable, or experimentally) which of its properties have the
biggest influence on its consensus quality and which are insignificant.

The provided Theorem2 sheds new light on a consensus determination prob-
lem. It allows us to conclude that achieving a consensus of a given quality
depends only on the content of the input profile. It is frequently said in the
literature that the profile’s cardinality has the biggest impact. However, after
our analysis and experimental verification, we can draw the opposite conclusion.
For the assumed distance space, if the profile is susceptible to the consensus,
only its consistency contributes to the quality of its integration.

In the future, we want to investigate different conflict profile structures
(extending them beyond simple binary vectors). Also, we will perform more
experiments verifying, whether yes or not, it is not important how much inco-
herent input data is processed and it is not possible to obtain their consistent
and reliable representation.
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Abstract. FOKI is a formally defined framework, proposed by authors, which
addresses storing, processing, and integrating ontologies. Its model is based on a
mathematical apparatus but lacks a concrete syntax. These features make difficult
to use standardized benchmark datasets, usually expressed inOWL2, during exper-
imental verification of FOKI’s validity. To enable a practical usage of FOKI, a set
of bidirectional transformation rules (defined at the abstract syntax level) between
the OWL2 RL and the framework is needed. However, due to major differences in
base assumptions it is impossible to provide a straightforward translation between
FOKI and OWL. Therefore, the aim of the paper is to identify which elements
of OWL syntax can be transformed into FOKI formalism (on its current state of
development) and which of these rules are bi-directional. The defined rules are
illustrated with some overall examples. The paper also provides a short discussion
about different approaches to transformation definitions.

Keywords: FOKI · OWL2 · Transformation · Migration · Ontology integration
framework

1 Introduction

Ontology integration is a widely discussed topic. It puts attention on a seemingly simple
problem of merging a set of ontologies into one ontology. This task eventually results
in a unified ontology, which contains all of the knowledge taken from the input sources.
Informally speaking, it can be understood as selecting elements of input ontologieswhich
express the same parts of a modeled universe of discourse. Then, such elements should
be merged into a single, unified element. Any non-conflicting elements that differentiate
input ontologies should be preserved as-is. Although simple to understand, ontology
integration is a difficult task in terms of its semantic and computational complexity. The
main reason is the fact that any appearing semantic conflicts or inconsistencies should
be excluded or resolved.

It is easy to find in the literature a variety of different solutions that address the
ontology integration problem. Their common feature is being built on top of OWL2
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representation and its syntaxes. It entails a potential shortcoming – the ontology integra-
tion tools mentioned above are tightly coupled with OWL syntaxes. Therefore, they are
separated from formal foundations of the problem at hand. For example, a common app-
roach to designating similar elements in ontologies is calculating similarities between
informal comments from rdfs:comment tag available in OWL. The problem is that
such comments are not defined in the base, mathematical definitions of ontologies. A
broad explanation of the motivation behind our research can be found in [13].

The remarks presented above brought to our attention the necessity of providing
a Framework for Ontological Knowledge Integration (FOKI), which is a formally
grounded tool, with a sound theoretical background and strong ontology definitions.
Its foundation is a notion of attributes’ semantics, which gives explicit meanings to
attributes when they are included in different concepts. For example, the same attribute
address may carry different meanings while included in the Home concept and com-
pletely different when incorporated in the PersonalWebsite concept. Overcoming the
aforementioned drawbacks made possible to provide (in our previous publications [10–
12]) several applications that showed the usefulness of our approach in both the task
of ontology integration and ontology alignment. However, it the FOKI framework has
one important disadvantage. It cannot be easily expressed using the OWL, which makes
it challenging to apply in some practical applications. In particular, it is impossible to
directly use benchmark ontologies provided by the Ontology Alignment Evaluation Ini-
tiative (OAEI), which are a state-of-the-art dataset used to test the usefulness of many
ontology-related applications. It would be beneficial to use them to verify algorithms
developed based on our framework.

OWL RL is a sublanguage (also referred to as profile) of OWL2 which we chose
because it asserts reasoning in polynomial time with respect to the size of the ontology
and is an extension of Description Logic based OWL-DL. It brought to our attention the
necessity of translating ontologies expressed using OWL-RL into the FOKI framework.
Providing a set of rules that could be used to transform an ontology defined inOWLRL to
our framework can become invaluable in any upcoming research focused on ontologies.

Preparing such transformations implies a several difficulties to be addressed. First
of all, OWL-RL assumes that the modeled domain of discourse is an open world, where
FOKI is based on an assumption of a closed-world domain. This entails that OWL
ontology inferred from FOKI formalism may be too strict. For example, OWL provides
a mechanism to express that two concepts are equivalent, which implies that their set
of instances must be disjoint. In FOKI it is easy to check whether or not two sets of
instances are disjoint, however such outcome does not necessarily mean that inferred
concept equivalency was intended by ontology developer.

Second major difficulty that needs addressing comes from the assumption that in
FOKI both attributes and relations are annotated with logic sentences that assign them
some explicitly intended semantics. For example, let us suppose the level attribute. If
we consider this attribute in a context of the Lecture concept, we think about a difficulty
of educational material. However, the attribute level included in the Apartment concept
can express the apartment’s floor within a building. Such formal tool provides good
expressiveness. However, from the practical point of view, it drastically increases the
difficulty of maintaining the FOKI ontology which was broadly discussed in [7].
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The aforementioned problems bring us to the conclusion that on the current state of
FOKI’s development it is impossible to provide a ruleset that would cover the whole
OWL-RL syntax. Therefore, themain goal of the paper is to identify two things: (i)which
elements ofOWLsyntax canbe clearly transformed intoFOKI formalisms, (ii) andwhich
of these transformation rules are one- or bi-directional (as explained in the previous
paragraphs). This may become a sound foundation for upcoming research in extending
FOKI framework into a formalism that is fully translatable from/to OWL. It would
be beneficial to take advantage of both the expressiveness of OWL and mathematical
formalism of FOKI.

The article is structured as follows. Section 2 provides fundamental definitions of the
FOKI framework, on top of which transformation rules are built. An overview of related
works is given in Sect. 3. A set of transformation rules from OWL to our framework is
given in Sect. 4. Section 5 demonstrates selected transformation rules with illustrative
examples. The article ends with a summary and an overview of our future research
directions given in Sect. 6.

2 Basic Notions

The FOKI framework is based on a mathematical apparatus that evolved throughout
several of our publications [9–13]. It is based on a notion of a real world defined as a
pair (A, V ), where A is a finite set of attributes that can be used to describe objects, and
V is a set of their valuations (domains) where: V = ⋃

a∈A Va . By Va we call a domain
of a particular attribute a. The defined pair (A, V ) allows to present a quintuple which is
called by us as an (A, V )-based ontology:

O =
(
C, H, RC , I, RI

)
(1)

where: C is a finite set of concepts, H defines generalization relationships between
concepts, RC is a finite set of relations between concepts, I denotes a finite set of
instances, RI is a finite set of relations between concepts’ instances.

During the development of an ontology firstly we need to define a set of concepts C.
Each concept c ∈ C is defined as:

c =
(
idc, AC , VC , I C

)
(2)

where: idc is an identifier of the concept c, AC is a set of its attributes, such that AC ⊆ A,
VC is a set of attributes domains (formally: VC = ⋃

a∈Ac Va), I C is a set of c instances.
For short, we write a ∈ c to denote that an attribute a belongs to concept’s c set of
attributes AC .

Attributes from the set A do not have any semantics. They become interpretable only
when they are a part of a selected concept. Let DA be a set containing atomic descriptions
of attributes. Subsequently, we define a sub-language of the sentence calculus built from
elements of DA and logic operators of conjunction, disjunction and negation. We denote
it as L A

S and it is used for description of semantics of attributes. Formally, we can define a
function which assigns a logic sentence from LA

S to attributes within particular concept:

SA : A × C → LA
S (3)
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Based on such an approach each attribute being part of different concepts can express
different meanings. Let us suppose an attribute class. If we consider this attribute in a
context of a concept Student, we probably think about an educational level. However,
attribute class included in a concept Ticket can express a standard of services.

Based on the previously defined function SA, we can formally define how attributes
included in concepts relate to each other. We distinguish three relations between
attributes: equivalency (denoted as≡), generalization (denoted as←) and contradiction
(denoted as ∼):

• Two attributes a ∈ Ac1, b ∈ Ac2 are semantically equivalent a ≡ b if the formula:
SA(a, c1) ⇔ SA(b, c2) is a tautology for any two c1 ∈ C1, c2 ∈ C2.

• The attribute a ∈ Ac1 in concept c1 ∈ C1 is more general than the attribute Ac2 in
concept c2 ∈ C2 a ← b if the formula SA(b, c2) ⇒ SA(a, c1) is a tautology.

• Two attributes a ∈ Ac1, b ∈ Ac2 such that c1 ∈ C1, c2 ∈ C2, are semantically
contradicting a ∼ b if the formula ∼ (SA(a, c1) ∧ SA(b, c2)) is a tautology.

For a given a concept c, we define its instances from the set I C as a tuple:

i = (idi , vic) (4)

where: idi is an instance identifier, vic is a function interpreted as a tuple of type Ac with
a signature: vic : Ac → V c. For short we can write i ∈ c which means that the instance
i belongs to the concept c. A set of instances is defined as:

I =
⋃

c∈C {idi |
(
idi , vic

)
∈ I c} (5)

By I ns(c) we define a set of identifiers of instances assigned to the concept c:

I ns(c) = {idi |
(
idi , vic

)
∈ I c} (6)

To simplify, a function I ns−1 : I → 2C generates a set of concepts to which an
instance with some identifier belongs:

I ns−1(i) = {c|c ∈ C
∧

i ∈ c} (7)

The last part of the ontology are relations between concepts and instances. RC is
a finite set of relations between concepts, RC = {

rC1 , r
C
2 , . . . , r

C
n

}
, n ∈ N , such that

every rCi ∈ RC i ∈ [1, n] is a subset of Cartesian product rCi ⊆ C × C .
By analogy to DA, we define a set DR containing atomic descriptions of relations.

Subsequently, we define a sub-language of the sentence calculus built from elements of
DR and logic operators of conjunction, disjunction, and negation. We denote it as

SR : RC → LR
S (8)
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As a consequence, we can define formal criteria for relationships between relations:

• Two relations r1, r2 ∈ RC are equivalent r1 ≡ r2 if the formula: SR(r1) ⇔ SR(r2) is
a tautology

• Two relations r2 ∈ RC is more general than relation r1 ∈ RC r2 ← r1 if the formula:
SR(r1) ⇒ SR(r2) is a tautology

• Two relations r1, r2 ∈ RC are contradicting r1 ∼ r2 if the formula∼ (SR(r1)∧SR(r2))
is a tautology

A special type of relation is a hierarchy of concepts H ⊂ C ×C . A pair of concepts
(c1, c2)may be included inH stating that c1 ismore general than c2 (denoted as c2 ← c1)
only if the following criteria are all true:

• |Ac1 | ≥ |Ac2 |
• ∀a2 ∈ Ac2 ∃ a1 ∈ Ac1 : (a1 ≡ a2)

∨
(a2 ← a1)

• I ns(c1) ⊆ I ns(c2)

The relations between instances are denoted as RI = {r I1 , r I2 , . . . , r In }, n ∈ N .
Every relation from the set RC has a complementary relation from the set RI , thus∣
∣RC

∣
∣ = ∣

∣RI
∣
∣. In other words, a relation rCj ∈ RC describes potential connections that

may occur between instances of concepts from the set C but r Ij ∈ RI describes what
is connected where j ∈ [1, n]. Formal criteria describing such an approach are defined
below:

• r1, r2 ⊆ ⋃
(c1,c2)∈rCj (I ns(c1) × I ns(c2))

• (i1, i2) ∈ r Ij ⇒ ∃(c1, c2) ∈ rCj : (
c1 ∈ I ns−1(i1)

) ∧ (
c2 ∈ I ns−1(i2)

)
which means

that two instances can be connected by some relation only if there is a relation
connecting concepts they belong to

• (i1, i2) ∈ r Ij ⇒∼ ∃r Ik ∈ RI : (
(i1, i2) ∈ r Ik

)∧ (
rCj ∼ rCk

)
which means that two

instances cannot be connected by two contradicting relations.
• (i1, i2) ∈ r Ij

∧ ∃ r Ik ∈ RI : rCk ← rCj ⇒ (i1, i2) ∈ r Ik if two instances are in a relation
and there exists a more general one, then they are also connected by it.

3 Related Works

Ontology transformation – similarly to program transformation – can be defined as the act
of changing one ontology into another [19]. The languages of transformed and resulting
ontologies are called the source and target languages, respectively. Transformation can
be one or bi-directional, lossy or preserving the whole input semantics.

To transform one language to another, one has to define a set of transformation rules
and combine them in an algorithm (if ordering of rules matters). These rules can be
defined at two levels (see Fig. 1).

At the first level, a specific concrete syntax of the source language is the subject of
transformation rules. They manipulate the input content directly, e.g., with the use of
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Concrete 
syntax A 

Direct manipulation;
Pattern matching, e.g. use of regular expressions 

(Structure) element to element mapping   

Concrete 
syntax B 

Abstract 
syntax A 

Abstract 
syntax B 

Fig. 1. Possible approaches to ontology transformations.

pattern matching mechanisms like regular expressions. The part which fits the pattern
is replaced with a new content written in the target concrete syntax (e.g. [9, 21]). That
group includes, e.g., XSLT transformations which can also be applied for OWL2. At the
second level, abstract syntaxes (or meta-models) are the subject of interest. Transforma-
tion rules map one structural element of the input to one or more structural elements of
the output (e.g. [1–6, 14, 15, 18]). This approach assumes that there exist proper tools for
vertical translations between a concrete syntax and abstract syntax (tree) in both direc-
tions. Definition of transformation rules at that level makes the mapping independent of
particular representations what is especially useful for multi-concrete-syntax solutions.

Transformation rules are defined either informally, in natural language (e.g. [1, 3–
6, 16]), semi-formally (e.g., with the use of structured tables [14, 15] or patterns with
placeholders [9]), or formally, with the use ofmathematical apparatus [2, 17]. The formal
approach reduces the risk of misinterpretation but could be hard to understand, so it is
typically extended with simple explanations. As FOKI is defined in a formal manner
that would be also our preference.

Transformation rules can be written in declarative (e.g. implementation part in [18])
or operational manner [4]. Sometimes a hybrid method is used, e.g. [8]. In the cases
when the ordering of transformation rules matters, their ordering is provided [17].

Ontologies, especially expressed in OWL2, are subjects of transformations to/from
different notations, including other ontology formalisms [17], UML [4, 5, 15, 17, 18],
programming languages [3, 6], databases’ schemas [1, 2, 14] or business vocabularies
and rules [8, 9].

OWL2usesmany concrete syntaxes, e.g., functional,Manchester,XML,RDFTurtle,
RDF/XML but all of them share one abstract syntax [20] defined as a sequence of
annotations, axioms, and facts.

Mappings between OWL2 concrete syntaxes refer to the same structure in contrast
to those for which the structures of the source and target formalisms are different. Exem-
plary translation (at the first level) between Manchester and functional style is given in
[21]. In [22], there is a semi-formal mapping defined at the abstract syntax level between
the structural OWL2 specification and RDF graph.

In the paper, we deal with migration between the meta-models of OWL2 and FOKI.
As there is no concrete syntax for FOKI, the set of transformation rules have to be defined
at the structural level. To avoid misunderstandings, the rules are defined formally, in a
declarative manner by the reference to the proper FOKI constructs. The transformation
is bi-directional and partially lossy. However, the semantics of OWL is preserved in
one-way transformation.
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4 Mappings

In this section a set of transformation rules from OWL-RL to the FOKI framework
is provided. Every rule is built by a reference to an abstract syntax element of OWL-
RL, and an appropriate mathematical formalism of FOKI framework (obviously if such
exists and is applicable). Moreover, every rule is labeled with a direction in which the
transformation rule can be applied – in both directions or in one. If needed it is further
explained in a justification of the rule.

Many of the rules are only one directional from FOKI to OWL, which entails the
necessity of extending FOKI with some kind of formal mechanism to enable a bidi-
rectional transformation. This issue also concerns lack for rules for OWL elements
ObjectComplementOf, ObjectIntersectionOf and ObjectSomeValuesFrom. These con-
structs take advantage of OWL open-world foundations making possible to create “vir-
tual” definitions, which are not explicitly given, but are built from other definitions
(Table 1).

Table 1. OWL-RL to FOKI framework transformation rules

No. OWL RL Direction FOKI
Framework for Ontological Knowledge Integration

1 Class ⇔ c ∈ C

Classes from OWL correspond to concepts, which are elements of the set C

2 ClassAssertion ⇔ i ∈ c where: i ∈ I ; c ∈ C

ClassAssertion represents the fact that some individual in OWL is an instance of a specific class. The same meaning, in
our framework, is denoted as being a member of the set c of concept instances or (for short) as being a member of the
particular concept c

3 Datatype ⇔ Va ∈ V

Datatype in OWL defines DatatypeProperties ranges. In the FOKI framework, it corresponds to attributes’ domains
(valid valuations) taken from the set V containing all possible domains for the selected universe of discourse

4 DatatypeProperty ⇔ a ∈ A

DatatypeProperty represents an attribute. These are defined as elements of the set A for the selected universe of discourse

5 DataPropertyAssertion ⇔ vic : Ac → V c; for given c ∈ C and i ∈ c

DataPropertyAssertion in OWL is used to define values that DatatypeProperties acquired in particular instances. This

situation is expressed as the output of the function vic that belongs to every instance i of the c concept. The function
returns a vector containing values of attributes assigned to that concept

6 DataPropertyDomain ⇔ a ∈ Ac; c ∈ C

DataPropertyDomain in OWL assigns DatatypeProperties to classes. In the FOKI framework, it is defined that some
attribute a is a member of a set of attributes of some concept c

7 DataPropertyRange ⇔ Va ∈ V

DataPropertyRange defines assignment of set of valid valuation to a DatatypeProperty. In our framework it is expressed
as elements of V, which contains all possible domains of attributes

8 DataSomeValuesFrom ⇔ Va ∈ V

In the FOKI framework it is not possible in all cases to define a situation in which instances can acquire only some
selected values from the attributes’ domains. Due to the fact that there are no restrictions on elements of V this rule may
cover both general domains as in Rule 7 and some detailed domains, e.g. Va = {1, 2, 3} or Va = {x : x ∈ N ∧ x < 20}

(continued)
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Table 1. (continued)

No. OWL RL Direction FOKI
Framework for Ontological Knowledge Integration

9 DifferentIndividuals ⇐ idi

In OWL DifferentIndividuals denotes that several individuals are all different from each other. In the FOKI framework
instances have unique identifiers which can be easily used to distinguish their identities. The obvious distinctiveness of
instance identifiers entails using DifferentIndividuals could be more frequent than intended

10 DisjointDataProperties ⇐ Va ∩ Vb = ∅ where: Va , Vb ∈ V

DisjointDataProperties in OWL represents the fact that two (or more) DataProperties must have disjoint set of literals
for each individual. In the proposed framework it is denoted as disjoint set of attributes domains. This rule is an example
of a close-world/open-world dichotomy addressed in Sect. 1. This rule will give more strict results when used to
transform ontologies from FOKI to OWL due to the fact that using DisjointDataProperties in OWL does not entail that
two domains of attributes need to be strictly disjoint

11 DisjointObjectProperties ⇐ rC1 �≡ rC2 where: rC1 , rC2 ∈ RC and r I1 ∩ r I2 = ∅
In OWL DisjointObjectProperties states that two object properties cannot simultaneously connect two individuals. In
FOKI it can be expressed as a disjoint set of instances relations. However, similarly to earlier rules, one cannot assume
that the inferred OWL element DisjointObjectProperties was intended by ontology developer

12 DisjointWith ⇐ c1 �≡ c2 �≡ . . . �≡ cn where

c1, c2, . . . , cn ∈ C ↔ I c1 ∩ I c2 = ∅ ∧ . . . ∧ I cn−1 ∩ I cn = ∅
In OWL DisjointWith denotes that some group of classes cannot share any individuals. In the FOKI framework it can be
defined as mutually exclusive sets of concept’s instances, which be definition from Eq. 5 is finite

13 EquivalentClass ⇐ c1 ≡ c2 where: c1, c2 ∈ C ↔ I c1 = I c2

EquivalentClass in OWL states that two classes share the same set of assigned individuals. In the FOKI framework it can
be denoted as equality of sets of concepts’ instances

14 EquivalentDataProperties ⇐ a ∈ Ac1 , b ∈ Ac2 ; c1, c2 ∈ C and SA(a, c1) ⇔ SA(b, c2) is a tautology

EquivalentDataProperties in OWL is used to explicitly denote that two DatatypeProperties are equivalent. In the FOKI
framework it can be achieved using attributes’ semantics defined in Eq. 3. The key difference is that in OWL such
DatatypeProperties are always equivalent, where in the FOKI framework the equivalency may appear only between two
attributes that are assigned to concepts (due to the fact that according to Eq. 3 they don’t possess any semantics
otherwise). Using this rule implies that logic annotations of attributes are provided, which from practical point of view
may be difficult. Issues related to this topic are broadly discussed in our other publication [7]

15 EquivalentObjectProperty ⇐ r1 ∈ RC1 , r2 ∈ RC2 : r1 ≡ r2SR (r1) ⇔ SR (r2)
is a tautology

In OWL EquivalentObjectProperty is used to state that two ObjectProperties are semantically equivalent to each other.
Such restriction can be easily described in the FOKI framework using relations’ semantics from Eq. 8, but inferring OWL
constructs may be too strict in terms of ontology developer intention. Moreover, some difficulties related to providing
semantic annotation of relations can appear, by analogy to semantic annotations of attributes

16 InverseOf ⇐ r1, r2 ∈ RC , ∀(c1, c2) ∈ r1∃!(c2, c1) ∈ r2 ∧ SR (r1) = SR (r2)

InverseOf in OWL can be used to denote that two ObjectProperties are their “mirror images”. For example, the
“is_parent” ObjectProperty is an inversion of the “is_child” ObjectProperty. In the FOKI framework it can be expressed
as a restriction put on the set of concepts describing two invert relations

17 ObjectComplementOf – –

18 ObjectIntersectionOf – –

19 ObjectPropertyAssertion ⇔ (i1, i2) ∈ r I1 ; (c1, c2) ∈ rC1 where: i1 ∈ c1; i2 ∈ c2

ObjectPropertyAssertion in OWL is used to connect two individuals via some ObjectProperty. A complementary
definition can be expressed in FOKI by including a pair of instances to the appropriate set describing a particular instance
relation

(continued)
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Table 1. (continued)

No. OWL RL Direction FOKI
Framework for Ontological Knowledge Integration

20 ObjectProperty ⇔ rC1 ∈ RC , r I1 ∈ RI

An ObjectProperty in OWL is a relation between concepts in FOKI framework. Therefore, a particular relation must
belong to the set of all relations between concepts along with a set of instances connected by such relation that connects
concepts they belong to

21 ObjectPropertyDomain ⇔ (c1, x) ∈ r1 where: c1, x ∈ C, r1 ∈ RC for any x

ObjectPropertyDomain is used to describe a domain of an ObjectProperty (informally speaking, its “left side”). In FOKI
framework it can be defined as a restriction put on the first element of a pair of concepts included in a concept relation.
Please note that this rule can only be applied in conjunction with the subsequent Rule 20 which addresses “right side” of a
relation

22 ObjectPropertyRange ⇔ (x, c1) ∈ r1 where: c1, x ∈ C, r1 ∈ RC for any x

ObjectPropertyDomain is used to describe a range of an ObjectProperty (informally speaking, its “right side”). In FOKI
framework it can be defined as a restriction put on the second element of a pair of concepts included in a concept relation

23 ObjectSomeValuesFrom – –

24 SubClassOf ⇔ (c1, c2) ∈ H where: c1, c2 ∈ C

SubClassOf is used in OWL to define a taxonomy of classes. In the FOKI framework it is defined as a membership of a
pair of concepts in the set H describing their hierarchy

25 SubObjectPropertyOf ⇐ r1 ⇐ r2 where: r1, r2 ∈ RC

SubObjectPropertyOf in OWL defines a hierarchy of ObjectProperties, in order to express that some ObjectProperty is
less specific than the other. In the FOKI framework such issue is inferable using relations semantics from Eq. 8

26 SymmetricProperty ⇐ ∀(c1, c2) ∈ rC1 ∃(c2, c1) ∈ rC1 ∧
∀(i1, i2) ∈ r I1 ∃(i2, i1) ∈ r I1 ;where c1, c2 ∈ C,

rC1 ∈ RC , r I1 ∈ RI , i1 ∈ c1, i2 ∈ c2

A SymmetricProperty in OWL is a restriction that can be used to force that an ObjectProperty must be symmetric in
terms of connected classes. In the FOKI framework it is easily definable as a symmetry restriction put on a set describing
a particular relation on a concept level, and on a its complementary set of instances’ relations

5 Example

Defined translation rules from OWL-RL to FOKI are illustrated with a simple example.
Main concepts, their hierarchy as well as relationships are represented by a class diagram
– see Fig. 1.

Fig. 2. Graphical representation of an exemplary ontology
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Table 2. OWL-RL to FOKI transformation example

Ontology axiom Rule# FOKI element Comments

Declaration(Class(:Class)),
Declaration(Class(:Person)),
Declaration(Class(:Pupil)),
Declaration(Class(:School)),
Declaration(Class(:Teacher))

1 c = (Class, ∅, ∅, ∅)
c = (Person, ∅, ∅, ∅)
c = (Pupil, ∅, ∅, ∅)
c = (School, ∅, ∅, ∅)
c = (Teacher, ∅, ∅, ∅)

Sets of attributes, their
domains and instances are
initially empty

Declaration(DataProperty(:album))
Declaration(DataProperty(:level))
Declaration(DataProperty(:pname))
Declaration(DataProperty(:sname))

4 {album} ∈ A
{level} ∈ A
{pname ∈ A
{sname} ∈ A

Attributes album, level,
pname, sname belong to
the set of all attributes A

Declaration(ObjectProperty(:attends))
Declaration(ObjectProperty(:has))
Declaration(ObjectProperty(:supervises)

20 attends ∈ RC

has ∈ RC

supervises ∈ RC

Relations attend, has,
supervises belong to the
finite set of relations
between concepts

ObjectPropertyDomain(:attends :Pupil)
ObjectPropertyDomain(:has :School)
ObjectPropertyDomain(:supervises
:Teacher)

21 attends ⊆ Pupil ×
_ attends ∈ RC

has ⊆ School × _ has
∈RC
supervises ⊆ Teacher
× _ supervises ∈ RC

Definition of the
attends/has/supervises
relationship with
Pupil/School/Teacher
domain on the left

ObjectPropertyRange(:attends :Class)
ObjectPropertyRange(:has :Class)
ObjectPropertyRange(:supervises
:Class)

22 attends ⊆ _ × Class
attends ∈ RC

has ⊆ _ × Class has
∈RC
supervises ⊆ _ ×
Class supervises
∈ RC

Definition of the
attend/has/supervises
relationship with Class
domain on the right

DataPropertyDomain(:album :Pupil)
DataPropertyDomain(:level :Class)
DataPropertyDomain(:pname :Person)
DataPropertyDomain(:sname :School)

6 {album} ∈ APupil

{level} ∈ AClass

{pname} ∈ APerson

{sname} ∈ ASchool

Attribute album, level,
pname, sname belong to
attributes of the Pupil,
Class, Person, School
class, respectively

DataPropertyRange(:album sd:string)
DataPropertyRange(:level xsd:int)
DataPropertyRange(:pnamexsd:
string)
DataPropertyRange(:sname xsd:string)

7 Valbum =
xsd:string ∈ V
Vlevel = xsd:int ∈ V
Vpname =
xsd:string ∈ V
Vsname =
xsd:string ∈ V

xsd:string is the range for
album, pname, sname
attributes and xsd:int is the
range for level attribute,
where xsd:string and
xsd:int denote a set of all
possible strings or
integers, respectively

SubClassOf(:Pupil :Person)
SubClassOf(:Teacher :Person)

24 h = Person ← Pupil
h ∈ H
h = Person
← Teacher
h ∈ H

Generalization
relationship is defined



OWL RL to Framework for Ontological Knowledge Integration 47

The ontology was prepared in Protégé tool and saved in OWL functional syntax. In
that tool all properties have to inherit either from topObjectProperty or from topDat-
aProperty what is not reflected in FOKI. Therefore, these axioms were skipped in the
translation process.

As FOKI does not have a concrete syntax defined, an informal notation is used to
represent results of transformation rules (see Table 2).

6 Summary

The W3C Web Ontology Language (OWL) is a Semantic Web language designed to
represent an ontology. It is the most popular syntax to express a rich and complex
knowledge about objects taken from the real world and relations between them. It has
proved so useful, that in 2004 the Ontology Alignment Evaluation Initiative (OAEI)
started coordinating an international initiative to evaluate, compare and improve the
tools for ontologymapping and alignment. In order to do so, OAEI provides standardized
benchmark datasets in OWL syntax.

In our previous work [13], we proposed a mathematical model of an ontology which
was the basis for a Framework for Ontological Knowledge Integration (FOKI) [10–12].
However, for reliable verification of FOKI we should conduct experiments using the
aforementioned, well-known tests datasets provided by OAEI in OWL standard. For
this purpose, we need a transformation of OWL2 into FOKI and vice-versa. However,
as discussed in the paper, on the current state of development it is impossible to provide
a set of bi-directional rules that would fully cover both FOKI and OWL.

Therefore, in thisworkwe identifiedwhich elements ofOWL-RLare translatable into
FOKI constructs and vice-versa. For elements that can be transformed,we proposed rules
which allow migrating them into the FOKI framework. The downside of our approach
is allowing a situation where the transformation from FOKI to OWLmay result in OWL
axioms that were not indented. For example, a rule concerningDisjointObjectProperties
is included when concepts’ relations are mutually exclusive. However, for a particular
FOKI ontology, such a situation may be only accidental. That way, the OWL axiommay
be too restrictive.

In the future, we plan to extend the FOKI framework with proper formal tools
that would allow a full, bidirectional transformation. That would form a basis for tool
development for ontology integration using FOKI.
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Abstract. Embedding is widely used in most natural language process-
ing. e.g., neural machine translation, text classification, text abstraction
and sentiment analysis etc. Word-based embedding is faster and character-
based embedding performs better. In this paper, we explore a way to com-
bine these two embeddings to bridge the gap between word-based and
character-based embedding in speed and performance. In the experiments
and analysis of Hybrid Embedding, we found it’s difficult to make these
two different embeddings generate the same embedding vector, but we still
obtain a comparable result. According to the results of analysis, we explore
a form of character-based embedding called Cached Embedding that can
achieve almost the same performance and reduce the extra training time
by almost half compared to character-based embedding.

Keywords: Cached Embedding · Word embedding · Char-aware
embedding · Time reduction · Training speed · Linguist · Natural
language processing

1 Introduction and Background

In natural language processing (NLP) task, projecting text from a sparsity one-
hot space to a smaller density space, which is called embedding, is required.
There are two main reasons that, in most tasks, words would be treated as
the one-hot item and not a character. First, vanilla word-based embedding is
a matrix that can quickly achieve the embedding and is easy to train. Second,
processing at word level can result in a shorter sentence length, which saves
computation time and computer memory.
c© Springer Nature Switzerland AG 2020
N. T. Nguyen et al. (Eds.): ACIIDS 2020, LNAI 12033, pp. 51–62, 2020.
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However, vanilla word-based embedding has its disadvantages. The first is the
vocabulary problem. It is not a good idea to maintain a fixed-size vocabulary and
some words must be out-of-vocabulary words. Second, there must be meanings
at the character level. Although we can use a larger corpus to train the model
to obtain a proper embedding meaning, character-based embedding is a better
way to obtain the meaning inside the word.

In neural machine translation, Chung et al. [2] showed that a character-based
model can improve the 2 BLEU [10] score. Cherry et al. [1] showed that a pure
character-based model is roughly 8 times slower than the Byte-Pair-Encoding
(BPE) [11] model, which is subword-based. To obtain the character-level mean-
ing, Sennrich et al. [11] and Kudo [8] broke words apart to expose the charac
ter-level meaning. In another approach, Kim et al. [7] used a convolutional neural
network (CNN) to extract character-level n-gram features and encode a word
representation that they called character-aware embedding. In our experiments,
this character-aware embedding out-performed vanilla word embedding by +10
perplexity points in the Wikitext-2 dataset, but doubled the training time.

In this paper, we seek a way to reduce the training time of this model by com-
bining vanilla word-based and character-aware embedding using random selec-
tion to devise a comparable model in both performance and training speed. We
employ a sample model that combines character-aware and vanilla word embed-
ding using random selection in training time. Because the output of character-
aware embedding is a word representation that is same as in word embedding,
this model is called Hybrid Embedding.

Upon further analyzing the Hybrid Embedding model, we found that it does
not allow character and vanilla word embedding achieve the same or similar
result with the same word. Also interesting is that the Hybrid Embedding model
achieves the same performance when using only vanilla word embedding, only
character-aware embedding, or both.

According to these analyses, we employed a new embedding mode called
Cached Embedding that allowed vanilla word embedding be a cache of character-
aware embedding and that used the cache randomly. This Cached Embedding
realized better performance and consumed less time while achieving nearly the
same performance compared with character-aware embedding, while reducing
the extra training time by half compared with character-aware embedding.

2 LSTM Language Model

Since it is difficult to evaluate embedding itself, in this paper, we apply embed-
dings to a vanilla Long Short Term Memory (LSTM) [5] language model. The
perplexity of language model using different embeddings can be a fair way to
compare their performance.

2.1 Language Model

We chose a classic two-layer LSTM language model following Zaremba et al. [13].
The structure of this model is shown in Fig. 1.
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Fig. 1. Structure of LSTM language model. hj
i is the hidden state of the jth layer

and i timestamp, which will be the input of the jth layer and i + 1 timestamp. The
embedding model can be any embedding model that outputs a word representation,
and it can take input at the character level, word level, or both. The dotted lines are
applied with dropout and the solid lines are not.

The vanilla LSTM language model has three parts: an embedding Layer,
stacked LSTM layer, and fully connection project layer.

The inputs of the model are character-level data, Xchar = [xc1 , xc2 , . . . , xcn ],
and word-level data, Xword = [xw1 , xw2 , . . . , xwn

], where n is the sentence length,
xci a sequence of characters, and xwi

a word index number in the word vocabu-
lary. xci = [c1, c2 . . . , cm], where cj is a character index number in the character
vocabulary. The embedding layer uses one of these two data or both depending
on the type of embedding.

The process in one timestamp of this language model can be represented as
follows:

ei = Embed(xci , xwi
)

y1
i = LSTMs(h0

i−1, h
1
i1 , ei)

zi = Proj(y1
i ).

The Embed is an embedding model, LSTMs a two-layers stacked LSTM model,
and Proj a fully connected network to predict the next word.

2.2 Perplexity

Perplexity (PPL) is a standard evaluation criterion in language modeling, and
is defined under the negative log-likelihood (NLL) of a sequence [w1, ..., wn]:

NLL = −
n∑

i=1

log Pr (wi|w1:i−1) ,
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and the PPL is given by

PPL = exp
(

NLL

T

)
.

3 Approach

The first approach presented in this paper is to employ an embedding model,
which selects both vanilla word and character-aware embedding randomly in
the training time. When selecting vanilla word embedding, the model will real-
ize a faster training speed; When selecting character-aware embedding, it will
achieve better performance. This approach is used to find a model that can
attain character-aware embedding performance that is as fast as that of vanilla
word embedding.

3.1 Character-Aware Embedding

Character-aware embedding is a special character-level embedding that encodes
a character-based word sequence to a one-word representation. The output of
character-aware embedding has the same form as word embedding, so it is easy
to combine this embedding with other word embeddings. The state-of-the-art
character-aware embedding is Kim et al. [7]’s character CNN embedding, which
uses a CNN to acquire character-level n-gram features.

The details of this model follow.
Let C be the set of all of the characters, d be the dimensionality of character

embeddings and Q ∈ R
d×|C| be the character embedding matrix. Supposing the

word sequence is xc = [c1, c2, . . . , cn], where ci ∈ C and n is the length of word
w, and the character representation Ci of ci is the ith column of Q, then the
process of the character encoding is as follows:

W = Highways(F, layers)
F = concat([f1, f2, . . . , fk])
fi = poolingmax(hi)
hi = tanh(cnn1d([C1, C2, . . . , Cn], kerneli, channeli) + bi)

where cnn1d is a one-dimensional CNN in the length direction, of which the
kernel size is kerneli and the output channel is channeli. poolingmax selects the
maximum number in the last dimension. There are k different CNNs that can
be employed in this model. concat means concatenate a list of matrixes in the
last dimension and it will concatenate k different CNN outputs. Finally, this is
achieved through Highways, which is a multi-layer highway network [12], and
layers is the number of layers,

The performance of this model compared with a language model is shown in
Table 1, and the results indicate that this model out-performs vanilla embedding
by +10 points in PPL, but almost doubles the training time.



Cached Embedding with Random Selection 55

3.2 Hybrid Embedding

Model Details. The details of the first approach, Hybrid Embedding, are very
straightforward and shown in Fig. 2.

Fig. 2. Hybrid Embedding

Two different embeddings are used in this Hybrid Embedding, namely, vanilla
word embedding and Kim et al. [7]’s CNN embedding. In training time, this
Hybrid Embedding model will select one of these two embeddings randomly.
The selected embedding will obtain the input and send its output to the LSTM.
The probability of selecting vanilla embedding p is denoted word-rate.

Selection with Decay. In Zhang et al. [14]’s paper, it was shown to be difficult
to train the model using a random sampling in the beginning of training, and so
in that paper a method called “Sampling with Decay” was employed to well train
the model. Inspired by Sampling with Decay, we employed a similar method
called “Selection with Decay”. The equation used to calculate word-rate, for
which e is the training epoch and λ a hyper-parameter, is

rateword = ratefinal ∗ eλe − 1
eλe

.

Following this equation, we can obtain the word-rate decay from 1 to ratefinal,
and λ will control the speed of decay. The word-rate will be zero at the beginning
of the training, which is good for character-aware model training. As the training
goes on, the word-rate will increase, which will make selection more frequent and
accelerate training.
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Table 1. Hybrid Embedding results

Model Selectiona PPL Timeb

Word-rate λ Test Valid Total Plus

Word-LSTM 99.69 105.60 47 min 31 s

Kim-CNN 88.62 93.67 91 min 28 s 43 min 57 s

Hybrid 0.0 89.01 94.44 96 min 43 s 49 min 12 s

0.1 89.61 94.40 93 min 01 s 48 min 18 s

0.2 90.13 95.24 91 min 36 s 44 min 05 s

1.0 89.94 94.69 89 min 20 s 41 min 49 s

0.5 92.61 97.65 83 min 53 s 36 min 22 s

1.0 91.21 96.50 84 min 13 s 36 min 42 s

0.5 91.61 97.13 84 min 15 s 36 min 44 s

0.3 91.03 96.64 84 min 02 s 36 min 31 s

0.8 96.80 101.10 73 min 15 s 25 min 44 s

1.0 94.95 100.00 73 min 01 s 25 min 30 s

0.5 93.98 99.63 74 min 00 s 26 min 29 s

0.3 93.54 98.42 75 min 10 s 27 min 39 s

0.1 91.76 96.62 77 min 17 s 29 min 48 s

0.9 98.05 102.90 70 min 21 s 22 min 50 s

1.0 97.96 103.50 70 min 25 s 22 min 54 s

0.5 95.77 100.90 72 min 55 s 25 min 24 s

0.3 94.87 99.66 73 min 54 s 26 min 23 s

0.1 91.87 96.67 76 min 34 s 29 min 03 s
a These two parameters are described in Sect. 3.2.
b This is the time for training the model; the total is the total time, i.e.,
30 epochs for every model. Plus sign denotes the extra time compared
with the Word-LSTM.

Results and Analysis. We trained the Hybrid Embedding model with the
vanilla LSTM language model described in Sect. 2, and the results for Wikitext-
2 datasets are shown in Table 1, illustrating out focus on both training time
and performance. In Table 1, the training time of the character-aware model in
30 epochs is 44 min longer than that of the vanilla word model. The proposed
Hybrid Embedding model reduces this time to 29 min (−34%), a loss of only
3.6% in performance compared with the Kim-CNN.

In another dimension, the method of Selection with Decay works well, which
can increase performance from 91.87 to 98.05 while only using an extra 6 min
at a word-rate of 0.9. This performance is better than that achieved with a word-
rate of 0.5, which achieved 92.61 PPL and took nearly 84 min without using
Selection with Decay.

Another purpose of this model is to hybridize both vanilla word and
character-aware embedding. Therefore, we compared the outputs of these two
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embeddings for the same word by calculating the cosine similarity and length.
Furthermore, we used the embedding in a vanilla word language model to train
the character-aware embedding. The results are shown in Table 2.

Table 2. Analysis of Hybrid Embedding

Method Metrics Meansc Varianced

Hybrid-0.5 Cosinea 0.4802 0.0827

Divideb 1.86 1.124

Pre-train Cosine 0.8464 0.0820

Divide 0.8925 0.0412
a Cosine denotes cosine similarity.
b “Divide” is the L2-norm of the word rep-
resentation of the character-aware division
of the vanilla word.
c The mean is the mean of all of the words
in the dataset.
d The variance of all of the words in the
dataset.

The results in Table 2 show that in the Hybrid Embedding model the vanilla
word and character-aware embedding have different lengths and different direc-
tions. It is difficult to allow them have the same embedding, even if using pre-
trained vanilla word embedding to train the character-aware embedding. This
proves that the embeddings are in difference sub-spaces. Although we cannot
combine these two embeddings, we still obtain a comparable result.

Further analysis is necessary. In the previous experiments, we used full vanilla
word embedding in Hybrid Embedding to obtain inferences unless the word is
an out-of-vocabulary word. In further experiments, we tested these models in
three ways: full word, fully character-aware, and a mixture of these two. The
results are presented in Table 3. We found that these three methods of obtaining
inferences achieve almost the same perplexities, showing that the LSTM lan-
guage model learned two different word representations. Moreover, the embed-
ding model be trained well not using all of the datasets. Based on the analyses
of Hybrid Embedding, we employed a new method, Cached Embedding, which
is described in the next Sect. 3.3.

3.3 Cached Embedding

Model Details. From the analysis in Sect. 3.2, two facts emerge. First, it is
difficult to mix vanilla word and character-aware embedding, and, second, it is
unnecessary to use all of the datasets to train the embedding. We employ a new
embedding model called Cached Embedding based on these conditions.
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Table 3. Different inference methods

Method 0.0 0.1 0.2 0.5 0.8 0.9

Char 94.40 94.08 95.25 97.58 100.1 102.7

Mixture 94.41 94.14 95.16 97.54 100.1 102.8

Word 94.40 94.13 95.18 97.66 100.1 102.8

The structure of Cached Embedding is shown in Fig. 3. Similar to Hybrid
Embedding, there are two embeddings in Cached Embedding that are selected
by probability p, which is called the cache-rate during the training period. The
difference is that the vanilla word embedding becomes the cache of the character-
aware embedding, which is called the embedding cache during the training
period. When character-aware embedding is selected, the data will update the
embedding cache . The rest of the unselected data will quickly obtain the embed-
ding representations from the embedding cache. The cache-rate controls the pro-
portion of unselected data.

We trained the embedding with only part of the data because all the data
are not necessary for training, and, in addition, we cannot hybridize it simulta-
neously with training. Treating vanilla word embedding as a cache is a simple
way to harmlessly combine these two embeddings.

Fig. 3. Cached Embedding

Results. We trained Cached Embedding using the aforementioned LSTM lan-
guage model, and the results are shown in Table 4, from which it can be seen that
the proposed Cached Embedding model reduces the time to 22 min (−49%)
while losing only 1.5% in performance. In addition, compare with Hybrid
Embedding with the same hyper-parameters, the time consumption and per-
plexities are better. To be specific, a cache-rate of 0.9 with λ 0.1 obtains a total
time of 70 min and a PPL of 89.85 and a word-rate of 0.9 with λ 0.1 obtains
76 min and a PPL of 91.87. The method Selection with Decay also works well.
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Table 4. Cached Embedding results

Model Selectiona PPL Timeb

Cache-rate λ Test Valid Total Plus

Word-LSTM 99.69 105.60 47 min 31 s

Kim-CNN 88.62 93.67 91 min 28 s 43 min 57 s

Cached 0.0 89.01 94.44 93 min 37 s 46 min 06 s

0.2 89.37 94.14 84 min 50 s 37 min 19 s

0.5 90.65 95.68 75 min 07 s 27 min 36 s

1.0 90.64 95.48 75 min 32 s 28 min 01 s

0.5 89.94 94.79 76 min 22 s 28 min 51 s

0.3 89.93 94.50 76 min 38 s 29 min 07 s

0.8 94.57 99.96 65 min 12 s 17 min 41 s

1.0 91.67 96.78 66 min 30 s 18 min 59 s

0.5 91.64 96.63 67 min 00 s 19 min 29 s

0.3 90.79 95.97 67 min 39 s 20 min 08 s

0.1 89.68 94.67 71 min 25 s 23 min 54 s

0.9 1.0 93.93 99.11 64 min 46 s 17 min 15 s

0.5 92.55 97.99 65 min 49 s 18 min 18 s

0.3 91.97 96.46 65 min 30 s 17 min 59 s

0.1 89.85 95.19 70 min 12 s 22 min 41 s

Hybrid 0.0 89.01 94.44 96 min 43 s 49 min 12 s

0.5 0.3 91.03 96.64 84 min 02 s 36 min 31 s

0.8 0.1 91.76 96.62 77 min 17 s 29 min 46 s

0.9 0.1 91.87 96.67 76 min 34 s 29 min 03 s
a These two parameters are described in Sect. 3.3.
b The time for training the model; the total is the total time, i.e., 30 epochs for
every model. Plus sign denotes the extra time compared with the Word-LSTM

4 Experimental Setup

Model Setup. For the character-aware embedding, we followed Kim et al. [7]’s
large hyper-parameter settings; that is, the character embedding size is 15, and
seven different CNNs are used following the equation f = [min{200, 50 · k}],
where k is kernel size and f is filter size. For the highway network, the size of
the layer is 2 and the activation function is ReLU [9].

Because the output of character-aware embedding is 1,300, vanilla embedding
uses the same dimension size. The dimension of a two-layer LSTM is set to 512,
which is slightly different from that used in Kim et al. [7].

Optimization. The model was trained by truncated backpropagation through
time [3] and the backpropagation was truncated to 35 time steps. We let stochas-
tic gradient descent (SGD) [6] be the optimizer and set the initial learning rate
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to 20 and halved it if the perplexity did not decrease by more than 1.0 on the
validation set after an epoch. We used a batch size of 20 and trained all of the
models with 30 epochs. The parameters in this model were randomly initialized
over a uniform distribution with support in the interval [−0.05, 0.05].

For regularization, the dropout [4] was used in the model with probability
0.5. Following Zaremba et al. [13]’s dropout recipe, the dropout was not used in
the time direction of the LSTM. In case of gradient explosion, the gradient was
clipped to 0.25 with a L2-norm if it exceeded 5.

Datasets. The Wikitext-2 dataset was used to train, validate, and test. Instead
of using a proper processed version, we used the raw dataset to meet our needs at
the character level. This raw dataset was processed to two parallel data at both
word and character levels. At word level, the vocabulary size was set to 33,276
following the common word version of the Wikitext-2 dataset. At character level,
all of the characters were in the vocabulary.

Reproducible Things. For all of the experiments reported in this paper, we
used a machine with one NVIDIA 1080TI graphical processing unit (GPU) and
one AMD Threadripper 1900X Central Processing Unit (CPU) with 16 GB of
memory. We also tested the proposed model using another machine with eight
NVIDIA 1080TI GPUs. The time is slightly longer with eight GPUs that with
one GPU, and the reason may be the number of PIC-E channels. The one-GPU
machine fully granted 16 PCI-E channels for its single GPU, but the eight-GPU
machine does not have a sufficient number of PCI-E channels for each GPU.

These machine details are relevant because all of the experiments were very
sensitive to machine performance. Although the time consumption will be pro-
portionable, to be reproducible for every number this information is important
for interpreting the results of this paper and for other interested researchers.

5 Conclusions

The character-level model in natural language processing exhibits better perfor-
mance in most cases, but time consumption is one stumbling block to using it
to compare results with word and subword levels. Our propose approach is to
find a way to reduce the computational complexity of the character-level model
with an acceptable performance loss.

In this paper, we began with a character-aware embedding, which is easier
to combine with vanilla word-level embedding. To reduce the training time and
combine the vanilla word and character-aware embedding, we proposed a Hybrid
Embedding with random selection. While we do achieve am increase in training
speed and acceptable performance loss, the combination of these two embed-
dings fails according to subsequent analysis. In addition, Cached Embedding
with a random selection model was employed and further analysis conducted.
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The experimental results show that the Cached Embedding model can achieve
better performance while consuming less time. In the meantime, the method
denoted “Selection with Decay” can significantly enhance the performance.

Our proposed model, i.e., Cached Embedding, and our preferred training
method, Selection with Decay, can be applied in any word-based system
without any further modification. With a simple replacement, the applied mode
can achieve almost the same performance and reduce by half the extra time
required compared with pure character-aware embedding.
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Abstract. The ever-growing volume of data of user-generated content
on social media provides a nearly unlimited corpus of unlabeled data
even in languages where resources are scarce. In this paper, we demon-
strate that state-of-the-art results on two Thai social text categorization
tasks can be realized by pretraining a language model on a large noisy
Thai social media corpus of over 1.26 billion tokens and later fine-tuned
on the downstream classification tasks. Due to the linguistically noisy
and domain-specific nature of the content, our unique data preprocess-
ing steps designed for Thai social media were utilized to ease the training
comprehension of the model. We compared four modern language mod-
els: ULMFiT, ELMo with biLSTM, OpenAI GPT, and BERT. We sys-
tematically compared the models across different dimensions including
speed of pretraining and fine-tuning, perplexity, downstream classifica-
tion benchmarks, and performance in limited pretraining data.

Keywords: Language model · Pretraining · Thai social media ·
Comparative study · Data preprocessing

1 Introduction

Social networks are active platforms rich with a quickly accessible climate of
opinion and community sentiment regarding various trending topics. The growth
of the online lifestyle is observed by the bustling active communication on social
media platforms. Opinion-oriented information gathering systems aim to extract
insights on different topics, which have numerous applications from businesses to
social sciences. Nevertheless, existing NLP researches on utilizing these abound-
ing noisy user-generated content have been limited despite its potential value.

First introduced in [7], pretrained language models (LMs) have been a topic
of interest in the NLP community. This interest has been coupled with works
reporting state-of-the-art results on a diverse set of tasks in NLP. In light of
the notable benefits of transfer learning, we chose to compare four renowned
LMs: ULMFiT [9], ELMo with biLSTM [14], OpenAI GPT [16], and BERT [8].
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To the best of our knowledge, our work is the first comparative study conducted
on pretrained LMs in Thai language. Our LMs were trained in a three-stage
process as per suggested in [9]: LM pretraining, LM fine-tuning, and classifier
fine-tuning. The goal of unsupervised pretraining is to find a good initialization
point to capture the various general meaningful aspects of a language. Befitting
Thai language with resource scarcity, we expect that pretraining user-generated
content would serve as a solid basis for transfer learning to downstream tasks.

Pantip is the largest Thai internet forum with a huge active community where
a diverse range of topics are discussed. The variability of surplus examples from
Pantip covers the basic linguistic syntax of Thai language while maintaining
the colloquial and noisy nature of online user-generated content. In this paper,
we investigate and compare the capability of each LM to capture the relevant
features of a domain-specific language via pretraining copious unlabeled data
from user-generated content.

The main contributions of this paper are the following:

– We developed unique data preprocessing techniques for Thai social media.
– We pretrained ULMFiT, ELMo, GPT, and BERT on a noisy Thai social

media corpus much larger than the existing Thai Wikipedia Dump.
– We compared the language models across different dimensions including speed

of pretraining and fine-tuning, perplexity, downstream classification bench-
marks, and performance in limited pretraining data.

– Our pretrained models and code can be obtained upon request to the corre-
sponding authors.

This paper is organized as follows. Our data preprocessing techniques are
explained in Sect. 2 and the LMs used for pretraining are briefly described in
Sect. 3. The datasets used in this paper are described in Sect. 4 and Sect. 5
explains our hyperparameters and evaluation metrics. The results are reported
in Sect. 6 and finally concluded in Sect. 7.

2 Our Data Preprocessing for Thai Social Media

Data preprocessing is one of the most important phases in improving the learn-
ing comprehension of the LMs. If much irrelevant and redundant information
introduces unwanted noise in the training corpus, it is difficult for the models to
discover knowledge during the training phase. This is especially true for unfil-
tered data from user-generated content on social media, where it requires specific
methods of data preprocessing unique to the domain.

The Thai webboard Pantip allows members to freely create threads as long
as it conforms to a list of actively regulated etiquette. The colloquial nature
of the data posted allows for huge amounts of noise to be introduced in the
data, such as ASCII arts, language corruption irregular spacing, mis-
spelling, character repetition, and spams [10]. The unpredictable noise in the
data substantially increases the vagueness of word boundary, which already is
a problem in formal Thai language [4]. Additionally, Thai word segmentation is
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dependent on context. A famous example is the compound word , which
can be either split into or . Both are grammatically correct
when used within their corresponding context. To ease the impact of the issues,
the data preprocessing approaches we employed are as follows:

1. Length Filtering. To select meaningful threads to the LM, threads with a
title and with a body of more than 100 characters were selected.

2. Language Filtering. An n-gram-based text categorization library langde-
tect1 was used to filter out the threads that are not labeled as Thai language.

3. General Preprocessing before Tokenization. Inspired by [3,9], the tech-
niques include fixing HTML tags, removing duplicate spaces and newlines,
removing empty brackets, and adding spaces around ‘/’ and ’#’. In addi-
tion, character order in Thai language may be typed in a different sequence
but visually rendered in the same way. This is due to the fact that vowels,
diphthongs, tonal marks, and diacritics may sometimes be physically located
above or below the base glyph–allowing different sequential orders to appear
visually equivalent. Thus, normalizing the character order is required for the
machine to understand the seemingly similar tokens.

4. Customized Preprocessing before Tokenization. We also developed and
customized techniques suitable for Thai social media. Last character repeti-
tion is a common behavior of Thai people analogous to prolonging the vowel
sounds of a word in spoken language to emphasize certain emotions. We trun-
cate the word and follow it by a special token. pyThaiNLP [15] adopted a
similar technique but we implemented minor modifications of space addition
following the token for better tokenization results. Likewise, a special token is
used for word repetitions similar to [9] preprocessing technique, which at the
time this technique has not been widely used in Thai language preprocessing.
Since Thai is a language without word boundaries, our algorithm recognizes
words as any character sequence of more than 2 characters with more than 2
repetitions of that sequence. All types of repetitions are truncated to 5 as it
provides no higher emotional impact and to limit the vocabulary size.
In addition, we also propose 2 new preprocessing methods: a special token
for any numeric strings and a special token for laughing expressions.
We replaced all strings related to numbers with a special token: general num-
bers, masked and unmasked phone numbers, Thai numbers, date and time,
masked prices, and numbers of special forms. Although differentiating the
numbers provide some semantic value, the sparsity of the information would
most likely make these numbers tail out of vocabulary (OOV) tokens. We
believe that this preprocessing method would allow the language models to
more generally understand how numbers are used in text.
In an online environment, Thai people often express laughter in written lan-
guage with an onomatopoeia, utilizing the repetition of ‘5’ followed by an
optional ‘+’. This is due to the fact that the Thai pronunciation of ‘5’ is ‘ha’.
We replaced all tokens with more than 3 consecutive ‘5’ and an optional ‘+’
with a special laugh token. Although this may have a minor effect on actual

1 github.com/fedelopez77/langdetect.

http://github.com/fedelopez77/langdetect
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numbers, this onomatopoeia is very commonly used in Thai online context
and it is important for the model to learn this special token. An example is
provided in Table 1 for clarification.

Table 1. An example of our preprocessing method. [CREP] and [LAUGH] are special
tokens used for character repetition and laughing respectively.

a ‘5’ is pronounced ‘ha’ in Thai

5. Tokenization. We used the pyThaiNLP [15] default tokenizer, which is a
dictionary-based Maximum Matching with Thai Character Cluster. How-
ever, we created our own aggregated dictionary for tokenization to improve
the tokenization accuracy for colloquial user-generated content. The dictio-
nary2 is compiled from various sources of data, including general words,
abbreviations, transliterations, named entities, and self-annotated Thai slangs
and commonly used corrupted language. This includes word variants like

which are all word variants of the suffix
to indicate formality . The vocabulary is built from the most common 80k
tokens.

6. General Preprocessing after Tokenization. Following [9] and [3], some
general preprocessing techniques after tokenization were used. This includes
ungrouping the emoji’s from text, and to lowercase all English words.

7. Spelling Correction. In an effort to reduce the number of unnecessary
tokens sprouting from incorrectly spelled words, we compiled a list of com-
monly misspelled word mappings aggregated from various sources. We cor-
rected and standardized the vocabulary used. This is an important task due
to the free and lax nature of the corpus, where a single word may be repre-
sented in different variants or misspelled and abbreviated into various tokens.
Note that not all replacements can be made due to the collision of actual
vocabularies and the limited comprehensiveness of the list.

3 Pretrained Language Models in Our Study

3.1 Universal Language Model Fine-Tuning (ULMFiT)

A single model architecture that is used for both LM pretraining and down-
stream fine-tuning was first introduced in ULMFiT [9]. This allows the weights
learnt during pretraining to be reused instead of constructing a new task-specific

2 The dictionary is referenced at our GitHub https://github.com/Knight-H/thai-lm.

https://github.com/Knight-H/thai-lm
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model. Howard and Ruder suggested that LM overfits to small datasets and suf-
fers catastrophic forgetting when directly fine-tuned to a classifier. Hence, the
ULMFiT approach was proposed to attempt to effectively fine-tune the AWD-
LSTM [11] model. ULMFiT is a 3-stage training method consisting of LM pre-
training, LM fine-tuning, and classifier fine-tuning. They also proposed novel
techniques such as discriminative fine-tuning, gradual unfreezing, and slanted
triangular learning rates for stable fine-tuning.

3.2 Embeddings from Language Models (ELMo)

Traditional monolithic word embeddings such as word2vec [12] and GloVe [13]
fails to model context-dependent meanings of a word. Hence, ELMo [14] pro-
duces contextualized word embeddings by utilizing a pretrained biLM as a fixed
feature extractor and incorporate its embedding representation as features into
another task-specific model for downstream tasks. The authors suggested that
combining the internal states of the LSTM layers allows for rich contextualized
word representations on top of the original context-independent word embed-
dings.

3.3 Generative Pretrained Transformer (GPT)

Sequential computation models used in sequence transduction problems [5,6,17]
forbid parallelization in the training examples. The transformer [18] is the first
transduction model based solely on self-attention to draw global dependencies
between input and output, eliminating the use of recurrence and convolutions.
OpenAI introduced GPT [16] by extending the idea to multi-layer transformer
decoder for language modeling. Additionally, LM fine-tuning and classifier fine-
tuning are done simultaneously by using LM as an auxiliary objective. The
authors suggested that this improves the generalization of the supervised model
and accelerates convergence.

3.4 Bidirectional Encoder Representations from Transformers
(BERT)

ULMFiT [9] and GPT [16] use a unidirectional forward architecture while ELMo
[14] uses a shallow concatenation of independently trained forward and back-
ward LMs. With criticism on the standard unidirectional LMs as suboptimal
by severely restricting the power of pretrained representations, BERT [8] was
proposed as a multi-layer transformer encoder designed to pretrain deep bidirec-
tional representations by jointly conditioning on both left and right context in
all layers. Since the standard autoregressive LM pretraining method is not suit-
able for bidirectional contexts, BERT is trained on masked language modeling
(MLM) and next sentence prediction (NSP) tasks. MLM masks 15% of the input
sequences at random and the task is to predict those masked tokens, requiring
more pretraining steps for the model to converge. The output of the special first
token is used to compute a standard softmax for classification tasks.
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4 Dataset

4.1 Pretraining Dataset

To collect our Thai social media corpus data, we extracted non-sensitive infor-
mation from all threads from Pantip.com since 1st January 2013 up until 9th

February 2019 using our implementation of the Scrapy Framework [2]. A total
of 8, 150, 965 threads were extracted. As discussed in Sect. 2, data preprocess-
ing techniques are applied to the corpus. Length filtering and language filtering
filtered down the threads to 5, 524, 831 and 5, 487, 568 respectively. After prepro-
cessing, tokenization, and postprocessing the data, we divided our pretraining
dataset into 3 parts: 5, 087, 568 threads for training, 200, 000 threads for vali-
dation, and 200, 000 threads for testing. The train dataset, validation dataset,
and test dataset has a total of 1, 262, 302, 083 tokens, 4, 701, 322 tokens, and
4, 588, 245 tokens respectively. By comparison, our pretrain dataset is more than
31 times larger than the Thai Wikipedia Dump with respect number of tokens,
which is only on the order of 40M tokens for the training set.

4.2 Benchmarking Dataset

Two Thai social text classification tasks were chosen to benchmark the models for
extrinsic model evaluation as shown in Table 2. Since both are originally Kaggle
competitions, the Kaggle evaluation server will be used for benchmarking.

Wongnai Challenge: Rating Review Prediction. First initiated as a Kag-
gle competition, the Wongnai Challenge is to create a multi-class classification
sentiment prediction model from textual reviews. As an emerging online platform
in Thailand, Wongnai holds a large user base of over 2 million registered users
with a surplus of user-written reviews accompanied by a rating score ranging
from 1 to 5 stars. This is challenging due to the varying user standards, corre-
sponding to shifting weighted importance of each sentiment in mixed reviews.

Wisesight Sentiment Analysis. The Wisesight Sentiment Analysis is a pri-
vate Kaggle competition where the task is to perform a multi-class classification
on 4 categories: positive, negative, neutral, and question. Wisesight, a social data
analytics service provider, provides data from various social media sources with
various topics on current internet trends. It should be noted that the topics and
the source of the data are much more diverse than that of Wongnai.

5 Experimental Setup

5.1 Implementation Details

ULMFiT. We used the same model hyperparameters as the popular Thai
GitHub repository thai2fit [3]: the base model is a 4-layer AWD-LSTM with
1, 550 hidden activation units per layer and an embedding size of 400. A BPTT
batch size of 70 was used. We applied dropout of 0.25 to output layers, 0.1 to
RNN layers, 0.2 to input embedding layers, 0.02 to embedding layers, and weight
dropout of 0.15 to the RNN hidden-to-hidden matrix.

http://Pantip.com
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Table 2. Datasets, tasks, number of classes, train and test examples, and the average
example length measured in tokens. The OOV rate is measured with respect to the
original vocabulary of the pretraining corpus.

Dataset Task Classes Train Test OOV Average length

Wongnai Sentiment classification 5 40k 6.2k 0.710% 126 ± 124

Wisesight Sentiment classification 4 26.7k 3.9k 2.685% 27 ± 44

ELMo. We used the same biLM architecture from the original implementation
[14] with all default hyperparameters, where the LM is a 2-layer biLSTM with
4096 units and 512 dimension projections with another static character-based
representations layer with convolutional filters. For both downstream tasks, a
3-layer biLSTM was used with 256 hidden units as the task-specific model.

GPT. Default configurations of [16] were used. The resulting model has 12 layers
of transformer each with 12 self-attention heads and 768-dimensional states. We
used learnt position embeddings and a maximum sequence length of 256 tokens.

BERT. We used the publicly available BERTBASE unnormalized multilingual
cased model, which has a hidden size of 768, 12 self-attention heads, and 12
transformer blocks. Note that the BERTBASE was chosen to have identical
hyperparameters as GPT for comparative purposes.

5.2 Evaluation Metrics

A total of 4 tasks were evaluated: the proposed data preprocessing technique in
Sect. 2, LM pretraining, LM fine-tuning, and classifier fine-tuning. We chose to
benchmark on the easiness to train each model (speed and number of epochs),
the intrinsic evaluations (perplexity), and the extrinsic evaluations (downstream
classification tasks). In addition, an ablation study of limited corpus data is
compared to see the performance of each model in smaller data scenarios.

Data Preprocessing. To benchmark the quality of our unique data prepro-
cessing techniques for Thai social media corpus, we sampled a thread from each
dataset and request expert Thai native speakers to help tokenize the samples.
At the time of writing, there is no standard corpus for benchmarking the task
of colloquial Thai word segmentation. Each character in the thread is labeled
as 1 (beginning of word) or 0 (intra-word character). The precision, recall, and
F1 score is calculated based on the performance of segmenting each character,
where true positives are the correctly segmented beginning of word. The default
pyThaiNLP tokenizer [15] Maximum Matching (newmm) is compared between
with and without our data preprocessing methods. Unfortunately, labeling tok-
enization dataset in Thai language requires large amount of effort. Therefore,
more extensive experiments will be conducted in the future.



70 T. Horsuwan et al.

Language Model Pretraining. Pretraining a language model is the most
expensive process in the transfer learning workflow. This task is generally per-
formed only once before fine-tuning on a target task. With minimal hyperparam-
eter tuning, we evaluated the pretraining process on: (1) the speed of training in
each epoch and (2) the intrinsic perplexity value. Although with the ambiguity
that comes with intrinsic metrics, perplexity is one of the traditional methods in
LM evaluation. It measures the confidence of the model on the observed sequence
via exponentiation of the cross-entropy loss, where cross-entropy loss is defined
as the negative sum of the mean LM log-likelihood. Note that this definition
applies to different levels of granularity. Due to resource constraints, each model
was pretrained for a fixed number of epochs. An NVIDIA P6000 is used to
pretrain each model, and the appropriate batch size was selected such that it
maximizes the GPU VRAM of 24 GB. The models were trained for 3 epochs
and the best performing model was selected. However, since BERT trains using
MLM and is able to learn just 15% of the corpus during 1 epoch, we decided to
train for the standard 1 million steps [8] (equivalent to around 6.5 epochs).

Language Model Fine-Tuning. Each model was benchmarked on the number
of epochs used and the total time until convergence. This process aims to learn
the slight differences in data distribution of the target corpus. The models overfit
easily due to the modest size of the corpus, thus each LM was fine-tuned until
early stopping.

Classifier Fine-Tuning. In this paper, we reported each downstream task per-
formance following the metric used in each Kaggle competition. Wongnai Rating
Review Challenge and Wisesight Sentiment Analysis both use classification accu-
racy for evaluation, which is calculated by the proportion of correctly classified
samples out of all the samples. Kaggle ranks the competitors’ final standings
with the private score, hence this will be used as the benchmark.

6 Results

In this section, we first report the results of our unique preprocessing methods,
followed by the results of pretraining the data. We then compare the results of
ULMFiT, ELMo, GPT, and BERT with the previous state-of-the-art models in
the Thai NLP research community from the Kaggle competition benchmarks.

6.1 Data Preprocessing

Results are shown in Table 3, where our preprocessing method allows the default
pyThaiNLP maximum matching (MM) tokenizer to more precisely segment noisy
social media data. This is due to the lower false positive tokens segmented by
the noisiness of the data, where most of the spams and repetitions are prepro-
cessed correctly. With more comprehensive vocabulary, it allows the tokenizer to
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segment short colloquial words more accurately. Note that this does not account
for the supposed increased comprehension of the models from standardizing the
data.

Table 3. Tokenization precision, recall, and F1-score

Tokenizer Precision Recall F1-score

MM+Our preprocessing 95.83% 98.65% 97.22%

MM 96.04% 97.39% 96.71%

6.2 Language Model Pretraining

From Table 4, AWD-LSTM with ULMFiT requires the least amount of time
per epoch and the least total time, 100 h and 33 h respectively. Due to resource
scheduling limitations, ELMo is trained with 2 P6000 GPUs, making the total
time and the time per epoch much lower than the supposed value. With
character-level convolutions and character-based operations, ELMo training time
should be the longest amongst all the LMs. Transformer-based models require
time around more than 1.5x of ULMFiT.

Table 4. Model pretraining time. tepoch is the time used per epoch.

Model tepoch

ULMFiT 33 h

biLM(ELMo) (2 GPU) 52 h

GPT seqmax = 256 55 h

BERT seqmax = 256 49 h

The training loss and perplexity are shown in Table 5. BERT has the lowest
word-level cross-entropy loss with 15.3857 MLM perplexity. This is expected due
to the difference of the MLM prediction task with fully visible beginning and
ending context, providing more contextual information to predict the masked
word as compared with traditional forward and backward models. In the domain
of traditional autoregressive models, GPT has a lower perplexity than ULMFiT.
ELMo is not compared to other models due to prediction granularity difference
and is reported as is.

6.3 Language Model Fine-Tuning

All the language models are fine-tuned with the target corpus until they give
the best result with respect to the validation loss. An NVIDIA P6000 is used
for each model and the time required is presented in Table 6. Transformer-based
models are shown to overfit quicker than LSTM-based models.
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Table 5. Training loss and perplexity after pretraining

Model Loss Perplexity

ULMFiT 3.5281 34.0603

GPT seqmax = 256 3.1735 23.8913

BERT MLM seqmax = 256 2.7334 15.3857

biLM(ELMo) (Character-Level) 1.7140 5.5512

Table 6. Language model fine-tuning time. ttotal is the total time used and tepoch is
the time used per epoch.

Model Wisesight Wongnai

#Epoch ttotal tepoch #Epoch ttotal tepoch

ULMFiT 11 11min 1min 11 99min 9min

biLM(ELMo) 5 25min 5min 2 64min 32min

GPT seqmax = 256 3 57min 19min 3 90min 30min

BERT seqmax = 256 3 36min 12min 2 38min 19min

6.4 Classifier Fine-Tuning

The results of the downstream classification tasks are shown in Table 7. BERT
with our pretraining data outperforms all existing models on the private set of
Wongnai and Wisesight and obtains 0.9% and 3.2% respective absolute accuracy
improvement over the state-of-the-art. Absolute accuracy improvements on all
models and tasks are obtained when pretrained with our Thai Social Media data
instead of the Thai Wiki Dump.

6.5 Limited Pretraining Corpus

We also investigated the performance of the models in the scenario where the
pretraining corpus is limited. This result reflects the learning ability of the mod-
els in a language where training data is scarce. We randomly sampled a total of
40M tokens (equivalent to around 234K threads) from the dataset used in our
previous experiments. ULMFiT, ELMo, and GPT are trained for 3 epochs while
BERT is trained for 30k steps (equivalent to approximately 6.5 epochs on this
data). Table 8 shows that ULMFiT and GPT perform considerably well. On the
other hand, adding ELMo to LSTM input shows little improvement. This means
that ELMo requires a larger corpus to be effective. Although BERT performs
well on the Wisesight dataset, it has a drop in performance on Wongnai dataset.
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Table 7. Classifier fine-tuning results. Our models are compared to other models: the
baseline that predicts the most frequent label, the latest Kaggle competition winner,
and public github repositories. The public leaderboard and private leaderboard are
calculated with approximately 30% and 70% of the test data respectively.

Model Wisesight (Acc.) Wongnai (Acc.)

Private Public Private Public

Baseline 0.5809 0.6044 0.4785 0.4785

Kaggle best 0.7597 0.7532 0.5914 0.5814

fastText [3] 0.6131 0.6314 0.5145 0.5109

LinearSVC [3] – – 0.5022 0.4976

Logistic regression [3] 0.7499 0.7278 – –

Thai Wiki Dump Pretraining

ULMFiT [3] 0.7419 0.7126 0.5931 0.6032

ULMFiT Semi-supervised [3] 0.7597 0.7337 – –

BERT seqmax = 128 [1] – – 0.5661 0.5706

Ours (Thai Social Media Pretraining)

ULMFiT 0.7586 0.7346 0.6203 0.6409

biLSTM 0.6366 0.6213 0.4773 0.4946

ELMo+biLSTM 0.6866 0.6450 0.5310 0.5226

GPT seqmax = 256 0.7669 0.7540 0.6088 0.6145

BERT seqmax = 256 0.7691 0.7439 0.6251 0.6231

Table 8. Limited pretraining corpus results. The public and private scores are calcu-
lated with approximately 30% and 70% of the test data respectively.

Model Wisesight (Acc.) Wongnai (Acc.)

Private Public Private Public

ULMFiT 0.7358 0.7143 0.5984 0.6290

biLSTM 0.6366 0.6213 0.4773 0.4946

biLSTM + ELMo 0.6489 0.6095 0.4879 0.4753

GPT seqmax = 256 0.6931 0.7075 0.6111 0.6102

BERT seqmax = 256 0.7467 0.7244 0.5650 0.5516

7 Conclusion

Our work shows that by using our unique data preprocessing methods and our
pretraining social media data, we can improve the performance of the LMs in
the downstream tasks. The improvement of all models from pretraining data
of the same domain suggests that pretraining data has a significant impact on
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LM performance. Moreover, the possibility for LM pretraining on a noisy corpus
shows the ability of the models to learn in spite of the quality of the data.

Results-wise, BERT is the best performing model with respect to classifica-
tion accuracy. It can achieve state-of-the-art results on both of the benchmarking
downstream tasks. However, it has unstable performance on downstream tasks
when pretrained on a small corpus and uses a lot of pretraining time. If speed and
ease of training are the main considerations, we recommend using AWD-LSTM
with ULMFiT due to its speed of pretraining and fine-tuning, while the results
are still on par with transformer-based models. Although OpenAI GPT shows
promising results with acceptable pretraining speed, it is overshadowed by other
models in both aspects. Finally, although ELMo shows significant improvements
when compared with the baseline biLSTM, it places a dependency on designing
a powerful task-specific model to achieve good performance.
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Abstract. Text classification is one of the major research areas for Natural Lan-
guage Processing (NLP). Long Short TermMemory (LSTM), Convolutional Neu-
ral Networks (CNN), and their combination models have been applied in many
NLP tasks. This paper presents a joint CNN with no max-polling layer and Bidi-
rectional LSTM to fulfill the requirements of each model. The proposed model
takes advantage of CNN to extract features and Bi-LSTM to capture long term
contextual information from past and future contexts. The proposedmodel is com-
paredwith CNN,Bi-LSTM,RNN, andCNN-LSTMmodels with pre-trainedword
embedding on five article datasets in Myanmar language.

Keywords: Text classification ·Myanmar language · Deep learning · Pre-trained
word embedding · CNN · RNN · CNN-RNN · CNN-LSTM · Bi-LSTM

1 Introduction

In the age of information, people are wasting a lot of time finding their interesting infor-
mation. Consequently, it is crucial to effectively and quickly extract the most relevant
information from a wide range of information. Text classification can negotiate with
these problems. It is one of Natural Language Processing (NLP)’s main research areas.
Text classification is the arrangement of text into their respective categories such as spam
filtering, articles, sentiment analysis, posts, and hate speech identification. Recently, the
use of word embedding with a deep learning method has attracted considerable interest
in text classification due to their ability to capture semantic relationships of words [2, 6,
8]. Words are considered as basic unit in most of the NLP for implementing continuous
word vector representation. This paper focuses in particular on the Myanmar text clas-
sification. There is no rule to determine word boundaries for Myanmar language. Since
Myanmar language is rich in morphology, it is difficult to learn good representation of
words because many word types seldom occur in the training corpus. In order to classify
Myanmar text by means of deep learning models, several steps are taken to pre-process
Myanmar text such as extracting massive amounts of Myanmar text, removing unneces-
sary characters, determining words boundaries and converting words into word vectors
that keep the context information. Grave et al. [3] published pre-trained word vectors
for two hundred forty-six languages trained on common crawl and Wikipedia. They
proposed bag-of-character n-grams based on skip-gram that could capture sub-word
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information to enrich word vectors. The pre-trained sub-word vectors for two hundred
seventy-five languages were also released by Heinzerling et al. [5]. Their works are
very helpful in resource-scarce languages and can be applied to specific NLP tasks by
transferring learning. This paper applies the deep learning models for text classification
and pre-trainedword embedding trained onWikipedia for the construction of embedding
matrix.

The next sections are as follow, Section 2 addresses the related work of the text
classification for both the English and Myanmar languages. Section 3 discusses the
pre-processing steps before an embedding layer. Section 4 explains the proposed model.
Section 5 explains the experimental section containing the dataset collection, comparison
models and experiment results and the paper is concluded in the Sect. 6.

2 Related Work

Conneau et al. [2] have proposed very deep convolutional neural networks (VDCNN)
that use twenty nine layers of convolution. VDCNN operated directly on character-level
and performance is measured by using eight datasets. Joulin et al. [6] developed a text
classification system that is efficient and simple and is denoted as fastText. This model’s
accuracy is similar to other deep learning classifiers, but using a regular multicore CPU,
it takes less than ten minutes for training more than one billion words. Song et al. [13]
introduced a context-LSTM-CNN model to use LSTM-based long-range dependencies
and used the convolution layer and max-pooling layer to extract local features at specific
points. Lai et al. [10] applied bi-directional RNN to capture meaning and max-pooling
to capture key components in texts. Kim [8] showed that the use of a single convolution
layer in the simple CNN and proposed variations of the CNN models CNN-rand, CNN-
static, CNN-non-static, and CNN-multichannel. These models were experimented on
seven publicly available datasets and improved the state-of-the-art methods on four out
of seven datasets. Zhang et al. [15] compared character-level convolutional networks
with word-level ConvNets and RNN for text classification in the English language. In
Myanmar language text classification, we also investigated previous research work, such
as news classification, spam filtering, and sentiment analysis. Aye et al. [1] improved the
accuracy of prediction on informal Myanmar text by considering objective and intensi-
fier words for Myanmar’s food and restaurant text reviews. Khine et al. [7] showed the
comparison of Naïve Bayes and k-Nearest Neighbors (KNN) algorithms for Myanmar
news classification. The experiment showed that KNN is higher in recall and accuracy
than Naïve Bayes on 1,200 documents datasets with four categories. Yu et al. [14] devel-
oped a corpus annotated with sentiment polarity for Myanmar news. The N-gram model
is used to choose features and the Naïve Bayes algorithm is to identify emotions. Kyaw
et al. [9] constructed a spam filtering corpus and proposed a Naïve Bayes-based learning
algorithm for spam or harm classification. According to the literature review, some deep
learning models were improved and explored for Automatic Speech Recognition as in
[12]. Most of the Myanmar text classification tasks are performed in lexicon-based and
approaches because the challenge of text classification in Myanmar language is the need
for huge resources to train in deep learning models. Using pre-trained word vectors can
address such resource-requiring problems. In our previous work [12], we performed
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the comparative analysis of CNN and RNN both on syllable and word level by using
three pre-trained vectors and also collected and annotate six Myanmar articles datasets.
We use the pre-trained vector that is trained on the skip-gram model in the embedding
layer. This paper presents a joint CNN and Bi-LSTM model and compares with most
of the baseline deep learning models and their combination models for Myanmar text
classification on five datasets.

3 Pre-processing

Pre-processing steps is cruel for Myanmar language because of its nature. Firstly,
we extract sentences from text documents. Pre-processing steps contain removing
the non-Myanmar character, punctuation marks, and numbers. As this work focus on
Myanmar text classification, we remove non-Myanmar characters that do not con-
tain in the Unicode range between [U1000-U104F]. The numbers [U1040-U1049]
and the punctuation marks [U104A-U104B] are also removed. Myanmar language
has rule to determine the boundary of words. In this work, the BPE tokenizer1 is
used to define the word boundary. Algorithm 1 and 2 show the step by step proce-
dure of preprocessing task. Algorithm 1 shows the step-by-step process to remove
the unnecessary characters from the text dataset. Table 1 shows the sample of
pre-processing steps for sample input text “ Medicine

Box ”. In this sample text, non-Myanmar characters
“Medicine Box” and punctuation marks “ ” are removed and the remaining text
string “ ” is segmented as “

” by the tokenizer.

Table 1. Pre-processing steps for sample input text

Input Text 

Word Segmentation 

1 https://github.com/bheinzerling/bpemb.

https://github.com/bheinzerling/bpemb
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Algorithm 1: Removing Unnecessary Characters
Input : Raw text document
Result   : Text documents D without unnecessary characters

Initialization   : Character ci, Character code cci,
Myanmar Unicode, MU = [u1000-u104f],
Myanmar Digit, MD = [u1040-u104b], 
Punctuation Marks, PM = [u104a-u104b], Text String T extracted from 
D; i = {0,1,...,n}, i = 0

ci T
cci MU

ci

cci MD
ci

cci PM
ci

3.1 Pre-trained Vector

In this work, we use the pre-trained vector trained on the fastText Skip-gram model2.
The number of word vectors in this pre-trained vector is 91,497 and the dimension is 300.
The pre-trained vectors file is used as vocabulary to convert words into word vectors.
Algorithm 2 shows the conversion of segmented words to embedding matrix. Figure 1
shows the step-by-step process before the embedding layer. Table 2 the sample result of
embedding matrix for each segmented word.

Table 2. Sample result of embedding matrix for each segmented word

2 https://fasttext.cc/docs/en/pretrained-vectors.html.

https://fasttext.cc/docs/en/pretrained-vectors.html
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Algorithm 2: Word Embedding Matrix
Input : text documents D without unnecessary characters
Result   : Word embedding matrix for embedding layer

 Initialization  : Words wi,
where, i = {0,1,...,n}
Word embedding matrix, embmatrix[i],
Text String T extracted from D, Vocabulary in 
Pretrained Vectors, V,
i = 0,

segment T into wi by BPE tokenizer

Text  
Documents 

Extract Sen-
tences 

Pre-processing 
Em

be
dd

in
g 

 
M

at
rix

 

Word
Segmentation 

Fig. 1. Pre-processing steps before the embedding layer

4 Model

A joint CNN-Bi-LSTM model is illustrated in Fig. 2. It is basically composed of the
following layers.

Embedding Layer: After pre-processing steps, the segmented words are matched with
the vocabulary in the pre-trained word vector that is trained on the skip-gram model.
Each word in the vocabulary attaches with their corresponding vectors and it can catch
context information.

Convolution Layer: Convolution layer performs the convolution process with stride
size 1 by using the ReLU activation function f(x)=max(x, 0). The convolution layer is
used to extract features from the embeddingmatrix and discard the pooling layer because
it only captures the most important information and lost the context information.

Bi-LSTM Layer: Bi-LSTM layer is applied as an alternative of pooling layer to capture
long term semantic information from both past and future contexts.
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Fig. 2. A joint CNN and Bi-LSTM model

Fully Connected Layer: Fully connected layer used sigmoid activation function to
calculate the probabilities of each class. The sigmoid function of p(cn) is

p(cn) = 1

1+ e−cn
(1)

The probability of a class does not depend on all other classes’ probabilities. It can
handle the multi-label problem. Binary cross-entropy is used as a loss function and
Adam optimization function with 0.5 dropouts and 16 batch size on 10 epochs are set as
hyper-parameters. In addition, the bias and kernel regularizer set (l2 = 0.01) in output
layer for reducing overfitting problem.

5 Experiment

5.1 Datasets

Empirical exploration is conducted in Myanmar language on five news datasets. These
datasets are collected from five daily news websites [12]. Text data are converted into
Unicode font by using rabbit converter3. Each line represented a sentence annotated
with corresponding label. Text data are and shuffled and split into 75% and 25% for
training and testing datasets. The first dataset is collected from the 7Day Daily4 website
with 10,884 and 3,628 sentences for train and test sets. The second dataset is collected
from the DVB5 website and it includes five subjects, with 8,201 and 2,733 sentences
for the training and testing dataset. The third dataset is collected from The Voice6 news

3 https://www.rabbit-converter.org/.
4 http://7daydaily.com/.
5 http://burmese.dvb.no/.
6 http://thevoicemyanmar.com/.

https://www.rabbit-converter.org/
http://7daydaily.com/
http://burmese.dvb.no/
http://thevoicemyanmar.com/
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website, which covers five subjects with 7,660 and 2,586 sentences for training and
testing dataset. The fourth dataset from the Thit Htoo Lwin7 news website and includes
five subjects with 12,299 and 4,099 sentences for testing and training datasets. The last
dataset is collected from the Myanmar Wikipedia8 website that contains four topics
with 11,299 and 3,766 sentences for testing and training set. Table 3 summarizes these
datasets.

Table 3. Myanmar text classification datasets

Dataset Train Test Classes

7Day Daily 10,884 3,628 5

DVB 8,201 2,733 5

The Voice 7,760 2,586 5

Thit Htoo Lwin 12,299 4,099 5

Myanmar Wiki 11,299 3,766 4

5.2 Comparison Models

In this work, we performed the comparative analysis of a joint CNN andBi-LSTMmodel
with CNN, RNN, Bi-LSTM, CNN-LSTM models.

Convolutional Neural Networks (CNN): It is an artificial neural network feed-
forward, most widely used for visual image analysis. This model has recently achieved
significant success in the tasks of text classification. It has three basic components, convo-
lution, pooling, and fully connected layer. ReLU activation functions f(x)=max(x, 0) is
used in convolution layer and it can have several layers of convolution. The pooling layer
extracts themost important features. The pooling layer mostly appliesMax-pooling. The
fully connected layer is the model’s output layer and it predicts the class of the input
sentences. The fully connected layer commonly uses the Softmax function. Softmax
function of f (x)i is

exi
∑C

j e
x j
, the probability of a class depends on the probabilities of all

other classes.

Recurrent Neural Networks (RNN): RNN is a generalization of feedforward neural
networks with the distinction that it has an internal memory that keeps information to
persist. It performs the same function for all input data by learning from the previous
data. RNN produces the output yt as in Eq. (2).

yt = f
(
Wyht

)
(2)

ht = σ(Whht−1 +Wxxt ) (3)

7 http://www.thithtoolwin.com/.
8 https://my.wikipedia.org/.

http://www.thithtoolwin.com/
https://my.wikipedia.org/
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Bidirectional LSTMs: It is an extension of the LSTM model that can learn from the
past and future information for a specific task.

CNN-LSTM: (Hassan A, 2018) proposed a joint CNN and LSTM framework to
produce the feature map by CNN and to capture long term dependencies by LSTM.

5.3 Experimental Result and Discussion

The experiment is accomplished on Google Cloud Laboratory9 that does not require to
configure the Jupyter notebookbyusing,Keras10, amodel-level library. The performance
of the CNN-Bi-LSTMmodel is comparedwith comparisonmodels described in Sect. 5.2
as listed in Table 4. The highest performance sores for each dataset are highlighted in
bold. According to the experiments, the proposedmodel improves accuracy in four out of
five datasets. The CNNmodel performs equally with the proposedmodel in two datasets.
The CNN-LSTM combined model performs better in two out of five datasets. We also
measure the training time of eachmodel. According to themeasurement results, theCNN
model requires the minimum training time because we used only one convolution layer.
Although CNN-Bi-LSTM model performed better in three datasets than the remaining
models, it requires more time for training than CNN-LSTM, RNN and CNN models.
Average training time of each model are listed in Table 5.

Table 4. Comparison of average testing accuracy

Datasets Bi-LSTM CNN CNN-Bi-LSTM CNN-LSTM RNN

7Day Daily 98.07 98.13 98.11 98.14 97.74

DVB 91.92 90.24 92.14 91.58 82.97

The Voice 95.39 95.67 95.67 95.06 94.98

Thit Htoo Lwin 96.12 96.49 96.49 96.29 94.95

Myanmar Wiki 94.01 93.99 93.80 94.21 86.76

Table 5. Comparison of average training time

Datasets Bi-LSTM CNN CNN-Bi-LSTM CNN-LSTM RNN

7Day Daily 18 min 6 s 1 min 47 s 17 min 6 s 9 min 9 s 5 min 22 s

DVB 19 min 1 min 20 s 13 min 22 s 6 min 50 s 3 min 23 s

The Voice 13 min 19 s 1 min 11 s 11 min 6 s 6 min 23 s 3 min 14 s

Thit Htoo Lwin 19 min 55 s 1 min 34 s 18 min 1 s 9 min 53 s 5 min 9 s

Myanmar Wiki 18 min 55 s 1 min 31 s 16 min 56 s 9 min 43 s 5 min 11 s

9 https://colab.research.google.com.
10 https://keras.io/.

https://colab.research.google.com
https://keras.io/
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6 Conclusion

This paper presents a joint CNN-Bi-LSTMmodel that take advantages of CNN to extract
feature and Bi-LSTM to capture long term context information from both past and future
information. A series of the experiment is performed by comparing the pro-posed model
with CNN, Bi-LSTM, RNN, CNN-LSTMmodels in term of accuracy on five Myanmar
articles datasets. According to the experiment, the proposed system per-forms better in
three out of five datasets. The CNN model requires minimum training time than the
remaining models and CNN-Bi-LSTM model takes more time than CNN, RNN, and
CNN-LSTM models.
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Abstract. Nowadays, structured information that obtains from unstructured texts
and Web context can be applied as an additional source of knowledge to create
ontologies. In order to extract information from a text and represent it in the RDF-
triplets format, we suggest using the Open Information Extraction model. Then
we consider the adaptation of the model to fact extraction from unstructured texts
in the Kazakh language. In our approach, we identify lexical units that name the
participants of the action (the Subject and Object) and semantic relations between
them based on words characteristics in a sentence. The model provides semantic
functions of the action participants via logical-linguistic equations that express
the relations of the grammatical and semantic characteristics of the words in a
Kazakh sentence. Using the tag names and some syntactic characteristics of words
in the Kazakh sentences as the values of the predicate variables in corresponding
equations allows us to extract Subjects, Objects and Predicates of facts from texts
of Web content. The experimental research dataset includes texts extracted from
Kazakh bilingual news websites. The experiment shows that we can achieve the
precision of facts extraction over 71% for Kazakh corpus.

Keywords: Open Information Extraction · RDF-triplets · Unstructured text ·
Logical-linguistic equations · Kazakh bilingual news websites

1 Introduction

Nowadays, the problem of information and fact extraction remains unsolved. Existing
models and algorithms for fact extraction dependon the degree of a document structuring.
In this way, we can divide text documents into: (1) well-structured texts, which often
content tabular data; (2) semi-structured text documents described a specific domain,
and (3) unstructured text document of any domain [1].

Generally, there are robust algorithms [2, 3] for fact extraction from well-structured
text documents. At the same time, despite the constant growth of interest in researches
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of information extraction fromWeb content, there is no general and well-grounded app-
roach for structured information extraction from unstructured texts [4, 5]. This growing
interest is primarily caused by the huge volumes of unstructured text information avail-
able in corporate and Internet networks (according to some sources, there are more than
85% of such texts). Additionally, increasing interest in researches of fact identification
and extraction from unstructured texts is largely due to the expansion of areas of their
use.

For instants, fact extraction from unstructured texts can be a serious additional source
for ontologies generation based onWeb content knowledge. Recent approaches of Open
Information Extraction (Open IE) extract a fact as a triplet of Subject-Predicate-Object,
where the Object and Subject are usually represented by nouns or noun phrases, while
the Predicate is mostly expressed by a verb. This view of fact corresponds to an RDF
graph (Fig. 1).

 

RDF-Subject

RDF-Object

RDF-Value

RDF-Predicate
Relations between resources

RDF-Attribute
Resource feature

Fig. 1. The RDF diagram of a fact triplet, which corresponds to the concept of a fact in Open IE
approach

Yet, the current approaches to structured information extraction from unstructured
texts are either based on a limited number of predefined facts (IE) or use existing NLP
tools for each specific language (Open IE). Solving both IE and Open IE tasks, a large
labeled corpora of a particular language are required.

In our approach, we propose a logical-linguistic model for fact expression in a sen-
tence of the natural language. This model implements the general approach of Open IE,
namely, extraction of the unlimited domain-independent number of facts from texts.

This study focuses on the adaptation of our fact extraction model for the texts of the
Kazakh language, which is the languagewith limited linguistic resources and, obviously,
demands additional sources for Kazakh ontologies generation.

In order to estimate the effectiveness of the model, we utilize relatively small
experimental corpus included texts extracted from Kazakh bilingual news websites.

The remainder of the paper is organized as follows. Section 2 gives an overview of
the related works, corresponding with IE and Open IE challenges. Section 3 describes
the usage of our model within the general approach of Open IE and its implementation
for the Kazakh language. Section 4 introduces the working corpus and describes its
usage in our experiment. In the last Sect. 5, the scientific and practical contributions of
the research, its limitations and future work are discussed.
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2 Related Work

The problem of information extraction from unstructured texts can be divided into two
basic approaches: Information Extraction (IE) and Open IE. Both of these technologies
allow considering large volumes of texts that contain relatively small amount of factual
information.

Herewith IE can be thought as a special kind of Information Retrieval (IR), when the
query is formulated in advance. However, IE creates a data structure, describing facts,
from a set of processed documents, whereas the result of IR is a set of links to documents
that match the query.

First IE systemsweremostly domain-oriented andbasedon theknowledge, generated
in advance. The example of such an approach is one of the first IE systems. Working
with texts on Latin American terrorism, it exploited pre-developed morphological and
semantic patterns [6, 7]. Modern IE systems also use a predefined set of rules to extract
information from texts [8]. Mainly, IE systems extract and present information as tuples
of two objects with a predefined type of relations [9]. Thus, IE approaches are aimed
to create predefined knowledge structures as a result and they do not allow working
with Web content of unlimited knowledge texts where the target relations cannot be
predetermined [8].

IE technologies usually exploit statistical methods as well as supervised and unsu-
pervised machine learning methods [10]. Recognition of specific domain objects (faces,
company names, etc.), parsing and semantic tagging are utilized as well [11, 12].

The new knowledge extraction paradigm that appeared in 2007, Open IE [7], allows
identifying an unlimited number of relations and, therefore, does not depend on an
application domain. Open IE includes a wide range of tasks: (1) identification and track-
ing of entities, (2) identification of their relations and characteristics, (3) detection and
characterization of events.

The most of Open IE applications use NLP tools such as POS-tagging and Depen-
dency parsing [13, 14], employing lexical restrictions [15] or semantic annotations [16]
to minimize the large number of possible specific relations [17].

The reasons for ineffectiveness of statisticalmethods in solvingOpen IEproblems are
as follows. Due to the fact that statistical methods consider the document as an unordered
“bag-of-words” in IR and text classification or clustering tasks [18], some knowledge,
related to grammar and semantics, is lost. The second reason is the obvious need to extract
facts not from the whole text but from sentences. This approach is associated with the
fact presentation as a triplet: Subject–Relation-Object. In this paradigm, knowledge of a
certain domain is a collection of information about the objects or subjects of this domain,
their essential properties and relations presented in separate sentences. The third reason
for the low effectiveness of using statistical methods is the synonymy and ambiguity of
language units, which leads to the frequent occurrence of hidden facts in the text.

Today, the problem of fact extraction is studied for all languages; it has a high level
of implementation not only for English texts but also for many others. For example, an
experiment was conducted in [19] for assessing the adequacy of measuring the factual
density of 50 randomly selected Spanish documents in the CommonCrawl corpus. In a
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recent study [20], densities of simple and complex facts were considered as character-
istics of measuring the quality of Russian Wikipedia articles. In [20], the first Open IE
system was introduced to extract fact triplets from Chinese texts.

Despite the available research results, however, there are no multilingual standard
Open IEmethods and approaches [19], in particular, for languages with limited linguistic
resources such as the Kazakh language.

3 Using the Model Within General Approach of Open Information
Extraction

3.1 Mathematical Means of the Model

The Open IE approach extracts triplets of Subject - Predicate - Object without defining
specific relation types in advance. Since this kind of facts is usually expressed by various
unregulated constructions of the natural language, we identify lexical units that name
the participants of the action (the Subject and Object), and semantic relations between
them in the sentence.

We distinguish four semantic types of facts extracted from the text. Each of them is
expressed by different structures of natural languages [21] (Fig. 2).

Subject Object Predicate 
Attributes  

of the action 

Subj
Obj fact 

Subj-obj fact

Complex fact

Verb 

Noun phrase 

represented by

Fig. 2. The scheme of the formalization of four semantic types of facts in unstructured text.

The first semantic type of facts, called subj-fact, is expressed by the smallest gram-
matical sentence. It includes only a noun phrase that defines the Subject as the initiator
of the action, and the Predicate that defines the action. The second type of facts, called
obj-fact, is also identified in the smallest grammatical sentence. It includes the Predicate
and a noun phrase defining the participant of the action, i.e. the Object of the action.
The third semantic type of facts, called subj-obj, is expressed by a sentence including
two noun groups that name both the Subject and Object of the action, and the Predicate.
The last type of facts is a complex fact extracted from a sentence that includes more
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than two noun groups. It names the Subject, Object and action Predicate as well as some
attributes of the action (time, place, mode of action, etc.).

To set semantic relations in a fact, we suggest applying semantic functions expressed
as the ratio of morphological and semantic categories of sentence participants by means
of the algebra of finite predicates. Its formulas consist of symbols, predicate variables,
signs of disjunction, conjunction, negation, logical constants 0 and 1. The predicate is
basic in this algebra for recognizing the subject a by the predicate variable xi: xai = 1 if
xi = a, and xai = 0 otherwise, where i = {1, 2,…, n}, n is the number of variables [22].

Identifying an object, the predicate is introduced on a given finite universe U of ele-
ments,a εU. In set theory, the universemeans the concept of universal set,which contains
all the entities. The universe U of the complex Kazakh language system, considered in
our model, includes predefined sets of words, morphemes, collocation characteristics,
and many similar discrete and finite linguistic objects. In particular, the universe U
includes a finite, discrete, deterministic set of grammatical and lexical characteristics of
words of the Kazakh sentence, influencing their semantic rolesM = {m1,…,mn}, where
n is the number of these characteristics. The relations between these characteristics can
be represented as a Cartesian product.

Let us introduce the predicate system S on the setM so that any predicate P(xi) ε S
equals 1 on the set of sentence words with grammatical and semantic information
corresponding to a certain semantic role and equals 0 otherwise.

The n-dimensional predicate P(x1,…, xn) defines the semantic role of a partici-
pant of the action through subject variables that name the grammatical and semantic
characteristics of the sentence:

P(x1, . . . , xn) → P(x1) ∧ . . . ∧ P(xn) (1)

The predicate P(x1,…, xn) = 1 if the analyzed word has certain morphological and
semantic characteristics of a given language, performing some semantic function. The
relations of grammatical characteristics, described by the equation, are independent of
a particular word.

In practice, a subset of the coherent morphological, syntactic, and semantic charac-
teristics of the action participants does not coincide with the Cartesian product of all the
characteristics.

Then we can define the predicate P (x1,…, xn) as:

P(x1, . . . , xn) = γk(x1, . . . , xn) × P1(x1) × . . . × Pn(xn), (2)

where k ε [1, h], h is the number of participants and attributes of the action. The pred-
icate γk(x1,…, xn) = 1 if the conjunction of the grammatical characteristics of the
sentence words shows a certain semantic role of the participant (the Subject, Object) or
the attribute of the action, and γk(x1,…, xn)= 0 otherwise. Thus, if the relations between
the grammatical characteristics of the Kazakh sentence words do not express any fact
element, they are removed from the formula (2) by the predicate γk(x1,…, xn).

The semantic functions of the participants and attributes of the action are expressedby
the relations of the grammatical and semantic characteristics of the words in the sentence
of particular natural language. However, due to the existing difference in morphology
and syntax, there are features of the model implementation for each specific language.
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We analyzed the implementation of our logical-linguistic OIE model for English [23]
and Russian [20] languages. In this study, we consider its adaptation for the texts of the
Kazakh language.

3.2 Implementation of the Model for the Kazakh Language

Adapting the developed OIE model for fact extraction from Kazakh texts, we introduce
the irreducible setM of ten predicate variables that define the grammatical and semantic
features of sentence words. They affect the semantic role of action participants. Most of
these features are expressed by affixes in the language structure.

The Kazakh language model is represented by a large number of predicate variables
due to the agglutinativeness of the language. This means that each word-forming mor-
pheme has its own specific morphological or semantic meaning (for example, person,
case, number). Using a large number of predicate variables in the model is also based
on the need to distinguish not only action participants but also different types of actions
(Action or Predicate) in the Kazakh language.

Table 1 shows the predicate variables and their values ranges defined in the model.
Using the set of predicative variables {x, f, z, a, n, c, y, d, m, b} introduced for the

Kazakh language, we can transform Eq. (2) to the following form:

P = γk × Px (x) × Py(y) × Pz(z) × Pf ( f ) × Pm(m) × Pn(n) × Pa(a) × Pb(b)
× Pc(c) × Pd(d)

(3)

Then, we define the predicate of the action initiator or the Subject of the fact as γ1K :

γ1K = (x1 ∨ x2 ∨ x3)zNom(ctar ∨ cter ∨ cdar ∨ cder ∨ clar ∨ cler ∨ c0) (4)

The semantic role of the Object of the fact in the Kazakh phrase, i.e. the person or
object of the action is defined as γ2K :

γ2K = (x0 ∨ x2 ∨ x3)(zGen ∨ zAcc)(yNoV ∨ yNoN ∨ yNCom ∨ yNDer ∨ y0)
∧(ctar ∨ cter ∨ cdar ∨ cder ∨ clar ∨ cler ∨ c0)aNSim (5)

Forming the logical-linguistic equation of the Predicate of the action in the Kazakh
phrase is based on the definition of the fact. According to the definition, a fact is a real,
concrete single event that happened or will happen. Thus, we consider only the indicative
mood of verbs and do not take into consideration the imperative, optative, conditional
moods that exist in the Kazakh language.

The predicate γVK defines a combination of semantic and grammatical features of
the central part of a fact triplet, namely an action or a fact Predicate:

γV K = (x−1 ∨ x−2 ∨ x−3)(( f tur ∨ f otur ∨ f jatyr ∨ f jur )mPr F zVad

∨ (yOad ∨ yFuCo)mPr Fl ∨ yFuCo(mPr Fl ∨ mPr Fl f edi ) ∨ yy( f edi ∨ f eken)

∨ (yVadmPr Fl (pmic ∨ p0)) ∨ mPoFl ((yVart ∨ yV pa ∨ yV pas )

∨ f edi (n joq ∨ nemes ∨ nme ∨ n0) ∨ (yPart ∨ yVad ∨ f otur ∨ f tur ∨ f jatyr

∨ f jur ∨ f Par P ∨ f UnFu)))

(6)
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Table 1. The predicate variables and their values ranges defined in the Open IE model for the
Kazakh language

Variables Features Values

x The location of the analyzed word in a phrase Shows a word position in a sentence, “minus” means
the start of the count from the end of the sentence; 0
shows any other position of the word except the first
three and the last three words in the sentence

f The feature of an auxiliary verb in the phrase aux shows the existence of any of 35 auxiliary verbs
of the Kazakh language in the analyzed phrase

z The grammatical case of the Kazakh noun Nom – nominative, Gen – genitive, Dat – dative,
Acc – accusative, Ela – local, Ins – instrumental,
Abl – ablative

a The types of the Kazakh nouns declensions NSim is a simple declension of nouns, NPos is a
possessive declension of nouns

n The feature of the negative sentence me and emes are signs of a negative sentence,
represented by two different lists of words or particles

c The feature of plural suffixes tar, ter, dar, der, lar, ler show the presence of a plural
suffix with the same name in the analyzed word

y The derivational suffixes for verbs, nouns, participles,
adverbials

UnFu, FuCo are features of a suffix of uncertain
future tense and future conjecture tense in the
analyzed word;
Psuf and Usuf are features of one of 189 productive
or one of 65 unproductive suffixes from specific lists
in the analyzed verb;
NoN, NoV, Ncom, Nder are features of the noun
generation (NoN – from a noun, NoV – from a verb,
Nder is a feature of some expression);
Part, ParP are features of the participle generation by
means of two different lists of suffixes;
VaP, Oad, Vad are features of the verbal participle
generation by means of three different lists of suffixes;
Vpas is a feature of one of 20 verb suffixes in the
analyzed word; y is a sign of the existence of suffix of
the infinitive verb form; 0 is a sign of a verb stem

d The subjunctive action of the analyzed verb shi shows a suffix of the subjunctive in the analyzed
verb and 0 shows lack of such suffixes

m A personal predicative or possessive flexion of the
analyzed verb and verbal forms

PrFl/PoF show a personal predicative/possessive
flexion of analyzed participles, verbal adverbs, main
and auxiliary verbs

b The supplementary semantics of the analyzed action mic denotes the guessed action, se denotes the
conditional mood and 0 denotes the lack of some
supplementary semantics of the analyzed verb

Figure 3 shows an example of the model implementation for the Kazakh sentences.
In the Kazakh phrase “Operatorlar úide myltyq tapty”, according to formula (6), the
verb “tapty” represents an action (past perfect tense). According to Eq. (5), the noun
“Operatorlar” is identified as the subject of the action or the subject of the fact. The
predicate γ2K (5) identifies the noun “mylty”, as an object of the fact.
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Fig. 3. An example of the fact identification in the Kazakh phrase. The predicate γ1K defines the
grammatical features of the Subject action, the predicate γ2K defines the Object and γVK is the
Predicate of the fact.

4 Source Data and Experimental Results

The experimental research dataset includes a pilot parallel corpus of Russian-Kazakh
texts extracted from Kazakh bilingual news websites inform.kz, azattyq.org, patrul.kz,
zakon.kz, caravan.kz, lenta.kz, nur.kz by the parser, based on the Python BeautifulSoup
library. Information collection time: from June 2018 to June 2019. The choice of sites is
grounded on: (1) the reliability of the sites; (2) the ability to select specialized criminal
texts; (3) the ability to switch between Kazakh and Russian languages. The volume of
the corpus is about 500 thousand words. Since this study considers the implementation
of the logical-linguistic model for the Kazakh texts, in the experiment we used only the
Kazakh part of the corpus, which includes about 225 thousand words.

In order to get the values of the subject variables of formulas (4)–(6), tokenization
and POS-tagging of texts were carried out. Tokenization was conducted by the tokenize
module of the NLTK Python library. For POS-tagging of Kazakh texts, we developed a
tagger based on the RegexpTagger class of the NLTK Python package. Figure 4 shows a
fragment of a regular expression that allows identifying some forms of nouns in Kazakh
sentences.

Fig. 4. A fragment of a regular expression that allows identifying some noun forms in Kazakh
sentences.

Using the tag names and some syntactic characteristics of words in the Kazakh
sentences as the values of the predicate variables in corresponding equations allows us
to extract Subjects, Objects and Predicates of facts from texts of Web content.

Since the training corpus is created using the model, only the precision indicator
was used to evaluate the effectiveness of the model. To assess the results of the model,
approximately a thousand facts were randomly selected from the list of facts that were
automatically extracted from the corpus. The expert evaluated the extracted fact as true
if the fact triplet was identified correctly and false otherwise. A fact is considered to be
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correct if all three elements of the fact were identified correctly: the initiator of the action
is the Subject, the object or targeted person of the action is the Object, and the Predicate
names the action and unites its participants. If at least one of the three elements of the
fact was detected incorrectly, the expert assessed this fact as false.

In addition, to identify how well two annotators made the same annotation decision
for a certain fact, the inter-annotator agreement was measured according to Cohen’s
Kappa [24].

Table 2 shows the obtained precision and agreement of the developed model for the
Kazakh text corpus.

Table 2. Evaluation of the experimental results.

Language Size, words Precision Agreement

Kazakh 225 000 71.0% 0.72

5 Conclusions and Future Works

The main result of this research is the adaptation of the developed logical-linguistic
model for fact triples extraction from unstructured Kazakh texts. This model, created
within Open IE approach, allows extracting the unlimited domain-independent number
of facts from sentences of the Kazakh Web content.

Representing the structured information extracted in our model as the Subject-
Predicate-Object fact allows exploiting it to form automatic RDF triplets, i.e. automatic
ontology generation. In this case, in the ontology RDF graph, the word, whose seman-
tics is described by Eq. (6), will form the RDF-Predicate, the noun corresponding to
Eq. (4) will form the RDF-Subject, and the noun described by Eq. (5) will represent the
RDF-Object of the triplet.

Extracted fromKazakhstan newswebsites, the constructed text corpus and conducted
experiment show that the precision of the model is more than 71%, with the agreement
coefficient of about 72%. The precision is thought to be slightly increased by improving
the results of POS-tagging of texts.

In future studies, we intend to formulate and experimentally verify the logical-
linguistic equations that identify the attributes of the fact in the Kazakh sentence, such
as time, place of the action, etc. This problem is a more complex challenge than the
fact core formation (the Subject-Predicate-Object triplet). The reason is the lack of strict
determinacy of grammatical features expressing semantics of the fact attributes. We
can assume that the solution to this problem will require the integrated use of regular
expressions and logical-linguistic equations.

In addition, to increase the experimental reliability, our further work will extend the
domain of the texts studied and compare the results of the model implementation for
Russian and Kazakh texts of the constructed parallel corpus.
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Abstract. Word embeddings are a useful tool for extracting knowl-
edge from the free-form text contained in electronic health records, but
it has become commonplace to train such word embeddings on data
that do not accurately reflect how language is used in a healthcare con-
text. We use prediction of medical codes as an example application to
compare the accuracy of word embeddings trained on health corpora
to those trained on more general collections of text. It is shown that
both an increase in embedding dimensionality and an increase in the
volume of health-related training data improves prediction accuracy. We
also present a comparison to the traditional bag-of-words feature repre-
sentation, demonstrating that in many cases, this conceptually simple
method for representing text results in superior accuracy to that of word
embeddings.

Keywords: Word embeddings · Binary classification · Machine
learning for health

1 Introduction

Recent years have seen significant growth in the use of machine learning
techniques to better understand health care and improve quality of service—
primarily due to the increase in the availability of large quantities of electronic
health records (EHRs). Secondary analysis of EHRs has the potential to improve
a variety of healthcare aspects, including patient care, medical outcomes, surgi-
cal outcomes, risk management, clinical decision support and medical diagnoses.
However, the free-form text content of EHRs poses many challenges not typically
addressed by conventional natural language processing (NLP). Due to the com-
plexity and variations presented in the data, and the legal and ethical aspects
associated with the use of this data, the analysis of EHRs has not seen benefits
as significant as those enjoyed by more common application domains.
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Word embeddings are often used for solving problems that involve extract-
ing high-level knowledge from free-form text data. These word embeddings are
typically trained on corpora composed of general language, such as archives of
English Wikipedia, that are unlikely to be representative of the way language
is used in EHRs and other related healthcare data sources. Using embeddings
trained on general text for tasks that involve specialised language results in a
domain shift, which will typically cause suboptimal performance [21]. Ideally,
if we want to classify documents derived from EHRs then we should train the
embeddings on a large collection of free-form text extracted from EHRs. For
various legal and ethical reasons, this is not possible: the collections of health
records available for research purposes are not large enough to train high quality
word embeddings.

The contributions of this work are two-fold: (i) we demonstrate that train-
ing word embeddings on health-related corpora provides an increase in accuracy
compared to embeddings trained on general text—particularly when the dime-
sionality of the embeddings is increased; (ii) it is shown that the bag of words
representation is often as effective, if not more so, than dense word embeddings
when applied to medical code prediction.

2 Related Work

Many NLP tasks, health-related or otherwise, use word embeddings to represent
text data, due to their ability to encode semantic similarity between words. Word
embeddings represent a single word or sub-word as a vector based on the context
in which it appears. Examples of use of word embeddings for health applications
include: learning medical concepts such as diagnosis codes, medication codes,
procedure codes [6], early detection of heart failure [5], and medical event detec-
tion [13]. Many previous techniques have used the word2vec [19,20] or GloVe [22]
packages for training embeddings. One issue with the methods employed by
word2vec and GloVe is that they cannot produce embeddings for words that
were not seen during training. In contrast, fastText [2,16,17] makes use of char-
acter level n-grams, which enables one to generate accurate embeddings for words
that do not appear in the training vocabulary. The use of character-level n-grams
is of particular importance in the medical domain, where a significant number
of compound words are used [4,25,28].

Generally applications of NLP in health use general text to train word embed-
dings. In cases where the health-related text is used to train word embeddings,
most published models only use between 200 and 400 dimensions [1,18]. Recent
studies show that the use of large corpora from more than one source can improve
the performance of embeddings [3,27]. Chen et al. [4] and Zhang et al. [28] pro-
vide embeddings on health-related texts, with word embeddings of 700- and 200-
dimensional embeddings respectively. Zhang et al. [28] make use of the sub-word
information during the training of word embeddings. We also make use of sub-
word information during the training of word embeddings; however, in contrast
to Zhang et al. [28], we present high dimensional word embeddings. Also, our
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word embeddings make use of large corpora of health-related text from multiple
sources. We present comparisons of F-measures using these recently published
word embeddings for the prediction of medical codes to our word embeddings.

Purushotham et al. [23] use Medical Information Mart for Intensive Care
(MIMIC) III to present benchmark models on clinical prediction tasks such as
mortality prediction, forecasting length of stay, and ICD-9 code group prediction.
MIMIC III is one of the largest publicly available medical databases, containing
both structured data and free-form text records [7,9,15]. We make use of the
free-form text hospital discharge reports contained in MIMIC III, along with the
corresponding ICD-9 diagnosis codes.

3 Representing Text

The bag of words (BOW) approach is a simple method for representing text
that does not consider the order that words occur in a document. A document
is represented as a sparse vector where each element stores either the number of
occurrences of a word, or a binary value indicating that the word is present in
the document. BOW is considered to be a relatively simple yet effective method
[8,17].

Embedding words in vector spaces that encode semantics has become popular
in recent years. In general, for many NLP tasks, continuous word representations
trained on large unlabelled datasets have been shown to improve performance
relative to other representations [2,16,17]. Figure 1 provides a pictorial example
of how these vector spaces may be organised. The use of word embeddings is
motivated by the distributional hypothesis [12], which states that there is a
higher chance that words with similar meaning will occur in similar contexts.
By examining a large corpus, it is possible to learn embeddings that capture the
semantic similarity between words, as inferred by the contexts they are seen in.
Word embeddings provide a means for effective representation learning without
the complexity of deep neural networks, and can be trained efficiently on large
datasets [19].

FastText [2] is one popular system for learning word embeddings. It supports
both the skip-gram with negative sampling (SGNS) and continuous bag of words
(CBOW) methods for training word embeddings. In contrast to word2vec, where
distinct word embeddings are learnt directly from words, fastText represents
each word as a bag of character n-grams, and word embeddings are obtained by
summing these character n-gram representations. More information on fastText
is provided by Bojanowski et al. [2]. For example, the tri-grams for the word
“apple” are “app”, “ppl”, and “ple”. The resulting word embedding vector for
“apple” will be the sum of the vectors of each of these three tri-grams. This
modelling choice enables fastText to produce vectors even for novel words that
were not present in the training data, as long as at least some of the n-grams
have been seen before. It has been shown that fastText can achieve accuracies
similar to deep learning classifiers, while being a lot more efficient to train [17].

The classification problems encountered in natural language processing typi-
cally involve predicting labels for entire documents, rather than individual words.
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Fig. 1. Visual representation of word embeddings, where each word is mapped to a
vector. For simplicity only a 2-D representation is used for embeddings.

As such, one must define a representation for documents that can be easily con-
structed using the embeddings learned for words. In this work, we obtain doc-
ument embeddings by computing the vector sum of the embeddings for each
word in the document. This vector sum is then normalised to have length one,
to ensure that documents of different lengths have representations of similar
magnitudes.

4 Data

MIMIC III is used in this study both for classification experiments and for train-
ing word embeddings. The most recent version of this dataset, MIMIC III, is one
of the most comprehensive publicly available medical databases [7,9,15]. It con-
tains de-identified health records of 49,785 adult patient admissions (age >15)
and 7,870 neonatal admissions to critical care units. The data was collected at
the Beth Israel Deaconess Medical Center between 2001 and 2012. It includes
information such as demographics, laboratory test results, procedures, medica-
tions, and physician notes. For this research, we are interested in the discharge
summaries of patients admitted to the hospital.

The TREC precision medicine/clinical decision support track 2017 (TREC
2017) [24] provides a considerable corpus of health-related free-form text. This
includes 26.8 million published abstracts of medical literature listed on PubMed
Central, 241,006 clinical trials documents, and 70,025 abstracts from recent pro-
ceedings focused on cancer therapy from AACR (American Association for Can-
cer Research) and ASCO (American Society of Clinical Oncology). The dataset
from the TREC 2017 competition is used here for training word embeddings.

Medical codes, such as the International Classification of Diseases (ICD-9)
codes, are widely used to describe diagnoses of patients [14]. Most hospitals
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Table 1. Percentage of occurrence of ICD-9 code groupings in unique hospital admis-
sions in MIMIC III. The total number of hospital admissions with a recorded discharge
summary is 52,710. E and V codes are referring to external causes of injury and sup-
plemental classification.

ICD-9 % ICD-9 % ICD-9 %

Circulatory (circ) 78.40 Digestive (diges) 38.80 Muscular (musc) 17.99

E and V (e+v) 69.09 Blood (bld) 33.56 Prenatal (pren) 17.07

Endocrine (endo) 66.51 Symptoms (symp) 31.36 Neoplasms (neop) 16.37

Respiratory (resp) 46.63 Mental (ment) 29.66 Skin (skin) 12.02

Injury (inj) 41.42 Nervous (nerv) 29.10 Congenital (cong) 5.41

Genitourinary (gen) 40.29 Infectious (inf) 26.96 Pregnancy (preg) 0.31

manually assign the correct codes to patient records based on doctors’ clini-
cal diagnosis notes. Hence, the use of machine learning techniques to predict
ICD codes from free-form medical text and thus automating the medical coding
process has become an important research avenue.

MIMIC III contains ICD-9 annotations to indicate the diagnoses and dis-
eases of admitted patients. There are 6,984 distinct ICD-9 codes reported in
MIMIC III, among the more than 50,000 patient admission records found in this
database. These can be grouped into 18 categories, as shown in Table 1 along
with the frequencies of these groups. Records typically have more than one code
assigned. This work focuses on the application of labelling discharge summaries,
as these are the most readily available free-form text records in the MIMIC III
dataset.

5 Experiments

We consider the 18 categories of medical codes, presented in Table 1, as 18 sepa-
rate binary classification problems. That is, each group of ICD-9 codes from the
MIMIC III discharge summaries is predicted in isolation. FastText is used for
training word embeddings and representing documents, and the Waikato Envi-
ronment for Knowledge Analysis (WEKA) [11,26] framework is used to train
classifiers on these documents. This section discusses the experimental setup in
more detail.

5.1 Data Pre-processing

In order to maximise the use of free-form medical text “as is,” we minimise pre-
processing. One of the significant issues of data mining medical text in free-form
is the use of acronyms and abbreviations. Simple changes such as converting
uppercase letters to lowercase, or omitting full stops can result in a completely
different meaning. For example, “Ab” is used to refer to an antibody, while “AB”
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Table 2. Word embeddings trained by us (top), from previous work (middle), or
concatenations thereof (bottom). Dimension details are presented, as are training times
and word embeddings model sizes.

Models Dimensions Source data Train time Model size

M300 300 MIMIC 1 h 5G

T300 300 TREC 7 h 13G

TM300 300 TREC+MIMIC 9 h 15G

T600 600 TREC 13 h 23G

TM600 600 TREC+MIMIC 16 h 30G

T900 900 TREC 19 h 35G

TM900 900 TREC+MIMIC 23 h 54G

W300 [10] 300 Wiki – 7G

BWV200 [4,28] 200 PubMeda+MIMIC – 26G

BSV700 [4,28] 700 PubMed+MIMIC – 21G

T300+M300 600 TREC+MIMIC 8 h 18G

W300+T300+M300 900 Wiki+TREC+MIMIC 8+ h 25G

T900+W300 1,200 Wiki+TREC 19+ h 42G

TM900+W300 1,200 Wiki+TREC+MIMIC 23+ h 61G
ahttps://www.ncbi.nlm.nih.gov/pubmed/

is used to refer to abortion. As word embeddings are case sensitive, we keep the
text as is for both training and experiments to capture maximum meaning. We
do not perform downcasing, nor do we remove special characters or full stops.
We only remove extra spaces and unwanted newline characters, as fastText uses
new line characters to separate examples.

5.2 Training Word Embeddings

Our embeddings are trained to the exact same specifications as the Wikipedia
and common crawl fastText models in [10]. We make use of both MIMIC III
and TREC 2017 datasets to train our word embeddings. The sizes of these
datasets are 4 GB and 24 GB, respectively. The word embeddings are trained
using the CBOW method, character n-grams of length 5, a window of size 5, ten
negative samples per positive sample, and with various settings for the number
of dimensions. The learning rate used for training these models is 0.05, with the
exception of M300 (see Table 2), where the learning rate is 0.03. We also include
two very recently published (2019) medical text trained word embeddings of
dimension size 200 and 700 [4,28] for comparison.

Table 2 presents details of the embedding trained by us, previously pub-
lished word embeddings, and the concatenated word embeddings. Concate-
nated embeddings are word embeddings formed by concatenating multiple word
embeddings. For example, in the T300+M300, the first 300 elements are the
word vectors obtained using the TREC dataset, and the second 300 elements
are taken from the embeddings trained on MIMIC III. The table includes details

https://www.ncbi.nlm.nih.gov/pubmed/
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Fig. 2. Flow chart of using bag-of-words for prediction.

on dimensions, input data, training time1 and the size of the model. Both the
size of the input data and the number of dimensions influence the training times
and model sizes.

5.3 Experimental Process and Classification

Figures 2 and 3 present flowcharts of using BOW and word embeddings for pre-
dicting ICD-9 groups from MIMIC III discharge summaries. We use a total of
52,710 discharge summaries, with text length ranging from a few sentences to
close to twenty pages. WEKA’s implementation of BOW is used with a varied
number of words. We use ten-fold cross-validation and classifiers as implemented
in WEKA.

We use logistic regression with ridge value of 1 for word embeddings experi-
ments. We experimented with the use of random forests, with various parameter
choices, as well as other ridge values for logistic regression. However, we found
logistic regression was performing well and was providing consistent F-measures
across a range of different ridge values. The purpose of this research is not to
achieve the highest possible F-measures, but to show that the high dimensional
word embeddings trained on medical text do provide advantages in health appli-
cations relative to low dimensional embeddings trained on general text. Hence,
we only present results for logistic regression.

For BOW due to the sparsity of the data for large dictionary sizes (such
as 100,000 or 600,000 words) we use an implementation of logistic regression
optimised for sparse data.

6 Results

This section presents an overview of our experimental results. Table 3 provides
a comparison of F-measure for predicting ICD-9 groups from free-form MIMIC
III discharge summaries for 300-dimensional and 600-dimensional embeddings.
For 300-dimensional embeddings, W300 are word embeddings that are trained by
fastText on Wikipedia and other common crawl text. W300 embeddings are read-
ily available for use in any application. Except for the circulatory label, which
is the most frequent one (78.4%), word embeddings specially trained on medical

1 Training was run on a 4 core Intel i7–6700K CPU @ 4.00 GHz with 64 GB of RAM.
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Fig. 3. Flow chart of using word embeddings for prediction.

corpora have better F-measures. Overall T300 provides better F-measures than
other 300-dimensional word embeddings for most ICD-9 groups. When com-
pared to the recently published BWV200, we found that our 300-dimensional
word embeddings performed better for all categories, and on par for E and V.

For 600-dimensional word embeddings, Table 3 presents comparisons across
embeddings obtained in a single training phase (T600 and TM600), and word
embeddings obtained via concatenation (T300+M300). We compare our 600
dimension word embeddings to the published 700 dimensional word embeddings
(BSV700). F-measures of our 600 dimensional word embeddings are on par with
or better than those of the recently published high dimensional word embeddings.

Table 4 presents a comparison for predicting ICD-9 code from free-form dis-
charge summaries in MIMIC III with various dimensions of word embeddings,
different number of words for BOW, and between word embeddings and BOW.
For word embeddings, the best F-measures for 600-, 900- and 1200- dimen-
sional embeddings are presented for each ICD-9 group. We also indicate which
model produced the best 900-dimensional and 1,200-dimensional embeddings
(see Table 2 for details of word embeddings, input data and model dimensional-
ity). Generally, the higher the dimensionality, the better the F-measures are for
predicting the ICD-9 groups.

For BOW, F-measures of dictionary sizes 1,000, 10,000, 100,000 and 600,000
are presented for all 18 ICD-9 groups. BOW with 600,000 number of words is
the largest possible number of features. There is an increase in F-measure as the
size of the dictionary increases. A dictionary size of 600,000 results in the best
F-measures for all ICD-9 category except pregnancy.

In comparison to word embeddings, F-measures of BOW is consistently better
for all ICD-9 groups that occur for less than 42% of the examples. In terms of
BOW performance, pregnancy is the most interesting ICD-9 group. Its frequency
is only 0.31% in the MIMIC III dataset. Text in this group is very specific,
including uniquely identifying words such as delivery, labour and birth, and is
probably one possible explanation to the success of BOW for predicting the
pregnancy label.
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Table 3. A comparison of F-measures for predicting ICD-9 groups using 200, 300, 600
and 700-dimensional word embeddings are presented. BWV200 and BSV700 are both
published word embeddings and are compared with 300-dimensional word embeddings
and 600-dimensional word embeddings, respectively. We use bold to indicate the best
F-measures among low dimensional groups of word embeddings (200–300) and the
higher dimensional word embeddings (600–700). The best F-measure across all pre-
sented word embeddings is underlined for each category.

ICD-9 BWV200 W300 M300 T300 TM300 T600 TM600 T3+M3 BSV700

circ 0.931 0.932 0.932 0.932 0.931 0.935 0.934 0.924 0.931

e+v 0.829 0.828 0.829 0.829 0.828 0.832 0.832 0.832 0.831

endo 0.847 0.845 0.846 0.849 0.846 0.851 0.849 0.850 0.847

resp 0.774 0.774 0.774 0.778 0.772 0.789 0.788 0.787 0.776

inj 0.660 0.649 0.663 0.662 0.660 0.675 0.676 0.677 0.682

gen 0.721 0.716 0.724 0.731 0.725 0.740 0.740 0.740 0.732

diges 0.679 0.692 0.693 0.696 0.692 0.712 0.705 0.710 0.696

bld 0.557 0.566 0.573 0.570 0.570 0.593 0.589 0.594 0.586

symp 0.475 0.486 0.482 0.487 0.483 0.504 0.502 0.500 0.505

ment 0.533 0.530 0.530 0.542 0.539 0.577 0.576 0.577 0.559

nerv 0.530 0.534 0.527 0.543 0.531 0.571 0.558 0.564 0.553

inf 0.634 0.634 0.641 0.647 0.647 0.663 0.659 0.664 0.648

musc 0.254 0.274 0.258 0.294 0.267 0.338 0.314 0.319 0.315

pren 0.589 0.590 0.588 0.594 0.587 0.601 0.597 0.598 0.603

neop 0.693 0.688 0.702 0.705 0.690 0.728 0.721 0.732 0.727

skin 0.343 0.335 0.344 0.346 0.344 0.389 0.384 0.386 0.397

cong 0.365 0.371 0.369 0.391 0.350 0.438 0.406 0.435 0.424

preg 0.525 0.502 0.543 0.565 0.512 0.579 0.566 0.599 0.586

7 Discussion

In this paper, we investigate how the source domain used for training word
embeddings impacts the performance of medical text classification. We also
demonstrate the effect that embedding dimensionality plays in determining the
accuracy of the resulting classifiers. The prediction of ICD-9 codes from dis-
charge summaries of MIMIC III is used as an example health application to
show that high dimensions, especially trained on health-related corpora, have
better F-measures compared to word embeddings with lower dimensions or are
trained on general text such as Wikipedia. We also compare our word embed-
dings with recently published word embeddings and show that our embeddings
perform better for most ICD-9 groups and are very similar for others. Reasons for
such differences include pre-processing of input data, parameter selection, and
source of the datasets used for training the embeddings. We also present com-
parisons with BOW, where we observe that F-measures obtained using BOW
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Table 4. A comparisons of F-measure for ICD-9 groups between word embeddings
with varied dimensions (left) and BOW with varied number of words (right). For
word embeddings the best F-measure across 900-dimensional and 1200-dimensional
word embeddings for each category are presented. Corresponding best 900- and 1,200-
dimensional models are also listed. For details of the models see Table 2. We use bold
to indicate the best F-measures among varied dimensional word embeddings and var-
ied number of words for BOW. The best F-measure across all is underlined for each
category.

ICD-9 Word embeddings BOW

600 900 Best 900-dim
model

1,200 Best
1,200-dim
model

1,000 10,000 100,000 600,000

circ 0.935 0.937 T900 0.936 T9W3 0.930 0.920 0.931 0.932

e+v 0.832 0.833 W3T3M3 0.833 T9W3 0.801 0.788 0.808 0.812

endo 0.851 0.853 T900 0.854 T9W3 0.814 0.825 0.840 0.845

resp 0.789 0.792 W3T3M3 0.794 TM9W3 0.763 0.775 0.788 0.792

inj 0.677 0.684 WTM+T900 0.689 TM9W3 0.642 0.675 0.693 0.697

gen 0.740 0.748 TM9 0.751 TM9W3 0.733 0.751 0.769 0.775

diges 0.712 0.724 T900 0.730 T9W3 0.701 0.728 0.748 0.752

bld 0.594 0.601 TM9 0.607 T9W3 0.558 0.595 0.608 0.614

symp 0.504 0.514 W3T3M3 0.517 T9W3 0.476 0.507 0.524 0.528

ment 0.577 0.592 TM9 0.606 TM9W3 0.567 0.616 0.635 0.639

nerv 0.571 0.577 T900 0.586 T9W3 0.491 0.594 0.628 0.629

inf 0.664 0.671 T900 0.677 T9W3 0.606 0.667 0.693 0.698

musc 0.338 0.354 T900 0.372 T9W3 0.344 0.476 0.488 0.489

pren 0.601 0.607 W3T3M3 0.608 Both 0.574 0.557 0.620 0.623

neop 0.732 0.741 W3T3M3 0.746 T9W3 0.665 0.713 0.766 0.773

skin 0.389 0.418 T900 0.435 T9W3 0.438 0.483 0.526 0.530

cong 0.438 0.465 T900 0.463 T9W3 0.348 0.485 0.519 0.529

preg 0.599 0.593 W3T3M3 0.605 TM9W3 0.737 0.705 0.709 0.726

are consistently better that word embeddings for all ICD-9 groups that occur
for less than 42% of the examples. In general, word embeddings are favoured
over BOW as word embeddings are known to capture the meaning of text con-
tent, and can better utilise a range of classifiers compared to BOW. However,
the results also indicate that for some categories, such as pregnancy, where the
data is rather imbalanced, and very specific vocabulary is used, BOW may be
the better option.

We also present the sizes and training times required for training word embed-
dings. Model sizes and training times are both influenced by the input data size and
the number of dimensions generated, and can become quite large. The main reason
for the large model sizes is the use of hash tables for storing character n-gram infor-
mation. FastText does provide ways to reduce the final word embeddings model
sizes, however such compression necessarily also impacts on accuracy.
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For this research, we considered ICD-9 groupings as a set of binary classifica-
tion problems. Alternatively they could also be represented as a single multi-label
classification problem. Each unique patient admitted to the hospital can have
more than one diagnosis and be categorised into different groups or have more
than one diagnosis from the same ICD-9 group. Our main aim for this research
was to investigate high dimensional word embeddings trained in the medical
text and hence treating ICD-9 grouping as a binary classification problem was
sufficient. However, to optimise the accuracy of predicting ICD-9 code from the
free-form medical text, it will be essential to also investigate it as a hierarchical
multi-label classification problem in future work.

References

1. Beam, A.L., et al.: Clinical concept embeddings learned from massive sources of
multimodal medical data. arXiv preprint arXiv:1804.01486 (2018)

2. Bojanowski, P., Grave, E., Joulin, A., Mikolov, T.: Enriching word vectors with
subword information. arXiv preprint arXiv:1607.04606 (2016)

3. Cao, Y., Huang, L., Ji, H., Chen, X., Li, J.: Bridge text and knowledge by learning
multi-prototype entity mention embedding. In: Proceedings of the 55th Annual
Meeting of the Association for Computational Linguistics (Volume 1: Long Papers),
pp. 1623–1633 (2017)

4. Chen, Q., Peng, Y., Lu, Z.: BioSentVec: creating sentence embeddings for biomed-
ical texts. In: 7th IEEE International Conference on Healthcare Informatics (2019)

5. Choi, E., Schuetz, A., Stewart, W.F., Sun, J.: Using recurrent neural network mod-
els for early detection of heart failure onset. J. Am. Med. Inform. Assoc. JAMIA
24(2), 361–370 (2017). https://doi.org/10.1093/jamia/ocw112

6. Choi, Y., Chiu, C.Y.I., Sontag, D.: Learning low-dimensional representations of
medical concepts. AMIA Summits on Transl. Sci. Proc. 41–50 (2016)

7. MIT Critical Data: Secondary Analysis of Electronic Health Records. Springer,
Cham (2016). https://doi.org/10.1007/978-3-319-43742-2 30

8. Goldberg, Y.: Neural network methods for natural language processing: Synth.
Lect. Hum. Lang. Technol. 10(1), 1–309 (2017)

9. Goldberger, A.L., et al.: PhysioBank, PhysioToolkit, and PhysioNet: components
of a new research resource for complex physiologic signals. Circulation 101(23),
e215–e220 (2000)

10. Grave, E., Bojanowski, P., Gupta, P., Joulin, A., Mikolov, T.: Learning word vec-
tors for 157 languages. In: Proceedings of the International Conference on Language
Resources and Evaluation (LREC 2018) (2018)

11. Hall, M., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P., Witten, I.: The
WEKA data mining software: an update. ACM SIGKDD Explor. Newsl. 11(1),
10–18 (2009)

12. Harris, Z.S.: Distributional structure. Word 10(2–3), 146–162 (1954). https://doi.
org/10.1080/00437956.1954.11659520

13. Jagannatha, A.N., Yu, H.: Bidirectional RNN for medical event detection in elec-
tronic health records. In: North American Chapter Meeting, pp. 473–482. Associ-
ation for Computational Linguistics (2016)

14. Jensen, P.B., Jensen, L.J., Brunak, S.: Mining electronic health records: towards
better research applications and clinical care. Nat. Rev. Genet. 13(6), 395 (2012)

http://arxiv.org/abs/1804.01486
http://arxiv.org/abs/1607.04606
https://doi.org/10.1093/jamia/ocw112
https://doi.org/10.1007/978-3-319-43742-2_30
https://doi.org/10.1080/00437956.1954.11659520
https://doi.org/10.1080/00437956.1954.11659520


108 V. Yogarajan et al.

15. Johnson, A.E., et al.: MIMIC-III, a freely accessible critical care database. Sci.
Data 3, 160035 (2016)

16. Joulin, A., Grave, E., Bojanowski, P., Douze, M., Jégou, H., Mikolov, T.: Fast-
text.zip: compressing text classification models. arXiv preprint arXiv:1612.03651
(2016)

17. Joulin, A., Grave, E., Bojanowski, P., Mikolov, T.: Bag of tricks for efficient text
classification. arXiv preprint arXiv:1607.01759 (2016)
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Abstract. Dyslexia is a neurological disorder with impact to a child’s confidence
in life. It can be reduced if detected at an early stage. This difficulty with learning
due to impairment to the left hemisphere of the brain, associated with language
processing, is often misunderstood as being lazy. Electroencephalography (EEG)
is one of technologies popularly employed to study dyslexia. Most previous works
on dyslexia are either based on subjective or psychometric methods and focused
on reading and spelling. Our research here aims to study the brain activity of
the dyslexic children during relaxation and letter writing, by comparing the EEG
frequency content between normal and dyslexic children. The uniqueness and
credibility of our experiment are tasks being adopted from the diagnostic manual
of the Dyslexia Association of Malaysia (DAM). Also, the electrode placement
has been optimized to four, i.e. C3, C4, P3 and P4 along the neurological pathway
for writing activity. It is found that the frequency ranges of EEG recorded during
relaxation is 8–13Hz, in the alpha-subband and that during non-segmentedwriting
is 13–28 Hz, in beta-subband. In relaxed state, the EEG amplitude indicates that
the normal HighIQ group is more relaxed than the dyslexic Capable group. Higher
activity is found in the frequency pattern of EEG during the writing tasks than
during relaxation for both normal HighIQ/dyslexic Capable group. The dyslexic
Capable group is observed to exert more stress to do the task. The two peaks in the
alpha and beta-subband in the Fast Fourier Transform (FFT) envelope of EEG from
all groups can be explained by pausing to think in between writing. Based on these
peaks, the normal group shows use of high neural resources at the beginning of the
task while the dyslexic group shows that at the beginning and end of the task. It
is also observed that the EEG bandwidth is wider for the normal HighIQ/dyslexic
Capable group than the normal AverageIQ/dyslexic Average group.

Keywords: Dyslexia · Writing · Electroencephalogram (EEG) · Fast Fourier
Transform (FFT)
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1 Introduction

Dyslexia is of neurological origin andmanifests itself as a difficulty in learning, in partic-
ular oral reading andwrittenwriting, according to the International Dyslexia Association
[1]. Dyslexia is usually accompanied by Dysgraphia, an inability to capture the writ-
ten language, thus making writing difficult. Dysgraphia generally demonstrates as poor
handwriting and problems with spelling [2]. In United States, about 5–17.5% of school-
age children were found to be dyslexic and 80% of these children have specific learning
disabilities [3, 4]. In Malaysia, the Education Ministry reported 5–10% of school-going
children (or 314,000) were dyslexic and the number have been on the rise [5]. Besides,
the Dyslexia Association of Malaysia (DAM) unraveled a finding from their records of
diagnosis that, one out of every 20 students at least was found suffering from dyslexia,
indicating severity of the problem [5]. Dyslexia is alleged to be themain reason for failure
in school, as the children find motor coordination, concentration and personal organi-
zation challenging. This discourages them from reading and writing, which imposes
enormous pressure on them [6] and hence leads to more complex psychopathological
disorders [7]. This potentially becomes a crucial obstacle to the development of an edu-
cated, competent and competitive society towards employment chances and a loss to the
nation, because intelligence of dyslexics is reckoned in the upper stratum.

There is a strong consensus that the difficulty in dyslexia shows a deficit in language
processing area [8, 9] located in the left hemisphere of human brain, which plays a pivotal
role in processing reading andwriting activities, from fMRI images [10, 11]. Adults with
dyslexia also shows failure of left hemisphere posterior brain systems during reading,
using functional brain imaging [12]. This coincides with neuroscience theory that the
normal neurological pathway during reading or writing activates the left hemisphere of
human brain: it initiates from the primary visual cortex, then continues to the Angular
Gyrus’s area, Wernicke’s area, Broca’s area and terminates at the motor cortex [13].
Current methods to diagnose dyslexia are mostly subjective and psychometric based,
such as Combined Raven’s Test [14], the Twenty Statement Test (TST) adopted by the
city of Bytom [15], Specific Learning Difficulties conducted by the British Dyslexia
Association [16], or the Alphabetic-Phonetic-Structural-Linguistic (APSL) program
used in UK dyslexia centers [17].

Electroencephalogram (EEG) is a measurement of the electrical activity of the brain
by placing conductive metal electrodes on the human scalp [18]. Previous works have
reported on the use of EEG to explain the characteristics of dyslexic children in reading.
Converging evidence reported [19] the dyslexic group being less accurate at non-
word reading in comparison to control group, based on Duncan’s Multiple Range test.
Researchers in [8] studied brain activation patterns in dyslexic and non-impaired chil-
dren during pseudo-word and real-word reading tasks. It re-ported that reading skill
was positively correlated with the magnitude of activation in the left occipito-temporal
region. Sklar et al. [20] discovered from reading tasks that dyslexic group presented
auto-spectral between 16–32 Hz while the normal group tended to have greater energy.
There was also attempt to extract EEG spectral features to identify the trait of dyslexic
children [20, 21]. In spite of these, the writing deficit in dyslexic children has not been
explored.
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Our previous works have explored a range of techniques to extract features dur-
ing relaxation and writing, such as Fast Fourier Transform (FFT) [22–24], Short Time
Fourier Transform (STFT) [25] and also Wavelet Packet Analysis [26]. Here, our work
aims to study the brain state of the dyslexic children in writing, by comparing the fre-
quency content of EEG between the normal and dyslexic children. The tasks used in this
experiment are adopted from the diagnostic manual of the DAM. Section 2 described
the data collection, data acquisition and theoretical background. Section 3 compares and
discusses FFT features extracted from dyslexic and control group.

2 Methodology

2.1 Data Collection

Data were collected from five normal and five dyslexic children after informed con-sent
and ethic approval were obtained from their parents. Subjects were recruited between
7–11 years old. All of them are right-handed and have healthy medical history. The
normal subjects were grouped into the HighIQ and AverageIQ group, according to
their scholastic grade. Data from dyslexic subjects were collected from the Centers of
DAM. They were grouped according to class division by the DAM, into Average and
Capable group. Children with history of neurological problems or under medication,
were excluded from the study.

2.2 Data Acquisition

Subjects were invited to sit on a chair and relax before being instructed to perform six
tasks. This paper only focuses on two of the tasks: relaxation and writing letters: s, w, j,
t, m, q, and e. These letters are reckoned as challenging to the dyslexics.

Task to relax the subjects involved closing their eyes while listening to relaxing
music for 120 s after taking their seat. Subjects were restrained from movement during
data collection. In the writing task, the subjects were asked to look at the letters (s, w, j, t,
m, q and e) displayed on the screen of the computer and then write the letters on a piece
of paper. This took up 40 s per letter, with five seconds between repetition (eight times
of writing letter). Children were first introduced to the equipment and practiced before
performing the actual tasks. This is to abide by the compliance with EEG procedure
that focuses on decreasing anticipatory anxiety and desensitizing the children to the
components of procedure.

The EEG was recorded using Ag/AgCl electrodes placed on the scalp inserted with
gGAMMAgel to improve the electrode skin impedance, as in Fig. 1. The electrodeswere
placed according to the International 10–20 Electrode System. The reference electrode
was located on the right ear, while the ground electrode on the forehead (FPz). Electrode
C3 (central left), C4 (central right), P3 (parietal left) and P4 (parietal right) were applied.
They were chosen as they were situated on the neurological pathway for reading/writing
and engaged during writing. C3 and C4 are associated with sensory and motor, while
P3 and P4 with word interpretation that records perception and differentiation activities
[4, 18]. The EEG signals were sampled and filtered using gMOBIlab hardware equipped
with low-noise bio-signal amplifiers and 16-bit ADC with 256 Hz sampling frequency.
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Fig. 1. EEG recording session for a dyslexic child performing the letter writing task.

2.3 Fast Fourier Transform (FFT)

Fast Fourier Transform is widely used in the analysis of EEG signals from subjects with
brain related disorders, for example to analyze the EEG background activity in autism
disorders [27]. Here, the EEG signals, recorded in time domain, were converted into
frequency domain, to analyze its frequency content during writing, using FFT. Raw data
were visually inspected for artifacts from electrocardiograms (ECG) and eye blinks,
which were filtered. A bandpass FIR filter with frequency range between 8–30 Hz was
used.

FFT is an algorithm which speeds up the calculation of discrete Fourier transform
(DFT) (1).

X (k) =
N−1∑

n=0

x[n].Wnk
N (1)

X[k] is evaluated from 0 ≤ k ≤ N − 1, which is a periodic function with a limited
number of distinct values.

Cooley and Tukey introduced the concept of decimation for computing FFT algo-
rithm in 1956 [15]. This concept divided the FFT algorithms into four types: Divide and
Conquer, Radix-2 FFT algorithm, Radix-4 FFT algorithm and Split Radix-8 FFT algo-
rithm. Equations (2) and (3) shows Radix-2 FFT algorithm that is derived from Divide
and Conquer algorithm for our research. The original equation of DFT is replaced with
n = (2r) for even term and n = (2r + 1) for odd term to produce (2), where X(k) is
evaluated from 0 ≤ k ≤ N − 1 and G(k) and H(k) is even and odd terms.

X (k) =
(N/2)−1∑

r=0

x(2r).Wrk
N/2 + Wk

N

(N/2)−1∑

r=0

x(2r + 1).Wrk
N/2

= G(k) + Wk
N H(k) (2)

W 2rk
N = e− j2π/N .(2rk) = e− j2π/(N/2).(rk) = Wrk

N/2

To obtain the Radix-2 FFT algorithm as in (3), N is set to 2, so that X(k) is evaluated
from 0 ≤ k ≤ 1, then the Divide and Conquer algorithm in (2) is replaced with k = 0
and k = 1.

X (0) = G(0) + Wk
N H(0) = x(0) + x(1), k = 0
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X (1) = G(1) + Wk
N H(1) = x(0) − x(1), k = 1 (3)

Radix-2 FFT algorithm can also be represented using a butterfly signal flow for 2-
point DFT as shown in Fig. 2, where x(0) and x(1) are signals in time domain and X(0)
and X(1) are signals in frequency domain.

Fig. 2. A butterfly signal flow for 2-point DFT

3 Results and Discussions

The frequency pattern of EEG from electrodes C3, C4, P3, and P4 for normal and
dyslexic children during relaxation is shown in Fig. 3a, b, c, and d respectively. The
frequency range during relaxation is observed to lie within the alpha-subband, i.e. 8–
13 Hz [18]. Four conditions of EEG amplitude are observed at channel C3, C4, P3 and
P4. Firstly, the EEG of normal HighIQ group shows higher amplitude in comparison to
normal AverageIQ group (see Fig. 3a and b). Secondly, the EEG of dyslexic Capable
group shows higher amplitude in comparison to Average group (see Fig. 3c and d).
From evaluation of EEG between normal HighIQ group and dyslexic Capable group,
the former presents higher amplitude (see Fig. 3a and c). Relaxing performance in the
normal AverageIQ group depicts higher amplitude of EEG than dyslexic Average group
(see Fig. 3b and d). Results above demonstrate the normal groups are able to relax better
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Fig. 3. a. Frequency spectrum of EEG from normal HighIQ group during relaxation (Left). b.
Frequency spectrumofEEG fromnormalAverageIQgroup during relaxation (Right). c. Frequency
spectrum of EEG from dyslexic Capable group during relaxation (Left). d. Frequency spectrum
of EEG from dyslexic Average group during relaxation (Right).
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than the dyslexic groups. Based on social science study, children with brain related
disorders do have problem to relax [20, 28]. However, this study has not gone deeper by
comparing the sub-categories, like ours.

Tables 1 and 2 tabulate frequencies obtained during relaxation from normal and
dyslexic subjects respectively. Results show these frequencies stay between 8–13 Hz,
within the alpha subband known for relaxation [20, 28].

Table 1. Frequency range of eeg from normal
children during relaxation (left).

Electrode Normal

HighIQ AverageIQ

C3 10–13 Hz 9–11 Hz

C4 9–10 Hz 9–11 Hz

P3 9–10 Hz 8–9 Hz

P4 8–10 Hz 8–9 Hz

Table 2. Frequency range of eeg from
dyslexic children during relaxation (right).

Electrode Dyslexic

Capable group Average group

C3 9–10 Hz 8–9 Hz

C4 9–10 Hz 8–10 Hz

P3 9–10 Hz 8–9 Hz

P4 10–11 Hz 8–10 Hz

Figures 4a, b, 5a and b show the non-segmented (continuous 40 s) frequency pattern
of EEG from normal and dyslexic children during the letter writing task. Seven letters
are designated for the letter writing task: s, w, j, t, m, q, and e. Due to space constraint,
only the results of writing letter ‘s’ is shown here.
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Fig. 4. a. Frequency spectrum of EEG from normal HighIQ group during non-segmented writ-
ing letter ‘s’ (Left); b. Frequency spectrum of EEG from normal AverageIQ group during
non-segmented writing letter ‘s’ (Right)

In comparing Figs. 3a to 4a and Figs. 3c to 5a, it is can be seen that the frequency
pattern of EEG during writing is more active than that during relaxation for both normal
HighIQ/dyslexic Capable group. However, higher variation in the frequency pattern
is observed with the latter group, showing more effort is dedicated to overcome their
shortcoming in letter writing task.

The frequencypattern ofEEG fromboth normalHighIQandAverageIQgroupduring
letter writing task drew on two peaks, one in alpha- and beta-subband each (see Fig. 4a
and b). The peak in the alpha-subband is attributed to moments at which the subjects
pause during writing. The amplitude is highest at the beginning of writing task, showing
higher neural activity.
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Fig. 5. a. Frequency spectrumofEEGfromdyslexicCapable groupduringnon-segmentedwriting
letter ‘s’ (Left); b. Frequency spectrumofEEGfromdyslexicAverage groupduring non-segmented
writing letter ‘s’ (Right)

Table 3. Frequency range (Hz) of eeg from
normal HighIQ and AverageIQ group during non-
segmented writing letter ‘s’(left).

Electrode Normal

HighIQ AverageIQ

C3 13–20 Hz 13–26 Hz

C4 13 – 18 Hz 13–21 Hz

P3 14–19 Hz 13–27 Hz

P4 13–19 Hz 13 – 22 Hz

Table 4. Frequency range (Hz) of eeg
from capable reader and average reader
during non-segmented writing letters
(right).

Electrode Dyslexic

Capable group Average group

C3 13–27 Hz 13–28 Hz

C4 13–25 Hz 25–26 Hz

P3 13–27 Hz 19–26 Hz

P4 13–27 Hz 19–26 Hz

From Table 3, it can be observed that the frequency range for normal HighIQ group
lies between 13–20 Hz, while that for normal AverageIQ group is 13–27 Hz, both lie
within the beta-subband for writing activity [20, 28].

With reference to Fig. 5a and b, similar to the above finding, the frequency pattern
of EEG from dyslexic during letter writing task also contains two peaks in the alpha-
and beta-subband. Unlike the normal group, one of the peaks is high at the beginning
while the other at the end of the letter writing task.

From Table 4, it can be observed that the EEG frequency range for the dyslexic
Capable group is 13–27 Hz meanwhile the frequency range for the dyslexic Average
group is 13–28 Hz, both lie within the beta-subband for writing activity [20, 28].

In addition, results on segmentedEEG signals duringwriting letters task fromnormal
and dyslexic subjects are shown in Fig. 6a, b, c, and d correspondingly. The EEG signals
are segmented for every 5 s from a length of 40 s. Each subject is asked to repeat writing
letter for eight times tomaintain optimum compliancewith the EEGprocedure. Different
EEG spectral patterns are obtained at electrode C3, C4, P3 and P4.

For normal HighIQ (see Fig, 6a), frequency spectra present only one high peak at the
beginning of task. This is consistent throughout the 40 s data collection. This evidence
implies that normal HighIQ group are able to sustain the same writing pattern at every
repetition during data collection.

Frequency spectra of EEG from normal AverageIQ in Fig. 6b display many peaks,
showing high neural activation. This illustrates that this group makes constant efforts
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(a) (b)

(c) (d)

Fig. 6. a. Frequency spectrum of EEG from normal HighIQ group during segmentedwriting letter
‘s’ (Top Left). b. Frequency spectrum of EEG from normal AverageIQ group during segmented
writing letter ‘s’ (Top Right). c. Frequency spectrum of EEG from dyslexic Capable group during
segmented writing letter ‘s’ (Bottom Left). d. Frequency spectrum of EEG from dyslexic Average
group during segmented writing letter ‘s’ (Bottom Right)

throughout the 40 s data collection. Results in Table 5 also supports point mentioned,
which 16–23 Hz frequency obtained, while frequencies for versus group lies between
16–18 Hz.

Results on dyslexic Capable group during segmented letter writing task drew on two
peaks for the first 30 s, one each in alpha- and beta-subband (see Fig. 6c). The last 10 s
depicts maximum neural activity of dyslexic, which may be their final effort to fulfill
the task. Inconsistent frequency spectral result demonstrates subjects start to loss focus
of writing task.

With reference to Fig. 6d, the segmented frequency spectra look similar to those
for the dyslexic Capable group, with one peak each in the alpha- and beta-subband.

Table 5. Frequency range (Hz) of eeg from normal and dyslexic children during segmented
writing letter ‘s’

Electrode Normal Dyslexic

HighIQ AverageIQ Capable Average

C3 17–18 Hz 17–23 Hz 15–24 Hz 13–24 Hz

C4 16–18 Hz 16–19 Hz 15–24 Hz 24–25 Hz

P3 16–17 Hz 16–20 Hz 14–24 Hz 19–25 Hz

P4 16–18 Hz 17–18 Hz 14–25 Hz 24–25 Hz
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In contrast to the dyslexic Capable groupwith frequency between 14–24Hz, the dyslexia
Average group display a wider range of 13–25 Hz, as in Table 5.

4 Conclusions

The analysis of EEG signals from four electrodes (C3, C4, P3 and P4) along the neural
pathway for writing (segmented and non-segmented), for normal and dyslexic children
during relaxation and letter writing task, has been compared. The frequency range of
EEG recorded during relaxation is 8–13 Hz, while that during writing is 13–28 Hz,
within the alpha- and beta-subband, accorded for the different neural activity. During
relaxation, it is found that the EEG of normal HighIQ group shows higher amplitude
than the dyslexic Capable group, showing that the normal HighIQ group is able to relax
better than the dyslexic Capable group. From results of non-segmented writing the letter
‘s’, it can be observed that the frequency pattern of EEG is more active than that during
relaxation, for both normal HighIQ/dyslexic Capable group. However, higher activity
in the beta-subband is observed in the dyslexic Capable group, showing more effort is
dedicated to overcome their deficiency in letter writing. The FFT envelope of EEG from
both normal HighIQ/dyslexic Capable and AverageIQ/dyslexic Average group drew on
two peaks in the alpha- and beta-subband, due to pause in between writing. For the
normal group, the amplitude is highest at the beginning of writing task, showing use
of high neural resources. For the dyslexic group, the frequency pattern displays one
of the peaks at the beginning while the other at the end of the letter writing task. It is
also observed that the bandwidth of the EEG from the normal HighIQ/dyslexic Capable
group is wider than that of the normal AverageIQ/dyslexic Average group. Segmented
frequency spectrum showing results supporting evidence on non-segmented frequency
spectrum, in which the dyslexic group exhibited higher frequency in comparison to the
normal group.
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Departamento Sistemas Informáticos y Computación,
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Abstract. The everlasting competition between investing strategies has
seen a remarkable impulse after automated trading algorithms took their
place. Any failure in this kind of algorithms may end up implying huge
monetary losses. Because of that, these systems may represent an impor-
tant application of formal methods. Furthermore, considering the inher-
ent uncertainty of stock markets and the usual imprecision in the defini-
tion of many investment strategies, any attempt to model these software
systems is very challenging. In this paper we propose a complete frame-
work, built upon the formalism of fuzzy automata, that can be used to
define and evaluate a variety of automatic trading strategies based on
the observation of candlestick patterns.

Keywords: Fuzzy automata · Automated trading · Candlestick
patterns

1 Introduction

The use of models helps to develop more reliable systems. This claim is well-
known in most engineering disciplines [25]. It is interesting to realize that in Com-
puter Science, despite the complexity of the current systems, it is not assumed
that a blueprint should be used to guide the development process [22]. There is
plenty of work in the academia introducing different approaches and techniques
to support the formal development of computer systems and validate the cor-
rectness of the developed systems [11]. We think that the lack of good tools
to support the theoretical approaches is an important deterrent to achieve a
widespread use of formal methods in industry, although there are some remark-
able experiences [3,23,30]. Therefore, our first aim when introducing a new for-
malism should be to provide tools to support its use.

There are many situations where the development of a system inherently
needs to consider imprecise information. For example, this is the case if we have
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to represent a simple system just tossing a coin. In order to formally design and
analyze this kind of systems, fuzzy logic [34,35] is very useful because, in addi-
tion to having an underlying mathematical theory, it has been shown that it can
appropriately model systems where we need to use a certain degree of impreci-
sion. We are interested in equipping a classical formalism with fuzzy logic capa-
bilities so that we can model imprecision. Fortunately, there are many variants
fuzzifying variants of finite automata [1,13,28,29,33]. Our previous work [6,8,9],
which we use as initial step of the formalism presented in this paper, was built
on top of these approaches and introduced a fuzzy version of classical Mealy
machines. We successfully used our formalism to analyze heart data, extracted
from electrocardiograms, in order to detect abnormal behaviors.

The next step in our research is to evaluate the versatility of our framework.
In previous work we focused on the behaviour of medical systems. In this paper
we consider a completely different field of application: we study how our frame-
work can be used to specify a simple trading system and evaluate its suitability.
To be more precise, since we do not need a formalism as expressive as the one
that we used before, we will consider a fuzzy variant of Moore machines, a for-
malism slightly simpler than Mealy machines. We will present a simple trading
model where we analyse the values of a certain stock, given as candlesticks, in
order to detect a certain pattern. Candlesticks include four different pieces of
information concerning how a certain stock was trading during a day. The body
of the candlestick denotes the gap between the open and closing prices of the
analysed stock. A green/red color denotes that the first price was lower/higher
than the second one. In addition, the shadow of the candlestick shows the high
and low prices for the session. Figure 1 shows the candlesticks corresponding to
twenty sessions of the Apple stock.

Currently, there exists a rich literature explaining in detail trading strategies
based on the observation of candlesticks patterns [5,31]. In this paper, our main
goal is not to specify a complex strategy but to show how our framework can
encompass in a simple way a whole family of strategies, so that the user can fine-
tune certain parameters according to the specific stock of interest. Specifically,
we will define a framework where investment decisions will be based on the
detection of hammers. A hammer is observed when a stock trades during a
session significantly lower than its opening, but within the session is able to
close near opening price. In order to consider that a candlestick has a hammer
shape, it is usually assumed that the lower shadow must be at least twice the
size of its body. The strategy looking for hammers considers that they mark a
possible bottom in the value of a stock. More precisely, this strategy considers
that the price of the stock might rise after we observe a hammer preceded by a
sequence, at least three, of sessions where the value of the stock has declined.

In this paper we present a new formalism, a natural evolution and simpli-
fication of previous work, to represent fuzzy systems and apply it to specify a
parametric strategy to trade a stock taking into account the occurrence of ham-
mers in candlesticks series. Our model is parametric because it allows to trade
different percentages of the total bankroll in a single operation. In the simplified
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version, n = 1, the investor buys/sell the complete bankroll in each single opera-
tion. For a general value of n ∈ N, at a certain point of time the investor has, for
a certain 0 ≤ m ≤ n, m

n of the bankroll invested in a stock and n−m
n in liquidity.

A single operation will buy/sell stock for 1
n of the bankroll. The framework is

fully supported by a tool that allows users to process candlesticks information
so that different strategies can be backtested.

The rest of the paper is structured as follows. In Sect. 2 we review basic
concepts from fuzzy theory and introduce a variant of fuzzy automata, based
on Moore machines, that is particularly well suited for the definition of trading
strategies. In Sect. 3 we show how our formalism can represent candlesticks and
patterns associated with different types of hammers. In Sect. 4 we present our
strategy. Finally, in Sect. 5 we present our conclusions and sketch some lines for
future work.

2 Fuzzy Moore Machines

In this section we review some concepts associated with the definition of fuzzy
automata and present our new formalism. The interested reader is referred to our
previous work [8,9] for more details. Fuzzy relations play the role of applying soft
constraints. This is made by setting some δ, which expresses the level of tolerance
that can be afforded when applying the given constraint. This means that, given
some crisp relation, such as x ≤ y, the fuzzy relation will partially hold even
when x > y, provided that the difference between x and y is still lower than δ.
More precisely, in this specific example, we define a function R×R −→ [0, 1] to
be the fuzzy version of the x ≤ y relation:

x ≤ y
δ ≡

⎧
⎨

⎩

1 if x < y
δ+y−x

δ if y ≤ x ≤ y + δ
0 if y + δ < x

Similarly, we can define the fuzzy analogous of the x ≥ y and x = y relations:

x ≥ y
δ ≡

⎧
⎨

⎩

1 if x > y
δ+x−y

δ if y ≥ x ≥ y − δ
0 if y − δ > x

x = yδ ≡

⎧
⎪⎪⎨

⎪⎪⎩

0 if x ≤ y − δ
x−y+δ

δ if y − δ < x ≤ y
−x+y+δ

δ if y < x ≤ y + δ
0 if y + δ < x

In addition to fuzzy versions of the usual arithmetic relations, we need a
fuzzy version of Boolean relations such that partially true statements can be
joined together, forming logical conjunctions. The fuzzy analogous of the crisp
Boolean conjunction is the concept of triangular norms, also known as t-norms.
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Definition 1. A t-norm is a function

� : [0, 1] × [0, 1] −→ [0, 1]

satisfying the following properties:

– Commutativity: x � y = y � x for all x, y ∈ [0, 1].
– Associativity: (x � y) � z = x � (y � z) for all x, y, z ∈ [0, 1].
– Identity: 1 � a = a for all a ∈ [0, 1].
– Monotonicity: if x1 ≤ y1 and x2 ≤ y2 then we have x1 � x2 ≤ y1 � y2 for all

x1, x2, y1, y2 ∈ [0, 1].

In this paper we will consider only the Hamacher t-norm, defined as (x, y) �→
xy

x+y−xy . This t-norm happens to be strictly monotonic, which means that the ≤
signs are actually strict < signs in the monotonicity condition.

The goal of introducing these notions is to finally have a fuzzy way to impose
constraints on the behaviour of the system under certain inputs. These fuzzy
constraints are defined as follows:

Definition 2. A fuzzy constraint is a formula consisting of fuzzy relations, pos-
sibly combined with t-norms, which may contain free variables and constant val-
ues within the [0, 1] interval.

Next, we will discuss the way in which we decided to fuzzify the usual notions
brought from automata theory. In order to fix the alphabet, a distinction between
input and output actions was used in our previous work. This distinction is
useful to specify the way in which certain system outputs correspond to the
given inputs. The way in which outputs are raised upon traversing some partic-
ular transition between states bears a slight resemblance with classical Mealy
machines. It is at this point where we diverge from previous work: while we still
want the model to serve as a specification of the correspondence between inputs
and outputs, we will make no distinction between the symbols of the alphabet.
Instead of that, each state of the automaton will be associated with a particular
output value. This value will be raised every time that this state is traversed.
With this distinction, the proposed formalism can be seen as a fuzzified version
of Moore machines. Therefore, we will define our alphabet to be the set of events
in our model.

Definition 3. An event is a collection of variables, which are instantiated by the
environment according to some predefined set of observations and expressions,
together with a fuzzy constraint whose free variables are those variables. We
identify each event with a name preceded by the # symbol.

Let us illustrate this concept with an example that will be later used in the
proposed model.

Example 1. We will denote by #opportunityCost the event consisting in an
empty set of variables together with the constant constraint whose truth value
is always 0.7.
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Now, we have the elements to define our version of fuzzy Moore machine.

Definition 4. A fuzzy Moore machine is a tuple

(S, E ,�, f, s0, T )

whose components denote:

– S is a finite set of states.
– E is a finite set of events.
– � is a strictly monotonic t-norm.
– f is a function taking a state from S and returning its associated output value.
– s0 is the initial state.
– T ⊆ S × E × S is the set of transitions.

The semantics of these machines is quite intuitive. The action of the environ-
ment must be formalized as a sequence of functions O1, . . . ,On mapping each
expression to its instantiation value at the n-th time step. Having defined this,
the satisfaction degree of an event #ev at a time step n, denoted by μn(#ev),
will be defined in the natural way (the explicit formal definition can be found in
our previous work [8]).

Finally, let us define some notation to establish the correspondence between
observed events and produced outputs.

Definition 5. Let F = (S, E ,�, f, s0, T ) be a fuzzy Moore machine, s1, · · · , sn

be a sequence of states in S and #ev1, · · · ,#evn be a sequence of events. If for
all 1 ≤ k ≤ n we have that εk := μk(#evk) > 0 and (sk−1,#evk, sk) ∈ T then
we write

#ev1, · · · ,#evn ⇒ε f(s1), · · · , f(sn)

where the value of ε is given by ε1 � · · · � εn.

3 Modeling Candlestick Patterns

In this section we will show how fuzzy constraints can be used to give a formal
definition of various candlesticks patterns. Since the formalism is open to dif-
ferent ways in which the environment may instantiate the parameters of each
individual observation, in this section we will review the basic elements present
in our trading environment and discuss the precise definition of the observa-
tions that will be later used to define our model in Sect. 4. The definition of the
observations is expressed in a formal language based on arithmetic expressions.
We think that this formal language is expressive enough to define almost any
possible trading strategy.

First, we will assume that we can obtain the open, close, high and low value
of the stock under consideration on any day prior to the current, n-th, day. Note
that this information is indeed freely available from multiple sources (including
the Nasdaq website and The Wall Street Journal).
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Fig. 1. Candlesticks chart from Apple.

Definition 6. Let k be a natural number and let e be an expression of the form
(open|close|high|low) ∼ k. We denote by On(e) the corresponding value at the
day n − k.

We can extend the O notation to any arithmetical expression in a compo-
sitional way. Let e, e1, e2 be expressions of the previous form, ¬ be an unary
arithmetic operator and � be a binary operator. Then we have

On(¬e) = ¬On(e) and On(e1 � e2) = On(e1) � On(e2)

Similarly, we will also consider real valued constant expressions. Finally, We
define an observation to be any composition of these expressions. �

The expressive power of these formulas can be shown with a couple of illus-
trative examples.

Example 2. The difference between the value of the asset at the market close of
the last two days can be expressed with the following formula:

(close ∼ 1) − (close ∼ 2)

A moving average of the midpoint of the range of prices of each time interval
can be expressed as follows:

low∼1+high∼1
2 + low∼2+high∼2

2 + low∼3+high∼3
2

3

In order to define our strategy, we need to provide a formal definition of
the shape of a hammer pattern and the one corresponding to a doji pattern.
Since both patterns are based on the relative size of the components of the
candlestick, we will define them by using fuzzy constraints defined over relative
size observations.
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Table 1. Relopen and relclose corresponding to Fig. 1 (top) and satisfaction degree of
hammer and doji patterns in candlesticks corresponding to Fig. 1 (bottom)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
relopen 0.01 0.11 0.67 0.89 1.00 0.13 0.02 0.73 0.77 0.70 0.91 0.13 0.20 0.49 0.00 0.76 0.56 0.16 0.80 0.17
relclose 0.70 0.83 0.37 0.15 0.09 0.76 0.91 0.11 0.24 0.45 0.69 0.99 0.76 0.92 1.00 0.11 0.86 0.75 0.60 0.62

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
hammer 0.00 0.01 0.09 0.00 0.00 0.04 0.00 0.00 0.00 0.21 0.55 0.04 0.13 0.52 0.00 0.00 0.56 0.08 0.43 0.08
doji 0.01 0.00 0.56 0.00 0.00 0.09 0.00 0.11 0.23 0.65 0.68 0.00 0.20 0.38 0.00 0.07 0.56 0.15 0.71 0.35

Definition 7. We define the relopen observation by the formula:

open ∼ 1 − low ∼ 1
high ∼ 1 − low ∼ 1

We define the relclose observation by the formula:

close ∼ 1 − low ∼ 1
high ∼ 1 − low ∼ 1

In Table 1 (top) we see the relopen and relclose values corresponding to
the candlesticks shown in Fig. 1.

Once these relative size observations have been defined, we can give a fuzzy
definition of hammer and doji patterns.

Definition 8. The grade of confidence associated with the event of observing a
hammer is given by the fuzzy constraint

relopen ≥ 0.8
0.7 � relclose = 1

0.7

Similarly, the grade of confidence associated with the event of observing a doji
is given by the fuzzy constraint

relopen = relclose
0.7

In Table 1 (bottom) we show the grade of confidence of each candlestick
shown in Fig. 1 being a hammer and a doji.

4 Strategy Definition and Evaluation

In this section we present a basic trading strategy, using our formalism, and
show how a candlestick pattern recognition approach can be defined. In Fig. 2
we show the outline of our model, where some parameters of the corresponding
automaton have been removed for the sake of clarity. First, we would like to
mention that this model has only three states. Note that the numbers inside the
states do not represent the name of the state but its associated output value.
This means that a model might have different states associated to the same
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output value, which can be useful when modelling systems in which there are
situations that are fundamentally different but may imply the same outcome.
The three possible outcomes of our model, that is, the values of the set {0, 1

2 , 1},
encode the proportion of money invested in the stock under consideration. For
example, an outcome of 1 at a given time indicates that we can invest all our
available funds in the corresponding stock. On the contrary, an outcome of 0
indicates that we have to sell all our investment in the considered stock. The
implications of a 1

2 outcome are a little bit more subtle. Since the value of the
stocks is asked to be equal to that of the available cash, a raise in the price of
the asset can imply a sell order, while a fall in its price should imply a buy order.
The initial state of our model is the one associated with a 0 outcome, meaning
that the strategy starts with the account owning no stocks and, therefore, full
liquidity. In this simple model, we assume that we only sell stocks that have
been previously bought, ruling out the possibility of short selling. In order to
illustrate our model, in this paper we have considered as stock of interest Apple
Inc. (denoted by AAPL).

As mentioned in Sect. 3, the key element of our strategy is the observation
of hammer patterns. Since an observation of a hammer after a downtrend may
predict the reversal of the trend, the strategy will be based on waiting until one
of these patterns appears. If a hammer appears, then there are two situations:
the trend before it may be falling or not. In the first case, we want to buy as many
stocks as possible, hence a transition moving to the 1 state is triggered. In the
second case, we have to balance whether the risk of buying after no downtrend
is too high or not. If it is not, then only a half of the available cash will be spent,
so that a transition moving to the 1

2 state will be triggered.

Fig. 2. Topology of our model.
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The way in which our formalism manages these decisions is, as explained in
Sect. 2, to assign a confidence value to each possible sequence of outputs. After
each time step, the current state associated with the highest grade of confidence
is the one producing the output. In this case, that output is the target amount
of capital that should be invested in the stock.

The described strategy has been successfully implemented and its python
source code is available on github (https://github.com/FINDOSKDI/trading).
The source code is an adaptation of the one from our previous tool, AUNTY [7],
which was used to represent and execute models of our other version of this
formalism, based on fuzzy Mealy machines. The code of the tool, without its
graphical user interface, was inserted into a jupyter notebook, as shown in Fig. 4,
and adapted in order for it to be able to connect with OHLC datasets contained
in pandas DataFrames.

Fig. 3. Formalism integration with quantopian.

Fig. 4. Fragment of code from our framework, being integrated in a jupyter notebook.

https://github.com/FINDOSKDI/trading
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It is worth to mention that our framework is integrated with quantopian, as
shown in Fig. 3. After each trading interval, the quantopian algorithm API pro-
vides a DataFrame with historical data corresponding to the previous intervals.
This DataFrame is then fed to the automaton, which establishes the most suit-
able execution corresponding to that DataFrame and all previous ones. Then,
the final state of that execution raises its corresponding output value, which
signals the desired trading order to the quantopian algorithm API.

5 Conclusions and Future Work

In this paper we have used a variant of fuzzy automata to represent a simple
trading system where decisions about trading are fuzzy. The trading strategy
is based on the observation of hammers, an indicator of a change of trend. Our
strategy is parameterised so that the user can choose the portion of the available
bankroll and portfolio that can be traded in a single operation. In order to
ensure the usability of our model, the system is fully implemented, including
the connection with quantopian to incorporate real data about candlesticks, and
freely available.

This is only our initial step in this line of work and, therefore, there are many
potential ways to continue our research in this field. A first group of improve-
ments can target the usefulness of the model by incorporating more complicated
features. Among them, we would like to introduce ways to calibrate beta, con-
sider variations than can balance the investment between different stocks, strate-
gies to optimize the conformation of the portfolio and introduce hard constraints
regarding stop losses. In order to implement these improvements, we will con-
sider as initial steps previous work at the implementation level, where different
strategies are implemented in python [20], and at the specification level, using
other appropriate high level formalisms [2,4,24].

A second group of improvements consider a more focused, and formal, anal-
ysis of the information. Specifically, in this paper we have presented a formalism
to represent trading systems but we have not considered approaches to formally
analyse these systems and to decide whether a certain real system (in this case,
a certain stock) follows the behaviour specified by the system. First, we would
like to take into account time and probabilities in a more formal approach.
In particular, we would like to establish whether the quotes of a certain stock
timely/probabilistically conforms to a trading strategy [19,32]. In this line of
work, we would like to use formal testing approaches to analyse the relation
between a stock and a trading strategy. Interestingly enough, we cannot use
classical testing approaches where the tester interacts with the system because
they would be unrealistic: except in very restricted markets, a typical trader
cannot strongly influence a stock. Therefore, we need to use a passive approach
where the tester observes the system without interacting with it [17,26,27]. Sim-
ilarly, we need to use approaches to test in the distributed architecture [16,18]
because real-time data can be collected from sources distributed along different
physical locations. We would also like to use recent work on testing from FSMs
using Information Theory [21] to evaluate the likelyhood of fault masking in the
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studied strategies. Finally, we would like to consider recent work on mutation
testing [10,12,14,15] to assess the validity of a given strategy when compared to
likely worse ones given by mutants.
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Fuzzyfication of Repeatable Trust Game
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Abstract. The purpose of the work is to check what consequences in the inter-
pretation of the results of experiments under the so-called trust games has a fuzzy
approach. In previous considerations it was assumed that players’ behaviors are
implementations of specific probability distributions. Formany reasons, the proba-
bilistic approach can be considered inappropriate and too simplistic when explain-
ing the choice of strategy. The study reinterpreted the obtained results of experi-
ments assuming that the described behavior model is a model based on the fuzzy
set theory.

Keywords: Trust game · Fuzzy approach · Cooperation

1 Introduction

The classical trust game has a two players P1 and P2. Player P1 is given some amount
of money (a), which he can transfer in some part or whole to Player P2. The value of
the money he transfers is multiplied by multiplier (m). Player 2 then decides how much
money to transfer back to Player 1.

In one-shot game under the assumptions of “economic rationality”, i.e. each player
maximizes his/her expected reward, Player 2 should not return any money to Player 1
and hence Player 1 should not transfer any money. However, results from experiments
indicate that humans do not behave in this way. Their actual behavior results from other
factors, e.g. trust and level of aversion of in equality.

In existing trust games, it is assumed that the decisions taken by their participants
are subject to certain probability distributions. For example, Markowska - Przybyła and
Ramsey [20] claim that if Player P1 is egalitarian enough and will highly assess the
probability of the player sharing the win, then he is able to give P2 the entire amount
received. If he is not sure of the reciprocity of the Player P2, then he will share only part
of his amount. However, in a situation where the Player P1 does not show an adequate
level of egalitarianism, then he will keep the entire amount received for himself. These
and other results of theoretical considerations are not confirmed in the case of real
decisionsmade by participants. The observed actual results of the conducted experiments
(see [8, 21, 22]) show that the Player P1 gives on average about 50% of the received
amount, while the Player P2 only 30%. Therefore, other factors must influence the
decisions the participants make. These include, among others examining the impact of
individual player reputation on decisions [14], the impact of intention and time pressure
on the decision to share the prize [10], the relationship between risk aversion or being
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cheated and the decision to give away some of the profit [4], etc. A slightly different
approach was used in the work of Motylska–Kuzma, Mercik and Buczek [23], in which
the examined factor influencing the distribution of amounts transferred was the time of
making decisions. Noting the lack of unambiguous answers and confronting it with the
fact that the results of the above analyses were obtained by statistical analysis of the
aggregate results of individual games, one should consider whether the perspective of a
single player would not be more appropriate here. Quantitative assessment of his moves
may not meet the basic assumption in statistical analysis, which is the assumption of
homogeneity and representativeness of the tested sample. It can be assumed that during
the games individual players should be treated individually and not as representatives of
a wider population. This assumption meets the fuzzy approach [9], where the behavior
of individual players is assessed linguistically. Therefore, the purpose of this study is to
transform data describing the decisions of individual players into fuzzy data and then to
verify whether such an approach (closer to the natural description of individual players)
does not change the results obtained previously.

2 Repeatable Trust Game

In the classical trust game two players (an investor - P1 and a trustee - P2) decide to
transfer or keep the amount received. P1 receives a certain base amount (aj, e.g. 100)
which he can keep or share with P2 (decision p1). The amount (p1), then, is multiplied
by a specified multiplier, known for players (mj, e.g. 3) and transferred to the account
of the second player. In the next step, P2 retains or transfers some or all of the amount
received to the first player (decision p2). Depending on value of the basic amount and
the multiplier, cooperation between players will bring them specific benefits or losses,
as shown in Fig. 1.

3

N

Y

decision  p1

P1 benefits 
P2 loses

p2>p1

basic amount and 
multiplier known to 

the players,
eg.100 and 3 
(respectively)

payoff for P1 after 
decision p1 = 100-p1

payoff for P2 = 3∙p1

payoff for P1 after 
decision p1 = 100
payoff for P2 = 0

payoff for  P1 after 
decision p2 = 100-
p1+p2

payoff for P2=3∙p1-p2

payoff for P1 after 
decision p2 = 100-p1

payoff for  P2 =3∙p1

P1 loses
P2 benefits

No cooperation from P1.
Certain payoff (lack of 
risk

No cooperation from P2.
Maximizing payoff in a 
single game

decision  p2

1

2

4

Fig. 1. Decision chart of a single game assuming that the multiplier is greater than 1
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In a single game there are 4 result situations (markedwith numbers in circles – Fig. 1).
Looking at the P1 Player’s preferences and assuming his rationality in making decisions,
we can see that the most preferred situation will be 1, then 4, 2 and finally 3. For P2, this
ranking will look as follows: 2, 1, 3, 4. With P2 having no impact on situation 4. If we
expand our considerations to more games in the same pairs, then Player P2 will benefit
from cooperation with Player P1 in the next game only if the result of the previous game
is the base amount (aj) in the next game. In our experiment, this is not the case. Thus,
the P2 Player never benefits from cooperation with the P1 Player. His willingness to give
away some of his profit may be dictated only by altruism or the awareness that players
may switch roles in the next round and failure to cooperate may favor the P1 Player’s
“retaliation” strategy (after changing roles). Due to this fact, it is worth focusing mainly
on the P1 Player and his willingness to cooperate.

Because the assumption of full rationality of participants does not translate into
observations from practice, and is even considered unrealistic to achieve (see [3, 11]
or [24]), therefore study of the sources of this irrationality and its consequences seems
fully justified. What’s more, in the econometric approach, in the value we assign to the
convergence factor, i.e. fitting the model to the learning data (ϕ2 = 1 − R2, where R2

is the coefficient of determination [27]: the smaller the value ϕ2 the better the fit of the
model to the data), we are explicitly talking about the existence of factors not included
in the model. Because in models based on real data almost always ϕ2 > 0, which means
that there are factors affecting the explained variable not included in the model and their
impact strength and meaning are not subject to statistical classification. It seems that the
fuzzy approach allows us to take into account all potential factors of a given model [9].

3 Fuzzy Numbers and Their Arithmetic

Let R be (−∞; ∞), i.e. the set of all real numbers.
The fuzzy number, denote by X̃ is a fuzzy subset of R with member function u X̃ :

R → [0, 1] satisfying the following conditions:

• There exists at least one number a0 p R such that u X̃ (a0) = 1
• u X̃ (x) is nondecreasing on (−∞, a0) and nonincreasing on (a0, ∞)
• u X̃ (x) is upper semi-continuos, i.e. limx→x+

0
u X̃ (x) = u X̃ (x0) if x0 < a0 and

limx→x0̄ u X̃ (x) = u X̃ (x0) if x0 > a0
• ∫ ∞

−∞ u X̃ (x)dx < ∞

Following Zadeh [31] and Dubois and Prade [9], a triangular fuzzy number
is an A = (m, α, β), where m is the most probable value and the α and β – left and
right spread, respectively.

The sumof two triangular fuzzy numbers X̃ = (mX , αX , βX ) and Ỹ = (mY , αY , βY )

is a triangular fuzzy number X̃ + Ỹ = (mX + mY , αX + αY , βX + βY ).
The multiplication of two triangular fuzzy numbers X̃ = (mX , αX , βX ) and Ỹ =

(mY , αY , βY ) is a triangular fuzzy number X̃ ⊗ Ỹ = (mX · mY , αX · αY , βX · βY ), if the
mx, my, αx, αy, βx, βy are the positive numbers.
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Let Rj and Wj, where j = 1, 2, . . ., n, be the fuzzy rating and fuzzy weighting given
to factor j, respectively. Following the procedure of Lin and Chen [16] consolidation of
the fuzzy numbers is calculated as the fuzzy attractiveness ratio (FAR) as:

FAR =
∑n

j=1

(
Wj ⊗ R j

)

∑n
j=1 Wj

(1)

In our case, the fuzzy numbers include the factors, thus the FAR will be calculated
not as a weight average but the simple average of all membership of the fuzzy numbers.

Once the FAR has been calculated, this value can be approximated by a similar
close linguistic term (LT) from the fuzzy values predefined scale. Several methods for
approximating the FAR with an appropriate corresponding linguistic term have been
proposed. The Euclidean distance will be used since it is the most intuitive from the
human perception of approximation and the most commonly used method. The distance
between FAR and each fuzzy number member of LT can be calculated as follows:

D(FAR, LT i) =
{∑t

x=1
( f FAR(x) − f LTi(x))2

}1/2
(2)

4 Experiment Design

To implement the experiment we have created the appropriate software to support and
automate the games. At the beginning, the participants of the game made registration
and each participant had a unique login and password to enable bidding and viewing
the results of previous games. They had also the unique number, thus the players were
not anonymous for us. Then, a random selection of player pairs and setting of game
parameters was made, i.e. basic amount (aj) and multiplier (mj). The course of the game
was as follows (see [22])

• Player 1 from the pair i-th was informed by the system about the conditions of the
game and he could transfer the amount p1 to the Player 2 from the same pair. To
make a decision the P1 had one week, which means that he could seriously think
over his response. Not all randomly drawn participants of the pairs cooperated and
performed the first moves appropriate for the Player 1. Such players were gradually
eliminated from the system, which meant that the number of players taking part in
the competition finally decreased. As part of the whole experiment, new players were
not added after the experiment began,

• Player 2 from i-th pair was informed by the system about the decision p1 and the final
amount, which he obtained (p1 multiplied by multiplier mj). He had also one week
to make a decision and transfer the selected amount (p2) to Player 1 from the same
pair. It happened that the Player 2 did not cooperate. Then only the value p1 was used
in analyzes. An inactive P2 was not eliminated from the set of players and could in
the future take part in games as both the first and the second player, after the end of
a given game individual results were saved on the account of each participant of the
game. Each of them could at any time view their results and analyze their previous
behavior.
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Using the statistical approach [22], we obtained from the experiment the following
features:

• the Player P1’s decision does not depend on the multiplier value
• the Player P1’s decision does not depend on the basic amount
• the Player P2’s decision does not depend on the multiplier value
• the Player P2’s decision does not depend on the basic amount
• the correlation between the decision made before and after changing the role is
relatively high

• Player P2 is not guided by the values received from Player P1, although he knows
how the amount transferred to him is generated

• it cannot be excluded that Player P1 is not guided by efficiency in his decisions

5 Fuzzyfication of Repeatable Trust Game

The fuzzy approach to games as such can be found in many works. Beginning with fuzzy
coalition introduced by Aubin [2], fuzzy games studied among others by Butnariu [5,
6], Butnariu and Kroupa [7], Tsurumi et al. [25] or Li and Zhang [15]. Yu and Zhang
[28, 29] defined fuzzy core for any kinds of games with fuzzy coalition. Mareš [17, 18]
with Vlach [19] focused on the uncertainty of the value of some characteristic factors
associated with cooperative games. They treated fuzzy values mainly as payoffs for
individual players. In another work, Gladysz et al. [12, 13] used a fuzzy approach to
solve selected Shapley value problems in group decision making.

One of the conclusions from the introduction of a fuzzy approach to games is the
observation that the presumed assumption of players’ knowledge of the amount of
expected withdrawal before making any decisions is simply unrealistic. There are many
indefinite and uncertain factors that affect the decisionmaking process, therefore players
only have fragmentary and imprecise information about actual payoffs. Thus, according
to Yu et al. [30] not only the decision to cooperate, but also its result is blurred. By
imposing on the above observations an experiment with the repeatable trust game and
assuming that the cooperation is the result of trust, which can be expressed in everyday
language (very small, small, medium, large, very large), using fuzziness it is possible
to check if Player P1 is willing cooperation with P2 Player. For this purpose, we adopt
the following assumptions regarding linguistic assessment (after [1]) of the level of
willingness to cooperate, i.e. the likelihood of specific situations:

• very low (VL): (0.05, 0.01, 0.10),
• low (L): (0.10, 0.05, 0.25),
• medium (M): (0.30, 0.25, 0.50),
• high (H): (0.60, 0.50, 0.75),
• very high (VH): (0.80, 0.75, 1.0).

The level of willingness is here very similar to the level of trust, thus in setting the
numbers we were guided by the results of the research made by the World Bank [26]
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about the trust. Note that the left spread for “very low” and the right spread for “very
high” are not symmetrical, because the ratings relate to probability and thus must be cut
accordingly. In other cases, we assume that players are symmetrical in their assessments,
i.e. they have no tendency to underestimate or overestimate their scores.

In the next step, it is necessary to transform the decisions p1 and p2 into fuzzy
numbers, treating them as expressed by the players level of trust in relation to the partner
in a given game.

Thus, we have a base amount a j > 0, which is fixed for the game j and multiplier
m j > 0, which is also fixed for the game j ( j ∈ 〈1, 4〉). In the game j Player P1 make
the decision p1. We know about it that:

• 0 ≤ p1 ≤ 1 − p1 is a percent of basic amount aj
• p1 is the realization of a random variable X1

j describing the behavior of the first
players in j-th game.

We change this value into triangular fuzzy number in such way:

(a) the real p1 is the most probable value (x)
(b) the left and the right spread (lx and rx) are the lowest and highest value (accordingly)

of decision made by particular Player 1 in experiments with given Player 2 for a
given mj and aj

In j-th game, Player P2 bets on the value p2. We know about it, that:

• 0 ≤ p2 ≤ 1 − p2 is a percent of the multiplication of p1 and multiplier (mj)
• p2 is the implementation of a random variable X2

j describing the behavior of the
second players in j-th game.

We change this value into triangular fuzzy number in the same way as p1.
Aggregating decisions p1 i p2 for all games using FAR we get:

FAR(p1) = (0.463, 0.426, 0.500)
FAR(p2) = (0.331, 0.295, 0.367)

Then, we approximate FAR to the adopted assessment scale, in accordance with
Eq. (2).

D(FAR(p1),VL) = 0.7097 D(FAR(p2),VL) = 0.4811
D(FAR(p1),L) = 0.5793 D(FAR(p2),L) = 0.3565
D(FAR(p1),M) = 0.2399 D(FAR(p2),M) = 0.1438
D(FAR(p1),H) = 0.2945 D(FAR(p2),H) = 0.5109
D(FAR(p1),VH) = 0.6845 D(FAR(p2),VH) = 0.9098

If the smallest distance FAR from LT determines the right level of willingness of
a given player to cooperate, for Player P1 we get that he is willing to cooperate with
P2 at an average level. For the Player P2 we obtain the same. Comparing these results
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with previous calculations using a traditional statistical approach, we can see that the
conclusions are slightly different, i.e. from classical statistical approach Player P1 shows
a greater level of confidence in Player P2, and thus the desire to cooperate. If we use
the fuzzy approach, the willingness to cooperate is the same regardless the player. The
P2 Player, despite the above-mentioned rational groundlessness of undertaking such
cooperation, shows an equal level of trust. These observations may be due to the fact
that the P2 Player does not know if in the next game the roles will not be swapped and
is afraid of “retaliation” on the part of the partner.

By grouping the decisions of the P1 Player according to the experience criterion, i.e.
those in which P1 has no previous experience in competitions with the Player P2 and
those in which the Player P1 already has previous experience, and by using the above
FAR calculation procedure, it is possible to verify whether the willingness to cooperate
changes as experience increases. From our data the trust level of Player P1 if he has no
previous experience is rather high (D(FAR(p1),H)= 0.2581), while the trust level of the
same player after few games with Player P2 decreases to medium level (D(FAR(p1),M)
= 0.1192). From comparing this observations with the average level of decision p2, we
can conclude that P1 is somehow guided by efficiency in his decisions. This is similar
to the conclusions which we have from the classic statistical approach.

Due to the fact that in the conducted games we manipulated the multiplier and the
base amount, it is worth checking whether the willingness to cooperate in the pairs
of the Player P1 and P2 is the same if we change the multiplier mj, i.e. when it is
definitely closer to 1 or even below one. Theoretically, looking at the structure of player
preferences, it should be the opposite, i.e. both Player P1 and Player P2 should show
a lack of willingness to cooperate. Looking at the Player P1 and his preferences, if
the multiplier mj ≤ 1, then in situation 1 Player P1 loses in cooperation, because it is
impossible that p2 > p1. Situations 2 and 3, as in the case of the multiplier mj > 1, lead
to losses. Therefore, the only acceptable situation is situation number 4. To sum up, the
ranking of the situation in such a game would look like this: 4, 2, 3, 1 (where situation
number 1 is not possible) (see Fig. 1).

By dividing p1 decisions into 3 groups depending on the height of the multiplier
(mj) and by aggregating values in individual groups using FAR we get:

FAR(p1_m=0.8) = (0.429, 0.381, 0.476)
FAR(p1_m=2.75) = (0.489, 0.461, 0.518)
FAR(p1_m=3) = (0.480, 0.446, 0.512)

Then, we approximate FAR to the adopted assessment scale, in accordance with
Eq. (2) and obtain for mj = 2.75 that willingness to cooperate of the P1 Player is
rather high (D(FAR(p1_m=2.75),H) = 0.2601), while at mj = 0.8 and mj = 3 this
desire decreases to average ((D(FAR(p1_m=0.8),M) = 0.1854; (D(FAR(p1_m=3),M)
= 0.2667). Using the traditional statistical approach, the hypothesis about the impact of
the multiplier on player’s decisions was rejected. When changing the approach to fuzzy,
it can be seen that the decisions of Player P1 are somehow different to the height of
the multiplier but there is no logic of this difference. Thus, we can conclude that the
willingness to cooperate with Player P2 does not depend on the multiplier.
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In the next step we check the decisions p2 and the influence of the multiplier on its
level. By dividing p2 decisions into 3 groups depending on the height of the multiplier
(mj) and by aggregating values in individual groups using FAR we get:

FAR(p2_m=0.8) = (0.317, 0.254, 0.379)
FAR(p2_m=2.75) = (0.388, 0.337, 0.439)
FAR(p2_m=3) = (0.305, 0.292, 0.317)

From the approximation FAR to the adopted assessment scale, we obtain the same
level of willingness to cooperate of the P2 Player independently from the value
of multiplier. This willingness is rather medium (D(FAR(p2_m=0.8),M) = 0.1219),
D(FAR(p2_m=2.75),M) = 0.1376; D(FAR(p2_m =3),M) = 0.1875). Using the tradi-
tional statistical approach, the hypothesis about the impact of the multiplier on player’s
decisions was rejected. When changing the approach to fuzzy, we can also conclude
that the Player’s P2 willingness to the cooperate with Player P1 does not depend on the
multiplier.

6 Conclusions

Summing up the results obtained, we can see that the following conclusions did not
change their nature with the change from a probabilistic approach to a fuzzy one:

– the willingness to cooperate is the same regardless the player,
– Player P1 is somehow guided by efficiency in his decisions,
– Player’s P1 willingness to the cooperate with Player P2 does not depend on the
multiplier,

– Player’s P2 willingness to the cooperate with Player P1 does not depend on the
multiplier.

They are probably not dependent on the way players are modeled and are universal.
However, we still do not know how stable (i.e. independent of the model used to describe
players’ behavior: probabilistic or fuzzy model) are the results related to the following
issues:

– independence of the p2 value from the initial values,
– the impact of other factors on the observed variability of amount of the Player P2 as
well

– influence of p1 value on P2 Player behavior.

These results require further experimentation.
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Abstract. The paper examines a multi-stage game-theoretic model of
an auction where the participants (players) set minimum threshold price
levels above which they are ready to sell. Price offerings are a sequence
of independent and identically distributed random variables. A two-
person game in which each player is interested in selling at a price higher
than the competitor’s is considered. Optimal threshold pricing strategies
and expected payoffs of the players are determined. Numerical modeling
results are presented.

Keywords: Optimal stopping · Imperfect observation · Zero-sum
game · Auction · Game with priority

1 Introduction

One of the perspectives of interest for researchers in studying various socio-
economic situations is the analysis of the participants’ behavior in decision-
making. Decision-making situations arise in sequential choice problems, such as
buying/selling goods or services, job search, choice of spouse or business partner.
In the process of choice one needs to decide on the time moment at which to stop
the search. A useful tool when studying such problems with several participants is
game-theoretical models with optimal stopping. These models take into account
important aspects of the choosing process and define the optimal stopping time.

Different schemes based on competitive prices are used with resources buy-
ing/selling or renting. The examples are auctions and tenders, competition for
computational resources and storage. An important task is to model the com-
petitive behavior of participants in various types of auctions. Online auctions are
the best source for examples of modern markets. In an auction, it is crucial for a
participant to determine his/her optimal strategy in order to increase the odds
to win. Various auction types are used. In some online auction setups a bidder
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does not receive information about the exact price offered by a buyer. An exam-
ple, from the seller’s perspective, is the Priceline auction. Each seller can name
a minimum threshold price level at which they are ready to sell. The deal in the
auction is made if the price offered by a bidder is above the named threshold
value. An essential task here is to investigate the behavior of the participants of
such an auction.

We suggest a game-theoretic model of an auction where sellers (players)
announce the minimum threshold price at which they are ready to sell, while
bidders sequentially offer prices modeled by a sequence of independent and iden-
tically distributed random variables. The deal is made and the seller sells the
item to the buyer if the price offered is above the threshold value named by
the player. We apply the minmax criterion, in which we are interested in the
strategies that maximize the chances of selling the item at a price higher than
the competitor’s.

We consider the following multi-stage zero-sum optimal stopping game with
two players. Two Players, 1 and 2, observe sequentially a known number N of
independent and identically distributed random variables from a known contin-
uous distribution with the aim to choose a higher value than the one chosen by
the opponent. Each of the players can choose one observation at most. The ran-
dom variables cannot be perfectly observed. At each stage a random variable is
sampled the player is informed only whether it is higher or lower than some level
specified by him. If the observed value is higher than this level, a player accepts
this observation. Otherwise, he/she rejects it. If they both want to accept the
same observation the priority is given to a specified player, say Player 1. If one
player chooses the observation he/she stops, while the other continues sampling.
If both players reject the current observation, they both move to the next stage.
If the process has been going on until the last stage, one of the players must
make the choice. The class of optimal strategies and the suitable gain function
for the problem are constructed.

The remainder of this paper is structured as follows. Section 2 offers a review
of related works. The optimal stopping game with imperfect observation is
described in Sect. 3. Section 4 deals with a case of two observations. Next, in
Sects. 5 and 6, we describe the behavior of the players in the case one of them
has stopped. We present the optimal thresholds and the corresponding gain func-
tions. Section 7 is devoted to the optimal strategies and gains in the case neither
of the players has stopped yet. The numerical results are reported.

2 Related Works

Optimal stopping game-theoretic models are often used to study the behavior of
participants in socio-economic systems. The optimal stopping problems where
the participants have to take the decision about choosing an item that fulfills
certain criteria are also known as best-choice problems. Such problems often
arise in economics, finance, sociology and politics.

The players’ optimal strategies in best-choice problems are often derived
using dynamic programming, a method that solves a complicated problem by
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breaking it down into simpler sub-problems recursively defined. This method
has various applications in studying different game settings, such as quitting
games (Solan and Vieille [1]), house-selling problem (Sofronov [2]), job-search
problem (Immorlica et al. [3]), mate choice problem (Alpern et al. [4]), and it
is successfully used in economic contexts for best-choice games and auctions
(Whitmeyer [5], Riedel [6], Harrell et al. [7]).

One distinctive class of problems is associated with TV shows. It should inter-
est economists who study human decision-making (Seregina et al. [8], Mazalov
and Ivashko [9], Tenorio and Cason [10], Bennett and Hickman [11]). E.g., each
player in the game “The Price is Right” must decide whether or not to spin the
wheel again, just as job searchers must decide whether or not to search again,
and managers must decide whether or not to continue investing in projects.

The mathematical best-choice models where players do not know the exact
value of the observed random variables are called problems with imperfect obser-
vations. Various problems with imperfect observations have been considered in
the literature. Porosinski [12] and Sakaguchi [13] described various one-player
problems with imperfect observations in their papers. Papers by Enns and Fer-
enstein [14], Neumann et al. [15], and by Mazalov et al. [16] investigated the
problem with imperfect observations and a priority. Porosinski and Szajowski
[17] described a game with a random priority.

Seregina et al. [8], Mazalov and Ivashko [9], Ivashko et al. [18] consider models
related to various types of auctions and tenders. In papers by Seregina et al. [8],
Mazalov and Ivashko [9] auctions with different amounts of available information
about the behavior of the players are studied and applied to the TV show “The
Price is Right”. The paper Ivashko et al. [18] applies optimal stopping methods
to the problem of choosing the optimal offer in an online auction for cloud
computing resources.

In this paper, we suggest a new game-theoretic model with optimal stopping
and imperfect observations, where one of the players has priority, and where the
minmax criterion for optimal decision-making is applied.

3 Optimal Stopping Game with Imperfect Observation

Let X1,X2, . . . , XN , N ∈ N, be a sequence of independent and identically dis-
tributed random variables with a common and known distribution defined on
a probability space (Ω,F , P ). The sequence of random variables is sequentially
sampled by two players (Player 1 and Player 2). However, the observations are
imperfect and the exact values are unknown. The players’ strategies at each
stage n are the thresholds xn and yn. If the current observation Xn exceeds
the threshold named by the player, he/she accepts the observation. Player 1 has
priority, i.e. if Xn exceeds the thresholds of both players, the observation goes
to Player 1. If one of the players stops, the other player continues choosing. His
aim is to choose an observation that is greater than the earlier-stopping player
has had. The problem is a generalization of the single player optimal stopping
problem with imperfect observation (Porosinski [12], Sakaguchi [13]).
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The strategies of Player 1 and Player 2 in this game are represented, respec-
tively, by the collections (x1, x2, ..., xN ) and (y1, y2, ..., yN ) of thresholds. We take
a zero-sum game where the gain function is determined as follows. The player
obtaining the observation with the highest value gets +1, and −1 otherwise.

Let T be the set of stopping times with respect to {Fn}N
n=1, where Fn =

σ{X1,X2, . . . , XN} is a σ-field of information at the moment n, n = 1, 2, . . . , N .
Since the observations are imperfect, we adopt S = {τ ∈ T : τ = min{1 ≤

n ≤ N : Xn ≥ xn}} as the class of adequate strategies for a player. We assume
that the players have sets of strategies S and the above described priority of
Player 1 will be involved in the gain function.

Here we can assume without loss of generality that the observed random
variables have a uniform distribution and the set of strategies S is equivalent to
[0, 1]n. This is possible because know that any continuous distribution can be
reduced to uniform on [0, 1] by appropriate scaling.

It is obvious that an optimal xN must be equal to 0, i.e. if the players do not
stop before N , then Player 1 takes XN and wins with probability 1. Assume for
convenience that yN = 0. Consequently, if N = 1 then xN = 0, yN = 0.

4 Case N = 2

Let N = 2 and Players 1 and 2 choose the strategies x and y, respectively, with
y < x. Because xN = yN = 0, the payoff of Player 1 in the zero-sum game is
equal to

H(2)(x, y) =
1∫

0

[

I{0≤t≤y} + (P{XN > t} − P{XN < t})I{y<t≤x}

+ (P{XN < t} − P{XN > t})I{x<t≤1}

]

dt

= y +
x∫

y

(1 − 2t)dt +
1∫

x

(2t − 1)dt = 2x − 2x2 + y2,

(1)

where the random variable IA(ω) =
{

1, if, ω ∈ A;
0, otherwise.

Here, the first term under the integral corresponds to the payoff of Player 1
if both players have rejected the observation and moved on to the next stage of
the game. The second term corresponds to the payoff of Player 1 if he rejects the
observation at this stage, while Player 2 accepts it. The third term is the payoff
of Player 1 if he accepts the current observation.

In convex zero-sum games, the maxmin value of the game equals the minmax
value. Hence, equilibrium is found by solving the optimization problem

H(2) = max
x

min
y

H(2)(x, y).
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Evidently the payoff function (1) has the equilibrium x1 = 1/2, y1 = 0 and
value of the game is equal to

H(2) = max
x

min
y

{2x − 2x2 + y2} = 0.5.

We will use this method for the general case. Be warned, however, that in the
case n > 2 the optimal behavior of a player before and after one of them stops
would be different. First, we will analyze this problem when one of the players
has made the decision and stops at a stage n < N .

5 Optimal Behavior of Player 2 in the Case Player 1
Stopped First

Suppose that Player 1 stops at a stage n < N (it means that Xn ≥ xn) and let
us find the optimal behavior of Player 2 that minimizes the payoff of Player 1.
The strategy of Player 2 is determined by the sequence of levels yn+1, ..., yN .

Player 1 gets
+1 when {Xn+1 < yn+1, . . . , Xk−1 < yk−1,Xk ≥ yk,Xn > Xk}; k = n+1, ..., N,
−1 when {Xn+1 < yn+1, . . . , Xk−1 < yk−1,Xk ≥ yk,Xn < Xk}, k = n+1, ..., N ,
or 0 otherwise.

Denote by H
(n)
1 (x; yn+1, ..., yN ) the expected payoff of Player 1 given that

Xn ≥ x in the case Player 1 stopped first.
Thus, H

(n)
1 (x; yn+1, ..., yN ) is equal to

H
(n)
1 (x; yn+1, ..., yN )

=
1∫

x

[
N∑

k=n+1

(P{Xn+1 < yn+1, ...,Xk−1 < yk−1,Xk ≥ yk,Xk < t}
−P{Xn+1 < yn+1, ...,Xk−1 < yk−1,Xk ≥ yk,Xk > t})]dt

= (1 − yn+1)(x − yn+1) +
N−1∑

k=n+2

k−1∏

i=n+1

yi(1 − yk)(x − yk) +
N−1∏

i=n+1

yi(1 − x2)

= x − x2
N−1∏

i=n+1

yi −
N−1∑

k=n+1

k∏

i=n+1

yi(1 − yk).

(2)
The aim of Player 2 is to minimize (2). Calculating the derivatives of (2)

in every argument and equaling it to zero we find that the optimal behavior of
Player 2 is determined by the vector (yn+1, ..., yN ) in the form

yN = 0, yN−1 =
1 + x2

2
, yi =

1 + y2
i+1

2
, i = n + 1, ..., N − 2. (3)

Substituting optimal values from (3) into (2), we find the payoff of Player 1
for the case when he stops at stage n and Player 2 plays optimally. From (2)–(3)
we get that
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H
(n)
1 (x) = min H

(n)
1 (x; yn+1, ..., yN )

= x −
N−1∏

i=n+1

yi(x2 + 1 − yN−1) −
N−2∑

k=n+1

k∏

i=n+1

yi(1 − yk).
(4)

Using (3) we can rewrite (4) in the form

H
(n)
1 (x) = x − y2

N−1

N−2∏

i=n+1

yi −
N−2∑

k=n+1

k∏

i=n+1

yi(1 − yk). (5)

Arguing the same way as above we get

H
(n)
1 (x) = x − y2

n+1. (6)

Hence, the next result is valid.

Theorem 1. The optimal behavior of Player 2 in the case Player 1 stops first
at stage n depends on the levels satisfying the relations in (3) and the optimal
payoff is equal to (6).

The next assertion follows from (3).

Corollary 1. The optimal levels of Player 2 satisfy the relations

x < yN−1 < yN−2 < ... < yn+1 < 1. (7)

6 The Optimal Behavior of Player 1 in the Case Player 2
Stopped First

Suppose now that Player 2 was the first to stop at stage n. This is possible only
if yn = y < x = xn and y ≤ Xn < x. Obviously, the optimal levels must be lower
or equal to the value x. Let us calculate the expected payoff of Player 1 in this
case if he uses the vector of levels (xn+1, ..., xN ). In this case Player 1 gets

+1 when {Xn+1 < xn+1, . . . , Xk−1 < xk−1,Xk ≥ xk,Xk > Xn}, k = n +
1, ..., N,

−1 when {Xn+1 < xn+1, . . . , Xk−1 < xk−1,Xk ≥ xk,Xk < Xn}, k = n +
1, ..., N or

0 otherwise.
Denote by H

(n)
2 (x;xn+1, ..., xN ) the expected payoff of Player 1 given that

y ≤ Xn < x in the case Player 2 stopped first. Hence, H
(n)
2 (x;xn+1, ..., xN ) is

equal to
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H
(n)
2 (x;xn+1, ..., xN ) =

x∫

y

[P{Xn+1≥ xn+1,Xn+1≥ t}
−P{Xn+1≥ xn+1,Xn+1< t}

+
N−1∑

k=n+2

(P{Xn+1 < xn+1, ...,Xk−1 < xk−1,Xk ≥ xk,Xk ≥ t}

−P{Xn+1 < xn+1, ...,Xk−1 < xk−1,Xk ≥ xk,Xk < t})

+P{Xn+1 < xn+1, ...,XN−1 < xN−1,XN ≥ t}

−P{Xn+1 < xn+1, ...,XN−1 < xN−1,XN < t}]dt

= (x − y) − (x − xn+1)2 −
N−1∑

k=n+2

k−1∏

i=n+1

xi(x − xk)2 +
N−1∏

i=n+1

xi(y2 − x2)

= (x − y) − (x2 − y2)
N−1∏

i=n+1

xi − (x − xn+1)2 −
N−1∑

k=n+2

k−1∏

i=n+1

xi(x − xk)2.

(8)

Let us now find the optimal strategy of Player 1 that maximizes (8). To this
end we can solve the system of equations

∂H
(n)
2

∂xi
= 0, i = N − 1, ..., n + 1.

We have
∂H

(n)
2

∂xN−1
=

N−2∏

i=n+1

xi

[

−x2 + y2 + 2(x − xN−1)
]

= 0

hence,

xN−1 = x − x2 − y2

2
. (9)

The equation ∂H
(n)
2

∂xN−2
= 0 is equivalent to

xN−1

[

−x2 + y2 + 2x − xN−1

]

− x2 + 2(x − xN−2) = 0. (10)

Substituting (9) into (10), we get

x2
N−1 − x2 + 2(x − xN−2) = 0,

or

xN−2 = x − x2 − x2
N−1

2
.

Arguing the same way as above we will obtain the following proposition.
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Theorem 2. The optimal behavior of Player 1 in the case Player 2 stopped first
at stage n is defined by the levels satisfying the relations

xN−1 = x − x2 − y2

2
, ..., xi = x − x2 − x2

i+1

2
, i = n + 1, ..., N − 2. (11)

and the optimal payoff is equal to

H
(n)
2 (x, y) = (x − y) − (x2 − x2

n+1). (12)

Proof. The relations (11) can be easily obtained by induction as above. Let us
prove (12).

Present (8) in the form

H
(n)
2 (x, y) = (x−y)−(x−xn+1)2−

[

(x2−y2)
N−1∏

i=n+1

xi+
N−1∑

k=n+2

k−1∏

i=n+1

xi(x−xk)2
]

.

(13)
Denote

JN−1 =
N−1∑

k=n+2

k−1∏

i=n+1

xi(x − xk)2.

We can now rewrite the expression in square brackets in (13) in the form

(x2 − y2)
N−1∏

i=n+1

xi + JN−1

= (x2 − y2)
N−1∏

i=n+1

xi +
N−2∏

i=n+1

xi(x − xN−1)2 + JN−2

=
N−1∏

i=n+1

xi(x2 − y2 + xN−1 − 2x) + x2
N−2∏

i=n+1

xi + JN−2

= (x2 − x2
N−1)

N−2∏

i=n+1

xi + JN−2

...............................................................

= (x2 − x2
n+3)

n+2∏

i=n+1

xi + Jn+2

= (x2 − x2
n+2)xn+1.

(14)

Substituting (14) into (13) we get

H
(n)
2 (x, y) = (x−y)−(x−xn+1)2−(x2−x2

n+2)xn+1 = (x−y)−(x2−x2
n+1). (15)

The theorem is proved.

7 Construction of Minimax Strategies

Thus, we have found the optimal behavior of a player in the case his oppo-
nent stopped earlier than him. Optimal strategies are determined by relations
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(3) and (11). Let us now find the optimal stopping rules for the case where nei-
ther player has stopped yet. We shall use the dynamic programming method.

Suppose that up to stage n neither player has stopped yet, and they are using
the strategies xn = x and yn = y respectively (y < x). We have a game on the
unit square [0, 1]2 and the value of this game H(n) satisfies the Bellman equation
of the form

H(n) = sup
x

inf
y

{
∫ y

0
H(n+1)dt + H

(n)
2 (x, y) + H

(n)
1 (x)

}

= sup
x

inf
y

{

H(n+1)y + (x − y) − (x2 − x2
n+1) + (x − y2

n+1)
}

, n = 1, ..., N − 2,

(16)
with xn+1, yn+1 satisfying the relations (3), (11), and the final condition
H(N−1) = 0.5 (see Sect. 4).

Equation (16) is the basis for constructing the optimal strategies of the
players.

It is more convenient to rewrite Eqs. (16) in the form where the parameter
t = N − n + 1 — number of stages until the end.

H(2) = 0.5, H(t) = sup
x

inf
y

{

H(t−1)y +(x− y)− (x2 −x2
t−1)+x− y2

t−1

}

, (17)

with {xt, yt} satisfying the relations

x2 = x − x2 − y2

2
, xt = x − x2 − x2

t−1

2
, t = 3, ..., N − 1, (18)

y2 =
1 + x2

2
, yt =

1 + y2
t−1

2
, t = 3, ..., N − 1. (19)

We can rewrite (18)–(19) in the equivalent form

x1 = y, xt = x − x2 − x2
t−1

2
, t = 2, ..., N − 1, (20)

y1 = x, yt =
1 + y2

t−1

2
, t = 2, ..., N − 1. (21)

Example 1. Consider the process of selling a good or service in an auction, where
N = 3. Participants of the auction (Player 1 and Player 2) define their minimum
price values at which they are ready to sell at each stage. At the first stage, for
t = 3 we obtain from (17)–(19)

H(3) = sup
x

inf
y

{
y

2
+ (x − y) − (x2 − (x − x2 − y2

2
)2 + x − (1 + x2)/2

}

.

Computing shows that the optimal strategies here are x3 = 0.679, y3 = 0.453,
and the value of the game is H(3) = 0.440 (see Table 1).
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Thus, the minimum price levels of Player 1 and Player 2 at the first stage
are x3 = 0.679 and y3 = 0.453, respectively. If the offer from bidder X1 at this
stage is above 0.679, then the deal is made with Player 1. Player 2, remaining
in the game, proceeds to the second stage, and continues observing the bidders’
price offerings. The minimum price value at which Player 2 would be ready to
sell the item at stage two is determined by Eq. (3).

If the price offer from bidder X1 at the first stage is within the interval of
0.453 to 0.679, the deal is made with Player 2. In that case, Player 1 remains
in the game alone, and determines the minimum price level at which he/she is
ready to sell using the formula (11).

If, on the other hand, bidder X1 at the first stage offers a price below 0.453,
no deal is made with either player. In that case, both players proceed to the next
stage, and the minimum price values at which they would be ready to sell the
item at this stage are x2 = 0.5 and y2 = 0, respectively. This procedure is then
repeated.

At the last stage, both players want to sell the item, wherefore x3 = 0 and
y3 = 0. In this case, since Player 1 has the priority of choice, he is the one to
make the deal at the last stage.

Numerical analysis of relations (17)–(19) gives the following results presented
in Table 1.

Table 1. Minimax strategies of Players and the value of the game for some values
of N .

N 1 2 3 4 5 6 7 8 9 10 20 30 40

xN 0 0.5 0.679 0.768 0.818 0.851 0.874 0.890 0.903 0.913 0.957 0.972 0.979

yN 0 0 0.453 0.612 0.700 0.755 0.793 0.821 0.842 0.859 0.932 0.955 0.966

H(N) 1 0.5 0.440 0.415 0.401 0.393 0.387 0.382 0.379 0.376 0.365 0.361 0.359

As indicated in the Table, the value of the game is H(N) > 0, which means
that the first player benefits the most from the game. This is corroborated by the
priority of choice he/she has. This also explains the fact that the first player’s
threshold xN is not lower than the respective threshold yN for the second player.
Where N = 1, the value of the game is 1, meaning that Player 1 wins if the
sampling process has only one stage. Note also that the thresholds of both players
increase along with N . As the number of stages N decreases, players tend to
become more cautious about the threshold values they announce.

8 Conclusion

We study a game-theoretic model of an auction where two competing sellers wish
to sell an item at a price higher than the opponent’s. Bidders stage in one after
another, offering their prices for the item. The sellers have no prior knowledge
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of the bidder’s offers, which represent a sequence of random variables. This
situation is modeled by a zero-sum game, in which sellers (players) name the
minimum threshold values of the price at which they would be ready to sell. The
deal is made if the price offered by a bidder is above the named threshold value.
One of the players is supposed to have priority is striking the deal. The paper
describes the optimal behavior of the participants of such an auction. Players’
optimal strategies were obtained in the form of multiple threshold strategies, and
players’ optimal payoffs were determined for different situations in the game.
The optimal strategies of both players were numerically simulated for games
with different numbers of stages. The results were interpreted in relation to the
behavior of the players in the auction. According to our results, this game is the
most beneficial for the first player, who enjoys decision-making priority over the
opponent.

The results can later be expanded to the case with several players, and other
problem setups can be analyzed, such as problems with random priority, or
models with other gain functions. Another possible path for further research is
to apply the results to determine the optimal behavior of participants in real-life
auctions and online auctions for goods or computing resources.
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Abstract. Metaheuristic search algorithms such as particle swarm opti-
misation algorithm and covariance matrix adaptation evolution strategy
are used to discover improved strategies for setting intravenous insulin
rates of hospital in-patients with diabetes. We describe an approach
combining and extending two existing methods recently reported in the
literature: the Glucose Regulation for Intensive Care Patients (GRIP)
method, and a favourability metric used for comparing competing strate-
gies using historical medical records. We demonstrate with a dataset of
blood glucose level/insulin infusion rate time series records from sixteen
patients that new and significantly better insulin infusion strategies than
GRIP can be discovered from this data.

1 Introduction

At our local hospital, admitted patients previously diagnosed with type 1 or type
2 diabetes are placed on a continuous intravenous (IV) insulin treatment regime
regardless of admission reason. The aim of the IV treatment is to maintain the
patient’s glycemic control (i.e. blood glucose levels) in a normal range which is
typically 6–10 mmol/L. To achieve this, the patient’s blood glucose levels are
closely monitored by medical staff and the continuous IV infusion rate is regularly
adjusted (nominally once every hour) either upwards, to decrease the probability
of hyperglycemia, defined as glucose levels being too high, or downwards, to limit
the chance of hypoglycemia, caused by glucose levels being too low. The current
practice at the hospital is to have medical staff follow a “protocol” involving
written instructions and a lookup table so that the next suitable infusion rate
can be determined. The protocol also identifies the conditions under which a
doctor needs to be called to take over immediate care of the patient (e.g. in the
event that the patient experiences severe hypoglycemia).

The research question that we set out to answer in this paper is how to devise
new strategies for calculating the optimal insulin infusion rate for these patients
in a mathematically consistent way. Our ultimate aim is to come up with new
c© Springer Nature Switzerland AG 2020
N. T. Nguyen et al. (Eds.): ACIIDS 2020, LNAI 12033, pp. 157–169, 2020.
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computational protocols which maximise the patient’s time in the normal range
and work better than the hospital’s current practice.

There are several possible means of approaching this problem. In this paper,
we use metaheuristic search algorithms in conjunction with historical insulin
infusion rate/blood glucose level time series data recorded by the hospital. The
aim of the metaheuristics is to discover a strategy that would have performed
better than the actual (current) strategy that was used for the specific patients
in the time series data.

We use as one of our baselines an existing continuous IV insulin treatment
protocol known as Glucose Regulation for Intensive Care Patients (GRIP) [7],
and we combine this with a recently published method for evaluating such strate-
gies against historical medical data [8]. GRIP utilises a simple linear formula for
calculating infusion rate adjustments and is designed to be applicable at any
point in time when an insulin infusion adjustment needs to be made, so long
as blood glucose levels and past insulin infusion rate data are available for the
previous four hours.

The novel contribution of this paper is to show that metaheuristic algorithms
(specifically particle swarm optimisation [1] and covariance matrix adaptation
evolution strategy [5]) can be used to optimise the parameters of GRIP, thus
improving the strategy with respect to the historical data. We can then expand
and generalise the GRIP formula to produce a more flexible rate adjustment rule
and optimise that as well. The result is a set of new strategies that significantly
outperform GRIP in our experiments based on the historical data.

2 Background

In this section the GRIP protocol [7] is described in detail. We also outline the
“favourability” method from the literature used to assess insulin rate adjustment
protocols [8]. Additionally, Table 1 defines key symbols used in the algorithms
and equations and should be referred to throughout this section.

2.1 Glucose Regulation for Intensive Care Patients

GRIP [7] is an algorithm-based protocol for calculating suitable insulin infusion
rate adjustments for patients receiving insulin intravenously. Although originally
designed with an ICU setting in mind, we utilise GRIP in a more general non-
ICU setting in which any in-patient with diabetes must be treated.

In GRIP, the recommended change in insulin infusion rate for continuous IV
is determined by the mean insulin infusion rate of the last four hours (I−4h), the
current blood glucose level measured in mmol/L (G0), the target blood glucose
level also in mmol/L (Gtarget, currently set to 6.5 mmol/L), and the change
in blood glucose levels in the last four hours (Δ4hG). GRIP’s output is the
insulin infusion rate change (ΔI) measured in units of insulin per hour (U/hr),
which is a standard rate measurement for insulin infusion. This is primarily a
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Table 1. Definitions of commonly used terms and symbols in this paper. Note that
while time index t is shown explicitly, most of these terms can also be indexed by
patient.

Term Definition

ΔI, I−4h, G0, Gtarget, Δ4hG Terms used in GRIP, see Sect. 2.1 for definition

β = [β0, . . . βn−1] Numeric vector defining the strategy being optimised
(n = 4 or n = 8 depending on the strategy)

t Time

bgt Historical blood glucose level at time t

It Historical insulin infusion rate at time t

ΔIβ
t Infusion rate change suggested by the strategy being

tested at time t

Iβ
t Recommended insulin infusion rate change at time t

δ Threshold for determining whether two insulin rate
adjustments are equal, set to 0.1 (10%) in this paper

rhypo Threshold for hypoglycemia, set to 6.0 mmol/L

rhyper Threshold for hyperglycemia, set to 8.0 or 10.0
mmol/L

favt(β) Favourability at time t, defined by Algorithm 1

λ Penalty size term for limiting magnitude of ΔIβ
t

obj(β) The objective function to maximise during
optimisation

recommendation for medical staff which may be overruled at any time according
to medical judgement. The GRIP formula itself is shown in Eq. 1.

ΔI = (1 + 0.25 × I−4h) × (0.2(G0 − Gtarget) + 0.3 × Δ4hG) (1)

GRIP is essentially a linear combination of the four input variables. Further
constraints are usually added to the output of the GRIP formula, for example
rounding large positive values of ΔI down to 1.5 U/hr [7]. In this paper we treat
these constraints as optional “post processing” of the recommendations that are
specific to the hospital itself. For optimisation purposes we therefore ignore these
constraints and focus solely on the formula given in Eq. 1.

2.2 Favourability-Based Evaluation of Insulin Infusion Protocols

Wong et al. [8] proposed a methodology for comparing computer-based protocols
for continuous IV insulin infusion rate adjustments. The basic idea is to compute
the relative favourability of one algorithm (e.g. GRIP) compared to another
algorithm (e.g. the method currently in use at the local hospital) by examining
and comparing the recommendations produced by both algorithms over a range
of historical scenarios.
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To perform this comparison, we first of all need historical data from a number
of different patients over the course of their treatment – twelve or more hours
worth of data per patient is ideal. Each patient’s dataset must consist of a pair
of time series, one measuring the patient’s blood glucose levels at specific time
points, and the other measuring the continuous insulin IV rate at the same time
points. Figure 1 gives an example data from one such patient. The time points
are separated by approximately one hour in our data.

Fig. 1. Example visualisation of an insulin infusion session for a patient. Red horizontal
lines indicate bounds for the normal range.

Once the historical data is ready, we take our algorithm to be evaluated
and do the following: for each patient and each point in time we calculate the
recommendation that the algorithm would have made had it been applied at
that point. Since the hospital uses a different protocol to the algorithm being
evaluated, the recommendation from our algorithm and the historical record (i.e.
what actually happened) will most likely differ. This is the key point.

In order to assess which of the methods (GRIP or hospital method) produced
the better recommendation at a time t, the current blood glucose level in the
time series is compared to the next one (i.e. at t + 60 min). Essentially, if the
future blood glucose level rose above the normal range in the time series, then the
algorithm which would have recommended the higher infusion rate is preferred.
In other words, if the algorithm being evaluated would have suggested a higher
rate adjustment than what actually happened in the historical record then that
algorithm is more favourable because clearly the amount of insulin administered
was insufficient to reduce the blood glucose level. Conversely, if the future blood
glucose level fell below normal range in the time series, then the algorithm which
would have recommended the lower infusion rate is preferred since this would
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have reduced hypoglycemia risk. If both algorithms recommend approximately
the same rate change (which in our experiments is δ = 0.1 or 10%) then they
can be considered equivalent.

By considering all historical data points and all patients in this way, the over-
all performance of one algorithm vs. the method used to generate the historical
data can be estimated. This sum of individual outcomes is what we refer to here
as the “favourability” of the algorithm.

Algorithm 1 formalises the process for clarity. The algorithm depicts the steps
taken to calculate the relative favourability of a strategy denoted by a vector β
at a single point in time t, and is essentially the same approach as described by
Wong et al.’s [8] but presented as pseudocode. The algorithm should be applied
to every consecutive point in time for every patient in the historical data and
the outputs summed.

Function favt(β):

f ← case low(It, I
β
t , bgt+1) +

case high(It, I
β
t , bgt+1) +

case target(It, I
β
t , bgt+1)

return f ;

Function case low(It, Iβ
t , bgt+1):

if bgt+1 < rhypo then

if Iβ
t ≤ It · (1 − δ) then

return 1

end

end

return 0

Function case high(It, Iβ
t , bgt+1):

if bgt+1 > rhyper then

if Iβ
t ≥ It · (1 + δ) then

return 1

end

end

return 0

Function case target(It, Iβ
t , bgt+1):

if bgt+1 ≥ rhypo & bgt+1 ≤ rhyper

then

if Iβ
t ≤ It · (1 − δ) then

return 1

end

end

return 0

Algorithm 1: Function definition for computing relative favourability of a
strategy β at time t for a specific patient. Constants are defined in Table 1.

Note that in Wong et al.’s published version of Algorithm 1, the cases where
the next blood glucose level are on target and below target are essentially the
same. This implies that only the upper bound of the target range (rhyper) is
significant in the favourability calculation, which is a weakness of the approach.
For this preliminary investigation we keep strictly to the framework as published
with the exception of setting rhyper to 8.0 mmol/L which gave better results.

2.3 Meta-heuristics for Continuous Optimisation

For optimising the GRIP variants that we propose in Sect. 4, we use the Dis-
tributed Evolutionary Algorithms in Python (DEAP) framework [4]. Our exper-
iments involved two algorithms, namely a specific type of particle swarm opti-
misation (PSO) called Constriction Coefficient Particle Swarm Optimisation [1]
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and the covariance matrix adaption evolution strategy (CMA-ES) [5]. The former
optimiser, PSO, maximises an objective function by manipulating a population
of “particles” where each particle is a potential solution with a position and a
velocity. Particles remember their “local” best solution so far and additionally
the “global” best solution is also recorded. CMA-ES, on the other hand, opti-
mises the objective by maintaining and updating a covariance matrix and two
evolution paths, and accordingly it evolves a solution population according to
the covariance matrix.

3 Dataset

The dataset used in this project was collected from our local hospital (Waikato
District Health Board, New Zealand). Time series datasets from sixteen patients
were collected, each consisting of multiple blood glucose level readings and insulin
infusion rate adjustments. The median number of insulin infusion rate adjust-
ments was 23, with the maximum number of adjustments being 88 and the
minimum being 7. The average amount of time that a patient was in a normal
glycemic state was 49.6%, suggesting that there is room for improvement.

The data contains as its attributes for each time point t: the date/time of
the insulin infusion rate adjustment; the recorded blood glucose level at each
adjustment; the insulin infusion rate of each adjustment; and the date/time of
each insulin bolus (tablet or injection). Although we currently have data on
insulin boluses we have not used them in the analysis presented here because
GRIP essentially ignores this data. Figure 1 depicts the time series data for one
patient.

4 Method

The novel methodology proposed in this paper is to generalise the GRIP formula
so that it can be optimised. The objective for optimisation is the relative favoura-
bility of the current protocol vs. the historical data, as described in Sect. 2.2.

For experimental comparison purposes, we include two baseline strategies, A
and B. Strategy A, shown by Eq. 2, proposes no change to the current insulin
rate. In other words, the next insulin rate used is the same as the previous one.
We expect this strategy to perform poorly, but include it as a “sanity check” for
the other strategies. The second baseline method, Strategy B, is the standard
GRIP formula given by Eq. 1.

ΔI = 0 (2)

Next, we define two generalisations of GRIP with tunable parameters. The
first of these, Strategy C, replaces the constants in the original GRIP formula
with variables. Since there are four constants in the GRIP formula, there are
correspondingly four variables in Strategy C. This strategy is defined by Eq. 3.

ΔIβ = (β0 + β1 × I−4h) × (β2(G0 − Gtarget) + β3 × Δ4hG) (3)
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Since Strategy C is relatively low dimensional with only four β values to tune,
we next propose Strategy D which is higher dimensional and therefore potentially
more flexible and able to represent a larger space of potential protocols. Strategy
D is defined by Eq. 4.

ΔIβ =β0 + β1 × I−4h + β2 × (G0 − Gtarget) + β3 × Δ4hG

+ β4 × Δ4hG × (G0 − Gtarget)

+ β5 × Δ4hG × I−4h

+ β6 × I−4h × (G0 − Gtarget)

+ β7 × Δ4hG × (G0 − Gtarget) × I−4h

(4)

Basically, Strategy D represents a mathematical expansion of Eq. 3. If Eq. 3
were expanded, then it would consist of a linear sum of terms, where each term is
either an individual input (e.g. I−4h) or an interaction term (e.g. Δ4hG× I−4h).
To capture the error between the target blood glucose level Gtarget and the
current blood glucose level G0, we keep (G0−Gtarget) together as a single term.
This makes sense since Gtarget is a constant during the course of a single patient’s
treatment. This leaves three individual terms (I−4h, Δ4hG and (G0 − Gtarget))
to appear in the expansion of Eq. 3 either by themselves or in interaction with
one or more of the other terms, leading to a total of eight different terms. Thus,
Strategy D represents an eight dimensional continuous optimisation problem
while Strategy C is a four dimensional problem.

Finally, we come to the definition of the objective function that the meta-
heuristic algorithms will be used to maximise. For any strategy β, the objective
is defined as follows: firstly, we sum over all patients and compute the relative
favourability of the strategy against the historical data for each time point; sec-
ondly, we sum over these individual favourabilities. The gives a total favourability
score.

However, optimising for favourability alone does not produce ideal strategies
because we also want to penalise large swings in the insulin infusion rate. Ideally,
insulin rate adjustments should be modest. To illustrate why this is a problem,
suppose that two different strategies recommend rate adjustments of ΔI = 5.0
and ΔI = 2.5 respectively, and according to Algorithm 1 both adjustments are
favourable with respect to the historical data. In this case, the smaller value of
ΔI is to be preferred because the higher value increases the risk of hypoglycemia.

The two strategies that are equivalent in terms of favourability can therefore
be distinguished by adding a penalty term to the objective function, which is
defined simply as the sum of the squared insulin rate adjustments multiplied by
a constant λ. When λ = 0, the objective value of a strategy is exactly the strat-
egy’s favourability; however for values of λ > 0, the objective value is penalised
according to the magnitudes of the ΔI recommendations made.

The overall final value of the objective function for both Strategies C and D
is given by Eq. 5. Note that in the equation we add an additional index for the
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patient since we are summing over all patients.

obj(β) =
∑

p∈patients

(
∑

t

favt,p(β) − λ
∑

t

((ΔIβ
t,p)

2)

)
(5)

5 Results

Experimental results for Strategies C and D are given in Tables 2, 3, 4 and 5. For
these strategies, we varied both the λ values and the population sizes used by
PSO and CMA-ES. For both PSO and CMA-ES, the number of iterations was
fixed at 100. The tables show the best and median favourability scores as well
as the final penalty terms, for ten repetitions of each meta-heuristic/strategy/λ
value combination.

An inspection of the tables reveals that in terms of favourability, Strategy D
clearly outperforms Strategy C. The best favourability for Strategy C observed
in our experiments was 280 (out of a maximum of 430), compared to 309 for
Strategy D. Focusing on the favourability of Strategy D (Table 4), we can see
that the CMA-ES algorithm clearly and significantly outperforms PSO in most
cases except those where λ is relatively large.

Table 2. Best favourability results for strategy C optimisation

Best fav (Median fav) λ

10−6 10−5 10−4 10−3 10−2 10−1

PSO 80 279
(278)

277
(276)

271
(271)

262
(259)

229
(223)

184
(175.5)

160 279
(278)

277
(275.5)

272
(271)

264
(262.5)

231
(223.5)

185
(177)

320 279
(279)

277
(276.5)

274
(271)

264
(261.5)

233
(226.5)

184
(179)

CMA-ES 80 280
(278.5)

277
(276.5)

271
(271)

260
(260)

228
(227.5)

180
(180)

160 279
(279)

277
(277)

271
(271)

260
(260)

233
(228)

180
(180)

320 280
(279)

277
(277)

271
(271)

260
(260)

231
(226)

180
(180)

On the grounds that PSO may need further iterations to achieve comparable
results with CMA-ES, we re-ran the PSO/Strategy D experiments with 1,000
iterations instead of 100. However, the results did not reach the favourability
levels obtained by CMA-ES and therefore we can conclude that CMA-ES is the
superior optimisation technique for this problem.
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Table 3. Best penalty sum results for strategy C optimisation

Min sum (Median sum) λ

10−6 10−5 10−4 10−3 10−2 10−1

PSO 80 7.4e5
(8.3e5)

1.2e5
(2.6e5)

3.3e4
(6.4e4)

9.3e3
(1.2e4)

1.7e3
(2.1e3)

1.8e2
(2.6e2)

160 3.0e5
(7.9e5)

1.1e5
(1.7e5)

3.2e4
(6.4e4)

1.1e4
(1.5e4)

1.7e3
(2.0e3)

2.1e2
(2.7e2)

320 3.6e5
(7.8e5)

1.2e5
(2.6e5)

4.3e4
(6.0e4)

9.6e3
(1.4e4)

1.7e3
(2.3e3)

2.3e2
(2.8e2)

CMA-ES 80 7.0e5
(1.2e6)

1.2e5
(2.4e5)

5.6e4
(5.6e4)

1.1e4
(1.1e4)

2.0e3
(2.3e3)

2.5e2
(2.5e2)

160 7.0e5
(7.3e5)

1.9e5
(2.5e5)

5.6e4
(5.6e4)

1.1e4
(1.1e4)

1.9e3
(2.3e3)

2.5e2
(2.5e2)

320 7.0e5
(7.6e5)

1.1e5
(2.5e5)

5.6e4
(5.6e4)

1.1e4
(1.1e4)

1.9e3
(2.1e3)

2.5e2
(2.5e2)

Table 4. Best favourability results for strategy D optimisation

Best fav (Median fav) λ

10−6 10−5 10−4 10−3 10−2 10−1

PSO 80 303
(300)

298
(294.5)

290
(282.5)

275
(258)

253
(209)

219
(156.5)

160 302
(299.5)

300
(297)

300
(286.5)

286
(268)

264
(203)

192
(156.5)

320 305
(302)

301
(297)

293
(290.5)

277
(264)

263
(229)

191
(162.5)

CMA-ES 80 309
(309)

305
(305)

304
(304)

290
(287.5)

248
(243)

202
(194)

160 309
(309)

306
(305)

305
(304)

290
(290)

248
(248)

200
(194)

320 309
(309)

306
(305)

304
(301)

290
(290)

248
(248)

202
(200.5)

Examining next the penalty sums for Strategies C and D shown in Tables 3
and 5 we can see that there is significant variation. Low values of λ such as
10−6 result in very high penalty sums such as 7.0 × 105 in the case of CMA-
ES and Strategy C. This implies that the ΔI recommendations are very high.
On the other hand, much greater λ values produce much smaller penalty sums
(e.g. 2.5 × 102 in the case of some of the CMA-ES runs) as expected, but the
corresponding favourabilities of those strategies are lower. Therefore, selection of
a single optimal strategy requires trading off the total penalty sum against the
total favourability. Tables 4 and 5 show that for CMA-ES, favourability decreases
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Table 5. Best penalty sum results for strategy D optimisation

Min sum (Median sum) λ

10−6 10−5 10−4 10−3 10−2 10−1

PSO 80 3.5e5
(9.3e5)

1.9e5
(3.1e5)

4.5e4
(9.9e4)

6.3e3
(3.2e4)

4.6e3
(8.9e3)

1.2e3
(4.3e3)

160 3.4e5
(6.4e5)

2.0e5
(3.8e5)

4.2e4
(8.7e4)

1.7e4
(2.4e4)

1.7e3
(6.6e3)

1.0e3
(4.0e3)

320 3.4e5
(1.0e6)

1.7e5
(2.5e5)

3.2e4
(1.0e5)

1.2e4
(2.2e4)

3.3e3
(7.5e3)

8.8e2
(4.4e3)

CMA-ES 80 1.3e6
(1.5e6)

2.3e5
(2.7e5)

7.0e4
(7.7e4)

9.3e3
(1.2e4)

1.7e3
(2.1e3)

1.9e2
(2.1e2)

160 1.5e6
(1.5e6)

1.2e5
(2.4e5)

6.5e4
(7.6e4)

1.2e4
(1.2e4)

2.0e3
(2.4e3)

1.8e2
(2.1e2)

320 1.5e6
(1.5e6)

1.2e5
(2.3e5)

6.5e4
(7.1e4)

1.2e4
(1.2e4)

2.4e3
(2.4e3)

1.8e2
(2.2e2)

Table 6. Sample recommendations from the dataset. Note that the optimisation was
performed with the target set to 6.5 mmol/L.

Case I−4h G0 Δ4hG Rec. ΔIβ

1 3.7 11.8 −8.8 4.1

2 4.3 6.3 −2.1 −2.8

3 8.2 15.0 −6.2 6.7

4 5.3 13.7 0.2 7.0

5 3.0 9.9 2.8 1.9

6 1.6 12.4 3.0 5.3

7 8.5 14.7 0.9 8.1

8 2.0 11.8 1.4 4.5

9 3.5 4.2 −4.4 −6.2

relatively slowly as λ increases from 10−6 to 10−3. When λ = 10−2, however,
there is a significant drop in favourability. Therefore a value of λ = 10−3 seems
reasonable.

We also note that for the best performing algorithm CMA-ES, the population
size does not appear to have a significant impact. In Table 4, there is no signifi-
cant difference between CMA-ES’ best performances with population sizes of 80
and 320 where λ = 10−3. Therefore we can conclude that CMA-ES is relatively
robust to the population size parameter.

In contrast to these positive results, our fixed baselines Strategy A (no rate
change) and Strategy B (the original GRIP formula) achieved favourabilities of
103 and 207 respectively, both of which are significantly worse than the best
results from Strategies C and D.
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As a final analysis, we selected a single optimal strategy produced by one
of our runs (Strategy D, CMA-ES, population size 320, λ = 10−3) and further
examined it. Table 6 shows nine randomly selected examples from the data for
illustration purposes.

From this table, we can see that most of the recommendations seem rea-
sonable. For example, in Case 1, where blood glucose levels are initially well
above the 6.5 mmol/L target but decreasing over the past four hour period,
moderate increases in insulin rate are recommended. Case 2, on the other hand,
represents a patient who is already below target but has been receiving some
insulin over the past four hours. In this case, moderate negative adjustments are
recommended. Case 4 shows a patient with high initial glucose levels that have
not changed much in the past four hours, and therefore significant increments in
insulin pump rate are recommended. Finally, case 9 shows a patient at signifi-
cant risk of severe hypoglycemia following a significant drops in glucose level. In
this case, a large negative adjustment is recommended which effectively sets the
insulin pump rate to zero (since negative pump rates do not make sense). The
remaining cases show similar sensible recommendations being made.

Fig. 2. Visualisation of one optimised version of strategy D

Figure 2 is a visualisation of the same strategy used to produce the recom-
mendations in Table 6. To produce the visualisation, we fixed values of I−4h

and Δ4hG to different constants and plotted the resulting linear relationships
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between G0 and ΔI. Note that the model itself is not linear in practice, since
I−4h and Δ4hG would be constantly changing over time for a particular patient.
The true model is a curved surface in four dimensions, but nonetheless, this type
of visualisation enables us to see some of the model’s properties.

The I−4h and Δ4hG inputs both appear to influence the slope of the G0/ΔI
relationship. In particular, negative values of Δ4hG (indicating a decrease in
blood glucose levels over the past four hours) and large values of I−4h (indicating
high insulin infusion rates over the past four hours) result in a gentler slope
and therefore smaller rate increments when an increase is recommended. The
figure shows that when I−4h is set to 5.0, the protocol recommends no change
when G0 is roughly 8.0, regardless of Δ4hG. This indicates that the protocol
considers the scenario where the blood glucose level is around 8.0 mmol/L and
the average infusion rate has been around 5.0 U/hr to be a relatively stable state,
and recommends keeping the same insulin infusion rate until there are further
glucose changes. For the plot, we selected Δ4hG values of 5.0 and −5.0, since
they are “typical” values for this variable in the data, while −20.0 and 15.0 are
rare extreme values.

6 Conclusion

To summarise, this paper describes an initial proof of concept approach for iden-
tifying optimal insulin infusion rate protocols from historical medical records.
While the starting point for generalising and optimising our recommendation
models was GRIP [7], we have considerably extended this model with our opti-
mised Strategy D. Future work should focus on how to incorporate data about
insulin boluses with meals, as GRIP currently ignores boluses.

The same coefficient optimisation technique used here could also be applied
to non-GRIP-based continuous infusion recommenders. Examples include PID-
based controllers [6], methods based on certain mathematical functions (e.g.
roughly sigmoidal functions [2,3]), and methods based on lookup tables such as
that currently in use by the local hospital.
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Abstract. A quasi-continuous-time approach to the design of a digital
PID control for DC/AC inverters with LC filter that use semiconductor
switches producing PWM output voltage is presented. It is shown that
an appropriately chosen continuous-time model of the digital controller
with the PWM converter behaves like the actual discrete-time system,
which allows for a simple controller design. SIMULINK models are used
to validate this approach for a nonlinear rectifier load. The outcomes are
compared with a real inverter experiment.
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1 Introduction

DC/AC inverters are the most important parts of Uninterruptible Power Sup-
ply systems (UPS), which backup power to the load when the line voltage fails.
They convert DC voltage supplied from the battery into the standard AC line
voltage. The output voltage control is achieved by means of the power converters
that include semiconductor (mainly MOSFET or IGBT) switches and passive
components (coils and capacitors) storing and delivering the electrical energy in
the subsequent parts of switching periods. There are three algorithms of switch-
ing the four transistors in the H-bridge inverter, called Pulse Width Modulation
(PWM) schemes [4]. The first scheme is the most useful for the instantaneous
control systems (there is no problem when voltage is crossing zero), the third
scheme results in the lowest power losses in the switching transistors and the
best EMC of the inverter [9]. When only the output voltage is measured the
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inverter control is SISO type [7]. While [1] advocates the One Sample Ahead
Preview (deadbeat) controller, the most common is PID like control [13]. In the
advanced control systems not only the inverter output voltage is measured but
as well the inductor current and the output current and all of them are the
input variables of the MISO output voltage control. The modern solution of the
MISO control is the Passivity Based Control [5,6,8,10,11] that keeps system
passive – the derivative of its internal energy (stored in inductors and capac-
itors) described by Hamiltonian should be negative. The disadvantage of the
MISO control systems is the requirement of the adjective currents sensors and
additional measuring channels as well as the more extensive data processing that
requires more powerful microprocessor.

The target of the authors is to verify a quasi-continuous-time design technique
to design high-performance single-loop discrete-time PID control.

The paper, extending the results of [2], is focused on performance measured
as the value of the Total Harmonic Distortion (THD) of the output voltage under
standard nonlinear rectifier load.

2 Test Bed

In order to compare our results with the technical reality we refer to the exper-
imental setup whose simplified schematic diagram is depicted in Fig. 1. The
control system is based on the STM 32F407VGT6 microcontroller working at
frequency 168 MHz. The PWM modulator input frequency equals to 84 MHz.
For the PWM frequency fc = 25600 Hz there are 512 switching cycles in the fun-
damental period 20 ms of the 50 Hz AC output. The maximum number in the
PWM comparator equals to 84000000/25600 = 3281. As a result, the resolu-
tion of the modulator equals to 1/3280. At the beginning of the PWM pulse
a program interrupt is generated that triggers output voltage sampling, A/D
conversion, and computation of the digital control signal stored in registers of
both PWM comparators to determine the width of pulses in the next switching
period. This program organization results in a one-step delay in the controller.

A galvanic isolation is provided in the path of the output voltage measure-
ment system and in the path of discrete control PWM output. Unfortunately,
the analog isolation amplifier using signal switching at the frequency of 500 kHz
produces a significant high-frequency output ripple with peak-to-peak values of
20 mV. Therefore, an additional low pass filter is put in the measurement path.
However, since its dynamics are very fast, they are neglected when modeling the
entire control loop.

3 Modeling

As far as modeling is concerned, we neglect signal quantization of both the
ADC and PWM modulator. Moreover, although the paper is focused on the
performance under rectifier load, the theoretical analysis and controller design
is performed for purely resistive load assuming two different resistance values.
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Fig. 1. Experimental setup. LFe=1 mH, RFe=1 Ω, CF = 50µF

This leads to two transfer functions of the LC(R) filter and allows using the
linear control theory. Our approach assumes successive approximation of the
PWM controlled system by a PAM controlled one eventually approximated by
a continuous time system whose parameters depend on the sampling period.

Unfortunately, both the rectifier load and jump-wise switching of the load
resistance make the system nonlinear and can not be modeled using linear blocs.
Therefore, at the simulation stage, a part of the system consisting of the LC filter
and nonlinear load are modeled as an electric circuit, while the rest consists
of standard SIMULINK blocs. The interface between them is realized using
Measurement and Controlled Voltage Source blocks.

3.1 Model of the PWM Modulated System

The SIMULINK model of the inverter with the discrete-time PID controller
Hc(z) and a load is depicted in Fig. 2. The controller operates on integer numbers.
The controller features a one step delay. The value of the measurement path
gain kD = [Vout]/Vout), where [Vout] is the integer output from the ADC, was

Fig. 2. Model of a discrete-time PWM control system
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determined experimentally as kD = 110.8[1/V ]. Since the maximum value of
the ADC output is 4096, the maximum measurable value of the output voltage
is 36.96 [V]. It is also assumed that the nominal value of the supply voltage is
VDC = 40[V ]. This voltage expressed in the measurement channel units equals
to [VDC ] = kDVDC = 4433.053. Since for f = 25600 [Hz] the pulse has full width
we define kPWM = [VDC ]/1640 = 2.7030 as the PWM gain.

3.2 Model of the PAM Modulated System

At high sampling rates, i.e. sampling periods very short compared with the
plant dynamics, the particular form of the control signal between two sampling
instants is irrelevant, and what counts is its area. This allows approximation
of the PWM control system by a Pulse Amplitude Modulated (PAM) one, as
depicted in Fig. 3, with pulses produced by the Zero Order Hold (ZOH). It forms
a linear sampled-data system that admits the classical Z transform approach,
and is an intermediate form between discrete-time PWM modulated model and
a quasi-continuous-time (QCT) one.

Fig. 3. PAM model of the PWM control system

3.3 Quasi-Continuous-Time Model

The final stage of our approach relies on the approximation of a PAM system
by its QCT counterpart

K̃(s) = (1 − s
h

2
)
1 − sh

2

1 + sh
2

K(s), (1)

where the first factor stands for the Zero Order Hold and the second for the one
step delay in the controller.

Consider a discrete-time PID controller with the transfer function Hc(z)

Hc(z) =
b0z

2 + b1z + b2
z(z − 1)

=
b0 + b1z

−1 + b2z
−2

1 − z−1
(2)
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Its QCT counterpart bases on the substitution

z =
1 + sh

2

1 − sh
2

(3)

This gives

C̃(s) = k̃
(s + c̃1)(s + c̃2)

s(s + 2
h )

. (4)

Given k̃, c̃1 and c̃2 the coefficients of (2) can be expressed as follows

b0 =
k̃

8
(2 − c̃1h) (2 − c̃2h) , b1 = − k̃

4
(
4 − c̃1c̃2h

2
)
, b2 =

k̃

8
(2 + c̃1h) (2 + c̃2h) .

(5)
The resulting simulation model is depicted in Fig. 4.

Fig. 4. QCT model of the PAM control system

Assuming a constant resistive load R1, the LC filter has the transfer function:

K(s) =
1

LCs2 + ( L
R1

+ RC)s + 1 + R
R1

, (6)

Denote K500(s) the transfer function for R1 = 500 Ω and K45(s) for R1 = 45 Ω
Then there is

K500(s) =
1.961 · 107

s2 + 1039 s + 1.965 · 107
(7)

K45(s) =
1.961 · 107

s2 + 1431 s + 2 · 107
(8)

The poles of K500(s) and K45(s) are shown in the format s1,2 = σ(1 ± jθ) in
Table 1. Their impulse responses are plotted in Fig. 5. Based on the approach
described in [3] we assume a PID controller with slightly less oscillatory zeros
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Table 1. Plant poles for various values of R1

(a) K500(s) (b) K45(s) σb/σa θb/θa

−520(1 ± j8.5) −716(1 ± j6) 1.4 0.7

Fig. 5. Impulse responses of K(s), (a) R1 = 500 Ω, (b) R1 = 45 Ω

and real parts twice as far from the origin as the actual poles of the LCR plant
in the following form

C̃ (s) = 34.4914
(s + 1453(1 + j3.2)) (s + 1453(1 − j3.2))

s (s + 51200)
(9)

We also assume the QCT transfer function of the system to be controlled in
the form presented in (1). The controller gain is chosen so that the gain margin
equals to 2. Appropriate closed-loop root loci are displayed in Fig. 6 for both
K550(s) and K45(s). Note the double pole at −2/h and double zero at 2/h. The
roots collected in Table 2 may be split into two parts: the slow and the fast ones.
The slow roots are in the vicinity of the controller parameters −c1 and −c2, and
their values are practically independent of the load R1. Fast roots have about 3
times greater damping factor and are almost independent of R1. There is also
a very fast real root at about −10000, whose dynamics is completely negligible
compared to remaining roots. Notice that the harmful effect of sampling and
time necessary for control signal computation exhibited as a double positive
zero at s = 2/h limits increase of the controller gain because of the danger
of the stability loss. This limits the control performance. Therefore, it can be
concluded that increase of the sampling frequency can bring better disturbance
attenuation.

Table 2. Closed loop poles

Roots (a) R1 = 500 Ω (b) R1 = 45 Ω σb/σa θb/θa

v. fast −106229 −106343 1 –

Fast −3666 (1 ± j4.41) −3852 (1 ± j4.27) 1.05 0.97

Slow −1543 (1 ± j3.28) −1498 (1 ± j3.32) 0.97 1.01
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Fig. 6. Subsequent zooms of the root loci for (a) R1 = 500 Ω and (b) R1 = 45 Ω.
Circles denote zeros, crosses poles and diamonds closed-loop poles for the controller
gain 34.4914. Notice the time-scale separation between the slow (σs) and fast (σf )
roots, and closeness of the closed-loop poles and controller zeros in spite of R1

Fig. 7. System with the fictitious disturbance d(t)

Consider the block diagram of the system with a fictitious disturbance
depicted in Fig. 7. Notice that if the control signal were u(t) = −d(t) = −1(t)
then the disturbance would be completely compensated and the control error
would equal to 0. Therefore the faster control signal reaches −1 the smaller is
the control error. This requires the occurrence of a time-scale separation between
the control and the output signals as shown in Fig. 8 for system as in Fig. 7. This
feature is universal for systems with second order plants and PID controllers,
see [3].
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Fig. 8. Response to d(t) = 1(t). Notice the time-scale separation among y(t) and u(t),
and insensitivity of both variables to R1

Fig. 9. Nonlinear rectifier load, Rs = 1 Ω, RL = 47 Ω, CL = 430µF

It is believed that excellent properties of this control system will assure good
results also for the nonlinear load of Fig. 9. This claim is checked experimentally.

4 Simulations and Experiments

In order to validate the method for the rectifier load presented in Fig. 9, simu-
lations were executed using SIMULINK schemes displayed in Figs. 4, 3 and 2.
The simulation results are then compared with experiments performed on real
inverter of Fig. 1.

In the case of QCT approach simulated using the SIMULINK model of Fig. 4,
in order to avoid non-proper subsystems the first two factors of the plant model
in (1) are replaced by their time-delay approximation

(1 − s
h

2
)
1 − sh

2

1 + sh
2

� e
−1

2
sh

e−sh = e
−3

2
sh

. (10)

The discrete transfer function Hc(z) of the PID controller based on (9) is

Hc(z) =
18.3810z2 − 34.1789z + 16.4228

z(z − 1)
. (11)
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Fig. 10. Comparison of simulation results for quasi-continuous-time QCT, PAM and
PWM models. For further explanation see the comments above.

)b)a

)d)c

Fig. 11. Results of simulations: (a) open loop vs closed loop (b) QCT (c) PAM (d)
PWM

The results displayed in Fig. 11 are collected in Fig. 10. It is worth noting that
there is practically no difference between two discrete-time systems with PWM
and PAM, and their quasi-continuous-time approximation. The only difference
is a slightly different behavior around reference signal zero crossing, which is due
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)c)b)a

)e)d

Fig. 12. Harmonics distribution and THD. (a) open loop: THD30 = 3.85 vs closed loop:
(b) QCT THD30 = 1.28 (c) PAM: THD30 = 1.29 (d) simulation PWM: THD30 = 1.28
(e) experiment PWM: THD30 = 1.75

to the lack of synchronization of zero crossing and sampling instants. Generally
speaking, the results confirm high value of the applied quasi-continuous time
approach.

Denote the Fourier series of the inverter output y(t) as

y(t) =
∞∑

i=0

Ai cos(iωt + ϕi). (12)

Then the Total Harmonic Distortion (THDH) coefficient

THDH =

√
H∑

i=2

A2
i

A1
, (13)

that aggregates the quality of control is characterized in the next series of plots.
Additionally, the distortion function ψ(t) determined as

ψ(t) =
y(t) − A1 cos(ωt + ϕ1)

A1
100%, (14)

is displayed in Fig. 12.
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Fig. 13. Experiment vs simulation. Notice residual ripple in control u(t) and error e(t)
and close proximity of theoretical and experimental results

Comparison of an experimental result obtained on real inverter with PWM
simulation is presented in Fig. 13.

5 Summary

Quasi-continuous-time method supported by root locus proved to be efficient
tools for synthesis of a discrete-time PID controller for the UPS inverter. The
main point is that the common effect of processing the discrete-time data and
PWM voltage modulation can be modeled by rational transfer functions in the
Laplace variable ‘s’. This allows use of the time-scale separation technique [3],
[12] for implementation of a digital PID controller.

Performed real inverter experiments match with SIMULINK simulation
results and confirm that a well tuned simple single-loop PID controller suffices
to attain high control performance.
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Abstract. The paper deals with discrete time-invariant systems with
a delay in the control variable. The relations between different types
of controllability and stabilizability are presented and discussed. The
results are related to asymptotic null controllability, bounded feedback
stabilizability and small feedback stabilizability for linear discrete-time
systems with delay in control. The main tool employed is the technique
of reducing the delayed equation to a delay-free equation. Thanks to this
idea the criteria for bounded feedback stabilizability and small feedback
stabilizability for the delayed systems are expressed in the appropriate
properties of delay-free systems. Main results are analogical of this one
proved in [18] for discrete time-invariant delay-free systems and to those
from [14] for continuous-time systems. One of the additional result of
this paper provides a criterion for controllability of discrete time system
with delay in control. An important contribution of this paper is the
indication of further generalizations of the obtained results.
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1 Introduction

One of the fundamental problems in control theory is designing of an efficient
feedback which guarantees control strategy capable to stabilize the possibly
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is well-known and it was extensively investigated in the literature [2,4,13,14] for
the delay-free systems.
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However, delay system constitute, nowadays, an important class of math-
ematical models of real phenomena. Many applications of delayed systems in
engineering, mechanics and economics are presented in [5]. Delay is very often
encountered in different technical systems, such as electric, pneumatic and
hydraulic networks, chemical processes, long transmission lines, etc. [11]. Delays
are inherent in many physical and engineering systems. In particular, pure delays
are often used to ideally represent the effects of transmission and transportation.
This is because these systems have only limited time to receive information and
react accordingly. Such a system cannot be described by purely differential equa-
tions, but has to be treated with differential-difference equations or the so-called
differential equations with difference variables. The basic theory concerning the
stability of systems described by equations of this type was developed by Pon-
tryagin in 1942. Also, important work has been written by Bellman and Cooke
in 1963, [3]. The presence of time delays in a feedback control system leads to a
closed-loop characteristic equation which involves the exponential type transcen-
dental terms. The exponential transcendentally brings infinitely many isolated
roots, and hence it makes the stability analysis of time-delay systems a chal-
lenging task. It is well recognized that there is no simple and universally appli-
cable practical algebraic criterion, like the Routh-Hurwitz criterion for stability
of delay-free systems, for assessing the stability of linear time-invariant time-
delayed systems. On the other side, the existence of pure time delay, regardless
if it is present in the control or/and state, may cause an undesirable system
transient response, or generally, even an instability. Numerous reports have been
published on this matter, with a particular emphasis on the application of Lya-
punovs second method, or on using the idea of matrix measure [8]. The analysis
of time-delay systems can be classified such that the stability or stabilization
criteria involve the delay element or not. In other words, delay independent cri-
teria guarantee global asymptotic stability for any time-delay that may change
from zero to infinity.

This arguments motivate us to investigate certain properties of discrete linear
equation with delay in control. We study asymptotic null controllability, bounded
feedback stabilizability and small feedback stabilizability. The main idea we use
is to convert the delay equation into a delay-free equation.

We call a system asymptotically null controllable with bounded control if
there exists a control, which steers the solution asymptotically to origin. A nat-
ural question is whether the control can be realised in a feedback form or in a
form of feedback with small feedback gain. This questions are the main topic
of this paper. References closely related to these questions are [10,16]. In these
papers results on semi-global stabilizability and global stabilizability for some
special systems are presented for delay-free systems. In the context of stabi-
lization of discrete-time systems is worth to notice the paper [15], where the
authors consider the problem of stabilization of a linear time-invariant system
given by transfer function, by a first-order feedback controller. The paper con-
tains a description of stabilizing controller in the controller parameter space. The
solution is describe by Chebyshev representations of the characteristic equation



184 A. Babiarz et al.

in the unit circle. Moreover, it is shown that the set can be computed explicitly.
Also stabilization of discrete-time invariant system with delay is investigated
in [19]. The main results of this paper are about observer based output feed-
back stabilization. Based on predictor feedback theory a design method of the
controller is proposed. Two classes of controllers, namely, the memory observer
and memory less observer are considered. The problem of stabilization of time-
invariant discrete linear systems with time-varying delay is considered in [17],
where the authors use the H∞ approach to obtain conditions for the output
feedback stabilization. The paper [9] focuses on the stabilization problem of dis-
crete linear time-invariant systems with multiply delays in the control variable
and multiplicative noise. The authors first transform the original system into a
delay-free system and next use the linear quadratic technique. The main result
of this paper states that the system can be stabilized in the mean-square sense if
and only if the set of solutions of the Riccati difference equations is convergent.

In the present paper we investigate a discrete time-invariant linear system
with delay in the control variable and we describe relations between control-
lability and stabilizability. Following the idea from [9] we use the technique of
converting the original delay system to a delay-free one. In the best knowledge
of the authors such questions for discrete-time systems with delay have not been
investigated in the literature. Similar questions for continuous-time systems with
delay have been investigated in [1,7,12].

2 Main Results

In this paper we consider the following equations

x(k + 1) = Ax(k) + B0u(k) + B1u(k − 1) (1)

y(k + 1) = Ây(k) + B̂v(k) (2)

k = 0, 1, ..., where the states x(k), y(k) ∈ R
n, controls u(k) ∈ R

m, v(k) ∈ R
p

and A, Â, B0, B1, B̂ are given matrices of appropriate sizes. In case of Eq. (1) we
put u(−1) = 0. For initial condition x(0) = x0 ∈ R

n, y(0) = y0 ∈ R
n and fixed

controls u, v the appropriate solutions of (1) and (2) are denoted by x(·, x0, u)
and y(·, y0, v). If the control u in (1) has the form u(k) = L1(x(k)) or u(k) =
L2 (x(k), x(k − 1)) for certain functions L1 : Rn → R

m, L2 : R2n → R
m then we

say that u is a feedback control and then we call L1 and L2 a feedback. Similarly
a control v(k) = L̂1(y(k)) or L̂2(y(k), y(k − 1)) in (2), where L̂1 : Rn → R

p and
L̂2 : R2n → R

p are called feedback controls for (2) and then L̂1 and L̂2 are called
feedbacks. If we apply a feedback u(k) = L(x(k)) to system (1) then we obtain
system

x(k + 1) = Ax(k) + B0L (x(k)) + B1L (x(k − 1)) (3)

which is called closed-loop system. In the same way we define the closed-loop
system for system (2). If the closed-loop system is stable then the feedback is
called a stabilizing feedback.

The main idea of this paper is to connect solutions of (1) and (2) according
to the following theorem.



Hamiltonian Mechanics 185

Theorem 1. Sequence x(·, x0, u) is the solution of (1) if and only if x(·, x0, u)
is the solution of (2) with Â = A, B̂ =

[
B0 B1

]
, y(0) = x0, p = 2m and

v(k) =
[

u(k)
u(k − 1)

]
k = 0, 1, ... .

Proof. Suppose that x(·, x0, u) is the solution of (1) and let y(·, y0, v) be the
solution of (2) with Â = A, B̂ =

[
B0 B1

]
, y(0) = x0, p = 2m and v is defined

as in the theorem. For k = 0 we have x(0, x0, u) = x0 = y(0, y0, v). Suppose that
x(l, x0, u) = y(l, y0, v) for certain l ∈ N, then

x(l + 1, x0, u) = Ax(l, x0, u) + B0u(l) + B1u(l − 1)

= Ay(l, x0, v) +
[
B0 B1

]
[

u(l)
u(l − 1)

]

= Ây(l, x0, v) + B̂v(l) = y(l + 1, x0, v).

Suppose now that y(·, y0, v) is the solution of (2) with Â = A, B̂ =
[
B0 B1

]
,

y(0) = x0, p = 2m and v is defined as in the theorem. For k = 0 we have
x(0, x0, u) = x0 = y(0, y0, v). Suppose that x(l, x0, u) = y(l, y0, v) for certain
l ∈ N, then

y(l + 1, x0, v) = Ây(l, y0, v) + B̂v(k)

= Ax(l, x0, u) +
[
B0 B1

]
[

u(l)
u(l − 1)

]

= Ax(l) + B0u(l) + B1u(l − 1) = x(l + 1, x0, u).

The proof is completed.

Definition 1. [18] We say that system (1) is

– asymptotically null controllable with bounded controls (ANCBC) if there is
a bounded subset U of Rm which contains zero in its interior such that, for
each initial state x0 ∈ R

n there exists a sequence u(·) = u(0), u(1), . . . with
all values u(t) ∈ U , which steers the solution x(t) asymptotically to the origin
i.e.

lim
k→∞

x(k, x0, u) = 0.

– bounded feedback stabilizable (BFS) if there exists a bounded locally Lipschitz
feedback L : Rn → R

m that the closed-loop system is asymptotically stable.
– small feedback stabilizable (SFS) if for every ε > 0 there exists a stabilizing

feedback L : Rn → R
m such that ‖L(x)‖ ≤ ε for all x ∈ R

n.

In an analogical way we define ANCBC, BFS and SFS for system (2). The
next theorem proved in [18] shows that this properties are equivalent for system
(2).
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Theorem 2. The following conditions are equivalent

– (2) is SFS,
– (2) is BFS,
– (2) is ANCBC.

The next three theorems describe relations between ANCBC, BFS and SFS
for system (1) and similar properties of system (2).

Theorem 3. Suppose that system (1) is SFS then for (2) with Â = A, B̂ =[
B0 B1

]
for every ε > 0 there exists a stabilizing feedback L : R

2n → R
m,

u(k) = L (x(k), x(k − 1)) such that ‖L(x)‖ ≤ ε for all x ∈ R
2n.

Proof: Let us fix ε > 0. Suppose that system (1) is SFS and let L : Rn → R
m

be the stabilizing feedback satisfying ‖L(x)‖ ≤ ε√
2

for all x ∈ R
n. Let us define

a feedbeck L : R2n → R
2min (2) as follows

L(x, y) =
[
L(x) L(y)

]
, x, y ∈ R

n.

For the control v(k) = L(y(k), y(k−1)) we know by Theorem 1 that the solutions
of (1) and (2) coincide for the same initial condition. Moreover

‖L(x, y)‖ =
∥
∥[

L(x) L(y)
]∥∥ ≤

√
2 max

{‖L(x)‖, ‖L(y)‖} ≤ ε.

The proof is completed.

Theorem 4. Suppose that system (1) is BFS then for (2) with Â = A, B̂ =[
B0 B1

]
there exists a bounded locally Lipschitz feedback L : R2n → R

m such
that the closed-loop system is asymptotically stable.

Proof: The proof is analogical as the proof of Theorem 1 additionally we
have to use the fact that if L : Rn → R

m is bounded and locally Lipschitz, then
L : R2n → R

m, L(x, y) =
[
L(x) L(y)

]
, x, y ∈ R

n is also bounded and locally
Lipschitz.

Theorem 5. If system (1) is ANCBC then (2) with Â = A, B̂ =
[
B0 B1

]
is

ANCBC.

Proof: Suppose that (1) is ANCBC. Let U be the set from the definition of
ANCBC and let us define the subset Û ⊂ R

2m by

Û =
{[

u1

u2

]
: u1, u2 ∈ U

}
.

From the properties of the set U it is clear that the set Û contains zero and it
is bounded. We will show that for each y0 ∈ R

n there exist a control sequence
(v(k))k∈N

, v(k) ∈ Û such that

lim
k→∞

y(k, y0, v) = 0. (4)
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Let us fix y0 ∈ R
n and consider a sequence (u(k))k∈N

, u(k) ∈ Û for all k ∈ N, that
stabilizes system (1) for initial condition y0. Let us define a sequence (v(k))k∈N

as follows

v(0) =
[

u(0)
0

]
(5)

and

v(k) =
[

u(k)
u(k − 1)

]
. (6)

From Theorem 1 we know that x(k, y0, u) = y(k, y0, v) and therefore (4) holds.
The proof is completed.

Finally we will present a result about relations between controllability of
systems (1) and (2). We start with the definitions of this concept.

Consider certain subset G of the set of all sequences which elements are in
R

m.

Definition 2. We say that system (1) is G-controllable in time N , N ∈ N if for
all x0, x1 ∈ R

n there exists a control u ∈ G such that

x(N,x0, u) = x1.

When G is the set of all sequences of vectors from R
m, then we will say that (1)

is controllable in time N

Analogically we define controllability of (2). To formulate the next theorem
which presents relation between controllability of systems (1) and (2) let us
introduce certain special set G of controls in R

2m consisting of all sequences
(u(k))k∈N

,

u(k) = [u1(k), ..., u2m (k)]T

satisfying

[u1(k), ..., um (k)]T = [um+1(k + 1), ..., u2m (k + 1)]T .

Theorem 6. System (1) is controllable in time N if and only if system (2) with
Â = A, B̂ =

[
B0 B1

]
is G-controllable in time N .

Proof. Suppose that system (1) is controllable in time N. Let us fix x0, x1 ∈ R
n

and let u = (u(k))k∈N
be a control such that

x(N,x0, u) = x1.

If we apply control

v(k) =
[

u(k)
u(k − 1)

]
, k = 0, 1, ...

in system (2) with initial condition x0, then according to Theorem 1, solutions
of (1) and (2) coincides. In particular

x(N,x0, u) = y(N,x0, v)



188 A. Babiarz et al.

and therefore
y(N,x0, v) = x1.

It is also clear that v ∈ G what implies that (2) with Â = A, B̂ =
[
B0 B1

]
is

G-controllable in time N.
Suppose now that system (2) is G-controllable in time N . Let us fix x0, x1 ∈

R
n and let v = (v(k))k∈N

be a control from G such that

y(N,x0, v) = x1.

Denote

v(k) =
[

u(k)
u(k − 1)

]
, k = 0, 1, ...

where u(k) ∈ R
m, k = 0, 1, .... Notice that this notation is correct since v ∈ G.

According to Theorem 1, solutions of (1) and (2) coincides. In particular

x(N,x0, u) = y(N,x0, v)

and therefore
x(N,x0, v) = x1.

The proof is completed.

We will illustrate the last theorem on an example.

Example 1. Consider the following system (1)

x(k + 1) =

⎡

⎣
1 2

3 4

⎤

⎦ x(k) +

⎡

⎣
2

−1

⎤

⎦u(k) +

⎡

⎣
−1

1

⎤

⎦ u(k − 1). (7)

We are going to show that the system is controllable in time 2. According to the
Theorem 6 we have to prove that the following delay-free system

y(k + 1) =

⎡

⎣
1 2

3 4

⎤

⎦ y(k) +

⎡

⎣
2 −1

−1 1

⎤

⎦ v(k) (8)

is G-controllable in time 2. Since

v(k) =

⎡

⎣
u(k)

u(k)

⎤

⎦ =

⎡

⎣
1

1

⎤

⎦ u(k)

and ⎡

⎣
2 −1

−1 1

⎤

⎦

⎡

⎣
1

1

⎤

⎦ =

⎡

⎣
1

0

⎤

⎦
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then G-controllability in time 2 of system (8) is equivalent to controllability in
time 2 of the following system

z(k + 1) = Az(k) + Bν(k),

where:

A =

⎡

⎣
1 2

3 4

⎤

⎦

and

B =

⎡

⎣
1

0

⎤

⎦ .

Finally, controllability in time 2 of the last system follows from the classical
Kalman controllability condition (see [6]) since

[B AB] =

⎡

⎣
1 1

0 3

⎤

⎦ .

3 Conclusions

In this paper we study problems of ANCBC, BFS, SFS and controllability of
system (1). The origin of this paper is in the results of [14,18] where the authors
obtained a complete picture of the relation between global stabilization and
controllability of discrete and continuous delay-free time-invariant systems. Here,
we were able only to provide necessary conditions for ANCBC, BFS and SFS of
delayed systems in terms of analogical properties of delay-free systems. In that
purpose we adapted the idea, from [6], of converting the original systems to an
appropriate delay-free system. As it was shown in [14] and [18] for delay-free
systems the concept of ANCBC, BFS and SFS are equivalent. The problem of
equivalence of ANCBC, BFS and SFS for system (1) is an open problem. Another
important direction of further research should be finding of generalizations of our
results to time-varying systems as well as to systems with time-varying delay.
The goal of this research should be a theory analogical to this which is known
for delay-free system (see [14,18]).
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Abstract. The enumeration of the maximal satisfiable subsets (MSSes) or the
minimal correction subsets (MCSes) of conjunctive normal form (CNF) formulas
is a cornerstone task in various AI domains. This paper presents an algorithm
that enumerates all MCSes with SAT oracles. Our algorithm is simple because
it follows a plain algorithm without any techniques that decrease the number of
calls to a SAT oracle. The experimental results show that our proposed method
is more efficient than state-of-the-art MCS enumerators on average to deal with
Partial-MaxSAT instances.

Keywords: Minimal correction subset · Enumeration · SAT oracle

1 Introduction

A set of constraints that cannot be simultaneously satisfied is over-constrained. A min-
imal correction subset (MCS) of an over-constrained system is a minimal1 set of con-
straints whose removal restores the system’s consistency [7]. The remaining set of con-
straints is satisfied, and thus it becomes a maximal satisfiable subset (MSS) of the sys-
tem. In terms of an unsatisfiable conjunctive normal form (CNF) propositional formula,
an MCS is a minimal set of clauses such that, once removed, the rest of the formula is
satisfiable.

Enumerating the MCSes or MSSes of an unsatisfiable CNF propositional formula
is a cornerstone task in various AI domains. On the theoretical side, they are computa-
tional bases of circumscription; Computing all the MSSes of the negation of the min-
imized propositions given a propositional theory provides a circumscriptive formula
with the disjunctions of all the conjunctions of the negations of propositions in each
MSS [1]. This method can be used to compute a cautious formula in “closed world
assumption” such that the formula is satisfied in all the models. On the application side,
in constraint processing, soft constraints are used to represent user preferences over
solutions, and we need to compute their MSSes [2]. In model-based diagnosis [19], if
we add an auxiliary proposition in the condition of each component that expresses nor-
mality, given a diagnosis, we compute a set of normal components by computing the

1 We always consider set-inclusion minimality in this paper unless stated otherwise.
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MSSes for these auxiliary propositions, and hence we can detect the abnormal compo-
nents of the system [14].

In this paper, we deal with the enumeration of all MCSes with SAT oracles, which
are used by many approaches in the literature [10,13,16,17]. Each approach is regarded
as a variant of a MaxSAT in the sense that a MaxSAT solution corresponds to a
minimum-sized MCS where MaxSAT finds a model that satisfies as many clauses as
possible.

Clearly, in these approaches, the time-consuming part lies in the multiple calls to
a SAT oracle. To reduce the number of calls, several techniques have been proposed:
backbone literals [13], core caching [17], premise caching [18], model rotation [5], and
so on.

We propose an algorithm that enumerates MCSes. It is simple because it follows a
plain algorithm and does not use any techniques to decrease the number of calls to a
SAT oracle. Our algorithm relies on making sequences of calls to a SAT oracle. Each
sequence ends with a SAT oracle whose result is unsatisfiable, and an MCS is obtained
at that time. In each SAT oracle, an MCS candidate is obtained and its size is decreased
by at least one. This differs from previous works that follow such similar (basic) algo-
rithms as BLS in [17]. Such similar works decreased the size by at most one. Thus, we
expect that our algorithm will need fewer SAT oracles than the previous ones.

Experimental results show that on average, our proposed algorithm is more effi-
cient than the two state-of-the-art MCS enumerators, Enum-ELS-RMR-Cache [10]
and LBX-Cache [18], for dealing with Partial-MaxSAT instances and less efficient
for plain MaxSAT instances. When the number of instances for which all the MCSes
have been enumerated, the proposed method is superior to the enumerators for both
Partial-MaxSAT and plain MaxSAT instances. The proposed method is also superior in
memory efficiency.

The remainder of this paper is organized as follows. The technical background and
the well-known MSS and MCS concepts are briefly reviewed in the preliminaries. In
Sect. 3, we discuss related work. Section 4 presents a MCSes enumeration algorithm.
Then, we present our experimental study. We conclude in Sect. 6 with future work.

2 Preliminaries

In this paper, a problem is given by a propositional formula in a conjunctive normal
form (CNF). A CNF formula is a conjunction (∧) of clauses. A clause is a disjunction
(∨) of literals. Clause α is called a unit if its length is one, i.e., |α| = 1. A literal is
either a variable or its negation (¬). We regard a clause as the set of literals in it. Clause
α subsumes clause β iff α ⊆ β. We also regard a CNF formula as a set of clauses that
constitute the formula.

The set of variables in a set of clauses Σ is denoted by vars(Σ). Assignment μ
of the variables vars(Σ) is mapping vars(Σ) �→ {0, 1}. Assignment μ is extended to
literals, clauses, and sets of clauses as follows: μ(¬x) = 1 iff μ(x) = 0, and μ(¬x) = 0
iff μ(x) = 1, for all x ∈ vars(Σ). For clause α, μ(α) = 1 iff μ(l) = 1 for some l ∈ α,
and otherwise μ(α) = 0. For a set of clauses Σ, μ(Σ) = 1 iff μ(α) = 1 for all α ∈ Σ,
and otherwise μ(Σ) = 0. Clause α is satisfied by μ iff μ(α) = 1, and otherwise it is
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falsified. A set of clauses Σ is satisfied by μ iff μ(Σ) = 1, otherwise, Σ is falsified. Σ
is satisfiable iff there exists at least one assignment μ that satisfies Σ.

This paper deals with two types of clauses: hard and soft. Hard clauses must be
satisfied and soft clauses should be satisfied as much as possible. The core, MUS, MSS,
and MCS cross-related concepts are defined as follows. Let Σ be a set of clauses that
consists of set Σ1 of hard clauses and set Σ2 of soft clauses, that is, Σ = Σ1 ∪ Σ2. We
assume that Σ1 is always satisfiable throughout our paper.

Definition 1 (Core). Set of clauses Σ′ is a core of Σ iff Σ1 ⊆ Σ′ ⊆ Σ and Σ′ is
unsatisfiable.

Definition 2 (MUS). A minimal unsatisfiable subset (MUS) Σ′ of Σ is a core of Σ
such that ∀α ∈ Σ′(Σ′ \ {α} is satisfiable)

Definition 3 (MSS). A maximal satisfiable subset (MSS) Φ of Σ is a satisfiable subset
of Σ containing Σ1 (Σ1 ⊆ Φ ⊆ Σ) such that ∀α ∈ Σ \ Φ, Φ ∪ {α} is unsatisfiable.

An MSS is an extension of Σ1 to the limit with the elements of Σ2 while keeping
its satisfiability.

Definition 4 (MCS). A minimal correction subset (MCS) Ψ of Σ is set Ψ ⊆ Σ whose
complement in Σ, that is, Σ \ Ψ is an MSS of Σ.

An MCS is a subset of Σ2 because the corresponding MSS includes Σ1. An MCS
is a minimal subset of Σ2 such that Σ becomes satisfiable as soon as all the elements in
the MCS are removed from Σ.

Example 1 ([10]). Let Σ be an unsatisfiable CNF that is formed by a set of clauses
{α1, α2, α3, α4, α5, α6}, where α1 = a∨ b, α2 = ¬a∨ b, α3 = a∨¬b, α4 = ¬a∨¬b,
α5 = ¬b, α6 = b. The MCSes of Σ are {α1, α6}, {α2, α6}, {α3, α5}, and {α4, α5}.
The MUSes of Σ are {α1, α2, α3, α4}, {α1, α2, α5}, {α3, α4, α6}, and {α5, α6}.

MCS enumerators often exploit so-called clause selectors as follows. For each soft
clause α ∈ Σ2, a fresh variable sα is introduced and the clause is augmented by the
negation of the variable. This yields a new set of clauses ΣS

2 = {α ∨ ¬sα | α ∈ Σ2}.
A SAT oracle determines the satisfiability of Σ1 ∪ ΣS

2 instead of Σ.
Under assumption sα = 1, the satisfiability of α ∨ ¬sα is consistent with that of

α. Then α ∨ ¬sα is activated (resp., deactivated) when the variable sα is set to 1 (resp.
0). Thus, extracting an MSS corresponds to an increase in the activated soft clauses to
a limit while keeping the satisfiability of Σ1 ∪ ΣS

2 . In other words, extracting an MCS
is equivalent to a decrease in the deactivated soft clauses to the limit. Based on this
perspective, the algorithm in Sect. 4 enumerates the MCSes.

3 Related Work

Our work is fueled by the minimal model (MM) generation [11] based on the follow-
ing observation. An MCS corresponds to an MM with respect to a set of selectors.
In [11], Koshimura et al. proposed an algorithm that enumerates all the MMes and
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implemented it with a MiniSAT 2.1 SAT solver [8]. Unfortunately, they only evaluated
it for computing a single MM for job-shop scheduling problems and did not evaluate it
for enumerating MMes.

From the viewpoint of MCSes enumeration, our algorithm closely resembles the
clause D based (CLD) algorithm [13]. A clause D corresponds to a blocking clause in
our algorithm. The difference between them is that the D clause consists of the literals
in the soft clauses of an MCS candidate, but the blocking clause consists of the selec-
tors of the soft clauses. Thus, the D clause’s length is the number of distinct literals in
the soft clauses, and the length of the blocking clause is the number of the soft clauses.
Each blocking clause is added to the set of clauses from which the MCSes were enumer-
ated, which affects subsequent enumerations. Each D clause is used only for computing
the next D clause or an MCS. The CLD algorithm originally used a disjoint set of
unsatisfiable cores, and backbone literals. In this respect, our algorithm is a plain CLD
algorithm. According to a recent study in [18], CLD only achieved good performance
when the number of MCSes enumerated by both the CLD and a state-of-the-art MCS
enumerator is small.

Caching (or memorization), which is a well-known general concept, has been suc-
cessfully applied for speeding up procedures for several problems. To decrease the num-
ber of calls to a SAT oracle, Previti et al. [17] proposed caching unsatisfiable cores (core
caching) that were met during a search within MCSes enumeration with a SAT oracle.
Their implementation is called mcscache-els. Before summoning a SAT oracle to
determine a formula’s satisfiability, mcscache-els checks the consistency of the
cache with a set of unit clauses, each of which is a selector extracted from the for-
mula. If the result is inconsistent, the SAT oracle is avoided. Since each core only con-
tains selectors, the consistency checking is cheaper than the SAT oracle. Experimental
results showed that mcscache-els clearly outperformed the CLD when the number
of enumerated MCSs increases. They also proposed another caching called premise set
caching (PS caching) [18]. Their implementation LBX-Cache noticeably outperforms
mcscache-els on a great majority of benchmarks.

Grégoire et al. [10] proposed a new technique that boosts MCSes enumeration
which is based on the form of so-called model rotation paradigm [5]. Their implemen-
tation is a state-of-the-art MCS enumerator called Enum-ELS-RMR-Cache, which
combines several techniques other than model rotation, including backbone literals
and caching. Their experimental results showed that Enum-ELS-RMR-Cache out-
performed mcscache-els for almost all the benchmarks. In Sect. 5, we compare our
algorithm, LBX-Cache and Enum-ELS-RMR-Cache.

Another approach is called core-guided MCSes enumeration [15]. In it, selectors are
gradually introduced to soft clauses during a search within MCSes enumeration while
the above methods introduce them before search. This is based on the well-known core-
guided MaxSAT algorithm [9]. In the core-guided approach, an unsatisfiable core is
obtained on the termination of a SAT oracle. For each soft clause in the core, its selector
is introduced and added to the clause. Then, the next call to a SAT oracle is invoked.
We obtain an MCS when a SAT oracle returns satisfiable. This approach enumerates
MCSes in increasing order of size. Norodytska et al. [16] proposed an efficient MCS
and an MUS enumerator based on core-guided MCS enumeration with several new
techniques.
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Finally, we refer to a quite different approach [3] to enhanceMCS enumeration. This
refines a SAT solver itself as suitable for an intensive assumption-based incremental
SAT solving task, such as computing MUSes. Our algorithm in Sect. 4 introduces as
many selectors as the number of soft clauses. A subset of these selectors is passed to
the SAT solver as an assumption. Thus, our algorithm will benefit from the refinement.
We used this refinement, which was introduced into a Glucose SAT solver [4] as an
incremental solving mode, in our experimental study (Sect. 5).

4 MCSes Enumeration

Algorithm 1. Enum-MCS (Enumerate All MCSes)
Input: Σ (← Σ1 ∪ Σ2) // Σ1: set of hard clauses, Σ2: set of soft clauses
Output: all MCSes of Σ
1: ΣS

2 ← {α ∨ ¬sα | α ∈ Σ2}; // with sα fresh variables
2: S ← {sα | α ∈ Σ2}; // set of selectors
3: A ← ∅; // set of selectors for MSS candidate
4: B ← ∅; // set of selectors for MCS candidate
5: while true do
6: (st, μ) ← SAT (Σ1 ∪ ΣS

2 , A); // SAT oracle
7: if st = TRUE then
8: A ← {s | μ(s) = 1, s ∈ S};
9: B ← {s | μ(s) = 0, s ∈ S};
10: Σ1 ← Σ1 ∪ (

∨
s∈B s); // blocking clauses

11: else if A = ∅ then
12: return
13: else
14: output({α | sα ∈ B}); // an MCS is found
15: A ← ∅;
16: end if
17: end while

Algorithm 1 outlines the algorithm to enumerate all MCSes. SAT (Σ1 ∪ ΣS
2 , A) is a

SAT oracle that determines the satisfiability of Σ1 ∪ ΣS
2 under assumption s = 1 for

all s ∈ A (line 6). When its result is satisfiable, we set st to TRUE and obtain an
assignment through μ. Otherwise, st is set to FALSE .

A and B in the algorithm are sets of selectors. We refer to the set of soft clauses that
correspond to A, i.e., {α | μ(sα) = 1} as AMSS , while that corresponding to B, i.e.,
{α | μ(sα) = 0} asBMCS .AMSS is a MSS candidate, andBMCS is a MCS candidate.
The algorithm explores an MCS with assignment μ as a starting point. It repeats lines 6
to 10 as long as SAT returnsTRUE .A gradually increases,AMSS approaches an MSS,
B gradually decreases, BMCS approaches an MCS. Note that A and B are partitions
of S. Each time one assignment is obtained, an additional clause is created (line 10). Its
role is to block a B′ larger than B from being obtained.
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If SAT returns FALSE and A 
= ∅, current B is minimal because no solution
smaller thanB. Thus, we conclude that correspondingBMCS is anMCS (line 14).A ←
∅ resets the MSS candidate and restarts the search (line 15). If SAT returns FALSE and
A = ∅, there are no more MCSes, and the algorithm terminates (lines 11, 12).

4.1 Substitute the Selector of a Unit Soft Clause with the Clause

We can substitute the selector of a unit soft clause with the clause itself [6]. This
decreases the number of selectors and may improve the efficiency. To achieve this, we
need to change the following two lines in Algorithm 1:

1: ΣS
2 ← {α ∨ ¬sα | α ∈ Σ2, |α| > 1}

∪ {α | α ∈ Σ2, |α| = 1};
2: S ← {sα | α ∈ Σ2, |α| > 1}

∪ {α | α ∈ Σ2, |α| = 1};

5 Experimental Study

We implemented our algorithm in C++ and used Glucose 3.0 [4], which is based on
Minisat [8], as a backend SAT solver. We selected 1090 benchmarks from a previous
work [10]; 493 are plain MaxSAT (MS) ones that only consist of soft clauses, and
the remaining 597 are Partial MaxSAT (PMS) ones that consist of both hard and soft
clauses.

As mentioned in Sect. 4, blocking clause B in Algorithm 1 gradually decreases
during the repetition of lines 6 to 10. This implies that the current blocking clause
always subsumes its previous (old) ones. We can ignore the subsumed clauses. In the
current implementation, the old blocking clause is removed from Σ1. Thus, only the
last blocking clause in the repetition (which corresponds to an MCS) remains in Σ1.

All experiments were conducted on Intel Xeon E3-1246v6 (3.70GH) with 32GB
memory on Linux Ubuntu. Time-outs were set to 1800 s for each algorithm run on
an instance; memory-outs were set to 8GB for each such run. These limitations are
identical as those in the previous work [10].

Table 1. Average numbers of variables and clauses

# Variables # Clauses

Hard Soft (Unit)

MS 156,844 0 496,827 (3,030)

PMS 16,032 100,134 10,759 (10,758)

Table 1 shows the average numbers of variables and clauses of the MS and PMS
instances. The numbers in parentheses are the average numbers of the unit soft clauses.
Almost all of the soft clauses of the instances in PMS are units.
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Table 2. Total numbers of MCSes enumerated, SAT oracles, and their ratio

LBX-Cache Enum-ELS-RMR-Cache Proposed algorithm

B B+Inc US US+Inc

MS 198,228 349,156 59,711 85,297 60,173 80,735

88,156 401,598 568,399 865,993 567,967 818,751

(0.44) (1.15) (9.52) (10.15) (9.44) (10.14)

PMS 375,480 494,309 295,870 280,603 637,801 627,593

1,234,544 1,023,506 1,187,627 935,170 1,536,802 1,507,640

(3.29) (2.07) (4.01) (3.33) (2.41) (2.40)

top: #MCSes enumerated (×103), middle: #SAT oracles (×103), bottom: middle/top

We compared our proposed algorithm with two state-of-the-art MCS enumerators,
LBX-Cache2. [18] and Enum-ELS-RMR-Cache3 [10]. Table 2 shows the total num-
bers of enumerated MCSes and called SAT oracles, and their ratio in parentheses. The
ratio represents the average number of SAT oracles that are required to extract oneMCS.
We ran four versions of the proposed algorithm. The B version is a straight implemen-
tation of Algorithm 1, and the US version uses the unit clauses themselves as substi-
tutes for their selector. +Inc indicates that the incremental solving mode of Glucose is
turned on and enhances the performance of the SAT oracles that are invoked with many
selectors as assumptions.

As shown in Table 2, the number of MCSes increased from 295,870 thousand to
637,801 thousand for the PMS instances by the US version. Recall that almost all the
soft clauses in PMS are units. The US version does affect such an instance without really
affecting the MS instances where almost none of the soft clauses are units. +Inc shows
a good effect on the MS instances for which many selectors are introduced. The number
of MCSes increased from 59,711 thousand to 85,297 thousand for the B version. As a
result, the performance of the B+Inc version is the best for MS, and the US version is
the best for PMS among the four versions.

We compared the number of MCSes enumerated by the proposed algorithm with
those by LBX-Cache and Enum-ELS-RMR-Cache. The number by the B+Inc ver-
sion is half of that by LBX-Cache and a quarter of that by Enum-ELS-RMR-Cache
for MS, and by the US version the amounts are 1.7 and 1.3 times as many as those
by LBX-Cache and Enum-ELS-RMR-Cache for PMS. Thus, the US version out-
performs these state-of-the-art MCS enumerators for PMS, although all four versions
are inferior to them for MS. This inferiority was caused by the number of SAT ora-
cles required to extract one MCS. LBX-Cache and Enum-ELS-RMR-Cache needed
only 0.44 and 1.15 oracles for the MS instances, but the four versions needed about
10 oracles on average. If the number of SAT oracles is reduced to the same as that of
the US version for PMS, the performance of the proposed algorithm can be improved

2 It is available from https://www.cs.helsinki.fi/group/coreo/lbx-cache/.
3 It is available from http://www.cril.fr/enumcs/. We also obtained the 1090 benchmarks from
the same site.

https://www.cs.helsinki.fi/group/coreo/lbx-cache/
http://www.cril.fr/enumcs/
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and be compatible with these two enumerators. Note that since the proposed algorithm
needs at least two SAT oracles to extract one MCS, ratios 2.41 and 2.40 in Table 2 seem
relatively good.

Table 3. Numbers of instances completed and stopped by memory-out

LBX- Enum-ELS- Proposed algorithm

Cache RMR-Cache B B+Inc US US+Inc

MS 45 52 57 58 56 58

94 93 2 16 2 13

PMS 188 191 182 186 193 193

0 72 0 19 22 28
top: #completed, bottom: #memory-out

Table 3 shows the number of instances for which enumeration was completed and
those that stopped due to memory limitations. Obviously, our proposed algorithm is
superior to Enum-ELS-RMR-Cache in terms of memory efficiency. 93 and 72 runs
of Enum-ELS-RMR-Cache were stopped for the MS and PMS instances. At most 16
and 28 runs of the four versions were stopped for them. LBX-Cache consumes more
memory for MS and less for PMS than the others. Its memory consumption may heav-
ily depend on the number of soft clauses in the benchmark instance since the average
number of soft clauses in MS is about 46 times greater than that in PMS.

Based on the comparison between B and B+Inc or US and US+Inc, +Inc con-
sumes more memory because the SAT solver with +Inc retains longer learned clauses
than without +Inc.

Figures 1, 2, and 3 show the corresponding log scale scatter plots4. Point (a, b)
corresponds to an instance for which one on the horizontal axis enumerated a MCSes
and another on the vertical axis enumerated b MCSes. In all the plots, the more points
below the x = y line, the better the one on the horizontal axis performed compared
to one on the vertical axis. The left subfigures show the MS results and the right ones
show the PMS results.

Figure 1 compares the proposed algorithm and LBX-Cache. The number of points
below the x = y line exceeds that above the line for both MS and PMS. This implies
that the proposed algorithm is superior to LBX-Cache in view of the number of
instances the enumerate more MCSes. This superiority does not conflict with the results
in Table 2 where the total numbers of the enumerated MCSes are evaluated. There
are not a few instances of MS for which LBX-Cache enumerates more than 106

MCSes, while the proposed algorithm does so for fewer than 106. These instances
increase the total number of enumerated MCSes. Figure 2 compares the proposed algo-
rithm and Enum-ELS-RMR-Cache. Our proposed algorithm is superior for PMS;

4 We replaced 0 with 0.5 during the plotting because the logarithm is defined only for positive
numbers. Thus, point (0.5, 0.5) represents an instance for which both methods failed to find
an MCS.
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Fig. 1. Proposed algorithm vs. LBX-Cache

Fig. 2. Proposed algorithm vs. Enum-ELS-RMR-Cache

Fig. 3. Enum-ELS-RMR-Cache vs. LBX-Cache
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Enum-ELS-RMR-Cache is superior for MS. Figure 3 compares LBX-Cache and
Enum-ELS-RMR-Cache. Enum-ELS-RMR-Cache is superior to LBX-Cache for
almost all instances in MS and PMS.

6 Conclusion

MCS enumeration is a central task in the analysis of over-constrained systems with
various real-world applications. We proposed a simple yet efficient algorithm that enu-
merates all MCSes with a SAT oracle. Our algorithm does not use any technique to
reduce the number of calls to the SAT oracle. Nevertheless, our experimental results
show that its implementation is more efficient than both Enum-ELS-RMR-Cache
and LBX-Cache, which are state-of-the-art MCS enumerators, for solving PMS
instances. They employ several such techniques. Another advantage is that there are
more instances for which all MCSes have been enumerated for both MS and PMS. This
produces a benefit to listing all the MUSes that can be computed from all the MCSes
using a hitting set duality between the MCSes and the MUSes.

The number of SAT oracles required to extract one MCS for the MS instances of the
proposed algorithm is 8 to 20 times as large as that of Enum-ELS-RMR-Cache and
LBX-Cache. Since this situation causes the inferiority of the proposed algorithm for
the MS instances, we will modify our algorithm’s method in the near future to decrease
the numbers of SAT oracles that are required to extract one MCS.

Acknowledgments. This work was supported by JSPS KAKENHI Grant Numbers JP17K00307
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Abstract. Alpha-N - A self-powered, wheel-driven Automated Delivery Robot
(ADR) is presented in this paper. The ADR is capable of navigating autonomously
by detecting and avoiding objects or obstacles in its path. It uses a vector map of
the path and calculates the shortest path byGrid Count Method (GCM) of Dijk-
stra’s Algorithm. Landmark determination with Radio Frequency Identification
(RFID) tags are placed in the path for identification and verification of source
and destination, and also for the re-calibration of the current position. On the
other hand, an Object Detection Module (ODM) is built by Faster R-CNN with
VGGNet-16 architecture for supporting path planning by detecting and recogniz-
ing obstacles. ThePath Planning System (PPS) is combinedwith the output of the
GCM, the RFID Reading System (RRS) and also by the binary results of ODM.
This PPS requires a minimum speed of 200 RPM and 75 s duration for the robot
to successfully relocate its position by reading an RFID tag. In the result analysis
phase, the ODM exhibits an accuracy of 83.75%, RRS shows 92.3% accuracy
and the PPS maintains an accuracy of 85.3%. Stacking all these 3 modules, the
ADR is built, tested and validated which shows significant improvement in terms
of performance and usability comparing with other service robots.

Keywords: Mobile robot · Obstacle avoiding system · RFID · Automated
Delivery Robot · Dijkstra’s Algorithm · Grid Count Method · Faster R-CNN ·
VGGNet-16

1 Introduction

Over the past few years, there has been an increasing number of robotic researches in
Bangladesh. Especially a number of studies are conducted for Service Robots, Military
Robots and also for the Rescue Robots. But it is rare to see robots in Bangladesh that
are autonomous and capable of making complex decisions. An autonomous intelligent
robot that can go from one place to another within a constructed map while avoiding
an obstacle, is quite formidable to build. It comes with many challenges for solving this
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complex research topic. Moreover, the potential use of this kind of robot is in the food or
parcel delivery systems which can be introduced in many rides sharing companies like
Pathao Foods, Uber Eats, Food Panda in Bangladesh and also in developing countries
[1]. Considering this huge opportunity and vacancy, this proposed ADR is studied.

This research particularly aims in the interaction between autonomous navigations
using object detection. In such a problematic scenario, the robot has to detect and rec-
ognize objects as well as estimate their position by avoiding them. Although Object
Detection and Recognizing are largely used in recent studies, most of them typically
assume that the object is either already segmented from the background or that it occu-
pies a large portion of the image. In ADR, to locate an object in any environment is
very important because neither of the above predictions is correct since the distance
to the object and also its size in the image can vary significantly. Therefore, the robot
has to detect objects while moving with various frame rates and with the same trained
object with different angles and sizes. This paper especially denotes to this problem and
methods.

To module this complication, the proposed methodology uses Faster R-CNN having
VGGNet-16 architecture for object detection that is especially suitable for detecting
objects in a natural environment with complex systems [2], as it is able to cope with
problems such as complex model, varying pixels and object perceptions. The construc-
tion of this type of system hasn’t studied yet. Faster R-CNN uses selective search to
find out the region proposals within an object. So, Faster R-CNN is much faster than its
predecessors [2]. On the other hand, VGGNet-16 is a 16-layer model which shows the
classification/localization accuracy within very little complex modeling. Therefore, it
can be improved by increasing the depth of CNN in spite of using small receptive fields
in the layers. For Alpha-N, a combination of both early learners and lower complexity
with High Frame per Seconds (FPS) is considered for choosing the architecture. Faster
R-CNN and VGG Net with 16 layers provide good results for this purpose which is
illustrated in Sect. 5.

Due to the complex setup of the outdoor or even in the indoor environment, the path
planning needs to recalibrate once every one cycle of planning is successfully completed.
A possible solution for this recirculation is proposed where modeling approaches have
been using as a cognitivemap.Also, simultaneous localization andmapping (SLAM) and
host localizations are proposed in existing studies [3, 4]. But semantic and geometrical
aspects are important for PPS with influential output from ODM. The ADR uses the
vector map of the path between source and destination and calculates the shortest path
using Dijkstra’s Shortest Path Algorithm (GCM).

RFID Reader/Writer RC522 SPI S50 is considered for the operation of RRS. The
output of the ODM and ODM controls the speed of the motor to scan and read the
RFID tag. So, altogether Alpha-N combines the idea of an ADR having different object
detection, avoiding, pathfinding algorithms to provide a solid fundamental improvement
in the field of Industrial Robotics for Bangladesh.

2 Related Work

This paper extending the Previous work done by Neloy et al. [5]. Previous work illus-
trates an Automated delivery robot made with RFID Scanner and Ultrasonic Sensor
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that can find its path from one point to another while avoiding obstacles, without any
lines to follow. Although there exists a large number of works related to mobile robots
with an object detection system or autonomous movement [6, 7]. But there are still no
fully operational systems that can operate robustly and long-term in indoor and outdoor
environments combining obstacles detection and avoiding system. The current trend in
the development of robots is divided onto single parts where a particular problem is
studying. But the approach presented in this paper occupies both object detection along
with autonomous navigation hand to hand.

There are some examples of such systems [8, 9] where the robot is able to acquire and
facilitate autonomous movement. Different to our methods, the works presented here
[10], is a method of simultaneous localization and mapping (SLAM) to integrate both
object detection and autonomous floor mapping. Along with SLAM, a Panoramic scan
that automatically searches and generates the most precise and fast route which enables
the robot to realize autonomous path planning path and so reaches the destination with
the shortest route around obstacles [11]. A navigation system without a Grid map is
also studied by [12]. These Autonomous robots are capable of move freely in a given
circumstance, but most of them are not integrated with the idea of locating the distance
between source and destination [13]. Also, previous work proposed by Mac et al. [14]
isn’t capable of adopting the idea of autonomous navigation by detecting obstacles from
streaming or live video.

Most of theworkonDijkstra’s algorithm resolves the pathfinding in a contained track.
Also, the pathfinding problem exists in an environment where obstacles and constraints
are situated statically. Kümmerle et al. presented a navigation system for mobile robots
that are designed to operate in crowded city environments and pedestrian zones [3].
They generated the local occupancy map by applying Dijkstra’s algorithm to compute
the distance to the nodes of the SLAM graph. A novel hierarchical global path planning
approach for mobile robots in a cluttered environment is proposed by Morales et al. [4].
The authors’ proposed Dijkstra’s algorithm to find a collision-free path used as input
reference for the next level. This study is very similar to ours but no module is offered to
verify object location. Another study byNazarahari et al. proposed a hybrid approach for
path planning of multiple mobile robots in continuous environments [15]. The proposed
path length, smoothness, and safety are combined to form amulti-objective path planning
problem. This study is also incomputable with autonomous movement in large complex
systems.

The ADR we are presenting in this work needs to rank or navigate on the path based
on the robust outliers of object recognition and avoid dynamic objects. No study is
conducted where the robot both uses path planning consists of the shortest pathfinding
and detecting, avoiding objects in that particular path. This paper bridges the gap between
autonomous navigation accessing the shortest path passively observing the obstacles,
viewing conditions and verifying by RFID tags in any dynamic environments.

Object recognition and detection have been extensively improved over a few years.
Most of the approach is taken in deep learning techniques, among them, Faster R-CNN,
Faster R-CNN, VGG Net are mostly studied which are region proposal based popu-
lar methods [2, 16]. An object detection algorithm based on its color for the control
of a mobile robotic platform with Android in a mobile robot is already studied by
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Gonzalez et al. [17]. Vision techniques are introduced to produce this work. Holz et al.
propose a system for depalletizing and a complete pipeline for detecting and localizing
objects as well as verifying that the acquired object does not deviate from the known
object model [18]. They demonstrated the depalletizing of automotive and other pre-
fabricated parts with both high reliability and efficiency. All of the states of art models
symbolize the local method of object detection and recognizing. To do so, the object
must appear large enough in the camera image or local features cannot be extracted from
it. So, these models aren’t capable to work on moving robots or may work with very
little efficiency and accuracy. Moreover, the existing detector frameworks aren’t built to
generate any feedback to support path planning or localization. One of the contributions
in this paper is the dynamic system that makes uses both approaches in a combined
framework of path planning and detecting objects that let the methods complement each
other.

The general idea of the overall systemproposed in this paper is to learn action policies
for the robot to locate a user-specified target destination from an initial point and reach
the destination while avoiding obstacles by following an adequate algorithm. Also, it
can identify the source and destination by RFID scanning. After delivering the items,
the robot will backtrack its path to return on its source. Also, this extending study is
improving both navigation, path analysis and can add a major contribution in both the
hybrid navigation system constructed by Dijkstra’s algorithm and avoiding obstacles
by detecting objects. The outcome from both object detection and navigation provides
precise performance for both indoor and outdoor environments.

3 Shortest Path Calculation by Vector Mapping and Dijkstra’s
Algorithm

The floor on which the Alpha-N will work on is first modeled into a graph. Each room
is a node. Dijkstra’s shortest path algorithm is modified to find the shortest distance
between two nodes. First, Alpha-N needs a distance between source and destination.
Suppose the Source is and the destination is . The Alpha-N will calculate the shortest
distance by Vector Mapping using the following algorithm [19]-

Step 1. The pathfinder introduces an Auxiliary Vector D, each of the component
D[i], the shortest path is discovered in the current starting pointU, to each end Vi , then
the D[i] is the weight of the arc, otherwise D[i] → ∞ and the length is:

D[i] = Min
i {D[i]|Ui ∈ V } (1)

This is the shortest path from U to V and stats as - P(Ui , V ).
Step 2. If the adjacency matrix arc with weights represent the directed graph and arc

of the graph doesn’t exist, then the arc [i]
[
j
]
will be ∞. The initial value from map U to

map V remains as Vi and possible shortest path:

D[i] = arcs[Locate V ex(G, v)[i]]vi ∈ V (2)

Step 3. If the shortest path changes from the current Vi to VK , then the path will be
updated as:

D[ j] + arcs[ j][k] < D[k] (3)
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Repeat until it reaches the initial state and updates the equation as:

D[k] = D[ j] + arcs[ j][k] (4)

Using this updated D[k] value, Dijkstra’s Algorithm gets the weighted value of each
node from source to destination. So, the value is denoting path cost for each decision.
Shortest Path Grid Movement through Vector Map (Source to Destination and Destina-
tion to Source) is based on the 2-D grip. It defines the row and column between source
and distance. So, this method calculates row to row and column to column distance to
measure the actual path (Fig. 1).

Fig. 1. A sample path following implementation using vector mapping and Grid Count from
Eqs. 1 to 4.

4 Principles of the RFID Reading System (RRS)

The RFID tags can store information which supplies to any reader that is within a
proximity range which can be up to approximately 15 m. A special type of RFID Tag is
used in this research which contains 6-digit. Based on the pattern of the Digit, the robot
can make decisions. A brief classification of the tag digits is discussed in Table 1.

Table 1. RFID Tag values

Position (xx − yy − zz) Values Decision

xx xx values always 00 Initial or source node

yy 00 01 The current node is situated just after the
source node,

01 10 Middle node

10 11 The destination node is after this current
node

zz zz values always 11 Destination node
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Based on the values, if the tag value is 00-01-11, Alpha-N is in the source node, if
00-10-11 then Alpha-N is reached the destination and if 01-10-11 Alpha-N is in the path
from source to destination.

5 Construction of ODM

The standard process of object detection and recognition for this research is consist of
three steps:

• Detect the candidate regions of the object from the live streaming.
• Predict the class label of each region using bounding box regression and provide the
final output.

• Denote each RPI to the next output for the path planning system.

However, there is two problem statement required for this task. The active perceiver
setting for the models needs to detect specific objects for avoiding them. Following this
observation, the authors adopt a deep neural network with leaser latency that simply
takes account of the problem statements [20].

Convolutional Networks and Region Proposal Network (RPN). Based on the
CAFFE framework [21], the output size of each convolutional and pooling layer can
be calculated precisely by the following Eqs. 5 and 6

outputsi ze =
⌊
inputsi ze + 2 × pad − [

dilation × (
kernel(k)si ze − 1

) + 1
]

stride

⌋

+ 1

(5)

outputpool =
⌈
inputsi ze + 2 × pad − kernel(k)si ze

stride

⌉
+ 1 (6)

where � � and � � are denoted as the floor and ceil function, respectively. For generating
region proposals, each kernel location, k = 9, anchor boxes are used with 3 scales of
128, 256 and 512 values having 3 aspect ratios of 1 : 1, 1 : 2, 2 : 1. Also, the area for
each pooling area (middle) = h

H × w
W is obtained from the proposal [2]. Equation 5

and 6) provide the output area for each pooling 2 × 3 or 3 × 3 after rounding from the
input Region of interest pooling (ROI) of 8 × 8. So, the output area for each pooling is
3 × 3 from the model.

Classes and Bounding Boxes Prediction. The final network predicts object class
(classification) and Bounding boxes (Regression) from the model. This final output is
also optimized by Stochastic Gradient Descent (SGD) which minimizes the convolution
layers, RPN weights, and fully connected NN weights [2]. The depth of the feature map
is 32 (9 anchors × 4 positions). Smooth-L1 loss function on the position (x, y) having
top − le f t of the box (Eqs. 7 and 8) is proposed in this paper based on Eqs. 5 and 6)
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Lloc
(
tu, v

) =
∑

i∈{x,y,w,h} smoothL1

(
tui − vi

)
(7)

inwhich, smoothL1(x) =
{

0.5x2, i f |x | < 1
|x | − 0.5 otherwise,

(8)

The Classification and regression loss is the combination of the overall loss of RPN. The
relation between this loss function and model accuracy is showed in Fig. 3.

5.1 Sample Dataset and Basic Setup

This paper uses the dataset of NYU V2 [22] for training and SUN RGB-D [23] for
testing the model. The datasets are collected using an RGB-D camera in several indoor
environments. A basic preprocessing and sample experimental setup are followed by
previous work of van Beers et al. [24]. A total number of 1400 of unique examples with
85 Classes are trained for the model. Figure 2 shows sample outputs from the model
after the training phase. The output is primarily displayed or tested trough Pi camera.

Fig. 2. Sample output of the model.

5.2 Training Parameter Setting and Accuracy

The pre-trainedVGG16model on ImageNet andCaffe Framework are applied during the
training phase to initialize the parameters which are the forward channel of the network.
The coefficient of the smoothL1 the loss function is set to 1, the learning ratio is set
to 0.0075 after several experiments. Figure 3 shows the accuracy observation through
training and testing curve. Overall accuracy is compared with two closely related papers.
This score is recorded after test samples are fed to the model and the number of mistakes
(zero-one loss) the model makes is accuracy. The problem of overfitting is minimized
for this model by finding the optimum iterations with maximum accuracy and stops the
epoch where when the accuracy is not improving, given a threshold. Previous work from
Cho et al. [25] started this whole process.
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Fig. 3. Model accuracy [left] and model loss [right].

Figure 3 exhibits early learner trends in the accuracy curve. The model could be
trained more as the trend for accuracy on both curves is still rising for the last few
epochs. Also, the model has not yet over-learned the training examples of boxplot,
showing comparable skill on curve rising. Moreover, from the loss function graph, a
relatively good comparable performance can be seen. the trainingmight stop according to
smoothL1 if it finds an overfitting score. Finally, the validation of the model is inspected
by Precision and Recall Curve with metric proposed by Rezatofighi et al. [26]. Table 2
and Fig. 4. show all the results derived from the validation process.

Summary Statistics

Number of Cases 88
Number Correct 67
Accuracy 83.75
Sensitivity 87%
Specificity 82%
Pos Cases Missed 5
Neg Cases Missed 8
Fitted ROC Area 0.814
Empiric ROC Area 0.865

Fig. 4. ROC curve observation with statistics.

Table 2. 2-Fold cross-validation results of Faster R-CNN

n-Fold Recall Precision Avg recall Avg
precision

FP FN

1st fold 83.96 83.96 83.94 83.95 2110.2 2111.5

2nd fold 83.92 83.93
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The cross-validation result strongly connects the accuracy measurement from Fig. 3
Avg Accuracy obtained from the proposed model is 83.75%. The overall result from the
model is satisfactory compared to other works [2, 20, 26].

6 Testing the PPS

The shortest path algorithm implementation using Eqs. 1, 2, 3, 4 and testing the results
in an indoor environment with sample-path and obstacles are presented in Fig. 5 [left].
From the testing, the path localization result is presented in Fig. 5 [right]. After reaching
the destination it waits for 120 s and backtracks to the origin or source. This path-
following test has experimented with 500 trails. These experiments include angle and
distance error in terms of relative path and tag number (Fig. 6) with a different number
of grids (Fig. 7). The results exhibit the overall accuracy and performance of the PPS.

Fig. 5. The shortest path following by computing obstacle avoiding algorithm [right] is simulated
in an indoor environment [left] with path and objects.

Fig. 6. 3 experiments constructed with 500 trials having a different number of RFID Tag numbers
(5–50). Success rate demonstrates in terms of angle [left] and path distance [right]. The figure
shows the best performance (92.3%) with a 20–30 tag number and a relative path distance of 60 m.
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Fig. 7. 3 experiments constructed with 500 trials by varying the grid number (4–12). Success rate
demon-states in terms of traveled Distance. The figure shows the best performance (85.3%) with
4–3 grids and a relative distance of 40 m.

7 Conclusion and Future Work

This paper presents Alpha-N, an ADR with Shortest path Finder using Grid Count
Algorithm, object or obstacle detecting module using Faster R-CNN with VGGNet-16,
obstacle avoiding algorithm build with Improved Dynamic Window Approach (IDWA)
and anArtificial Potential Field (APF) alongwith object detection. The primary objective
of this research is to present a robot, which contributes to the research and industrial
aspects of the robotics domain in Bangladesh and also in developing countries. It is
shown that the overall experimental results of the system show satisfactory results and
outcomes. Also, the results and working principle can be improved by examining the
different environments and deploy on a large scale of entities.

In the future, all the frameworks will be tested in a hazardous environment with
different scenarios to improve the sustainability of the system. More improvement of
the design, framework, and modules will be studied as well.
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Abstract. Cognitive Vision Systems have gained significant interest from
academia and industry during the past few decade, and one of the main reasons
behind this is the potential of such technologies to revolutionize human life as
they intend to work under complex visual scenes, adapting to a comprehensive
range of unforeseen changes, and exhibiting prospective behavior. The combina-
tion of these properties aims to mimic the human capabilities and create more
intelligent and efficient environments. Nevertheless, preserving the environment
such as humans do still remains a challenge in cognitive systems applications
due to the complexity of such process. Experts believe the starting point towards
real cognitive vision systems is to establish a representation which could integrate
image/video modularization and virtualization, together with information from
other sources (wearable sensors, machine signals, context, etc.) and capture its
knowledge. In this paper we show through a case study how Decisional DNA
(DDNA), a multi-domain knowledge structure that has the Set of Experience
Knowledge Structure (SOEKS) as its basis can be utilized as a comprehensive
embedded knowledge representation in a Cognitive Vision System for Hazard
Control (CVP-HC). The proposed application aims to ensure that workers remain
safe and compliant with Health and Safety policy for use of Personal Protective
Equipment (PPE) and serves as a showcase to demonstrate the representation of
visual and non-visual content together as an experiential knowledge in one single
structure.

Keywords: Cognitive vision systems · Knowledge representation · SOEKS ·
DDNA · PPE compliance · Hazard control

1 Introduction

Cognitive Vision Systems have gained considerable interest from academia and industry
during the past few decade, and one of the main reasons behind this is the potential of
such technologies to revolutionize human life as they intend to work under complex
visual scenes, adapting to a comprehensive range of unforeseen changes, and exhibiting
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prospective behavior [1]. The combination of these properties aims to mimic the human
capabilities and create more intelligent and efficient environments [2].

Nonetheless, preserving the environment such as humans do still remains a challenge
in cognitive systems applications due to the complexity of such process. It involves
understanding the context and gathering visual and other sensorial information available
and translating it into knowledge to be useful. Moreover, past experiences also plays
an important role when it comes to perception [3] and must also be considered as an
important element in this process. Smart cognitive systems that have been proposed
so far oversight the potential of using these experiences to enrich the application with
smartness while, at the same time, creating decisional fingerprints. This would allow
the system knowledge growth through daily operation autonomously, just like human
experience do in real life [4].

Experts believe the starting point towards real cognitive vision systems is to estab-
lish a representation which could integrate image/video modularization and virtualiza-
tion, together with information from other sources (wearable sensors, machine signals,
context, etc.) and capture its knowledge. In this context, Decisional DNA (DDNA), a
multi-domain knowledge structure based on experience, has been extended to the visual
domain to be used as a comprehensive embedded knowledge representation for Cogni-
tive Systems [5]. DDNA has the Set of Experience Knowledge Structure (SOEKS) [6]
as its basis and allow the creation of a multi-modal space composed of information from
different sources, such as contextual, visual, auditory etc., in a form of a structure and
explicit experiential knowledge [7].

The applicability of such representation have been tested over a Cognitive Vision
Platform for Hazard Control (CVP-HC). The CVP-HC is scalable yet adaptable platform
capable of working in a variety of video analysis scenarios whilst meeting specific
safety requirements of industries [8]. This platform aims to assist the safety management
process in industrial environments, and the special case of PPE compliance is presented
in this paper.

This paper is organized as follow: In Sect. 2, some fundamental concepts are pre-
sented, including the evolution of systems towards augmented cognitive technologies
and the challenge of representation andmanagement of knowledge in these systems. The
proposed representation based on SOEKS and DDNA is also explained. In Sect. 3 a case
study for the case of PPE compliance is presented, including its applicability, design and
experimental results achieved so far. Finally, in Sect. 5 conclusions and future work is
presented.

2 Fundamental Concepts

In order to offer a more complete view, we briefly introduce concepts that have driven
the proposed research as well as the technologies involved.

2.1 From Computer Vision to Cognitive Vision Systems

The use of computer vision techniques can support automatic detection and tracking of
objects and people with reasonable accuracy [9–13]. Visual sensing facilities, such as
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video cameras can gather a large amount of data, such as video sequences or digitized
visual information that, with support of machine learning technologies and powerful
machines, can operate in real time [14]. For those reasons, computer vision systems
have been a research focus for a long time in surveillance systems, human detection, and
tracking.

However, computer vision systems have their own inherent limits, especially those
whose task is to work in unidentified environments and deal with unknown scenar-
ios and specifications. Besides the significant improvements in computer vision tech-
nologies, they are still challenged by issues such as occlusion or position accuracy;
and background changes result in the necessity of adapting the algorithms for differ-
ent conditions, clients and situations. To date, the creation of a general-purpose vision
system with the robustness and resilience comparable to human vision still remains
a challenge [13].

In this context, methods incorporating prior knowledge and context information have
gained interest. The understanding about scene composition in an image (which set of
objects are present) can improve recognition performance about the scene where they
are inserted [15]. For instance, the presence of multiple cutlery items in an image can
aid the recognition of a kitchen image. This relationship is held both ways, as contextual
knowledge can also offer insights about the function of an object in a scene, reducing the
impacts of sensor noise or occlusions [16]. These technologies are known as knowledge-
based systems. For instance, an automatic semantic and flexible annotation service able
to work in a variety of video analysis with little modification to the code using Set of
Experience Knowledge Structure (SOEKS) was proposed in work by Zambrano et al.
[17]. This system is a pathway towards cognitive vision and it is composed, basically,
by the combinations of detection algorithms and an experience based approximation.

The design of a general-purpose vision system with the robustness and resilience of
the human vision is still a challenge. One of the latest trends in computer vision re-search
to mimic the human-like capabilities is the joining of cognition and computer vision into
cognitive computer vision. Cognitive Systems have been defined as “a system that can
modify its behavior on the basis of experience” [18]. Although, most experts tend to
agree that such systems only exists in theory, that is, systems that can independently
process, reason and create in the same capacity as the human brain has not yet been
implemented successfully [19].

In this scenario, the concept of Augmented Intelligence, also known as Cognitive
Augmentation or Intelligence Amplification (IA) comes into play [20]. For any specific
application humans being and machines have both their own strengths and weaknesses.
Machines are very efficient in numerical computation, information retrieval, statisti-
cal reasoning, with almost unlimited storage. Machines can capture many categories
of information from the environment through various sensors, such as range sensors,
visual sensors, vibration sensors, acoustic sensors, and location sensors [21]. On the
other hand, humans have their own cognitive capabilities which includes conscious-
ness, problem-solving, learning, planning, reasoning, creativity, and perception. These
cognitive functions allows humans to learn from last experiences and use this experien-
tial knowledge to adapt to new situations and to handle abstract ideas to change their
environment. Therefore, the combination of both human experiential knowledge and
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information collected by a system can be used to enhance smartness of systems and for
improved decision making [22]. Figure 1 shows the steps towards Augmented Cognitive
Vision and a synthesis of components involved in each stage.

Fig. 1. Steps towards Augmented Cognitive Vision.

2.2 Knowledge Representation for Cognitive Systems

The implementation of cognitive vision systems require the design of functionalities
for knowledge engineering (acquisition and formalism), recognition and categorization,
reasoning about events for decision making, and goal specification, all of which are con-
cerned with the semantics of the relationship between the visual agents and their envi-
ronments i.e. context [2]. These functionalities direct cognitive vision systems towards
purposeful behavior, adaptability, anticipation, such as human beings.

In this context, knowledge and leaning are central to cognitive vision. To be readily
articulated, codified, accessed and shared, knowledge must be represented in an explicit
and structured way [23]. In addition, the choice of a suitable representation greatly
facilitates obtaining methods that efficiently learn the relevant information available.
Therefore, an appropriate knowledge representation is crucial for the success in designing
of cognitive systems.

Nevertheless, most approaches that have been proposed on past years, even though
they present some principles for intelligent cognitive vision, they fail in providing
a unique standard that could integrate image/video modularization, its virtualization,
and capture its knowledge [6]. To address these issues an experience-based technol-
ogy that allows a standardization of image/video and the entities within together with
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any other information as a multi-source knowledge representation (required for the fur-
ther development of cognitive vision) without limiting their operations to a specific
domain and/or following a vendor’s specification has been proposed [24]. This repre-
sentation supports mechanisms for storing and reusing experience gained during cogni-
tive vision decision-making processes through a unique, dynamic, and single structure
called Decisional DNA (DDNA) [5]. DDNAmakes use of Set of Experience (SOE) in an
extended version for the use of storing formal decision events related to image and video.
DDNA and SOE provide a knowledge structure that has been proven to be multi-domain
independent [7].

Set of Experience Knowledge Structure (SOEKS) and Decisional DNA (DDNA).
The Set of Experience Knowledge Structure (SOEKS) is a knowledge representation
structure created to acquire and store formal decision events in a structured and explicit
way. It is composed by four key elements: variables, functions, constraints, and rules.
Variables are commonly used to represent knowledge in an attribute-value form, follow-
ing the traditional approach for knowledge representation. Functions, Constraints, and
Rules of SOEKS are ways of relating variables. Functions define relationships between
a set of input variables and a dependent variable; thus, SOEKS uses functions as a
way to create links among variables and to build multi-objective goals. Constraints are
functions that act as a way to limit possibilities, limit the set of possible solutions and
control the performance of the system in relation to its goals. Lastly, rules are relation-
ships that operate in the universe of variables and express the condition-consequence
connection as “if-then-else” and are used to represent inferences and associate actions
with the conditions under which they should be implemented [6]. Rules are also ways of
inputting expert knowledge into the system. The Decisional DNA consists is a structure
capable of capturing decisional fingerprints of an individual or organization and has the
SOEKS as its basis. Multiple Sets of Experience can be collected, classified, organized
and then grouped into decisional chromosomes, which accumulate decisional strategies
for a specific area of an organization. The set of chromosomes comprise, finally, what
is called the Decisional DNA (DDNA) of the organization [5].

3 Case Study: PPE Safety Compliance

Hazards are present in all workplaces and can result in serious injuries, short and long-
term illnesses, or death [25]. Reports HSE UK report has shown that over 80% of
reported workplace injuries are sustained due to a person not wearing correct protective
clothing [26]. In this context, the verification of PPE compliance becomes essential in
the management of safety to ensure the occupational health of workers. Technologies
to support its practical and automated implementation have emerged as a need, but the
current technologies available still face considerable limitations [9, 13, 15, 27].

The combination of vision and sensor data together with the resulting necessity for
explicit and formal representations builds a central element of an autonomous system for
detection and tracking of laborers in workplaces environments. To be able to perform in
a variety of plants and scenes, making sure employees remain safe and compliant with
Health&Safety policywithout the necessity of recoding the application for each specific
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case scenario, the system must be adaptable and perceive the environment as automati-
cally as possible and change its behavior accordingly. However, computer vision systems
have their own inherent limits, especially those whose task is to work in unidentified
environments and deal with unknown scenarios and specifications [28].

The gaps of current systems may be filled by connecting the probabilistic area of
detection of events with the logical area of formal reasoning in a Cognitive Vision
Platform for Hazard Control (CVP-HC) [28]. This platform verifies the PPE compliance
in variety of video analysis scenarios whilst meeting specific safety requirements of
industries [24]. The proposed system is based on the Set of Experience Knowledge
Structure (SOEKS or SOE in short) and Decisional DNA (DDNA).

3.1 Applications

Automated verification of PPE compliance can be useful in a variety of industries (e.g.
Oil & Gas, Manufacturing & Production, Construction, Engineering, Pharmaceuticals,
etc.) and applied in a range use case scenarios to ensure employees remain safe [29].
Below we exemplify two main applications that the proposed solution can address.

Access Control. With cameras positioned above an entrance/exit of a site or facility,
the system is able to visually verify that laborers are wearing the protective equipment
according to the safety requirements of that industry/area before allowing entry. In case
of any equipment being missed at the point of entry, then the system will not permit a
gate to open and will advise which items must be worn in order to enable access. Once
all the mandatory equipment are detected the access is granted. The visual information
from the cameras can be combined with other sensor data to give extra information about
crucial required equipment (e.g. oxygen mask when oxygen level is critically low).

Continuous Monitoring. Another solution can address the continuous monitoring of
works by the use of cameras and other sensor data covering the site or facility to ensure
that employees remain wearing the required PPE in a given context. If laborers remove
a required equipment then the system will recognize this in real-time and carry out an
action based on a set of given preferences or recommendations. For instance, an alert
can be sent directly to the employee or manager for correction on site; the event can
be logged for future reports and analysis, etc. If sensors detect any abnormality, which
changes the status of the required equipment, workers can also be advised of that for a
quick action.

3.2 Representation of Variables, Constrains, Functions and Rules

For the case study in analysis, a set of variables, functions, constrains and rules are
represented as a Set of Experience Knowledge Structure (SOEKS). SOEKS allows the
representation, use, storing and retrieval of visual and non-visual knowledge content
together in one single standardized structure [24].

Variables. The variables in our system are composed by each image/frame being ana-
lyzed, body parts of workers, and annotations of each Personal Protective Equipment
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(PPE). In addition, we include, as part of the set of variables, the calculation of area of
intercept AI between the bounding boxes containing a body part and a corresponding
PPE, as well as the area of each PPE in the scene, which is defined respectively by:

AI = max(0,min(ppexmax , bpxmax ) − max(ppexmin, bpxmin))∗
max

(
0,min

(
ppeymax , bpymax

) − max
(
ppeymin, bpxmin

)) (1)

Appe = (
(ppexmax − ppexmin) ∗ (

ppeymax − ppeymin
))

(2)

Finally, the last two variables considered are: the dependent variable resulting from the
creation of the overlap function OI,ppe (Eq. 3), and the safety status of scene, to be
defined by the set of rules. Both variables will explained in the following subsections.

Functions. As defined before, function establishes relationships among input and
dependent variables as a way to find more elements of decision-making that reduce
the possibility of duality, while facilitating knowledge elicitation [6]. In our application,
for each body part of a person detected there may be a range of compatible surrounding
PPEs that can be associatedwith it, including ones belonging to other people in the scene.
For instance, let’s imagine a scene where two people are being detected, one is wearing
a respirator and another one is not (the second’s person respirator is placed next to them,
on the floor). In this case we have four interceptions being computed and inputted into
the system, producing different states in relation to the safety status of the scene. In this
case, it is necessary to reduce the possibilities of duality in finding an optimal unique
set of variables that identifies a unique state while reducing ambiguity [6]. Therefore,
we calculate the overlap between the areas of intercept AI and PPEs Appe as a function,
which objective is to maximize the area of overlap, associating the PPE to the closest
conforming body part.

The maximum overlap OI,ppe between intercept and corresponding PPE goes from
0 (disjoint) to 1 (complete overlap) is calculated as following:

OI,ppe =
{
[max]

AI

Appe

}
(3)

Table 1 shows values of maximum OI,helmet for a sequence of frames and the status
of wearing/not wearing associated with them.

Constraints. In our analysis, we only consider the XY plane, i.e. no depth information
is taking into consideration. When not taking the Z plane, protective equipment on the
background may be wrongly associated with the body parts even being meters distant on
the depth plane and vice versa. To minimize the set of possible misleading associations
of body parts and PPEs that are distant from each other on the Z plane, we create a set of
constraints. These constraints restrict the possible size of the PPE that can be associated
with each body part being detected.

Rules. To ensure flexibility and as well as to attend each specific requirements of dif-
ferent industries and scenarios, a set of rules is created. These rules are also a way of
allowing expert knowledge to be included in the system reasoning as they can be easily
changed and adjusted to attend specific requisites and situations. For this analysis in
specific, the following set of rules are considered:
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Table 1. Examples of [max] OI,helmet and respective wearing/not wearing status.

Frame 

[ ] , 0.49 0.44 0.40 0.00 0.00

Wearing helmet? YES YES YES NO NO

Rule 1
IF > threshold
THEN safety_status = SAFE

ELSE safety_status = UNSAFE

Rule 3
IF > threshold & 

> threshold
THEN safety_status = SAFE

ELSE safety_status = UNSAFE

Rule 5
IF > threshold & 

> threshold & 
> threshold
THEN safety_status = SAFE

ELSE safety_status = UNSAFE

Rule 2
IF > threshold
THEN safety_status = SAFE

ELSE safety_status = UNSAFE

Rule 4
IF > threshold & 
> threshold
THEN safety_status = SAFE

ELSE safety_status = UNSAFE

Rule 6
IF > threshold & 

> threshold & 
> threshold
THEN safety_status = SAFE

ELSE safety_status = UNSAFE

The threshold that defines wearing/not wearing is set to 0.4 for all overlaps in this
analysis but can be modified to better suit each application’s requirement.

A summary of all variables, functions, constraints and rules considered in this
analysis is presented in Table 2.

3.3 Experimental Results

The system has been tested over collection of frames (representing different industrial
settings) of successful detections of body parts and PPEs. Only successful detections of
PPEs are considered, as the goal at this stage is to evaluate the reasoning only. These
images have been tested for two different set of rules, totalizing 150 observations.

Table 3 shows examples of the outputs representing the safety status of the frame in
analysis for the given rule. Body parts are represented on blue rectangles and PPEs as
green rectangles on the input frames.
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Table 2. Set of variables, functions, constraints and rules considered in analysis.

Elements Term

Variable Image

Body Parts: head, forearm, legs, torso etc.

PPEs: boot, earmuff, respirator, etc.

Area of intercept AI between body part and PPE

Area of PPE Appe

OI,ppe

safety_satatus of the scene

Function Maximum overlap OI,ppe

Constraint Size of PPEs relative to body part

Rule Set of Rules (1, 2, 3, 4, 5 and 6)

Table 3. Output of system for each given set of rules.

Rule 1 Rule 2 Rule 3 Rule 4 Rule 5 Rule 6

Frame

Required 
equipment Respirator Helmet Respirator 

and Helmet

High Visibil-
ity Clothes 
and Boots

Respirator, 
Helmet and 

Googles

Harness, 
Helmet and 

Gloves

Output SAFE UNSAFE UNSAFE SAFE UNSAFE SAFE

The outputs were manually verified to check the suitability of such approach. It has
been measured the number of True Positive (TP), which is the number of frames tagged
correctly as UNSAFE; True Negative (TN), the number of frames marked appropriately
as SAFE; False Positive (FP), which is amount of frames that should have been identified
as SAFE by the system but wrongly outputted the status as UNSAFE; and finally False
Negative (FN), the number of frames the system tagged as UNSAFE mistakenly.

The sensitivity and specificity rates also known by True Positive Rate (TPr) and
True Negative Rate (TNr) respectively, have also been calculated [30]. Table 4 shows
the results for evaluation of performance.

Given a set of successful detections, the methodology works effectively in recognis-
ing the safety status of the scene. For real time applications, the wrong status of safety
may happen due to wrong status of each variable inputted into the system reasoning
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Table 4. Evaluation of performance.

Parameter TP TN FP FN TPr TNr Accuracy

Value 97 50 2 1 98.98% 96.15% 98.00%

(e.g. wrong detections of body parts and PPEs) or mistakes in the interpretation of these
variables during the reasoning process. One of the advantages of explicit representation
of knowledge is the possibility to evaluate the causes of unreasonable outputs by check-
ing the status of each variable involved. This way, if the issues are found to be related
to the status of the variables, calibration the classifiers can be done as well as adjust on
the data gathering process that could lead to such mislead. In addition, if the status of
variables are found to be accurate, correction to reasoning can be made by adding a new
set of constrains, functions or rules that adjust the output to the correct value for future
observations.

4 Conclusions

In this paper we have shown through a case study how Decisional DNA (DDNA), a
multi-domain knowledge structure that has the Set of Experience Knowledge Structure
(SOEKS) as its basis can be utilized as a comprehensive embedded knowledge repre-
sentation in a Cognitive Vision System for Hazard Control (CVP-HC). The proposed
application aims to ensure that workers remain safe and compliant with Health and
Safety policy for use of Personal Protective Equipment (PPE) and serves as a showcase
to demonstrate the representation of visual and non-visual content together as an experi-
ential knowledge in one single structure. At this point the implementation is working in
offline mode, i.e. the application has been tested over images coming from a database.
For next steps, more complex scenarios will be explored for the creation of more com-
plexes set of rules and analyses of the results presented for online operation of the system
in which the input images and context variables are gathered from video cameras and
sensors in real time.
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Abstract. This paper describes an improvement to the Harmony Search
algorithm, which has been adjusted to effectively solve a problem with
indisputable practical significance, i.e. Asymmetric Traveling Salesman
Problem (ATSP). We modify the technique structure, enabling the value
of PAR parameter to be changed dynamically, which has an impact on
the frequency of greedy movements during the construction of another
harmony. The article demonstrates the effectiveness of the described app-
roach and presents a comparative study of three sets of characteristic
PAR values used during the method execution. The research was con-
ducted on a ‘test bed’ consisting of nineteen instances of the ATSP.

Keywords: Dynamic adjustable parameters · Harmony Search ·
Asymmetric Traveling Salesman Problem

1 Introduction

The object of research in this paper is an interesting metaheuristic, which draws
inspiration from the process of musical improvisation—Harmony Search (HS). In
recent years the technique has found numerous applications in solving utilitarian
issues, such as weapon-target assignment problem [3], evaluation and prediction
of performance of diamond wire saw [11], task prioritisation in job shop [5] and
flow shop [16], project scheduling [7] and sudoku solving [14]. However, in this
manuscript, we focus on improving the special version of HS that was adapted
to solve instances of the Asymmetric Traveling Salesman Problem (ATSP). We
pay special attention to the ATSP because it belongs to the class of NP-hard
problems and is characterized by practical significance (e.g. modelling the process
of mobile collection of e-waste [12] and municipal waste [15]).

The effectiveness of the HS adjusted to solve the ATSP instances (proposed
in the paper [1]), prompted work on additional improvements of the technique,
eliminating the imperfections of the developed approach. The noticeable decrease
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in the efficiency of the method for tasks described by the occurrence of over three
hundred vertices and the relatively good performance achieved for some of these
tasks by algorithms based on the greedy selection of subsequent locations imply
that the process of searching for solutions in HS should more intensively use
knowledge about the problem. The examined technique contains a mechanism
that supports the construction of a solution that is based on selection of the least
distant node, and it is activated throughout the period of algorithm execution
with constant PAR probability (which, however, turned out to be too small for
bigger instances of the problem—A constant increase of the value may, however,
cause the HS to get stuck in a local optimum, especially when solving small
problems). In order to improve the analysed method, we decided to allow the
dynamic modification of the PAR value, which in consequence enabled efficient
balancing between exploration and exploitation of the solution space.

The purpose of this article is to increase the effectiveness of the algorithm
proposed in a previous paper [1] by developing an effective approach to dynam-
ically changing the value of PAR, taking into consideration the occurrence of
specific mechanisms used in the analysed technique.

The paper is structured as follows: the introduction to the subject, is followed
by the formulation of ATSP, a description of the classical HS algorithm, the
characterisation of HS with the dynamically changing value of PAR adjusted
for solving ATSP instances, the research methodology, a discussion of the results
obtained, and finally the conclusions and a discussion of planned further work.

2 Formulation of the Asymmetric Traveling Salesman
Problem

The definition of the Traveling Salesman Problem presented previously in [19]
was adapted for the purpose of the conducted research. In accordance with this
definition, a search for the shortest (minimal length) oriented cycle containing
all n cities in the directed graph D = (N,A) (where the arc weights are given
by cij (i, j ∈ {1, 2, . . . , n})) is assumed. The asymmetric variant of the problem
enables the occurrence of cij �= cji irregularities.

The presence of the edge connecting the i and j nodes in the constructed
solution is represented by the decision variable xij , which adapts the following
values:

xij =
{

1 if edge (i, j) is part of the route,
0 otherwise. (1)

The objective function which assumes minimisation of the total of edge
weights forming the commercial agent’s route was formulated as follows:

n∑
i=1

n∑
j=1

cijxij → min. (2)
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In order to ensure that all cities were visited by the salesman, the following
limiting conditions were added only once:

n∑
i=1

xij = 1, j = 1, . . . , n,
n∑

j=1

xij = 1, i = 1, . . . , n. (3)

Elimination of the possibility to create solutions representing separate cycles
instead of one combined cycle was carried out by means of additional restrictions
referred to as MTZ:

1 ≤ ui ≤ n − 1, ui − uj + (n − 1)xij ≤ n − 2, i, j = 2, . . . , n. (4)

It uses ui variables, in order to designate the order in which vertex i is visited.

3 Classical Formulation of Harmony Search

HS is a very interesting metaheuristic which, despite a relatively short period of
existence (it was first described in 2000 in [6]), has caused a lot of controversy.
The method is considered by some researchers (e.g. [17,18]) to be only a special
version of the Evolution Strategies (ES), and is accused of not being innovative.

HS assumes a similarity between the process of searching for the global
optimum by algorithmic methods and jazz improvisation. Its mode of action
is described by the harmony memory (HM). Each of the HMS elements in
HM (called harmony) possess a given number of pitches, which correspond to
the value of decision variables of the relevant result. Each harmony is regarded
as a complete solution of the problem with the value of the objective function
determined from its components.

At the initial stage of method execution, the HM is randomly generated,
and particular HM elements are sorted on the basis of their objective function
values, such that the element in the first position is described with the best result.
The performance of the described instructions initiates the iterative process of
creating new solutions.

The knowledge stored in the HM structure is used during the development
of another result, based on the analogy to the process of improvising new har-
mony in music. The solution is based on an iterative selection of the following
pitch, using two parameters: HMCR (harmony memory consideration rate) and
PAR (pitch adjustment rate). According to the HMCR probability, the pitch i
is selected on the basis of the values in position i, in particular, the HM com-
ponents (otherwise the available value is generated randomly). When creating
a solution based on the elements of HM , the pitch may be modified with the
given PAR probability (the value is changed on the basis of bw, which depends
on the problem representation).

After completing the development of a new solution, the value of its objec-
tive function is compared with the relevant parameter describing the ultimate
component belonging to the HM . If a better result is created, it will replace
the worst result located in the HM structure. The operation is followed by the



HS with Dynamic Adjustment of PAR Values for ATSP 229

sorting of the elements of HM (in order to put the new harmony in the right
place of HM). The process of generating further solutions is carried out for IT
iterations, which is followed by returning the best result (located in the first
position of HM).

The significant similarity between ES and HS was considered by many
researchers (e.g. [8,17,18]); however, a significant difference in the functioning of
exploitation and exploration strategies appearing in the above-mentioned tech-
niques was emphasized in the paper [8]. HS has three operators with the fre-
quency of launching controlled by HMCR and PAR values, whereas the (µ+1)
strategy (which most closely resembles HS) has only two obligatory operations-
crossover and mutation.

4 Harmony Search Algorithm with Dynamic Adjustment
of PAR Values for Asymmetric Traveling Salesman
Problem

This section consists of two parts. The first part contains a description of the
HS structure adjusted to effectively solve the ATSP, whereas the second part
contains proposals for modifications enabling the application of dynamic values
of PAR in the examined technique.

4.1 The Adaptation of the Harmony Search for Asymmetric
Traveling Salesman Problem

This paper concerns modification of the algorithm proposed in the paper [1],
which assumes that pitches are represented by integers corresponding to the
numbers of particular cities located on the salesman’s route. The sequence of a
commercial agent’s travel corresponds to the sequence of locations in a particular
harmony.

The process of creating a new harmony assumes including the sequence of
appearance of nodes which is done through a selection of the following pitch value
on the basis of the created list of available vertices, appearing in the stored
solutions directly after the last location that belongs to the developed result.
Using the established structure, the city is selected by means of the roulette
wheel method (the probability of node approval depends on the value of the
objective function of the entire solution, analogous to the approach presented
in the publication [9]), or any unvisited node is drawn (when the created list
of cities is empty). The selection (made among the available nodes) of the city
situated nearest to the last visited location was adapted as a modification of the
pitch (related to PAR parameter) in the created solution, thereby supplementing
the metaheuristic with the greedy approach.

The mechanism for resetting the elements of HM was introduced so that the
algorithm does not get stuck in a local optimum. It is activated after R iterations
from the time that the result in HM is replaced (in other words, the memory
is reset when no new solution of sufficiently short length has been found after
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R iterations). The process assumes preserving the best result and drawing all
other solutions.

4.2 Harmony Search with Dynamic Adjustment of Values
for the Asymmetric Traveling Salesman Problem

A dynamic approach to the change of HS parameter values was examined pre-
viously in the paper [4], where its effectiveness was demonstrated in comparison
with using static HMCR and PAR values. The value of particular parameters
in iteration i was determined on the basis of the following formula:

P = Pmin +
(Pmax − Pmin)
maxIterations

· i, (5)

where: Pmin is the minimum permissible value of P (corresponding to HMCR
or PAR respectively), Pmax constitutes the maximum permissible value of P ,
and maxIterations represents the stop condition expressed by the maximum
number of iterations.

In other work [10] dynamic modification of the values of bw and PAR was
performed. The change in bw assumed value reduction along with performance
of subsequent iterations and was based on the formula (6). The PAR update
was based on the formula (7).

bw = bwmax − (bwmax − bwmin) · i

maxIterations
, (6)

where bwmin is the minimum permissible value of bw, and bwmax is its maximum
value.

PAR = (PARmax − PARmin) · arctan(i)
π
2

+ PARmin, (7)

where PARmin is the minimum permissible value of PAR, and PARmax is its
maximum value.

Based on a literature analysis, the decision was made to direct HS at an early
stage of execution by reducing the value of PAR parameter (responsible for the
application of greedy approach) along with the performance of subsequent algo-
rithm iterations, which in consequence increased exploration at the later stages
of execution. Because analysed approach enables the HM elements to be reset,
we assumed that making the PAR values conditional on the number of per-
formed iterations is ineffective (after drawing new solutions, it is recommended
to move again to the exploitation stage), which prevented the application of for-
mulas (5), (6) and (7). The following formula was used to dynamically modify
PAR (the approach was marked as DHS):

PAR =
{
PAR − c if PAR ≥ PARprog,
PAR otherwise. , (8)

where c refers to the value adjustment step, and PARprog is the lowest value of
PAR from which c is deducted.
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When the HM elements were reset, it was assumed that the initial value
of PAR (PARb) parameter would be restored. Additionally, the risk of moving
to the exploitation stage too quickly may be reduced by updating the values
only if the created solution is worse than the last harmony stored in HM (we
used this approach during research). The proposed approach to designing DHS
is presented in Fig. 1.

5 Methodology of Research

The effectiveness of the proposed approach was examined on the basis of nineteen
tasks representing the ATSP instances (their characteristics are presented in
Table 1). Each model test was solved 30 times.

Table 1. Characteristics of ‘test bed’ (based on [13])

No. Name Number of vertices Optimum

1 br17 17 39

2 ftv33 34 1286

3 ftv35 36 1473

4 ftv38 39 1530

5 p43 43 5620

6 ftv44 45 1613

7 ftv47 48 1776

8 ry48p 48 14422

9 ft53 53 6905

10 ftv55 56 1608

11 ftv64 65 1839

12 ft70 70 38673

13 ftv70 71 1950

14 kro124p 100 36230

15 ftv170 171 2755

16 rbg323 323 1326

17 rbg358 358 1163

18 rbg403 403 2465

19 rbg443 443 2720

The average error, which constitutes the measurement of algorithm quality,
was expressed by means of the following formula:

Average error =
average objective function value − optimum

optimum
· 100%. (9)
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Pseudocode of Harmony Search with Dynamic Adjustment of PAR value for
ATSP
1: iterations = 0
2: iterationsFromTheLastReplacement = 0
3: for i = 0; i < HMS; i ++ do
4: HM [i]=stochastically generate feasible solution
5: end for
6: Sort HM
7: while iterations < IT do
8: H = ∅
9: H[0]=first city

10: for i = 1; i < n; i ++ do � n - number of cities
11: Choose random r ∈ (0, 1)
12: if r < HMCR then
13: list=create list containing vertices occurring after H[i−1] in HM
14: if list.length > 0 then
15: H[i]=choose element ∈ list according to the roulette wheel
16: else
17: H[i]=choose randomly available city /∈ H
18: end if
19: Choose random k ∈ (0, 1)
20: if k < PAR then
21: H[i]=find nearest and available city from H[i − 1]
22: end if
23: else
24: H[i]=choose randomly available city /∈ H
25: end if
26: end for
27: if f(H) is better than f(HM [HMS − 1]) then
28: HM [HMS − 1] = H
29: Sort HM
30: iterationsFromTheLastReplacement = 0
31: else
32: iterationsFromTheLastReplacement ++
33: Update PAR based on formula (8)
34: end if
35: if iterationsFromTheLastReplacement = R then
36: for i = 1; i < HMS; i ++ do
37: HM [i]=stochastically generate feasible solution
38: end for
39: Sort HM
40: iterationsFromTheLastReplacement = 0
41: PAR = PARb

42: end if
43: iterations ++
44: end while
45: return HM [0]

Fig. 1. Pseudocode of HS with dynamic adjustment of PAR value for ATSP
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Moreover, the variations in the distribution of objective function values were
determined using the coefficient of variation V , specified with the following
formula:

V =
sample standard deviation

sample mean value
· 100%. (10)

The following parameter values were assumed based on the previous work [1]:
R = 1000, HMS = 5, HMCR = 0.98 and PAR = 0.25. Additionally, relying
on our previous experience [2], we used IT = 1000000. Based on the conducted
research, the following values for the DHS parameters were used: c = 0.002,
PARb was set to 0.5 or 0.75, whereas PARprog was set to 0.25 or 0.002. Three
DHS variants, selected on the basis of experimental research, were analysed:

1. DHS1 (PARb = 0.5 and PARprog = 0.25).
2. DHS2 (PARb = 0.75 and PARprog = 0.25).
3. DHS3 (PARb = 0.75 and PARprog = 0.002).

The algorithms were implemented using C#, and the research was conducted
on a Lenovo Y520 laptop whose parameters are presented in Table 2.

Table 2. Parameters of the laptop used for conducting research

No. Parameter Value

1 Processor Intel Core i7-7700HQ

2 RAM 32GB (SO-DIMM DDR4, 2400 MHz)

3 HDD 1000GB SATA 7200 RPM, 240GB SSD M.2 PCIe

4 OS Windows 10 Home 64-bit

6 Results

The average error obtained with the DHS variants and HS with a constant
PAR value (equal to 0.25; other parameter values were identical as in each DHS
variant) are presented in Table 3. We found that HS only obtained better results
than any DHS variant for five tasks. Regardless of the parameter values used,
better results (from the perspective of the summary average error) than those
determined by HS were obtained by enabling dynamic change of the PAR values.
Particular attention should be drawn to the observation that DHS1 obtained
worse results than HS for six tasks, DHS2 for seven and DHS3 for eight. The
lowest summary value of the average error is characteristic for DHS2; however,
the difference between DHS2 and DHS3 is relatively small (0.15%), indicating
the effectiveness of both sets of values.

The detailed results obtained by particular DHS variants are presented in
Tables 4, 5 and 6 (for DHS1, DHS2 and DHS3 variants, respectively). The highest
average value of the coefficient V is characteristic for variant DHS1 (1.34%),
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Table 3. Summary of average errors obtained by particular DHS and HS variants

Test name Average error

HS DHS1 DHS2 DHS3

br17 0 0 0 0

ftv33 3.63 3.11 1.3 3.4

ftv35 1.35 1.38 1.49 1.49

ftv38 1.44 2.01 2.73 2.79

p43 0.05 0.05 0.05 0.05

ftv44 1.76 1.81 0.9 0.62

ftv47 1.95 2.06 2.14 2.15

ry48p 0.89 1.03 0.97 1.4

ft53 10.06 8.56 7.88 6.25

ftv55 2.92 2.38 3.01 3.97

ftv64 3.09 2.42 3.03 2.34

ft70 4.35 4.28 4.65 3.84

ftv70 4.89 4.97 5.73 6.25

kro124p 8.88 8.31 8.53 9.44

ftv170 19.15 17.58 17.49 17.47

rbg323 53.84 39.33 29 29.28

rbg358 77.01 54.99 39.64 39.31

rbg403 29.27 28.85 27.93 28.54

rbg443 30.45 30.38 30.26 31.01

Average 13.42 11.24 9.83 9.98

Table 4. Detailed results for DHS1

Test name Objective function value

Avg. Min. Max. Sample std. dev. V

br17 39 39 39 0 0

ftv33 1326.03 1286 1388 32.46 2.45

ftv35 1493.27 1473 1499 6.83 0.46

ftv38 1560.7 1540 1603 15.25 0.98

p43 5622.83 5620 5623 0.59 0.01

ftv44 1642.13 1613 1708 27.47 1.67

ftv47 1812.67 1777 1853 23.9 1.32

ry48p 14569.87 14507 14767 65.92 0.45

ft53 7495.8 7143 7779 207.89 2.77

(continued)
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Table 4. (continued)

Test name Objective function value

Avg. Min. Max. Sample std. dev. V

ftv55 1646.3 1608 1731 32.93 2

ftv64 1883.5 1856 1943 25.44 1.35

ft70 40328.93 39457 40619 243.24 0.6

ftv70 2046.93 1968 2096 37.5 1.83

kro124p 39240.7 37927 40028 562.19 1.43

ftv170 3239.4 3095 3539 95.84 2.96

rbg323 1847.57 1793 1910 29.27 1.58

rbg358 1802.53 1746 1875 30.46 1.69

rbg403 3176.23 3112 3237 25.67 0.81

rbg443 3546.4 3460 3615 35.45 1

Table 5. Detailed results for DHS2

Test name Objective function value

Avg. Min. Max. Sample std. dev. V

br17 39 39 39 0 0

ftv33 1302.67 1286 1388 29.41 2.26

ftv35 1495 1490 1499 4.28 0.29

ftv38 1571.8 1547 1603 18.14 1.15

p43 5623 5620 5627 0.95 0.02

ftv44 1627.53 1613 1674 12.88 0.79

ftv47 1814 1776 1853 20.75 1.14

ry48p 14561.2 14507 14670 40.92 0.28

ft53 7449.27 7188 7815 144.57 1.94

ftv55 1656.37 1608 1699 22.23 1.34

ftv64 1894.77 1856 1963 31.31 1.65

ft70 40472.43 40123 40748 147.69 0.36

ftv70 2061.77 2018 2096 25.01 1.21

kro124p 39321.7 38275 40578 471.68 1.2

ftv170 3236.93 3134 3371 60.46 1.87

rbg323 1710.5 1675 1768 18.16 1.06

rbg358 1624 1554 1667 27 1.66

rbg403 3153.5 3086 3238 31.78 1.01

rbg443 3543.03 3507 3597 27.65 0.78



236 K. Szwarc and U. Boryczka

Table 6. Detailed results for DHS3

Test name Objective function value

Avg. Min. Max. Sample std. dev. V

br17 39 39 39 0 0

ftv33 1329.67 1286 1390 44.48 3.35

ftv35 1495 1473 1514 7.32 0.49

ftv38 1572.7 1549 1607 13.37 0.85

p43 5622.97 5622 5624 0.32 0.01

ftv44 1623.07 1613 1674 10.64 0.66

ftv47 1814.2 1776 1878 28.19 1.55

ry48p 14623.6 14507 15026 100.49 0.69

ft53 7336.87 7170 7537 103.77 1.41

ftv55 1671.9 1635 1732 26.36 1.58

ftv64 1881.97 1848 1958 31.74 1.69

ft70 40157.13 39809 40712 192.97 0.48

ftv70 2071.83 2016 2113 24.95 1.2

kro124p 39649.5 38651 40591 508.46 1.28

ftv170 3236.3 3112 3472 80.98 2.5

rbg323 1714.3 1682 1762 19.15 1.12

rbg358 1620.23 1574 1656 21.15 1.31

rbg403 3168.43 3126 3249 27.68 0.87

rbg443 3563.5 3496 3601 23.78 0.67

whereas the lowest value is characteristic for DHS2 (1.05%), which implies that
the results determined with DHS2 are easier to predict.

The percentage surpluses of the objective function values determined by
particular DHS models in comparison with the optimum were subject to the
Wilcoxon Signed-Rank Test, using R and the wilcox.test function (the following
parameter values were applied: paired = TRUE, correct = F, alternative = ‘less’,
exact = F). The following method variants (marked as M1 and M2) were subject
to the process, and 0.05 was used for the level of test significance (the obtained
p-values described with the lower result are distinguished by using bold, and
they indicate that we accept the alternative hypothesis according to which M1
obtained lower results than M2). The results of the performed test are presented
in Table 7. HS obtained worse results than DHS, while DHS1 and DHS3 obtained
worse results than DHS2.
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Table 7. Results of Wilcoxon Signed-Rank Test for the conducted research

M1\M2 HS DHS1 DHS2 DHS3

HS N/A 1 1 0.999999

DHS1 4.66E-26 N/A 0.999944 0.893981

DHS2 1.36E-16 5.64E-05 N/A 0.001472

DHS3 1.37E-06 0.106019 0.998528 N/A

7 Conclusions

The paper demonstrates the effectiveness of the proposed approach to dynam-
ically changing PAR, enabling efficient balancing of exploration and exploita-
tion of the HS solution space, adjusted for solving ATSP instances (in compari-
son with HS with a constant PAR value, the summary average error decreased
from 13.42 to 9.83%). We recommend the following parameter values for DHS:
PARb = 0.75, PARprog = 0.25 and c = 0.002. The parameters gave both the
lowest summary average error and the lowest value of V .

Further work related to DHS should include precise adjustment of parameter
values to the analysed ‘test bed’ and adjustment of the technique for solving
other combinatorial optimization problems.
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Abstract. Modernization of public lighting (also referred to as a
retrofit) such as replacing high-pressure sodium lamps with LED ones,
burdens the budgets of municipalities. For that reason such investments
are usually made in phases, spanned over a period of several years, which
scopes are determined by financial resources. It should be remarked that
selection of lamps for modernization is based on various criteria such as
lamp aging, power efficiency of an installation but also some high-level
objectives such as a payback period of an investment. In this work we
propose the scalable computational, graph-based approach which enables
optimizing lamp modernization schedule, towards reduced payback time.
The presented results are based on analysis of real-life data of nearly
10,000 streetlights.

Keywords: Graphs · Graph methods · LED lighting · Roadway
lighting · Lighting retrofit

1 Introduction

Public lighting installations are subject to continuous modernization works such
as replacement of an aging equipment: poles, arms, power lines etc. The common
case is replacing the high-intensity discharge (HID) lamps with LED-based (light
emitting diode) ones. In the latter case, the additional profit, besides equipment
renewal, is obtaining substantial energy savings which imply reduced operational
costs and CO2 emission. Although modernization (also referred to as a retrofit)
of the public lighting infrastructures can yield spectacular energy savings which
can reach 80%, municipalities cannot perform, in the real-life cases, a single-
phase lamp change (replacing all HIDs to LEDs, at once), due to the costs which
usually exceed municipal budget resources. Instead, some scheduling strategy is
made, e.g., basing on an equipment status or lamp locations. Keeping in mind
that investment costs and expected energy savings belong to key criteria during
modernization of public lighting, one has to prepare optimized lamp setups and
top rated replacement schedule. In a result of completing the former task one
gets planned lamp powers, necessary for achieving the second goal. Determining
proper lamp configurations, however, requires performing high complexity com-
putations which cannot be made in an acceptable time. To address this issue
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and reduce the calculation time we propose a graph-based approach. Moreover,
we propose a retrofit planning method which allows reducing an investment’s
payback period.

It relies on selection of luminaires which contribute the most to achieving
the highest return of investment (ROI) factor. The optimization considered here
combines either criteria: energy consumption and business perspective. Increas-
ing ROI is achieved just by reducing the power usage and related costs. The
resources obtained thanks to a decreased payback period, allow launching mod-
ernization of a next group of street lights.

The tests carried out for the real-life data show that an appropriate selec-
tion of luminaires to be replaced, can decrease an OPEX by up to several dozen
percents. To enable finding the most profitable modernization schedule, conform-
ing with good practices, we will use a graph model to represent both roadway
network and lighting infrastructure.

The structure of the work is following. In the next section a brief overview
of power reduction methods will be presented. Section 3 contains theoretical
approach to optimized retrofit scheduling. In this case, all practical requirements
such as simultaneous lamp replacement for particular streets, are neglected. In
Sect. 4 the layout graph model is introduced and a retrofit schedule generation is
presented for real-life data. The practical constraints are also taken into account.
The last section contains the summary and propositions of further research areas.

2 Background of Lighting Installation Optimization

As said in the previous section, the optimization of lighting installations was a
subject of multiple works. Their common denominator was reducing the power
usage which straightforwardly implies the lower energy-related costs and green-
house gases emission [7–10]. An additional and mandatory requirement for the
resultant lamp configurations was that the lighting system performance fulfills
relevant standards, e.g., [1–3]. Although the principal objective of an optimiza-
tion is usually reducing the power usage, also the other criteria (i.e., objective
functions) could be considered instead, for example, investment costs or payback
period. The problem solution outline, however, stayed unchanged.

Energy efficiency optimization of lighting infrastructure is a task charac-
terized by the high computation time, particularly for large sized installations
containing tens of thousands of lamps. It is mainly due to the potentially high
search space size. To reduce computation time and thus make calculations doable
in an acceptable time, the graph formalism was introduced [11–13].

The graph models applied for both representing urban spaces and light-
ing infrastructure, and for control purposes, were presented in multiple works
[11,14,16]. Those models used graphs and hypergraphs which enabled describ-
ing a broad set of entities, physical and abstract ones, ranging from buildings,
lighting equipment, areas (streets, squares, junctions) to control states [15].

The analysis presented in next sections relies on the real-life installation,
consisting of 9,803 and illuminating 1,786 areas. The basic parameters required
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for a business analysis are: (i) the energy price: e 0.10/kWh, (ii) the annual
operational time of a lighting installation: 4,200 h for the considered city, (iii) an
investment time span: 10 years. It is assumed that due to financial limitations, a
municipality replaces approximately 1,000 lamps per year. There are two prices of
new LED fixtures: e 234, for common fixture types (9,518 pcs. in the considered
case) and e 316, for high wattage types (285 pcs. in the considered case).

3 Computing Modernization Effectiveness - Theoretical
Approach

In this section we compare the best and the worst (in terms of power savings)
retrofit schedule. It is assumed here that for each lamp both fixture powers are
known: before and after a retrofit. Thanks to this the power change ΔP can be
computed for each fixture. Having the above we sort all fixtures descending by
ΔP . Replacement process is carried out according to the following scheme. The
sorted list of luminaires is divided into the sets si (i = 1, 2, . . . , 10), each one
containing 1,000 items (except |s10| = 803):

s1 = {f1, f2, . . . , f1000}, s2 = {f1001, f1002, . . . , f2000}, . . . ,

where fi denotes an i-th fixture on the previously sorted list. Table 1 presents the
comparison of particular sets: ΔPi values, annual energy reductions, resultant
cost savings but also the cumulated prices of new fixtures replacing the old, HID
ones. In the first year luminaires from s1 are replaced, in the second year - lamps
from s2 and so forth, until the tenth year, when lamps from the last group, s10,
are retrofitted.

Table 1. Installation power before and after modernization, broken down into lamp
groups (optimized lamp grouping)

Set Installed
power [W]

ΔP [%] ΔP [W] Annual
savings
[kWh]

Annual
savings
[e]

Tot. fixture
cost [e]

Before After

s1 214,449 25,297 88 189,152 794,438 81,862 237,553

s2 176,712 31,359 82 145,353 610,482 62,907 234,848

s3 169,900 46,899 72 123,001 516,604 53,233 234,192

s4 127,627 24,285 81 103,342 43,4037 44,725 246,077

s5 120,490 21,866 82 98,624 414,222 42,683 240,667

s6 91,061 12,927 86 78,134 328,163 33,815 234,274

s7 83,320 10,012 88 73,308 307,893 31,727 234,192

s8 83,202 12,125 85 71,077 298,523 30,761 234,192

s9 83,350 14,892 82 68,458 287,525 29,628 234,192

s10 68,940 21,023 70 47,917 201,252 20,738 188,958
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Table 2. Optimized replacement schedule

Year Investment

cost [e]
Annual savings [e], broken down into lamp sets Tot. annual

savings [e]

s1 s2 s3 s4 s5 s6 s7 s8 s9 s10

1 237,553 81,862 - - - - - - - - - 81,862

2 234,848 81,862 62,907 - - - - - - - - 144,769

3 234,192 81,862 62,907 53,233 - - - - - - - 198,002

4 246,077 81,862 62,907 53,233 44,725 - - - - - - 242,728

5 240,667 81,862 62,907 53,233 44,725 42,683 - - - - - 285,411

6 234,274 81,862 62,907 53,233 44,725 42,683 33,815 - - - - 319,226

7 234,192 81,862 62,907 53,233 44,725 42,683 33,815 31,727 - - - 350,953

8 234,192 81,862 62,907 53,233 44,725 42,683 33,815 31,727 30,761 - - 381,714

9 234,192 81,862 62,907 53,233 44,725 42,683 33,815 31,727 30,761 29,628 - 411,342

10 188,958 81,862 62,907 53,233 44,725 42,683 33,815 31,727 30,761 29,628 20,738 432,080

Total e 2,319,145 e 2,848,087

Having input data shown in Table 1 we can see the financial simulation of
the replacement schedule for particular lamp groups, si (Table 2). The second
column contains the investment cost broken into consecutive years (as also shown
in Table 1) and its cumulated value. In the last column, the aggregated (by lamp
group) annual money savings are presented for particular years. Their total value
is also shown.

In the second scenario, the “pessimistic” replacement schedule is considered.
In this case sets {si} are defined as:

s1 = {f9803, f9802, . . . , f8804}, s2 = {f8804, f8803, . . . , f7805}, . . .

where fi denotes an i-th fixture on the list of fixtures, sorted descending by ΔP .
Taking into account corresponding input data (Table 3), we calculate sched-

uled savings in consecutive years (Table 4).

Table 3. Comparison of installation’s powers before and after modernization, broken
down into lamp groups (“pessimistic” scenario)

Set Installed
power [W]

ΔP [%] ΔP [W] Annual
savings
[kWh]

Annual
savings
[e]

Tot.
fixture
cost [e]

Before After

s1 85,387 24,196 72 61,191 257,002 26,483 235,094

s2 83,254 14,234 83 69,020 289,884 29,871 234,192

s3 83,458 11,986 86 71,472 300,182 30,932 234,192

s4 83,096 9,327 89 73,769 309,831 31,926 234,192

s5 98,126 16,093 84 82,033 344,538 35,503 235,340

s6 124,272 24,216 81 100,056 420,235 43,303 245,422

s7 128,969 24,096 81 104,873 440,466 45,388 240,258

s8 176,534 47,603 73 128,931 541,509 55,800 234,684

s9 176,178 27,626 84 148,552 623,917 64,291 234,356

s10 179,777 21,307 88 158,470 665,574 68,584 191,417
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Table 4. Pessymistic replacement schedule

Year Investment

cost [e]
Annual savings [e], broken down into lamp sets Tot.

annual

savings [e]

s1 s2 s3 s4 s5 s6 s7 s8 s9 s10

1 235,094 26,483 - - - - - - - - - 26,483

2 234,192 26,483 29,871 - - - - - - - - 56,354

3 234,192 26,483 29,871 30,932 - - - - - - - 87,286

4 234,192 26,483 29,871 30,932 31,926 - - - - - - 119,212

5 235,340 26,483 29,871 30,932 31,926 35,503 - - - - - 154,715

6 245,422 26,483 29,871 30,932 31,926 35,503 43,303 - - - - 198,018

7 240,258 26,483 29,871 30,932 31,926 35,503 43,303 45,388 - - - 243,405

8 234,684 26,483 29,871 30,932 31,926 35,503 43,303 45,388 55,800 - - 299,205

9 234,356 26,483 29,871 30,932 31,926 35,503 43,303 45,388 55,800 64,291 - 363,496

10 191,415 26,483 29,871 30,932 31,926 35,503 43,303 45,388 55,800 64,291 68,584 432,080

Total e 2,319,145 e 1,980,253

Comparing Tables 2 and 4, the following conclusions can be drawn.

1. The optimized schedule yields the total energy savings being 44% higher (thus
the OPEX is reduced by 44%), compared to the “pessimistic” schedule.

2. The investment payback period is 9 years for the optimized case and 11 years
for the “pessimistic” one. It means, for the latter case, that after closing
the 10-years investment time span, only 84% of incurred costs is covered by
obtained energy savings.

3. Although the CAPEX is the same for bot cases, for the optimized scenario,
however, the cumulated investment costs (e 1,898,290) are covered by cumu-
lated energy savings (e 2,004,562) after the seventh year. Subsequent retrofit
phases, carried out after this period, yield a net profit.

4 Graph Model for Practical Approach to Optimizing
Modernization Profitability

The analysis presented in the previous section was made under the assumption
that the planned LED fixture powers are known which is usually not true. In
these circumstances, selecting appropriate lamp groups, {si}, is unfeasible due
to its complexity. Namely, the number of variants to be verified can be computed
straightforward as:

N =
(

9, 803
1, 000

)
×

(
8, 803
1, 000

)
× · · · ×

(
1, 803
1, 000

)
.

To resolve this issue some premises for lamp aggregation have to be used. Such
premises can rely on lamp locations with respect to streets, identifying parent
power cabinets and/or power line circuits which lamps are plugged to, lighting
classes of the nearest streets and so on. To use all those data we need a graph
structure which is capable of storing them and which supports further processing.
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4.1 Practical Constraints and the Graph Model

As shown above, determining appropriate lamp groups for retrofit scheduling,
leads to a combinatorial explosion. To avoid this, one has to use a suitable for-
mal representation which helps establish logical links, based on an environment
context, between elements of a lighting system, and thus substantially reduces
time required for determining {si}.

Besides the aggregation premises mentioned above, two additional constraints
present in real-life scenarios can be helpful:

Constraint 1: Luminaires located alongside a given street, belong to a single si.
Constraint 2: Lamps belonging to a given si are neighboring rather than “iso-

lated” among the ones from outside of si. Frequently, satisfying the former
constraint implies fulfilling this one.

To manage the above calculations, with various types of entities, relationships
and, last but not least, a high complexity, we need to define a handy graph
model, supporting efficient computer methods of grouping luminaires, planned
for retrofitting.

Definition 1. Layout graph is a tuple of the form G = (V,E, lab, att,L,A),
where:

1. V = A ∪ L ∪ C is a nonempty set of vertices representing areas, lamps and
power cabinets respectively. Nonempty sets A,L,C are pairwise disjoint;

2. E = EA∪EL∪EC is a nonempty set of edges representing structural relations:
EA = {{u, v}, u, v ∈ A}, EL = {{u, v}, u ∈ A, v ∈ L}, EC = {{u, v}, u ∈
C, v ∈ L}. The EA set represents relations of neighboring of areas; EL repre-
sents relations of being illuminated by; EC represents relations of being pow-
ered by (or alternatively, being connected to). Note that cases of edges {u, v},
where u, v ∈ L or u, v ∈ C, are excluded by the definition;

3. lab : V ∪ E → L is a labeling function for edges and nodes, L is a set
of labels. The lab function assigns to a vertex/edge a pair, consisting of an
unique identifier and a label (which doesn’t need to be unique);

4. att : V ∪ E → 2A is an attributing function for edges and nodes, A is a set
of attributes. The att function assigns a set of attributes to a vertex/edge,
which carry all relevant information about an entity: geometric characteris-
tics, physical properties, quantitative information about spatial relations etc.

Remark. Unlike in the other works (see [14]), for more readability, we define both
lab and att functions jointly, for nodes and edges.

Figure 1a presents the sample real-life scheme of a lighting installation. It has
a hierarchical structure with power cabinets at the top level (we do not consider
power lines above this level). To each cabinet several circuits are attached. The
fixtures are located at the bottom level. Each fixture is identified unambiguously
(in the scale of entire city) by a triple consisting of cabinet identifier, circuit
number and lamp number in a circuit. As we focus on fixture replacement, a
distinction between a lamp and a fixture has to be made. Intuitively, a lamp is
associated with a pole and it can contain several fixtures.
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Fig. 1. The sample lighting system scheme (a) and its initial layout graph with EA and
EC (dashed lines) edges (b). Ai’s denote illuminated areas, Ci’s denote power cabinets,
Li’s denote lamps (for readability only a few lamps were denoted). Gray shaded areas
are streets and diagonal line-filled ones on left image represent buildings

In the context of lighting design and design optimization, the following
attributes of nodes are important. For area nodes we consider the elements of
att(v ∈ A): spatial properties such as GIS (geographic information system) coor-
dinates, sizes, number of lanes, for roads and streets, surface reflective properties
etc. Among interesting attributes of lamp nodes, att(v ∈ L), are: GIS coordi-
nates, pole height, arm length, fixture model, degree of wear of lamp parts, nom-
inal lamp power, energy billing data of corresponding control cabinet, control
schedule etc.

Building a layout graph is made in two phases. First, the basic information
about area structure is created, i.e., nodes A and edges EA are set. Analogously, a
lighting installation structure is constructed: C and L sets together with EC . Up
to this moment (see Fig. 1b) the layout graph construction process is straight-
forward. More complicated actions are undertaken in its second phase, when
relations among lighting points and areas (EL) have to be identified.

In the second phase of a layout graph construction, each fixture node, u ∈ L,
is ascribed to at least one vertex v ∈ A. This assignment is based on composite
premises, containing such criteria as distances from a given fixture to the nearest
areas, luminaire type (e.g., street, decorative etc.), area lighting class [2], parent
power cabinet and so forth.

As recreating a full layout graph (tens of thousands of lamp nodes, thousands
of area nodes, hundreds of power cabinet nodes) may lead to the significant pro-
cessing workload, it is necessary to use a computational method reducing which
makes computations doable in a reasonable time. The proven approach is dis-
tributing a graph model (see e.g., [4,12]). The particularly useful formalism, due
to quadratic complexity of its basic operations [5], is the representation referred
to as Replicated Complementary Graphs (RCG). Details of this formalism are
beyond the work scope, but they may be found in [4]. The another important
property of RCG model, except a good complexity of operations performed on
its graphs, is possibility of using it in conjunction with multi-agent systems.
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In the considered context agents have two tasks. The first one is assigning
fixtures nodes to proper area vertices (i.e., creating EL) and the second task is
decomposing a layout graph into equally sized subgraphs to enable load balancing.
The former is accomplished by agents thanks to using the knowledge concerning
an environment (street layout, lighting installation), which is embedded in graph
attributes, and the domain knowledge related to creating lighting designs. In turn,
the way of achieving the latter objective is assumed to be known to agents (the
method of a sustainable graph decomposition was presented in [6]).

4.2 Real-Life Case Study

As said in the previous subsection, the lighting designs for the entire city area
have to be made, when planned LED powers are not known. Creating a lighting
design was discussed and analyzed in previous works, [12,14] and will not be
discussed here.

When setting lamp groups si for a real-life case, the condition |si| = 1, 000
is weakened by adding the 2% size margin, to enable satisfying Constraint 1.
Thus, in the performed tests it was set |si| ≤ 1, 020.

The selection process is made as follows.

1. Considered problem requires aggregating 1,786 illuminated areas into 499
“super-areas”. This aggregations is made on the basis of the area adjacency
criterion. Each “super-area” has a set of lamps ascribed, say σi.

2. The {σi} series is sorted descending by the cumulated power reduction,
related to the HID to LED replacement.

3. We define: sj =
i(j)⋃
m=1

σm for j = 1, 2, . . . , 10, where

|sj | ≤ 1, 020 and
i(j)+k∑
m=1

|σm| > 1, 020 for k > 0.

4. As lamp dimmings vary, depending on neighboring lighting points (there may
exist simultaneously both HID and LED light sources in a neighborhood of
sj), power savings are recalculated for sj .

Table 5 presents investment costs per si and obtained annual savings during the
retrofit duration period.

As seen, the resultant savings are not so high as for the theoretical app-
roach, but they still remain significant, compared to the “pessimistic” scenario,
namely 32% higher. Moreover they enable covering the whole fixture-related
outlay, before closing an investment time span.

Having the above one can not only setup a lighting standard-compliant instal-
lation but also compute potential gains, in terms of energy, money, CO2 emission
and other, business parameters, achieved thanks to a planned retrofit.
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Table 5. Retrofit schedule for the real-life case. Numbers of lamps for particular sets
are placed in brackets

Year Investment

cost [e]
Annual savings [e], broken down into lamp sets Tot.

annual

savings [e]

s1
(1,004)

s2
(979)

s3
(938)

s4
(1,002)

s5
(1,020)

s6
(986)

s7
(1,012)

s8
(1,009)

s9
(1,013)

s10
(840)

1 249,309 57,083 - - - - - - - - - 57,083

2 229,930 57,083 51,084 - - - - - - - - 108,166

3 227,541 57,083 51,084 50,154 - - - - - - - 158,321

4 234,660 57,083 51,084 50,154 45,797 - - - - - - 204,118

5 238,876 57,083 51,084 50,154 45,797 45,350 - - - - - 249,467

6 231,241 57,083 51,084 50,154 45,797 45,350 41,524 - - - - 290,991

7 237,002 57,083 51,084 50,154 45,797 45,350 41,524 40,705 - - - 331,696

8 236,300 57,083 51,084 50,154 45,797 45,350 41,524 40,705 37,942 - - 369,637

9 237,237 57,083 51,084 50,154 45,797 45,350 41,524 40,705 37,942 35,080 - 404,717

10 197,049 57,083 51,084 50,154 45,797 45,350 41,524 40,705 37,942 35,080 27,363 432,080

Totale 2,319,145 e 2,606,275

5 Conclusions

In this work we focused on the problem of optimization of a retrofit schedule,
planned for a 10-years time span. We showed that the difference between power
savings which can be achieved after 10 years, in theoretical, optimistic and pes-
simistic scenario, is 44%. In real-life cases, however, one is constrained among
other, by common-sense constraints such as necessity of replacing in a single
retrofit phase all lamps located alongside a given street. To determine an appro-
priate retrofit order and to avoid combinatorial explosion one has to aggregate
lamps planned to retrofit basing on additional, environment-based system prop-
erties. The natural and most suitable formal representation which can be used
for this purpose are graphs. The calculations which were made in compliance
with the discussed constrained allowed to achieve 32% improvement, compared
to theoretical “pessimistic” level.

For the sake of simplicity, in this work we made an implicit assumption con-
cerning constant lamp efficiencies and prices, during the entire 10-years period.
In a real life case, however, the replacement planning process should be repeated
year by year, for all remaining lamps, planned for retrofitting.

It should be noted that there exist areas for further research. The first one
is analysis of retrofits which, besides the lamp replacement, introduce control
capabilities to a lighting installation. The second question, potentially interest-
ing for municipalities, is selecting a fixture vendor which guarantees minimized
payback period.
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trol. Expert Syst. Appl. 41(4, Part 1), 999–1005 (2014). https://doi.org/10.1016/j.
eswa.2013.07.044. http://www.sciencedirect.com/science/article/pii/S0957417413
005319

16. Wojnicki, I., Kotulski, L.: Street lighting control, energy consumption opti-
mization. In: Rutkowski, L., Korytkowski, M., Scherer, R., Tadeusiewicz, R.,
Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2017. LNCS (LNAI), vol. 10246, pp.
357–364. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-59060-8 32.
http://bit.ly/2QnbhZV

https://doi.org/10.1007/978-3-642-20267-4_27
https://doi.org/10.1007/978-3-642-20267-4_27
https://doi.org/10.1016/j.tust.2016.08.008
https://doi.org/10.1016/j.tust.2016.08.008
http://www.sciencedirect.com/science/article/pii/S0886779815302121
http://www.sciencedirect.com/science/article/pii/S0886779815302121
https://doi.org/10.1080/0305215X.2015.1085715
https://doi.org/10.1080/0305215X.2015.1085715
http://dx.doi.org/10.1080/0305215X.2015.1085715
http://dx.doi.org/10.1080/0305215X.2015.1085715
http://goo.gl/10UQGm
https://doi.org/10.3390/su7079664
https://doi.org/10.1007/978-3-642-30947-2_69
https://doi.org/10.1007/978-3-319-19369-4_46
https://doi.org/10.3390/en9040263
https://doi.org/10.3390%2Fen9040263
https://doi.org/10.3390%2Fen9040263
https://doi.org/10.1016/j.eswa.2013.07.044
https://doi.org/10.1016/j.eswa.2013.07.044
http://www.sciencedirect.com/science/article/pii/S0957417413005319
http://www.sciencedirect.com/science/article/pii/S0957417413005319
https://doi.org/10.1007/978-3-319-59060-8_32
http://bit.ly/2QnbhZV


Solving the Unrelated Parallel Machine
Scheduling Problem with Setups Using

Late Acceptance Hill Climbing

Mourad Terzi1, Taha Arbaoui1(B), Farouk Yalaoui1, and Karima Benatchba2

1 Logistique et Optimisation des Systèmes Industriels (LOSI-ICD),
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Abstract. We propose a Late Acceptance Hill-Climbing (LAHC) app-
roach to solve the unrelated parallel machine scheduling problem with
sequence and machine-dependent setup times. LAHC is an iterative list-
based single-parameter metaheuristic that exploits information from one
iteration to another to decide whether the new candidate solution is
accepted. A dynamic job insertion heuristic is used to generate ini-
tial solutions. Three local search operators (job swap between different
machines, job swap within the same machine and job insertion from one
machine to another) are used to improve solutions. A Variable Neigh-
borhood Descent (VND) method is proposed to improve the candidate
solution and accelerate the convergence of the LAHC. To the best of
our knowledge, this is the first application of LAHC to parallel machine
scheduling problems. We evaluate and compare the proposed algorithm
against the best methods from the literature. Having a single parame-
ter which makes it simpler than all existing approaches, the proposed
method outperforms existing methods on most of the tested benchmark
instances.

1 Introduction

In the last two decades, several heuristics and metaheuristics were pro-
posed to solve parallel machine scheduling problems. The unrelated paral-
lel machine scheduling problem with sequence and machine-dependent setup
times (Rm|sijk|Cmax) [9] is a generalization of the identical and uniform par-
allel machine scheduling problem. Rm|sijk|Cmax consists of a set N of n jobs
N = {1, 2, ..., n} and a set M of m machines M = {1, 2, ...,m}. Each job is
a single task that has to be processed on exactly one machine. In the case of
unrelated parallel machines, a job j can have a different processing time from
one machine to another. Setup times depend on both the machine and the pair
of jobs, i.e. the setup time between jobs j and k on machine i is different from
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the setup time between jobs k and j on the same machine. Similarly, the setup
time between jobs j and k on machine i is different from the setup time between
job j and k on another machine l [16]. The considered objective function is
the minimization of the makespan. Motivated by its effectiveness and its sim-
plicity, the Late Acceptance Hill-Climbing (LAHC) method is used to solve the
Rm|sijk|Cmax. To the best of our knowledge, this work is the first application of
LAHC on parallel machine scheduling problems. The approach, based on three
operators to generate the new candidate solution and a Variable Neighborhood
Descent [14] to accelerate its convergence speed, is presented and evaluated.

The remainder of this paper is organized as follows. In Sect. 2, a brief litera-
ture review on the unrelated parallel machine scheduling problem with setups is
given. Section 3 details the proposed Late Acceptance Hill-Climbing approach.
Section 4 is devoted to the computational experiments, where we compare the
proposed approach with existing approaches and show that it outperforms the
best methods of the literature. Finally, the conclusion is to be found in Sect. 5.

2 Literature Review

Several exact and heuristic methods have been proposed to address the unrelated
parallel machine scheduling problems with setup times. Helal et al. [7] presented
a tabu search metaheuristic to solve the Rm|sijk|Cmax. In Rabadi et al. [12],
the authors presented a metaheuristic called Meta-Raps. Results showed that
Meta-Raps found the optimal solution for the small problems and outperformed
the solutions obtained by the then-existing heuristics for a larger problems. Ying
et al. [17] proposed a simulated annealing for parallel machine scheduling prob-
lems with setup times. The authors showed that their method outperforms Meta-
Raps. Arnaout et al. [3] proposed a two-stage Ant Colony Optimization (ACO1)
for the same problem. Their study was limited to specific problem instances,
in which setup times and processing times were generated from the same uni-
form distribution and the ratio N/M was large. The proposed ACO1 reached
better results compared to the tabu search [7] and Meta-RaPS [12]. In [2], the
same authors presented a second Ant Colony Optimization (ACO2), which is an
extension of ACO1. ACO2 used a pheromone re-initialization technique to avoid
a local optima convergence. ACO2 was tested on a large set of instances in which
there are different setup times and processing times dominance criteria. More-
over, there is no restriction for the ratio N/M . ACO2 was compared to the tabu
search [7], Meta-RaPS [12], simulated annealing [17] and ACO1. Experiments
proved the superiority of the enhanced ACO2.

Vallada and Ruiz [16] introduced a Mixed Integer Programming (MIP) and
a Genetic Algorithm (GA) to solve Rm|sijk|Cmax. GA includes two local search
methods. The first was applied according to a probability pls in the generation
phase and after the mutation. The second was used to enhanced the crossover
operator. Computational experiments showed that proposed GA obtained bet-
ter results compared to the best known methods. An Immune-inspired algorithm



Solving the Unrelated Parallel Machine Scheduling Problem 251

for the Rm|sijk|Cmax was proposed by Diana et al. [5]. The algorithm was com-
pared to GA [16], ACO2 [2] and simulated annealing [17]. Experiments per-
formed showed that the Immune-inspired algorithm reached better results than
all the other methods. The main drawback of all these approaches is the num-
ber of parameters to be tuned to reach their best performance. The approach’s
performance is therefore dependent on the parameter tuning and changes from
one instance to another since the same parameter configuration, once chosen, is
applied to all instances.

Compared to heuristic approaches, fewer exact methods have been proposed,
mainly due to the difficulty encountered to solve large-scale instances. Martello et
al. [10] presented a Branch and Bound (B&B) for makespan minimization in par-
allel machine environment, the lower bound is based on a Lagrangian relaxation.
Shim and Kim [13] proposed a Branch-and-Bound method for the identical par-
allel machine scheduling problem with total tardiness minimization. Na et al.
[11] provided a B&B to minimize the total weighted tardiness. The proposed
B&B included an efficient function for the lower bound and a heuristic for upper
bound. Recently, Tran et al. [15] proposed a logic-based benders decomposition
and a branch-and-check method to solve Rm|sijk|Cmax. Their approaches were
able to solve instances of 100 jobs to optimality. Fanjul-Peyro et al. [6] introduced
a mathematical programming approach that is able to solve large instances in
reasonable time.

For more details and works on unrelated parallel machine scheduling problems,
we refer the reader to the recent survey on scheduling problems with setups [1].

3 Overview of the Proposed Approach

As described in [4], LAHC is an iterative metaheuristic which uses the history
of the search process by saving the values of the current solution’s costs in a
candidate list called Fa of length LFa. LAHC has been shown effective compared
to other metaheuristics, thanks to a simple and efficient acceptance criterion
which allows it to escape from local optima. LAHC accepts the new candidate
solution s∗

i at an iteration i if its quality is better than the current solution si
or if it is better than the s′, where s′ is the solution of the iteration i−LFa (i.e.
C(s∗

i ) � C(si) or C(s∗
i ) � C(si mod LFa)). The length of the candidate list LFa

is the single input parameter of the approach, giving it the advantage of simple
tuning. The pseudocode of LAHC is shown in Algorithm1 [4].

3.1 Solution Encoding and Construction Phase

A parallel machine schedule can be represented using a matrix ofM rows. Each row
corresponds to a given machine and contains a list of jobs assigned to this machine.
The index of a job j in a row m determines its processing order in a machine m.
The solution’s cost is Cmax = max(C1, .., Ci, .., CM ) where Ci is the completion
time of machine i, calculated using row i.
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Algorithm 1. Late Acceptance Hill Climbing Approach
Produce an initial solution s;
Calculate the initial cost C(s);
Set maximum number of iterations maxIter;
Specify LFa ;
for k ← 0 to LFa − 1 do

fk = C(s);
end
i = 0;
repeat

Construct a solution s∗
i ;

Calculate C(s∗
i );

v = i mod LFa;
if C(s∗

i ) < C(si) or C(s∗
i ) < C(sv) then

si = s∗
i

end
if C(s∗

i ) < C(sv) then
sv = s∗

i

end
i++;

until i > maxIter;

As mentioned above, LAHC starts its execution by generating an initial can-
didate solution. In order to have a good quality initial solution, we used the
greedy heuristic “Dynamic Machine insertion” (DMI) based on the heuristic
proposed in [8]. DMI showed its performance in [5] when it was used to generate
the initial immunological memory. DMI generates a solution by assigning, at
each iteration, a single job to a given machine in the partial solution Sp. DMI
starts by creating a list N of the jobs which are yet to be assigned to Sp. At
each iteration, DMI computes for each job j of N its best pair of (machine,
position) if we add it to the partial solution Sp. The q best jobs are assigned to
the Restricted Candidate List RCL. Next, DMI randomly selects a job j from
RCL and inserts it in Sp and updates N . DMI stops its execution when there
is no more jobs in the list N .

3.2 Neighbourhood and Local Search Operators

Each LAHC iteration begins by generating a new candidate solution in the neigh-
borhood of the current one. To achieve this, we start by applying the following
operators:

1. Internal swap: Interchanges the positions of two jobs j and k assigned to
the same machine i.

2. External swap: Interchanges two jobs j and k assigned to two different
machines i and i′. Job j of machine i is inserted in position of job k in
machine i′ and vice versa.
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3. External insertion: Inserts a job j of machine i in another machine i′.

In each operator, the choice of jobs and machines is randomly performed.
A Variable Neighborhood Descent (VND) is applied to the new candidate

solution. The proposed VND, as shown in Algorithm 2, is based on the three
operators described above to explore the neighborhood of the current candidate
solution. The VND method includes the following five operators:

1. Internal swap exploration: Applies the Internal swap movement between
the jobs of the machine m, where Cm = Cmax. Internal swap exploration
keeps the movement that improves best of the current solution.

2. External swap exploration: Applies External swap movement between
the jobs of the machine m that has Cm = Cmax and jobs of a machine l that
has Cl �= Cmax. The best movement is returned.

3. External insertion exploration: Inserts each job of the machine m, where
Cm = Cmax, in each position of a machine l that has Cl �= Cmax ran-
domly selected. External insertion exploration keeps the movement that
improves best the current solution.

4. Balancing: Inserts a maximum number of jobs of the machine m, where
Cm = Cmax, in the machine l that has the lower completion time.

Algorithm 2. Proposed Variable Neighborhood Descent
c = 0;
while c < 5 do

if c == 0 then
σ = Internal swap neighborhood exploration (si)

end
if c == 1 then

σ = Inter machine insertion (si)
end
if c == 2 then

σ = Internal insertion neighborhood exploration (si)
end
if c == 3 then

σ = External swap neighborhood exploration (si)
end
if c == 4 then

σ = Balancing(si)
end
if C(σ) < C(si) then

S = σ;
c = 0;

else
c = c + 1;

end

end
Return S;
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5. Inter machine insertion: In contrary to the first four methods which are
based on machine m that has Cm = Cmax, this operator improves the input
solution by the insertion of each job of each machines in all positions of all
the others machines and keeps the insertion which gives the best makespan.

4 Experiments

Our proposed method was implemented using Python3. All the experiments were
performed on Intel(R) Xeon(R) Gold 5120, 2.2 GHz. 92 GB of RAM. Parallel
programming was not used.

Our experiments were based on the instances given in [16]. They consist of
1640 instances divided into two subsets, Small and Large. The small set consists
of 640 instances that have the number of jobs in {6, 8, 10, 12} and the number
of machines in {2, 3, 4, 5}. The large set consists of 1000 instances that have
the number of jobs in {50, 100, 150, 200, 25} and the number of machines in
{10, 15, 20, 25, 30}. The values of the setup times were uniformly generated from
the intervals {1 − 9}, {1 − 49}, {1 − 99} and {1 − 124}.

Table 1. Mean RPD values in the first experiments on the small instances.

Class T(s) LAHC Immune

6 × 2 0.3 0% 0%

6 × 3 0.45 0% 0%

6 × 4 0.6 −0.8% 0%

6 × 5 0.75 2.6% 0%

8 × 2 0.4 −0.1% 0%

8 × 3 0.6 −0.5% 0%

8 × 4 0.8 0% 0%

8 × 5 1 0.1% 0%

10 × 2 0.5 0% 0%

10 × 3 0.75 −0.3% 0%

10 × 4 1 −0.9% 0%

10 × 5 1.25 −0.3% 0%

12 × 2 0.6 −0.8% 0%

12 × 3 0.9 −0.5% 0%

12 × 4 1.2 −0.7% 0%

12 × 5 1.5 −0.2% −0.16%

To the best of our knowledge, the Immune-inspired algorithm proposed in
[5] represents the best performing approach on these instances. Therefore, we
use it as basis of comparison for our proposed Late Acceptance Hill-Climbing
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Table 2. Mean RPD values in the first experiments on the large instances.

Class T(s) LAHC Immune

50 × 10 13 −2.9% −2.2%

50 × 15 19 −8% −6.5%

50 × 20 26 −10.3% −10.1%

50 × 25 31 −12.6% −12.7%

50 × 30 38 −10.8% −11%

100 × 10 25 −1.3% 0.3%

100 × 15 38 −7.7% −5.3%

100 × 20 50 −12.7% −8.7%

100 × 25 63 −16.7% −12.9%

100 × 30 75 −19.3% −15.3%

150 × 10 38 −1.3% 0.4%

150 × 15 56 −6.8% −3.6%

150 × 20 75 −12.1% −8.1%

150 × 25 94 −17.5% −12.8%

150 × 30 113 −20.5% −13.9%

200 × 10 50 −1.8% % 0.2%

200 × 15 75 −6.7% −4%

200 × 20 100 −12.1% −8%

200 × 25 125 −17.1% −12.2%

200 × 30 150 −20.6% −14.5%

250 × 10 63 −1.8% % 0.4%

250 × 15 94 −7.3% −4.5%

250 × 20 125 −11.8% −8.2%

250 × 25 156 −17% −12.2%

250 × 30 188 −20.8% −15%

approach. To make a consistent and fair comparison, we implemented the best
version (CL4) of the Immune-inspired algorithm [5].

The comparison was based on Relative Percentage Deviation (RPD), which
is the difference between the makespan found by the algorithm Methodsol and
the best solution from the literature Bestlit (Eq. (1)). As in [5], we have executed
each method 5 times on each instance. For each execution, RPD and the mean
RPD of each class of instances are calculated. A class consists of a set of the
instances that have the same number of jobs and machines.

RPD =
Methodsol − Bestlit

Bestlit
(1)
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To take advantage as much as possible of the five VND operators, we ran
LAHC several times using different orders of the five operators inside VND on
he large set. We practically observed that the order used in Algorithm2 is the
best order.

Our experiments were conducted in two phases. At the first, we ran the
proposed LAHC and the implemented CL4 by fixing the stopping criterion (time
limit) as proposed in [16] (Eq. (2)). The parameter calibration of the implemented
immune-inspired algorithm was the same as those used in [5]. For the LAHC,
the LFa is set to 1000. The mean of the relative percentage deviation of our
first experiments are shown in Tables 1 and 2. In both tables, the first column
provides the considered class. The second one represents the average computing
time for all the instances of the class, which is common to both approaches.
The two last columns are devoted to the mean RPD values of LAHC and the
immune-inspired algorithm.

Time = n ∗ (m/2) ∗ t (ms) (2)

Analyzing the RPD’s mean values in Table 1, which is devoted to the results
of small instances, we can conclude that the proposed LAHC reaches better solu-
tions than the immune-inspired algorithm on a large number of classes. Looking
at Table 2 which presents the results obtained for large instances, the same con-
clusion can be made. Except instances of the classes 50×25 and 50×30 in which
the implemented CL4 reaches better solutions, the proposed LAHC is able to
reach the best results on the remaining classes. This superiority explains the
efficiency of using three different movements and a sophisticated VND based on
five neighborhood operators.

In order to compare the proposed LAHC and the immune-inspired algorithm
thoroughly, we conducted another experiment on the large instances where the
stopping criterion (time limit) was fixed to ten times the time considered in [16].
The objective behind the choice of such a criterion is to give a sufficient time
to the methods to reach their best solutions. To be able to reach such a time
limit, the LFa was fixed to 10000. The mean values of the relative percentage
deviation of these second experiments are shown in Table 3.

One can notice that providing both methods with more time allowed them
to reach a better performance. This shows the importance of the choice of the
stopping criterion. Moreover, results also show that the immune-inspired algo-
rithm reaches better mean RPD values compared to LAHC on more classes, such
as 150 × 10. However, LAHC remains very competitive and provides the best
results for more than half of the classes.

From the first and the second experiments, one can conclude that LAHC
reaches competitive solutions and is able to outperform the immune-inspired
algorithm when the time limit is limited.
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Table 3. Mean RPD values in the second experiment on the large instances.

Class T(s) LAHC Immune

50 × 10 130 −4.3% −4.3%

50 × 15 190 −8.9% −8.3%

50 × 20 260 −11.4% −11.7%

50 × 25 310 −14.2% −15%

50 × 30 380 −13.6% −14.3%

100 × 10 250 −3% −4.9%

100 × 15 380 −9.5% −9.9%

100 × 20 500 −14.3% −13.6%

100 × 25 630 −18.8% −17.7%

100 × 30 750 −21% −19.2%

150 × 10 380 −2.8% −4.8%

150 × 15 560 −7.9% −8.9%

150 × 20 750 −13.6% −12.8%

150 × 25 940 −18.8% −17%

150 × 30 1130 −21.8% −18.9%

200 × 10 500 −3.2% −4.7%

200 × 15 750 −8.4% −9.2%

200 × 20 1000 −13.2% −13.1%

200 × 25 1250 −18.3% −17%

200 × 30 1500 −21.7% −18.7%

250 × 10 630 −3.2% −4.3%

250 × 15 940 −8.7% −9.5%

250 × 20 1250 −12.9% −13.1%

250 × 25 1560 −17.9% −16.4%

250 × 30 1880 −21.9% −18.6%

5 Conclusion

In this paper, we proposed an efficient Late-acceptance Hill Climbing metaheuris-
tic to solve the unrelated parallel machines scheduling problem with setup times.
LAHC was based on an effective five-operator variable neighborhood descent. To
demonstrate the efficiency of LAHC, we compared it to the approach provided
in [5], considered as one of the best methods in the literature, on the litera-
ture benchmarks. The results of the proposed LAHC showed the importance of
including advanced local search methods to improve solutions’ quality. More-
over, they showed that LAHC is able to outperform the best methods of the
literature, particularly when methods are given short times.
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Abstract. Whether for optimizing the speed of microprocessors or for
sequence analysis in molecular biology—evolutionary algorithms are used
in astoundingly many fields. Also the art was influenced by evolution-
ary algorithms—with principles of natural evolution works of art can
be created or imitated, whereby initially generated art is put through an
iterated process of selection and modification. This paper covers an appli-
cation in which given images are emulated evolutionary using a finite
number of semi-transparent overlapping polygons, which also became
known under the name “Evolution of Mona Lisa”. In this context, dif-
ferent approaches to solve the problem are tested and presented here.
In particular, we want to investigate whether Hill Climbing Algorithm
in combination with Delaunay Triangulation and Canny Edge Detector
that extracts the initial population directly from the original image per-
forms better than the conventional Hill Climbing and Genetic Algorithm,
where the initial population is generated randomly.

Keywords: Evolution of Mona Lisa · Evolving images · Evolutionary
algorithms

1 Introduction

The idea of constructing images using evolving polygons was first introduced
by Johansson in 2008 [1]. Using an evolutionary approach, more precisely an
evolutionary strategy, he managed to create a copy of the world famous painting
Mona Lisa from only 50 polygons.

The color and the coordinates of the initial polygons were chosen randomly
and the transparency and overlapping aspects allowed for overlapping pixels
which result in different color, following the rules of color mixing. The popula-
tion of the original implementation consisted of only two individuals—a parent
c© Springer Nature Switzerland AG 2020
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set of polygons and a child set of polygons created by mutating the color and
coordinates of the parent set of polygons. From these, the set was selected, which
came closest to Mona Lisa.

Through steady evolution of the polygons, Johansson reached a very good
approximation of Mona Lisa after ca. 1,000,000 generations.

The problem is quite extraordinary, as it represents an interface between two
very different and seemingly incompatible disciplines: computer science and art
(Fig. 1).

Fig. 1. Gradual transformation of the polygons into the Mona Lisa painting (Johans-
son’s experiment).

Also from the point of view of computer science, it is a very interesting prob-
lem, since it combines various aspects of computer science, such as evolutionary
algorithms and image processing. Another interesting feature is that it reveals
the limits of human possibilities: Especially at the beginning of polygon evo-
lution, when the overall picture still has no clearly recognizable shapes, it is
very difficult for us to register small improvements and to judge which image
most closely resembles Mona Lisa. Even later potential improvements often are
noticeable only if there are a certain number of generations between two pictures.

2 Previous Work

As already mentioned, the Roger Johansson blog laid the foundation for this
problem in 2008. “Evolution of Mona Lisa” was received with great interest by
the IT community and was hotly debated. Soon other programmers tried to re-
program it. The most outstanding is probably the variant from alteredqualia.com
[3] with its implementation in JavaScript, which is accessible via the webbrowser
for everyone and has some interesting features. For example, you can set the
mutation rate, the number of polygons and the vertices there and then see in
real time how the image is evolving, what fitness the current image has and how
many mutations have already been made (Fig. 2).

http://alteredqualia.com
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Fig. 2. Two pictures, which were created after 301 generations (l.) and 348 generations
(r.)—only the computer can determine with certainty, which of them looks more like
Mona Lisa.

After initial popularity in the IT community, the interest in this issue later
seemed to have dropped. A formal definition of the problem followed only ten
years later, in 2018, by Thuan et al. [2]. In their work, they also identified some
issues in Johansson’s original solution and the solutions of other programmers,
who tried to solve this problem, namely the inefficiency and the slow conver-
gence, which means that the program needs more and more generations to carry
out small improvements as time progresses. In their view, the reason for this is,
among other things, that the creation of diversity in the population of candidate
solutions was always given a higher priority than the natural selection process,
in which the overall quality of the population is increased by removing bad can-
didates. The latter, however, is more effective, according to the authors. At the
same time they also present their own approach to “Evolution of Mona Lisa”,
namely a natural selection strategy inspired by Simulated Annealing. Comple-
menting a classical Genetic Algorithm, this approach provides a mechanism that
prevents Genetic Algorithm from getting stuck in a local optimum. To achieve
this, they introduce an additional probability of preferring a worse solution over
a better one. This way they give a solution the chance to move away from a
local optimum in order to find a better optimum. This probability of choosing
the worse solution falls during the evolutionary process, that is, as the number
of generations increases. Numerous tests have shown that this approach delivers
better results than the already existing.

3 Proposed Approaches

In this work we tried to solve the problem using a combination of Hill Climbing
Algorithm with Delaunay Triangulation and Canny Edge Detector. By using
Canny Edge Detector and Delaunay Triangulation, we can generate a simplified
pattern of output before mutating it using the Hill Climbing Algorithm. This is
contrasted with the conventional Hill Climbing Algorithm as well as a classical
Genetic Algorithm.

In the following all approaches will be presented shortly.
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3.1 Hill Climbing Algorithm

Hill Climbing is a simple, heuristic method to solve optimization problems. In
this technique, the solution we start with is improved step by step until some
condition is maximized. In each step, a local change is carried out and only
adopted if the resulting solution candidate is better suited. The Hill Climbing
Algorithm can be thought of as a simple evolutionary algorithm with only one
individual—in this case a set of polygons—and one mutation operation to mutate
the color or the coordinates of the polygons.

3.2 Canny Edge Detector

The Canny edge detector is an algorithm for edge detection that is widely used
in digital image processing. It delivers an image which ideally contains only the
edges of the input image [4,6]. The algorithm is involving five steps: Smoothing
of input image by Gaussian filter, finding gradients of the image, non-maximum
supression, double tresholding and then edge tracking by hysteresis.

3.3 Delaunay Triangulation

Delaunay triangulation is a common technique for creating a triangle mesh from
a set of points. With this method, points in R

2 are meshed into triangles so
that within the circle on which the three triangle points lie (perimeter of the
triangle), no other points are contained [4].

3.4 Genetic Algorithm

Genetic algorithms (GAs) are stochastic, metaheuristic optimization methods
whose operation is inspired by the evolution of natural creatures. These algo-
rithms are suitable for searching very large solution spaces. Like in natural genet-
ics, in GAs a set of possible solutions (population) undergoes recombination and
mutation, producing new children. Each individual is assigned a fitness value
based on its objective function value. The individuals with the higher fitness
have a higher probability to mate and yield more “fitter” individuals, which
leads in the long run to an improvement of the objective function values (in our
case color and position of the polygons).

3.5 Hill Climbing Algorithm with Canny Edge Detection and
Delaunay Triangulation

In this variant, the output image is segmented into triangles before the actual
mutation of the attributes takes place. First, we obtain image edges by a Canny
edge detection procedure. Next, a Delaunay triangulation of the edge point set is
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performed so that no triangle edge intersects an edge between neighboring edge
pixels. The triangles thus created are then colored with the average color of the
pixels enclosed by the triangle. In this way, the program starts with a picture
(initial population), which is already very close to the original, as you can see in
Fig. 3.

Fig. 3. Result of evolving after a few mutations (from left to right): Original image,
Genetic Algorithm, Hill Climbing Algorithm and a combination of Hill Climbing Algo-
rithm, Canny Edge Detection and Delaunay Triangulation.

3.6 Fitness Function

The fitness function we used compares the original image (p1) with the polygon
based image (p2) pixel by pixel. The returned value represents the total difference
of the colors as a floating-point number and serves as an indicator of whether
the evolving picture is converging toward the original. The smaller the value, the
more similar the compared pixels and thus the images.

f =

W∑

i=0

(
H∑

j=0

(
2∑

k=0

(p1i,j,k − p2i,j,k)
2

))

W ·H (1)

4 Experimental Results

For our first test, we used the image of the popular cartoon character Homer
Simpson shown in Fig. 3. The size of this image is 306 × 842 pixels. We tested it
in three different algorithms—Hill Climbing Algorithm, Genetic Algorithm and a
combination of Hill Climbing Algorithm and Canny Edge Detector and Delaunay
Triangulation over a period of 50,000 generations. We chose this number because
our experiments have shown that after 50,000 generations, there are usually no
major improvements in terms of fitness.
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In Hill Climbing Algorithm we had only one randomly generated individual,
where polygons were mutated in their color and coordinates.

In the Genetic Algorithm, on the other hand, our population consisted of 50
different individuals, where polygons were not only mutated but also recombined
through a crossover operation.

The combined algorithm again consisted of only one individual, which, unlike
the other two approaches, was not randomly generated, but was obtained from
the original image using triangulation. The polygons and their attributes were
then mutated according to the Hill Climbing principle.

It has been shown that there is only a minimal difference in fitness achieved
during/after 50,000 generations between the Hill Climbing Algorithm and
Genetic Algorithm. The Genetic Algorithm performs a little better, but it is
also very computationally intensive, as more operations need to be performed
due to much higher population size. For example, the Genetic Algorithm took
9.8 h in this test for generating 50,000 generations, while the Hill Climbing
Algorithm reached 50,000 generations after only 1.4 h.

The combined algorithm performs in this case best in all aspects: The cal-
culations took just under 40min. Furthermore, thanks to the triangulation, the
program starts with a picture that already approximates the original very well
and therefore has a very low fitness, i.e a very good fitness. However, the result
does not get much better than the result of triangulation image as you can see
in Fig. 4.

0 10,000 20,000 30,000 40,000 50,000

0

2

4

6

Fig. 4. Evolving of Homer Simpson picture from Fig. 3 (306 × 842 pixels): a fitness -
generation number relationship for the three presented approaches.

Since the results can be influenced by the size and some other properties of
the image such as texture, amount of detail etc., we tested the three approaches
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on some other randomly selected images with the size of 100 × 100 (images 1 to
5), 150 × 150 (images 6 to 10) and 200 × 200 (images 11 to 15) pixels to test
our hypothesis that the combined approach performs best in all aspects.

Table 1. Fitness of 10 Images after 50,000 Generations in percent.

No. HCA GA HCA + DT + CED

1 (flower) 0.2358 0.2036 0.1773
2 (little boy) 0.1567 0.1355 0.1325
3 (racoon) 0.1067 0.0922 0.0916
4 (a Disney princess) 0.1057 0.0966 0.0592
5 (“Sunflowers” by Van Gogh) 0.1743 0.1655 0.1689
6 (strawberry) 0.2362 0.1908 0.1824
7 (abstract) 0.4068 0.2863 0.2337
8 (woman) 0.2741 0.1975 0.1491
9 (parrot) 0.0584 0.0523 0.0316
10 (ship) 0.2778 0.2091 0.2037
11 (mountains) 0.1182 0.1013 0.0904
12 (treasure) 0.4371 0.3910 0.3836
13 (sheep) 0.0777 0.0648 0.0585
14 (balloons) 0.2186 0.1898 0.1131
15 (man) 0.1398 0.1037 0.0952

The test conditions such as the number of generations, number of individuals
etc. remained the same as in the first test (Table 2).

With the help of the obtained numbers our assumption that the combined
approach provides the best results in terms of fitness could be confirmed.

Although the differences to other two algorithms do not seem to be that great
when looking at the numbers, there are significant differences when looking at
images produced: The combined algorithm produces more accurate images with
much clearer edges and contrasts than the other two algorithms as can be seen
in Fig. 5.

In terms of time, the pure Hill Climbing Algorithm seems to perform best,
contrary to the initial assumption. However, it must be said that the time
required depends not least on the processor speed and some other factors, which
is why the presented numbers can only show an approximate ratio between the
different approaches.

The time-waster of the combined approach is probably the fact that this
approach, unlike the other two, works with a dynamically determined number
of polygons, which is usually very high—depending on the size of the picture
several hundred to over 1000. As a consequence, this increases the computation
time.
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Table 2. Required time for 50,000 Generations in minutes (images from Table 1).

No. HCA GA HCA + DT + CED

1 (flower) 5.5 43.3 16.63
2 (little boy) 5.5 48.68 16.41
3 (racoon) 15.16 135.53 44.45
4 (a Disney princess) 18.1 145.45 39.11
5 (“Sunflowers” by Van Gogh) 17.15 127.98 87.03
6 (strawberry) 26.6 205.80 61.76
7 (abstract) 22.68 171.47 45.07
8 (woman) 17.61 156.63 60.38
9 (parrot) 17.04 146.5 63.12
10 (ship) 21.58 181.77 79.05
11 (mountains) 39.9 193.33 85.66
12 (treasure) 33.82 299.02 124.1
13 (sheep) 32.01 200.8 57.36
14 (balloons) 41.43 274.55 74.27
15 (man) 31.1 236.71 77.46

Fig. 5. Comparison of the results of evolving during the first 50,000 generations in
ten thousand steps (image 4): 1st row—Hill Climbing Algorithm, 2nd row—Genetic
Algorithm, 3rd row—Combination of Hill Climbing Algorithm, Delaunay Triangulation
and Canny Edge Detector.
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5 Conclusion and Future Work

The aim of this work was to introduce a new approach to solving the “Evolu-
tion of Mona Lisa” problem and to compare it with two other known solution
strategies—Hill Climbing Algorithm and Genetic Algorithm.

It could be shown that the approach presented by us provides better fitness
for a given number of generations and thus better approximates the original
image. For this the three algorithms were tested on different pictures of different
size.

As a next step, it would be exciting to compare our results with the results of
L.G. Thuan and his colleagues, who presented the Simulated Annealing approach
to this problem (see the “Previous Work” section). For this, however, first of all
a common basis must be created, for example one would have to agree on a
uniform fitness function etc., in order to make the results comparable.

It would also be possible to combine our approaches. This should not be a
problem, because they turn on two different screws: While our approach describes
how to generate a suitable initial population, the work of L.G. Thuan and his
colleagues deals with the selection process of an individual for the next generation
after a successful mutation.

The efficiency of the program could also be improved. A big time waster is
determining the fitness of a picture. With a 200 × 200 pixel image with the 3 color
values per pixel and the transparency value, there are already 160,000 values that
are taken into account each time the fitness is determined. For example, to speed
up this process, one could scale down the image before calculating the fitness.

All in all, we find that this topic is quite exciting and deserves to be
further researched. In any case, it is also very well suited for academic pur-
poses, for example to get acquainted with the functionality of evolutionary algo-
rithms. Practical applications would also be conceivable, for example in image
compression.
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Abstract. In this paper, we present a 3D-model based algorithm for
6D object pose estimation and tracking on segmented RGB images. The
object of interest is segmented by U-Net neural network trained on a set
of manually delineated images. A Particle Swarm Optimization is used to
estimate the 6D object pose by projecting the 3D object model and then
matching the projected image with the image acquired by the camera.
The tracking of 6D object pose is formulated as a dynamic optimization
problem. In order to keep necessary human intervention minimal, we
use an automated turntable setup to prepare a 3D object model and to
determine the ground-truth poses. We compare the experimental results
obtained by our algorithm with results achieved by PWP3D algorithm.

Keywords: Tracking 6D pose of object · Image segmentation ·
Optimization

1 Introduction

Estimating the 6-DoF pose (3D rotations + 3D translations) of an object with
respect to the camera is extremely challenging task. It is very important prob-
lem in robotic applications since a robotic arm needs to know the location and
orientation to detect and to move objects in its vicinity. 3D information about
object position and orientation permits task planning, obstacle avoidance and
object grasping. Having on regard its significance a variety of research efforts
have been devoted to tackling the 6D pose estimation problem from computer
vision community [1], robotics community [2] and augmented reality [3]. In vir-
tual reality applications a precise object pose is required for interaction with an
object as well as for determining the initial pose for tracking.

In conventional approaches, the object pose is recovered on the basis of tem-
plate matching or local-features, where image attributes are matched against
templates or features from the 3D model of the object. The pose estimation
is then done through a selection the best matching viewpoint onto the object
or on the basis of 2D-3D correspondences between such local features and a
Perspective-n-Point (PnP) algorithm [4]. The correspondence-based approaches
require rich texture features. They estimate the pose by solving the PnP with
c© Springer Nature Switzerland AG 2020
N. T. Nguyen et al. (Eds.): ACIIDS 2020, LNAI 12033, pp. 271–282, 2020.
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the recovered to 2D-3D correspondences, often in a RANSAC [4] framework for
outlier rejection. Hinterstoisser et al. [5,6] introduced holistic template-based
methods that can cope with texture-less objects in 6D pose recovering in clut-
tered scenes. Another more recent approach to pose estimation on RGB images
is discussed in [7]. It is based on learning so-called object coordinates. Although
this approach outperforms strategies based on template matching, its runtime
performance is far away from real-time.

Deep convolutional neural network-based approaches have shown promising
results on many computer vision tasks over the last few years [8], particularly in
object detection as well as classification and segmentation tasks. Wohlhart and
Lepetit [9] proposed a CNN not for estimation of the object pose directly but
to determine a feature descriptor such that the Euclidean distance between the
descriptors corresponding to two poses are bigger when the poses are dissimilar
and smaller if the poses are similar. A first attempt to use a Convolutional Neural
Network (CNN) for direct regression of 6DoF object poses was PoseCNN [10].
PoseCNN decouples the pose estimation into estimating the translation and rota-
tion in end-to-end framework. It uses features discovered by convolutional layers
of the VGG16 and then three different branches. Two convolutional branches
perform a semantic segmentation and 2D center voting for handling occlusions.
The third branch comprises a RoI pooling and a fully-connected architecture,
which regresses each RoI to a quaternion describing the rotation. In general,
two main CNN-based trends to estimation of 6D pose of objects have emerged:
either regressing the 6D object pose from the image directly [10] or predicting
2D key-point locations in the image [11], from which the object pose can be
determined by the PnP algorithm.

Most of the RGB image-based approaches to 6D pose recovery has focused
on accuracies of the algorithms as well as processing times. The majority of
present techniques to 6D object pose estimation ignore temporal information
and provide only a single hypothesis for object pose [12]. In [13] both the robot
pose and object pose were determined using planar primitives to achieve object
grasping by a humanoid robot. In order to give robots greater spatial perception
so they can manipulate objects and navigate through space more accurately a
Rao-Blackwellized Particle Filter (PoseRBPF) for object pose estimation has
been proposed in [12]. There are several publicly available datasets for bench-
marking the performance of algorithms for 6D object pose estimation, including
OccludedLinemod [1], YCB-Video [10]. However, most of the current datasets
focuses on a small set of objects. In general, a trend towards building a large-scale
datasets covering all kinds of objects, and relevant to ImageNet in the image clas-
sification domain can be observed. Having on regard a need to prepare a model
of particular object quickly in order to perform object grasping, with fast adop-
tion to novel set of objects, in this paper we discuss a 3D model-based approach.
We investigate the problem of 6-DOF object pose estimation and tracking from
RGB images, where the object of interest is rigid and a 3D model of the object is
known. The object is segmented from the background using an U-Net convolu-
tional neural network. The network is trained using a small set of object images.
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A Particle Swarm Optimization (PSO) [14,15] is then used to estimate the 6D
object pose by projecting the 3D object model and then matching the projected
image with the image acquired by the camera. The tracking of 6D object pose
is formulated as a dynamic optimization problem. In order to keep necessary
human intervention minimal, we use an automated turntable setup to prepare
the 3D object model as well as to determine the ground-truth poses.

2 Neural Network for Object Segmentation

The objects were segmented using an U-Net neural network [16] in which we can
distinguish a down-sampling (encoding) path and an up-sampling (decoding)
path, see Fig. 1. The down-sampling path has five convolutional blocks. Each
block comprises convolutional layers with 3 × 3 filters and stride equal to 1.
Down-sampling is performed by max pooling with stride 2 × 2 that is applied
on the end of each block except the last one. In the up-sampling path, each
block begins with a deconvolutional layer with 3 × 3 filter and 2 × 2 stride,
which doubles the dimension of feature maps in both directions and decreases
the number of feature maps by two. In each up-sampling block, two convolutional
layers reduce the number of feature maps, which arise as a result of concatenation
of deconvolutional feature maps and the feature maps from corresponding block
in the encoding path. Finally, a 1 × 1 convolutional layer is used to diminish
feature number to two. The neural network was trained on RGB images of size
288 × 512. In order to reduce training time, as well as to prevent overfitting and
increase performance of the U-Net we added Batch Normalization (BN) [17] after
each Conv2D. The neural network has been trained using data augmentation.

Fig. 1. Architecture of U-Net used for object segmentation.
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The pixel-wise cross-entropy has been used as the loss function for object
segmentation:

LCE = − 1
N

N∑

i=1

[yi log(ŷi) + (1 − yi) log(1 − ŷi)] (1)

where N stands for the number of training samples, y is true value and ŷ denotes
predicted value. The motivation for using the cross entropy loss function is that
it has nice differentiable properties, and it can be easy optimized using back-
propagation algorithm.

3 6D Object Pose Tracking

At the beginning of this Section we discuss 6D object pose tracking using particle
swarm optimization. Afterwards, we present the fitness function.

3.1 6D Object Pose Tracking Using Particle Swarm Optimization

Particle Swarm Optimization (PSO) [14,15] is a global optimization meta-
heuristic and stochastic method, which is based on swarm intelligence. It is
derivative–free, population–based computational method, which demonstrated a
high potential in optimization of unfriendly non–convex functions. It optimizes
a problem by iteratively trying to improve a candidate solution with respect
to a given measure of quality. The optimal solution is seek by a population of
particles exploring candidate solutions, through moving particles around in the
search-space according to simple mathematical rules. Each particle’s motion is
influenced by its local best known position as well as well as the entire swarm’s
best known position. Every individual moves with its own velocity in the mul-
tidimensional search space, determines its own best position and calculates its
fitness on the basis of a fitness function f(x). The objective function is employed
to determine the best particles’ locations as well as global best locations. Thanks
to interactions between articles a collective behavior arises, which permits the
particles to gravitate to global extremum.

At the beginning, each particle is initialized with a random position and
velocity [14]. In an asynchronous PSO the movement of the particles is with
respect to current state of the swarm and the particle is updated as soon as its
fitness function is evaluated. This means that each particle updates and com-
municates its state to particles after its move to a new position. In consequence,
the particles that are updated in the given iteration can exploit the new best
position immediately, instead of using the global best from the previous itera-
tion. During exploration of the search space every particle i updates its position,
which is affected by the best position p(i) found so far by the particle and the
global best position p̂ found by the whole swarm. In every iteration k, each
particle’s velocity is first updated based on the particle’s current velocity, the
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particle’s local information and global information discovered so far by the entire
population. Then, the particle updates its position using the updated velocity.
In the ordinary PSO, the position and velocity of the particle are determined in
the following manner:

v
(i)
j (k + 1) = wv

(i)
j (k) + c1r

(i)
1,j(p

(i)
j (k) − x

(i)
j (k)) + c2r

(i)
2,j(p̂j − x

(i)
j (k)) (2)

x
(i)
j (k + 1) = x

(i)
j (k) + v

(i)
j (k + 1) (3)

where w is a positive inertia weight, v(i)j is the velocity of particle i in dimen-

sion j, r(i)1,j and r
(i)
2,j are uniquely generated random numbers with the uniform

distribution in the interval [0.0, 1.0], c1, c2 are positive, cognitive and social
constants, respectively, p(i) is the best position found so far by the particle i,
whereas p̂ stands for the best position that was found by any member of the
whole population.

Equation (2), which updates the particle velocity has three main components.
The first component, which is frequently referred to as inertia weight determines
the contribution of the particle’s previous velocity to its velocity it the current
time step, i.e. moving in the same direction. It permits balancing between explo-
ration and exploitation. The second component is referred as cognitive and it
pulls the particle towards the best position p(i) that was found formerly. The
last component, called social, attracts the particle towards the best position p̂
found by any particle of the population. After determining xj(k + 1) using (3),
the best position p(i)(k + 1) of particle i is calculated as follows:

p(i)(k + 1) =
{

p(i)(k) if f(x(i)(k + 1)) ≥ f(p(i)(k))
x(i)(k + 1) if f(x(i)(k + 1)) < f(p(i)(k))

(4)

A topology with the global best has been selected due to its faster convergence
in comparison to neighborhood best one. After updating the local best position
of particle i using (4) the global best position p̂ is updated and then further used
to calculate updates until the iteration does not finish.

The algorithm presented above is usually used for solving static optimization
problems. The motion tracking can be attained by dynamic optimization and
incorporating the temporal continuity information into the ordinary PSO. Con-
sequently, it can be achieved by a sequence of static PSO-based optimizations,
followed by re-diversification of the particles to cover the potential poses that
can arise in the next time step. The re-diversification of the particle i can be
obtained on the basis of normal distribution concentrated around the best parti-
cle location p̂ in time t−1, which can be expressed as: x(i) ← N (p̂,Σ), where x(i)

stands for particle’s location in time t, Σ denotes the covariance matrix of the
Gaussian distribution, whose diagonal elements are proportional to the expected
movement.

3.2 Cost Function

PSO has already been applied in several model-based applications, among others
object detection [18] and 3D pose refinement using rendering and texture-based
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matching [19]. The most computationally demanding operation in 3D model-
based 6D object pose tracking is calculation of the objective function. A con-
siderable acceleration of the calculation of the fitness function can be achieved
on modern GPU devices [20,21]. In this work, we pay more attention to object
segmentation as well as tracking accuracy of 6D object pose, and thus we focus
on CPU implementation of the fitness function in order to simplify design as
well as evaluation of the algorithm.

In PSO-based approach each particle represents a hypothesis about possible
6D object pose. In the evaluation of the particle’s fitness score the projected 3D
model is matched with the current image observations. The fitness score depends
on the amount of overlap between the segmented object in the current image and
the projected and rasterized 3D model in the hypothesized pose. The amount of
overlap is calculated through checking the overlap degree from the object shape
to the rasterized model as well as from the rasterized model to the object shape.
The larger the overlap is, the larger is the fitness value. The objective function
reflects also the normalized distance between the model’s projected edges and
the closest edges in the image. It is calculated on the basis of the edge distance
map [20].

The fitness score is calculated on the basis of following expression:
(

0.5 ∗ Poutside

Pmodel
+ 0.5 ∗ Pempty

Pseg

)w1

∗
(

K

PK

)w2

(5)

where Poutside stands for number of pixels projected from model that are outside
of segmented object on the image, see also see Fig. 2 (left), Pmodel denotes num-
ber of pixels in the projected model, Pempty is number of pixels of segmented
object on the image that are not covered by projected model, Pseg stands for
number of pixels from segmented object, K is sum of L2 distance transform val-
ues from projected model’s edges to object edges on the image, see Fig. 2 (right),
PK denotes number of edge pixels in the projected object outline, and w1 = 0.4,
w2 = 0.6 are exponents that were determined experimentally. The rasterization
of the 3D model is performed using OpenGL.

Fig. 2. Fitness function.
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4 Experimental Results and Discussion

The experimental evaluation has been conducted on three objects: a box, a bottle
and a duck. The objects are texture-less or almost texture-less. 3D models of
the objects were prepared using the Kinect 2.5D RGB-D camera [22] and SfM
techniques. The camera has been calibrated using the OpenCV library [23]. The
ground truths of the object poses have been determined using measurements
provided by a turnable device. Each object has been observed from three different
camera views, see Fig. 3. Nineteen images for each camera view were registered.
The objects were rotated in range 0◦ . . . 180◦. During object rotation, every ten
degrees an image has been acquired with corresponding rotation angle. Each
experiment has been repeated three times, and the estimated poses were averaged
for each considered angle.

Fig. 3. Experiments setup.

In order to prepare the segmentation model the objects were observed by
the camera from different views. For each object more than one hundred manu-
ally delineated objects were prepared and then used to train models for object
segmentation. The models trained in such a way were then used to segment
the considered objects from the background. Afterwards, a dataset consisting of
RGB images with the corresponding ground truth data has been prepared for
the evaluation of the algorithm for 6D object pose estimation and tracking.

4.1 Object Segmentation

A single U-Net neural network discussed in Sect. 2 has been trained to seg-
ment the considered object using the set of manually segmented images. Figure 4
depicts some example RGB images with corresponding images segmented by the
U-Net. The depicted images are from the test subset and were not included in
the training subset. Table 1 presents the Dice scores achieved on the test sub-
set of the dataset. The Dice similarity coefficient for two sets A and B can be
expressed in the following manner:

dice(A,B) =
2 ∗ |intersection(A,B)|

(|A| + |B|) (6)
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Fig. 4. Segmentation of the object. Odd rows contain RGB images whereas even rows
contain images segmented by U-net.

where |A| and |B| stand for the cardinal of the set A and B, respectively. The
Dice score can also be expressed in terms of true positives (TP), false positives
(FP) and false negatives (FN) as follows:

dice(A,B) =
2 ∗ TP

2 ∗ TP + FP + FN
(7)

The test subset contains thirty images for each object. As we can observe in
Table 1, better segmentation results were achieved for U-Net trained separately
for each of the considered objects. Having on regard a better usefulness of a
single U-Net for segmentation of all three objects, in the following subsections
we present the experimental results achieved on the basis of the single U-Net.

Table 1. Dice scores on the test sub-dataset.

Box Bottle Duck

U-Net for each object 0.985 0.964 0.974

Single U-Net for all objects 0.946 0.972 0.978

4.2 Evaluation Metric for 6D Pose Estimation

We evaluated the quality of 6-DoF object pose estimation using ADD score
[2]. ADD is defined as an average Euclidean distance between model vertices
transformed using the estimated pose and the ground truth pose. This means
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that it expresses the average distance between the 3D points transformed using
the estimated pose and those obtained with the ground-truth one. It is defined
as follows:

ADD = avgx∈M ||(Rx + t) − (R̂x + t̂)||2 (8)

where M is a set of 3D object model points, t and R are the translation and rota-
tion of a ground truth transformation, respectively, whereas t̂ and R̂ correspond
to those of the estimated transformation.

4.3 Experimental Evaluation

Table 2 presents experimental results that were obtained by our algorithm in
estimation of 6D pose of box, bottle and duck objects in single RGB images.
The 6D object pose estimate is considered valid if the ADD is smaller than ten
percent of object’s diameter. For the duck the threshold is equal to 1.0 cm, but
because of somewhat larger errors we report scores for threshold set to 1.5 cm.
Each result is an average of five independent runs of the PSO algorithm with
unlike initialization. The average has been calculated for each object. As we
can observe a little bit worse results were obtained for the duck object. One
of the reasons is that this object is a little bit smaller than remaining objects.
The experiments were conducted on RGB images of size 288 × 512. The camera
has been calibrated using OpenCV [23]. The presented results were achieved
by PSO consisting of fifty particles and executing twenty iterations. The initial
particle positions were sampled from the following initial searching space: y-axis
−10◦ . . . 190◦, x and z axes −30◦ . . . 30◦. As we can observe, despite initial poses
quite different from true poses the algorithm is capable of finding satisfactory
results.

Table 2. Scores [%] achieved by our algorithm for box, bottle and duck objects.

Angle [deg] 0 10 20 30 40 50 60 70 80 90 Avg.

Box (ADD < 3.5 cm) 80 80 100 100 80 100 100 100 80 20 84

Bottle (ADD < 2.6 cm) 100 80 100 100 100 100 100 80 40 20 82

Duck (ADD < 1.5 cm) 100 80 80 100 100 80 80 60 80 100 86

Afterwards, we conducted experiments consisting in tracking the 6D object
pose in sequences of RGB images. The pose tracking of the box object has
been done by our algorithm and by the PWP3D algorithm [24], which has been
developed for real-time segmentation and tracking of 3D objects. The poses
in current frames were estimated on the basis of estimates from the previous
frame. The 3D box pose has been estimated in three different experiments with
unlike initializations in the first frame and then averaged. Table 3 presents the
experimental results. It presents also the averages from three independent runs
for each considered object rotation. In a first scenario the object pose has been
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estimated for object rotations about ten degrees, whereas in the second one it
has been estimated every twenty degrees. As we can observe, the ADD scores
attained by the PWP3D algorithm are far worse in comparison to ADD scores
achieved by our algorithm. In particular, the PWP3D can not cope with bigger
inter-frame rotations or rapid motions.

Table 3. Scores [%] achieved by PWP3D algorithm and our algorithm on the box
object.

Angle [deg] 0 10 20 30 40 50 60 70 80 90 Average

PWP3D, exp. 1 67 67 67 100 100 67 67 100 33 67 73.3

PWP3D, exp. 2 67 – 67 – 33 – 0 – 0 – 33.0

Our alg., exp. 3 67 78 89 89 100 56 89 67 22 44 70.1

Our alg., exp. 4 89 – 100 – 78 – 78 – 44 – 78.0

Finally, we conducted experiments consisting in tracking the 6D poses of
objects observed from different views. The experiments were performed on
sequence of images acquired in advance and stored in mp4 files. For every camera
view, the 6D pose of each object has been tracked on ten and nineteen images.
The objects were rotated about the vertical axis with poses changed about ten
degrees. As we can notice, the poses of symmetrical objects were estimated with
satisfactory accuracies with rotations about vertical symmetry axes in range
0◦ . . . 180◦. The discussed experiment demonstrated a potential of the algorithm
and its usefulness for robotic applications consisting in object grasping by a
robot (Table 4).

Table 4. Scores [%] achieved in 6D object tracking for box [ADD < 3.5 cm], bottle
[ADD < 2.6 cm] and duck [ADD < 1.5 cm].

Tracking score [%] Box Bottle Duck

Angle 0. . . 90◦ 0.733 0.867 0.856

Angle 0. . . 180◦ 0.807 0.877 0.719

The complete system for 6D pose estimation has been implemented in
C/C++ and python. The system runs on an ordinary PC with GPU. The images
for training and evaluating the segmentation algorithm as well as extracted
objects with corresponding ground-truth for evaluating the 6D pose estimation
are freely available at: http://home.agh.edu.pl/∼majcher/src/aciids.

5 Conclusions

We have presented a 3D model based algorithm for 6D object pose estimation
on RGB images. The object has been segmented using U-Net neural network.

http://home.agh.edu.pl/~majcher/src/aciids
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The 6D object pose estimation has been performed by PSO algorithm. We have
presented the segmentation results obtained by the U-Net. We presented results
achieved by our algorithm as well as the PWP3D algorithm. The results achieved
by our algorithm are far better than results achieved by the PWP3D algorithm.
In future work we are going to perform tracking of the 6D object pose using
particle filter combined with particle swarm optimization. The initialization of
the tracking will be done on the basis of pose regression neural networks.
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Abstract. Angiodysplasia is a small primary lesion in the gut, which may cause
gastrointestinal bleeding. Wireless capsule endoscopy is one of the best tools
to capture images of these lesions. Since it generates thousands of images, it
is crucial to segment angiodysplasia automatically. Recently, AlbuNet, a deep
learning network, has shown a promising result and considered as the state-of-the-
art technique. In this paper, we aim to enhance AlbuNet from two angles. First,
squeeze-and-excitation is similar to the concept of attention on different channels,
so it can combine variants of extracted features. Second, a pre-processing step to
enhance an image’s quality is proposed by applying a computer vision technique
called “contrast limit adaptive histogram equalization (CLAHE)”. The experiment
was conductedon twobenchmarks:MICCAI2017and2018datasets and evaluated
in terms of Dice coefficient and Jaccard index scores. The results showed that our
model outperformed a baseline technique, AlbuNet, on both datasets.

Keywords: Angiodysplasia · Deep learning · Medical image semantic
segmentation · Convolutional neural network

1 Introduction

The most common vascular lesion in the gastrointestinal tract is angiodysplasia. This
condition could potentially be asymptomatic, but it may cause gastrointestinal (GI)
bleeding [1]. As in Fig. 1 [2], wireless capsule endoscopy (WCE) is a small pill-like
tool used for capturing images along digestive tracts and send to experts for diagnosis.
WCE may produce over 50,000 frames for each patient [3], depending on the frames
per second of the device [4]. The physician needs approximately 1.5 h to review this
endoscopy.

Image segmentation is the task for identifying the location of target objects in a
given image. The image can be divided into various parts called segments. By using
the segmented image, we can make use of the essential segments for image processing
in order to find the object we are interested in. Image segmentation creates a mask of
pixel-wise for each object in the image, allowing us to see the shape of the object.
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Fig. 1. Schematic structure of the capsule [2]

There are many algorithms for image segmentation, such as region-based segmentation,
edge detection segmentation, clustering-based segmentation, and deep learning-based
segmentation.

Traditionally, there is a computer vision-based segmentation method developed for
angiodysplasia captured by capsule endoscopy [5], which is region-based segmentation
for finding regions of interest and classifying themusingvarious features in colon images.

Formerly deep learning-based image segmentation models have been implemented
using convolutional neural networks (CNN), which outperforms traditional computer
vision-based methods in various medical-image tasks, including for the colon. It has
shown promising results in many computer vision tasks, for example, U-Net [6] is a
deep learning-based model for cell image segmentation, Attention U-Net [7] is a deep
learning-based model for pancreas segmentation, and Y-Net [8] is a deep learning-based
model for polyps image segmentation.

Recently a state-of-the-art model deep learning-based image segmentation model
for the angiodysplasia task has been proposed, which is called “AlbuNet” [9]. We utilize
this model as a baseline model to compare our proposed method because it outperforms
other methods in angiodysplasia image segmentation.

In this paper, we proposed a deep learning-based solution in combination with image
pre-processing for angiodysplasia image segmentation from captured frames fromwire-
less capsule endoscopy. The datasets we used to measure the performance of our model
are MICCAI 2017 and MICCAI 2018 Endoscopic Vision Sub-Challenge datasets [10,
11]. Based on our knowledge, this paper is the first that uses the MICCAI 2018 as a
dataset for measuring performance. We will present it as a baseline dataset for other
researchers.

2 Related Works

In this section, we provide details of the traditional computer visionmethod and semantic
segmentation networks in the colon as a timeline.
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Fig. 2. AlbuNet model from [9]

Before we start talking about the networks in the colon tasks, we will introduce
the traditional deep learning-based model used as a baseline model in many medical
academic papers. Historically, in the ImageNet challenge in 2012 [12], deep learning
models became more widespread and popular. In 2015, [6] proposed the U-Net model,
a deep learning model for biomedical image segmentation. This model contains a multi-
channel feature map using convolutional layers. There are two parts in this model that
scale-down and then scale-up feature maps, called “encoder” and “decoder”, respec-
tively. The model has a link between each encoder and decoder to allow information to
flow using a concatenate operation. In their work, they used the model to segment cells
in the image from the International Symposium on Biomedical Imaging (ISBI) dataset,
and it outperformed other models in the paper.

In 2017, [5] presented a system for the automatic detection of angiodysplasia lesions
from images retrieved by wireless capsule endoscopy. They used image pre-processing,
selection of a potential region of interest, feature extraction and selection, and classi-
fication of the potential region of interest with a boosted decision tree classification
method to detect angiodysplasia lesions. The pre-processing image methods that were
used in this work are histogram equalization (HE), contrast limit adaptive histogram
equalization (CLAHE) [13], and RGB decorrelation stretch.

In 2018, [14] proposed the TernausNet-11model, a modification of the U-Netmodel,
which used pre-trained VGG [15] weights from other tasks to initial the weights of the
new model to improve the performance of the model [16]. The pre-trained weights used
in their paper came from the ImageNet and Carvana datasets. They compared three
models: no pre-trained weights, ImageNet pre-trained weights, and Carvana pre-trained
weights. The results showed that pre-trained weights from either ImageNet or Carvana
gave better results than the no pre-trained weighted model.

In 2018, [9] proposed a deep learning model for localizing angiodysplasia lesions.
They used a modification of the U-Net model with pre-trained ResNet-34 [17] encoder
called “AlbuNet” on the MICCAI 2017 dataset. They compared their model as in Fig. 2
to other models to show that their model outperformed other models. Other models used
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in their work are U-Net, TernausNet-11, and TernausNet-16. The results showed that
AlbuNet is a state-of-the-art model for this task.

In 2018, [18] proposed squeeze-and-excitation (SE) networks. Squeeze-and-
excitation is the concept of attention mechanism [19] by creating an attention gate
that weighs channels of data individually and flows into a network using dense layers
to weight the data. The weighted data would carry the information with a higher value
that makes the model focus on important information. The results showed the networks
that, combined with SE methods, outperformed the original networks.

We found that the squeeze-and-excitation technique could improve the performance
of the AlbuNet model, and image pre-processing for specific angiodysplasia tasks could
also make the model learn easier than using only the original images captured by WCE.

3 Proposed Method

In this section, we aim to leverage techniques from various papers to improve the
performance of the model for angiodysplasia.

We adopt themodel framework from [9], extracted from their repository, to construct
our baseline. We aim to improve image pre-processing and the model for angiodysplasia
image segmentation.We describe our method by separated it into two parts, as follows—
Sect. 3.1. Image pre-processing shows the computer vision techniques applied to images;
and Sect. 3.2. Model shows the combination of model building.

3.1 Image Pre-processing

In the project, we apply multiple augmentation methods to images. The methods which
are in our scope are randomflipping, random rotating, and randomhue.Also, the essential
image pre-processing technique is to crop the image at the center of it to 512 × 512
pixels. Next, another image pre-processing we do is adding CLAHE from [5] to images
before the training.CLAHE is an advancement in adaptive histogramequalization (AHE)
in which the contrast amplification is limited. CLAHE divided the image into blocks
with the specific dimension input value. It computes the contrast transform function for
each block individually. The contrast amplification is limited by specific clipping input
values. Figure 3 demonstrates the CLAHE applied to images.

3.2 Model

In the project, themodel,AlbuNet, is amodification ofU-Net,which involved pre-trained
ResNet-34 as encoders. The model contains unequal channels from encoder concatenate
with the decoder in some layers. We added a squeeze-and-excitation block from [18]
between each layer of encoders, decoders, and links between encoders and decoders.
Squeeze-and-excitation (SE) block is an attention gate building from network layers,
which is an average pooling layer, a linear or a dense layer with a ReLU activation
function, and a linear or a dense layer with a Sigmoid activation function tiled together
respectively. SE block structure is shown in Fig. 4. This helps to add weights to channels
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Fig. 3. Examples of original images (left) and applied CLAHE images (right) from MICCAI
2017 [10] (top) and MICCAI 2018 [11] (bottom)

Fig. 4. AlbuNet model with squeeze-and-excitation blocks [9], SE blocks are red block colors
(Color figure online)

and eventually enable the model to focus important information flow from each layer in
the network. The model is shown in Fig. 4.

We add the SE block into each layer and skip connections as a result of our
experiments. We test three models with differently placed SE blocks as follows:
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(1) SE blocks between encoder layers
(2) SE blocks between encoder layers and between decoder layers
(3) SE blocks between encoder layers, between decoder layers and skip connections

By increasing the number of SE blocks in each experiment, we found that the third
model performed the best, so we chose the third model as the new model to compare the
baseline model in this paper.

By combining the methods described above, the model can archive state-of-the-art
for the angiodysplasia image segmentation task.

4 Experiment Design

4.1 Datasets

In this paper, we used two datasets for angiodysplasia as follows:

1. MICCAI 2017 Endoscopic Vision Challenge: Sub-ChallengeGastrointestinal Image
Analysis (GIANA): Angiodysplasia localization task

2. MICCAI 2018 Endoscopic Vision Challenge: Sub-ChallengeGastrointestinal Image
Analysis: Small Bowel Lesion Localization task

MICCAI 2017. The dataset provides a collection of images with dimension of 576 ×
576 pixels. It contains 1,198 images in total, including annotation images. Those images
are split into 598 images with pathology and 600 images for non-pathology. We only
used the images with pathology to train the model. In total, 299 original images were
used for the training of the model. Example images are shown in Fig. 5.

MICCAI 2018. The dataset provides a collection of images with dimension of 576 ×
576 pixels. It contains 3,024 images in total, including annotation images. Those images
are split into 2,424 images with pathology and 600 images for non-pathology. For those
pathology images, they were classified into two classes (1) inflammatory (2) vascular.
We only used the images with pathology to train the model. In total, 1,212 original
images were used to train the model. Example images are shown in Fig. 5.

4.2 Baseline Models

To evaluate the performance of our methods, we compared our proposed methods with
results from [9], which are results from the AlbuNet model.

For hyperparameters tuning, we adopted the hyperparameters settings created by [9].
We performed 5-fold cross-validation as a procedure to estimate the performance of the
models. We trained each model using Adam optimizer with a learning rate of 0.0001 for
the first ten epochs and 0.00001 for other epochs.
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Fig. 5. Examples of original images with lesion and annotation images from MICCAI 2017 [10]
(top) and MICCAI 2018 [11] (bottom) datasets

4.3 Evaluation Metrics

We used the Dice coefficient (Dice) and Jaccard Index or Intersect over Union (IoU)
as metrics, similar to [9]. The Dice equations are shown in Eqs. (1) and (2). The IoU
equations are shown in Eqs. (3) and (4). Since the WCE technique does not require a
real-time process, we will focus on the accuracy of the model instead of an inference
time.

By given two sets, A and B, Dice equation is defined as follows:

Dice = 2|A ∩ B|
|A| + |B| (1)

when applied to binary data, Dice equation is defined as follows:

Dice = 2T P

2T P + FP + FN
(2)

where TP is true positive, FP is false positive, and FN is false negative.
By given two sets, A and B, IoU equation is defined as follows:

I oU = |A ∩ B|
|A ∪ B| (3)

When applied to binary data, IoU equation is defined as follows:

I oU = T P

T P + FP + FN
(4)

where TP is true positive, FP is false positive, and FN is false negative.
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4.4 Loss Function

For loss function, we also used the same loss function in [9]. The loss function is a
combination of binary cross entropy and Jaccard function from [20]. The binary cross
entropy equation is shown in Eq. (5). The loss function equation is shown in Eq. (7).

Binary cross entropy function equation is defined as follows:

H = −1

n

n∑

i=1

[
yi log

(
ŷi

) + (1 − yi )log
(
1 − ŷi

)
)
]

(5)

Adapted function for a discrete object, pixels in an image, from Eq. (3) is defined as
follows:

J = 1

n

n∑

i=1

(
yi ŷi

yi + ŷi − yi ŷi

)
(6)

The loss function equation is defined as follows:

L = H − log(J ) (7)

We found that the code provided on their repository selected the model at the last
epoch of the training process for evaluation of the metric scores. This procedure of eval-
uation should be changed to the model that provides the best or the least loss validation
score for each fold. So, we added this procedure to keep the best validation loss model
for each fold and used the saved models as the final models to evaluate the metrics
instead. The reason we chose the best validation loss model over the last trained models
as they proposed because the last trained models tend to overfit the data more than the
best validation loss models.

5 Experiment Results

The results of metrics, Dice, and IoU scores are shown in Table 1. For theMICCAI 2017
dataset and Table 2. for the MICCAI 2018 dataset. The compared prediction images are
shown in Fig. 6.

Table 1. MICCAI 2017 segmentation results, results are in %.

Model Dice IoU

AlbuNet (baseline) 85.07 75.63

AlbuNet + SE 86.09 76.60

AlbuNet + SE + CLAHE 86.17 76.64

The results showed the performance improvement of the model using our proposed
methods because we focused on various perspectives for building the model and finding
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Table 2. MICCAI 2018 segmentation results, results are in %.

Model Dice IoU

AlbuNet (baseline) 62.99 51.91

AlbuNet + SE 65.62 54.61

AlbuNet + SE + CLAHE 66.20 55.11

Fig. 6. Examples of ground truth images with a lesion (left) compared to prediction result images
from AlbuNet (middle) and Ours (right).

solutions for each part. Our process started from the image pre-processing, namely
CLAHE, to enhance images before the training. Secondly, we added SE blocks to weight
data channels to help model focus on relevant data flow in the network.

For image pre-processing, we used the CLAHE function from the OpenCV library.
It required two parameters contrast limit and block size. The contrast limit is a parameter
to avoid noise amplified, and the block size is the size of the divided block. By combining
these parameters, the results could be changed and be applied to other image segmen-
tation tasks. Before applying CLAHE to images, we converted images from RGB color
space to YUV color space, then applied CLAHE before converting them back to the
original RGB color space.

For adding SE blocks, we experimented with a combination of SE blocks explained
in Sect. 3.2. These blocks are hyperparameters to be tuned when building the model. By
adding a combination of SE, blocks could also change the results of the model because
the SE block is an attention gate that amplified the data passing through the gate, so
if we add these gate on the right places and with the right amounts, it could improve
performance of the model. On the other hand, if we miss the place and amount, it could
also reduce the performance of the model too.



292 S. Gobpradit and P. Vateekul

The reason for different scores from MICCAI 2017 and 2018, in our opinion, is
because of the variety of two of the image classes in the MICCAI 2018 dataset, which is
more thanMICCAI 2017 that has only one image class dataset. Even with human vision,
the locations of the lesion are difficult to be determined in some pathology images.

The MICAI 2018 dataset is suitable for challenging the models for improvement in
the angiodysplasia task.

In conclusion, these methods we proposed required experiment tuning such as the
hyperparameters for specific models and datasets that may be time-consuming, but for
improving the results of the task, these methods should be within the choices of testing.

6 Conclusion

In this paper, we proposed methods to improve model performance. We proposed to
enhance them by two methods: using image pre-processing and add SE blocks to the
model. With these performance improvements, we obtained a model that is able to
diagnose angiodysplasia with a higher rate of accuracy. This will benefit many patients
and experts in the field. Even though the proposed methods required time to tune for the
optimized parameters, for the perspective of enhancing the performance of the models,
they should be considered as collections of the choices for hyperparameters tuning in
the future experiments as well. The code implemented in this paper will be provided
upon request. Finally, the MICCAI 2018 dataset is a unique and challenging dataset for
angiodysplasia image segmentation tasks due to the increasing complexity comparing
to MICCAI 2017 dataset.
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Abstract. Generative Adversarial Networks (GANs)made a huge contribution to
the development of content creation technologies. Important place in this advance-
ment takes video generation due to the need for human animation applications,
automatic trailer or movie generation. Therefore, taking advantage of various
GANs,we proposed ownmethod for humanmovement video generationGOHAG:
GANs Orchestration for Human Actions Generations. GOHAG is an orchestra of
three GANs, where Poses generation GAN (PGAN) creates a sequence of poses,
PosesOptimizationGAN (POGAN) optimizes them, and Frames generationGAN
(FGAN) attaches texture for the sequence, creating a video. The proposed method
generates a smooth and plausible video of high-quality and showed potentials
among modern techniques.

Keywords: Generative Adversarial Network · Poses Generation · Video
generation

1 Introduction

Generative Adversarial Networks (GANs) [1] shown rapid development in content cre-
ation tasks like images and video generation. Among them, special attention takes video
generation due to the development of various applications for humans and objects anima-
tion. Video generation task requires special approach, unlike images generation. Even
though a video is a set of frame-images combined together, it has various factors to
consider for accomplishing generation tasks such as scene dynamics, relationship with
previous and over-all movements, and consistency of the content. This field of study
requires deep research and analysis, however, notable results have been proposed already.

Various research works [2–5] attempted to provide methods for video generation.
[2] used latent variables generation and their transformation into a video. [3, 4] tried to
generate video’s direct pixels. [5] generated a sequence of frames from random vectors.
However, research works [6, 7] focused on the generation of the human actions demon-
strated that the dynamics of the video should be controlled and managed with a human
pose. [6, 7] both applied similar pipeline of video frames generation: first, produce a
sequence of poses, and next, use the poses for scene creation. Both works proposed their
own methods though. [6] introduced a GAN that takes the initial pose of movement as
input and produces a sequence of poses to be feed to the next GAN for frames creation.
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On the contrary, [7] for the poses generation stage applied two GANs that work together
for the human skeleton movement generation. One GAN maps noise to a pose, at the
same time another one generates noise and reuses the first one. However, we proposed
yet another method for human action generation.

In this research work, we proposed a method GOHAG: GANs orchestration for
HumanActions Generation. Using special data representation formovement, we applied
the collaboration of three GANs for human actions video generation task. The first net-
work - PGAN (Pose generation GAN) produces poses representation, the second one
- POGAN (Poses Optimization GAN) optimizes the results of PGAN, and the third
one - FGAN (Frame generation GAN) converts skeleton picture to the image frame.
In comparison with existing works, GOHAG provides a new perspective for the poses
generation by considering this task as the image synthesis, where the generated image
encapsulates information about a particular movement. Applying GOHAG orchestra-
tion of GANs for human action generation helps to create a human movement without
providing initial pose as it was done in [6]. What is more, instead of learning random
vectors that represent a particular action, like in [7], GOHAG learns to generate a pattern
of a movement.

In the Experiments section, wemade the evaluation of GOHAG on the public dataset
and, using different metrics, and compared its performance with [7]. We demonstrated
that the developed framework is capable of producing promising results in comparison
with state-of-the-art video generator.

Fig. 1. GOHAG: two-staged development method overview. Stage 1 takes user-defined action
class and generates human poses, and next, Stage 2 produces the textured frames

2 Related Works

The introduction of GANs [1] triggered the development of various research works in
a video generation task, and there have been many approaches to do that. [2] proposed
a GAN that can learn semantic representations of a video and produce their own. The
network produces a set of latent variables that later are mapped to the frames in videos,
which later combined into a single video. [3] proposed an unsupervised method of video
generation using captions. Taking advantage of short-term and long-term temporal and
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spatial context, researchers at [3] could generate video preserving consistency between
frames. [5] used an approach of decomposition of content and motion in their video
generation GAN. Using a sequence of random vectors that include motion and content
part, the proposed framework in [5] performs the vector-to-frames mapping. According
to a particular action, the motion part changes, whereas the content part remains fixed.
Mentioned works showed promising results, however, the two-stage human video gen-
eration proposed by [6] and [7] showed that a pose-controllable scene generation, where
the final frames created by texturing skeleton pose, produces stable and more plausible
results.

[6] applied GAN for poses generation, which takes an initial pose and action class
as input and synthesizes pose sequence as an encoder-decoder manner. Pose sequence
encoded using several convolutional layers, embedded with action class label, and after
several residual blocks, results passed through decoder part with a series of fractionally-
striped spatial convolutional layers. In addition, for stable and better learning, their poses
generator network applied an integrated LSTMmodule. Frames generation GAN is done
by conditioning the network with human pose and a corresponding input image.

[7] applied double-GAN architecture for poses generation stage. The first GAN takes
an action class, concatenates it with random noise and produces a single pose. At the
same time, the secondGANresponsible for the “proper” latent randomvector generation,
which is going to be used by the first GAN. Therefore, the second GAN reuses their
first GAN multiple times to create a sequence of poses. For the texturing part, this work
applied U-Net like network with convolutional autoencoders with skip connections that
takes the reference pose image and outputs human image. In this research, as [6, 7] we
applied two-staged pose-guided video generation, however, we proposed a unique way
of representing data and build own method for poses generation.

3 GOHAG: GANs Orchestration for Human Actions Generation

Fig. 2. Human action representation. Action Representation (a) shows the pattern of change of
each pose point of the sample pose (b) for particular human movement
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GANs Orchestration for Human Actions Generation (GOHAG) method consists of
two main parts. First, we represent human actions in a special way. Instead of focusing
on the generation of exact skeleton points in the space, we learn a pattern of a particular
human action based on the skeleton movement. Second, we proposed the two-staged
GANs orchestration for human action generation (see Fig. 1). Stage 1 takes user-defined
action class as input and provides to proposed PGAN (Poses generationGAN) that works
together with POGAN (Poses Optimization GAN) for pose sequence generation. PGAN
generates pose pattern, whereas POGAN optimizes them to reduce noise. Stage 2 of
GOHAG concentrates on texture generation. FGAN (Frames generator GAN) takes the
sequence of generated skeleton poses and produces frames by overlaying texture with
pose.

3.1 Action Representation

Proper data representation plays a crucial role in particular tasks. In the case of human
action generation, trying to generate a sequence of poses just by learning skeleton points’
position in the space is not efficient. Instead, we proposed a special representation of
human movements, which constructs a pattern of changes of skeleton points within a
particular action.

Figure 2 shows a sample of action representation. Assuming that pose skeleton (b)
in Fig. 2 takes an action (i.e. walking), on the left, we illustrated its corresponding action
representation (a). The sample pose (b) consists of 14 points in 2D or 28 points in 1D
space, and Action Representation (a) demonstrates how each point of skeleton pose
changes within a number of frames. In Fig. 2 we illustrated a human stretching action
example within 60 frames and encapsulate each point movement in S×Npicture, where
N is the number of frames and S is a scaling factor for transformation of the original
pose point. In this work, we applied S as 40. Analyzing points of the head movement,
you can see that x point stays the same, however, y changes its position. Therefore, every
human action will be converted to the proposed representation and used in the Poses
Generation stage.

3.2 Poses Generation

Poses Generation stage comprises of two GANs that work together. The PGAN takes a
user-defined action class, embeds it with noise and generates pose sequence represen-
tation. Next, POGAN performs an optimization process on the generated sequence to
remove noise and enhance the produced action patterns from PGAN.

PGAN. Poses generator GAN is the main part of GOHAG, which is responsible for
smooth poses generation according to the given action class. The generator of PGAN
tries to reproduce action in the form of action representation (see Fig. 2) and fool the
discriminator network. The discriminator at the same time learns to identify whether the
generated pose sequence is real or fake.

Figure 3 describes the architecture of PGAN. The proposed PGAN is Conditional
GAN [8] that has a deep architecture. Both generator and discriminator networks are
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Fig. 3. Architecture of PGAN

conditioned with a user-defined class label and trained together on binary cross-entropy
loss.

The generator gets a class label and normally distributed latent dimension noise (in
our work latent dimension is 100) and after performing Embedding, Dense layers for the
class label, Dense, Batch Normalization, ReLU for latent noise, Reshapes them in the
same dimension for Concatenation. Next, the output passed through the series of blocks
that contain Conv2DTranspose, Batch Normalization, and ReLU (number of filters for
convolutions defined on the block, kernel size is 5, striding is 2). The output of the
network and class label are then passed to the discriminator network.

Fig. 4. Comparison of POGAN optimized pose sequence (c) generated by PGAN (b) with real
sequence (a)

The discriminator network works with produced pose sequences of the generator and
the initial action class label. It performs the same steps with the action label as the gener-
ator and concatenates with produced output. Performing the series of convolution block
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layers which consist of Conv2D, LeakyReLU, Dropout (LeakyReLU is 0.2, Dropout is
0.5), and increasing the number of filters for convolutions (described in Fig. 3) lead the
discriminator to produce a single statement (fake or real). The architecture of PGAN
was developed empirically. We noticed that more filters in convolutional layers will not
always lead to better convergence, and it’s crucial to find a balance between generator
and discriminator networks.

POGAN. Poses Optimization GAN plays a considerable role in smooth and plausible
human action generation. The main objective of POGAN is to optimize the output
produced by PGAN. Figure 4(b) shows a sample result of PGAN. Comparing the real
points’ pattern and PGAN-generated, PGANproduces acceptable output, however, there
is a noise that affects the smoothness of the final pose sequence. This demonstrates the
need for the optimization step.

POGAN is a conditional CycleGAN [9]. CycleGANs showed great potential and
abilities in different use cases, therefore, we applied the architecture of [9] for POGAN
with the adopted dimensions for feeding our data. The main idea behind optimization
- considering this step as the style changing task, where we convert noised input into
a smooth poses sequence. For training POGAN we used paired mapping of different
noised level input and expected styled output. As a result of the optimization step, the
noised output of PGAN described in Fig. 4(b) is converted to smooth and cleaned pose
sequence representation illustrated in (c). The resultant output of PGAN and POGAN
in the Pose Generation stage produces the sequential skeleton poses for the next stage
of human action generation.

3.3 Frames Generation

Fig. 5. Sample results from the Poses Generation stage (a) and the according textured poses from
the Frames Generation stage (b)

In the Frames Generation stage of GOHAG, we convert generated poses into the
sequence of frames. Third GAN - FGAN overlays the texture on each skeleton for a
given set of poses.
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For the development of FGAN, we used NVIDIA’s pix2pixHD [10], which is
intended tomake photorealistic image-to-image translation. [10] applied high-resolution
image synthesis with Conditional GANs [8]. We used the pix2pixHD network as a base-
line for building FGAN. Modifying input layers of [10], we proposed Frames generator
GAN that takes pose skeleton image as input and generates scene frame. Since the output
of the first stage of GOHAG is a poses sequence in our own data representation (see
Fig. 2(a)), we convert them into a set of skeleton pose images (see Fig. 5(a)). Feeding a
skeleton pose image to FGAN will return the textured frame on that pose. Training of
FGAN requires two sets of images: skeleton poses images and according set of textured
frames. We noted that the performance of FGAN is dependable from previous networks.
The stability of results produced by FGAN increases with the variety of examples.
We illustrated the sample results of FGAN in Fig. 5(b) based on generated poses of
PGAN&POGAN in (a).

Comparing recent works on poses generation [6, 7], GOHAG has its own specialties.
[6] has an LSTM module inside of their network which needs to get the initial pose for
the generation of the sequence, however, GOHAG can produce a movement just using
a latent noise. Researchers at [7] applied two GANs for the poses generation stage. One
GAN manipulates random noise by concatenating a class of action and mapping it into
a pose. Second GAN creates noise for sequence. In the case of GOHAG, we try to map a
random noise concatenated with a class of movement to the action representation image
(Fig. 2). GOHAG considers poses generation as image generation, which has patterns
that describe a particular movement. Next, we performed a quantitative and qualitative
analysis of the GOHAG and described it in the experiments section.

4 Experiments

Evaluation of the GANs is not straightforward. [11] states that for the evaluation of each
particular task we need to understand insights and goals first. In this work, we aimed to
create a method that can generate sequential and smooth movements of human actions,
and, at the same time, we want the final textured results to be plausible and photo-
realistic. Since we are dealing with a staged development approach, we will evaluate
each step separately, and also perform total result-check.

To demonstrate the performance of GOHAG, in all experiments, we compared
GOHAG’s results with state-of-the-art work [7] and ground truth human points. We
trained models on chosen classes of UCF 101 Action Recognition Dataset [12] in the
same way as it was done in [7]. For all experiments, we labeled [7] as ‘Deep’, ground
truth human actions as ‘Real’, and our proposed method as ‘GOHAG’.

4.1 Dataset

Evaluation of GOHAG is done with the public dataset. We used UCF101 Action Recog-
nitionDataset [12] in order to train and compare the proposedmethodwith another work.
We selected three action classes (jumping jack, jumping rope, taichi) each containing
4–5 short videos where one object performing an action. In order to prepare the dataset
for GOHAG, we framed all videos and estimated poses with state-of-the-art human pose
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estimator OpenPose [13] and extracted 28 human skeleton points. We prepared two sets
of the dataset for each stage of GOHAG. First, the dataset of the sequence of poses
and corresponding action labels for Stage 1. Second, the dataset of pose skeletons and
its textured frames for Stage 2. We trained GOHAG and all experiments on a PC with
NVidia RTX 2080 Ti GPU, Intel Core i3-8100 CPU with 4 cores, 8 GB RAM. Stage 1
training took about 2 h with 1000 epochs, whereas Stage 2 – about 5 h with 50 epochs.
Next, we performed the evaluation process.

4.2 Evaluation of Poses Generation

Fig. 6. L2 distances of consecutive poses. High points on the graphs show rapid change between
consecutive poses, and low points represent slow or absence of motion

The output of the Poses generation stage is a sequence of poses. Since we are aiming
to have smooth and sequential human action generation, we want GOHAG to produce
stable pace results. To check this property, we proposed an L2 distances experiment (see
Fig. 6) that measured the distance between each consecutive pose within 35 frames. High
L2 distance represents rapid change between poses; low distance - slow or no motion.
We compared the plots of the proposed model (GOHAG) with [7] (Deep) and ground
truth movement (Real). The experiment shows that both methods produce poses’ pace
within a range of Real graph change. The average L2 distances of Real is 16.5, Deep is
20.94 and GOHAG is 14.57. At the same time, the standard deviations of L2 distances
of Real, Deep and GOHAG are 9.81, 11.11 and 7.11 respectively. This demonstrates
that GOHAG is able to generate smooth movements that describe original action (see
Fig. 5(a)) with a closer pace to original than Deep since GOHAG’s results are closer to
Real.
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4.3 Evaluation of Frames Generation

Experiments on Frames Generation stage is an evaluation of the results from
the full pipeline because the performance of FGAN depends on the output from
PGAN&POGAN. Therefore, we generated sample poses from the Poses generation
stage and produced textured frames with the help of FGAN.

Evaluation of Frames Generation stage consists of two parts: a quantitative and qual-
itative analysis. Quantitative evaluation represents the experiments where we compare
generated videos with real ones in terms of their quality, diversity, and distribution.
Qualitative evaluation checks the plausibility and realism of generated frames.

Fig. 7. Video quality evaluation of generated videos in comparison with real ones. The left graph
illustrates Peak Signal to Noise Ratio (PSNR) of generated videos, and the right graph shows the
Structural Similarity Index (SSIM) between generated and a real set of frames

Quantitative Evaluation. The first quantitative experiment is based on video quality
evaluation.UsingPeakSignal toNoiseRatio (PSNR) [14] andStructural Similarity Index
(SSIM) [14] metrics, we compared generated video with real video in a frame-by-frame
manner with-in 50 frames (see Fig. 7). PSNR metric shows how well a generated image
was reconstructed from the original frame. PSNR metric usually used as the simulation
of human perception in judging a reconstruction quality of images after compression.
Generally, PSNR is the ratio of signal to noise, where a signal is the original data,
and the noise is the error of compression. Therefore, the greater the value of PSNR is
better. In our case, we used this metric to compare generated and real frames. Results
(Fig. 7 (left graph)) illustrate that, in the PSNR metric, Deep performs negligibly better
than GOHAG. The average PSNR value for GOHAG is 29.95, Deep is 30.35, and
their standard deviations are 0.46 and 0.44 for GOHAG and Deep, accordingly. At the
same time, we performed the video quality evaluation experiment with the SSIM metric
(Fig. 7 (right graph)). SSIM is a perception-based model intended to show how similar
two images are. PSNR estimates absolute errors, however, SSIM deals with an image
compression or degradation as a change in its structural information (spatially close inter-
dependent pixels). We used SSIM to find similarity between generated and real images
(Fig. 7 (right graph)). The graph demonstrates that GOHAG’s plot has higher peaks than
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Deep. GOHAG achieved an average of 0.651 similarity, where Deep is 0.648. Their
standard deviations are 0.04 and 0.02 for GOHAG and Deep respectively. The results
in the video quality experiment demonstrate that both methods (Deep and GOHAG)
produce nearly equal performance and high-quality generation output.

The second experiment for quantitative evaluation is based on Inception Score (IS)
[15] and Fréchet Inception Distance (FID) [16]. Inception Score is a metric proposed in
[15] for evaluating the performance of GANs. IS illustrates how diverse the generated
images are, and how distinctly they look like from each other. IS takes the name from
the Inception classifier, where it feeds the images to the Inception network and returns
the probability distribution of a label for the image. According to the distribution and
probabilities computes Inception Score. In addition, we applied another metric FID [16]
that calculates the distance between two distributions (real and generated images). For
IS and FID experiments, we used all images generated by GOHAG, Deep [7] and Real
images. We summarized the results in Table 1.

Table 1. Comparison table Deep, Real and GOHAG results based on IS and FID

Example images Inception Score (IS) Fréchet Inception Distance (FID)

Real 1.41 0

Deep 1.12 106

GOHAG 1.35 98

The results of Table 1 show low IS because we trained only with 3 action classes.
However, these experiments created equal conditions for comparison between GOHAG
and Deep generated videos. In both metrics (IS and FID) GOHAG outperforms Deep.
GOHAG’s IS closer to the Real and at the same time, its FID has a smaller value. This
shows that the generated distribution of GOHAG images is closer to the ground truth
images.

Qualitative Evaluation. Qualitative evaluation of GOHAG and Deep is based on the
users’ responses. For this experiment, we used the psychophysics approach described
in [17], which is intended to evaluate the perceptual similarity and variability of the
images. In [17], researchers provided users real and synthetic sets of images and asked
them to find a real one. The size of the images in the sets was changed from small
to large, which led to an increase in the percentage of a correctly identified real set.
Following the methodology in [17], we conducted an online survey, where the users
asked to find a set of real images. For each question, we provided the sets of generated
(by GOHAG or Deep) and real images with the same image size in a set. Users did
not know about the comparison experiment of GOHAG and Deep, so they just had to
distinguish a real set of images. The main objective of the evaluation is to see for which
images (GOHAGorDeep) users can hardly distinguish between generated and real ones.
The online survey was conducted in a social network, where we received responses from
31 people. Figure 8 summarizes a user evaluation. As shown in a graph, with increasing
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Fig. 8. User evaluation summary

the size of the picture in the set, users started correctly identify generated images. With
50× 50 images it is almost random responses (about 50%) since it is hard to distinguish
due to very small images. However, for larger size images like 500 × 500 about 80%
could correctly identify real ones. Analyzing the graphs in Fig. 8, the lower graph is
better since we want users’ responses to be incorrect (confuse generated images as real).
Deep performs better in sets with smaller size image, however, starting from 100 ×
100 GOHAG shows similar or better results. This result shows that while comparing
generated pictures in the high dimensions, GOHAG produces higher quality and more
realistic images rather than Deep.

5 Conclusion

In this research work, we proposed the method for human action video generation
GOHAG. GOHAG is the two-staged action generation method that orchestrating GANs
for producing pose sequences and texturing them to generate a video. GOHAG consists
of three GANs: Poses generation GAN (PGAN) that produces poses, in the form of
proposed movement representation, from a user-defined action class; Poses Optimiza-
tion GAN that optimizes the result of PGAN, and Frames generation GAN (FGAN)
that takes the sequence of poses from the previous stage and convert them into tex-
tured frame sequence. We evaluated produced results quantitatively and qualitatively on
different experiments. Results showed that GOHAG outperforms state-of-the-art work
with stable and smooth poses generation. The proposed method GOHAG generates
high-quality image frames and achieves the production of plausible and realistic human
actions.
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Abstract. The protection of control and intelligent systems across networks and
interconnected components is a significant concern. Biometric systems are smart
systems that ensure the safety and protection of the information stored across these
systems. A breach of security in a biometric system is a breach in the overall secu-
rity of data and privacy. Therefore, the advancement in improving the safety of
biometric systems forms part of ensuring a robust security system. In this paper, we
aimed at strengthening the finger vein classification that is acknowledged to be a
fraud-proof unimodal biometric trait. Despite several attempts to enhance finger-
vein recognition by researchers, the classification accuracy and performance is
still a significant concern in this research. This is due to high dimensionality and
invariability associated with finger-vein image features as well as the inability of
small training samples to give high accuracy for the finger-vein classifications.We
aim to fill this gap by representing the finger vein features in the form of informa-
tion granules using an interval-based hyperbox granular approach and then apply
a dimensionality reduction on these features using principal component analy-
sis (PCA). We further apply a granular classification using an improved granular
support vector machine (GSVM) technique based on weighted linear loss func-
tion to avoid overfitting and yield better generalization performance and enhance
classification accuracy. We named our approach PCA-GSVM. The experimental
results show that the classification of finger-vein granular features provides better
results when compared with some state-of-the-art biometric techniques used in
multimodal biometric systems.

Keywords: Granular computing · Cybersecurity · Biometric · Finger-vein ·
Support vector machines

1 Introduction

Biometrics forms part of an agenda for guaranteed security of information and user
privacy [1]. For decades, biometric systems use human physiological traits such as fin-
gerprints, voice, face, and iris for identification and verification purposes [2]. Biometric
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systems have a significant advantage in security-related applications such as; access con-
trol, forensic analysis, border security, fraud identity, and detection and prevention of
terrorists [3]. Several biometric authentication systems are used based on human physio-
logical and behavioral characteristics such as fingerprints recognition, face recognition,
voice recognition, iris recognition, hand geometry, and finger-vein recognition [4]. The
finger-vein authentication system has been identified as the most secured, with higher
accuracy, low cost, and above all, long term stability [3].

However, despite these high potentials of finger-vein recognition, it also presents
drawbacks and limitations at every stage of the recognition process. For example, in the
image acquisition stage, the quality of infrared images,which as a result of closenesswith
the camera, cause optical blurring, limited texture information, and position guidance of
the finger all affect recognition performance [5]. Also, accompanying the report based on
the results of shadow produced by various thicknesses of the finger muscles, tissues and
bones surrounding the vein that has been captured in the infrared images of a finger vein,
affects recognition performance [6]. Besides that, finger vein identification systems are
vulnerable to spoofing attacks [3]. Moreover, all the issues highlighted are in the form of
classification problem which arises as a result of the need for a robust matching process
with high recognition performance and high accuracy.

On the other hand, Granular Computing (GrC), as advanced by the works of [7], is
widely used in pattern recognition to solve classification problems. When a problem is
complex, and it involves high dimensional data, it is best addressed by a granular com-
puting approach [8]. The problem, such as classification of biometric data is a complex
problem due to the high dimensionality of images involved as well as uncertainty in the
feature representations. Moreover, a biometric application forms part of a cybersecurity
system [9]. In our previous paper [10], we highlighted how granular computing could
be of significant importance to cybersecurity problems. Therefore, we argue that for
improved efficiency in biometric recognition systems, GrC is the best approach. Finger
vein image is considered as high dimensional due to the influence of shadow produced
by various thicknesses of the finger muscles, tissues, and bones surrounding the vein and
blurry boundaries with different illumination. These will result in degraded performance
and lead to less accurate results.

In this paper, we proposed a novel finger-vein classification technique based on
granular computing. We considered finger-vein authentication as a pattern classification
problem due to persistence in degraded performance as a result of the feature complexity
of finger-vein images. On that basis, we propose a novel approach by representing the
finger vein features in the form of information granules using an interval-based hyperbox
granular approach and then apply a dimensionality reduction and feature extraction on
these features using principal component analysis (PCA). We further apply a granular
classification using an improved granular support vector machine (GSVM) technique
based onweighted linear loss function to avoid overfitting and yield better generalization
performance and enhance classification accuracy.We named our approach PCA-GSVM.
A granular support vector machine (GSVM) [11] can tackle the low-efficiency learning
problem in SVM and as well be able to have an improved generalization performance
[11]. Tang et al. [12], first proposes granular support vector machines by combining
statistical theory and granular computing theory, which involve splitting the feature
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space into subspaces and build the SVM for each of the subspaces thereby achieving
better generalizations ability. Many works use GSVM to take advantage of tackling
imbalanced data, high dimensionality, and generalization ability [13–16]. However, to
the best of our knowledge, no one has applied GSVM in finger vein classification even
though been used widely in other classification tasks.

The general approach to finger-vein identification is a four-process stage; image
acquisition, preprocessing, feature extraction, and matching [3]. We intend to alter the
sequence by merging to a two-stage process called; preparation stage and pattern classi-
fication stage, as depicted in Fig. 1. In this work, a region of interest (ROI) localization
and image enhancement is performed during preprocessing. We then identify the homo-
geneous region in the feature space using interval-valued class membership grade [17]
based on the hyperbox granular approach. Then we characterize the classification pro-
cess by determining the bounds for all the created granular prototypes using an improved
GSVM based on the weighted linear loss function. And lastly, we aggregate those with
similar class membership and apply global matching for high recognition performance.

Image 
acquisition

Preprocessing

Image enhancement

ROI 
extraction

Feature 
Extraction

Information 
granulation

WLGSVM

PCA Decision

Preparation Classification 

Fig. 1. nl Proposed approach for finger-vein pattern classification using our approach

This paper, to the best of our knowledge, is the first to propose the use of a single
modal biometric trait – finger-vein – in a granular computing perspective to enhance
the recognition process. The paper is organized as follows: in Sect. 2, we introduce
the proposed granular support vector machine approach to finger-vein classification; in
Sect. 3, we present the experimental studies and results; and finally, the conclusion and
some recommended feature work in Sect. 4.

2 Proposed Granular Approach for Finger-Vein Pattern
Classification

This paper proposes a granular computing approach to finger-vein biometric authentica-
tion from the classification point of view. The process of classification provides a clear
distinction between the regions of high homogeneity otherwise refer to as confidence
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region and the region of uncertainty. The proposed approach is mainly focused on the
classification process, which follows after the feature extraction process of the finger-
vein recognition system. The process is divided into two broad stages; preparation stage
(comprising of image acquisition, preprocessing, and feature extraction) and classifica-
tion stage (which involves granulation, use ofGSVMclassifier, and classification results)
as depicted in Fig. 1. These stages are briefly described in the following subsections.
However, we o emphasis on the granular support vector machine classification stage of
the process. The following paragraphs present the proposed approach in detail.

2.1 Preparation Stage

In the preparation stage, which comprising of image acquisition, preprocessing, and
feature extraction is first preceded with the choice of the relevant database. In this
study, the image datasets are from the FV-USM database [18], which was collected and
structured accordingly. All the images are converted JPG files and as well scaled to
320 × 240 pixels each for uniformity. A total of 4,748 images were collectively in the
database and we used 900 instances from 150 classes in the evaluation procedure. The
description of the database is as follows:

– FV-USM database: The database contains 492 fingers with 12 images each. The
images are 8-bit grayscale level JPG files with a resolution of 640× 480 pixels in raw
images.

Preprocessing is next, which provides an enabling environment for the feature extrac-
tion process. The major activities involved in the preprocessing stage are; region of
interest (ROI) segmentation, normalization, and image enhancement. In this paper, we
applied the ROI segmentation algorithm used in [19]. Figure 2 shows the finger-vein
images before and after preprocessing. The next phase is feature extraction. In this
phase, we adopted the procedure in [20] on using principal component analysis (PCA)
as a feature extraction technique. PCA is very efficient in reducing the size of the input
and as well for feature extraction by creating a feature space. PCA is also known to have
low computational time that is very much relevant in biometric systems. However, PCA
encounters a problemwhen presentedwith nonlinear relationships and become relatively
inefficient [21]. The PCA uses Kerhunen-Loeve transform in identifying feature vectors
and classify the images according to the Euclidean distance between feature vectors.
Therefore, to obtain the feature vectors, the following procedure is followed:

(i) Let n rows and n columns belong to M finger-vein images. Let �1, �2, . . . , �M be the
images with column vectors having

(
n2x1

)
dimension. And to calculate the mean

finger-vein image μ we use:

μ = 1

M

M∑

i=1

�i (1)
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(ii) Using the mean acquired from the finger-vein image, we calculate the finger-vein
image distance φ1 called column vector.

φi = �i − μ (2)

(iii) All column vectors are further assembled in matrix form k = [φ1, φ2, . . . , φM ]
with

(
n2xM

)
with a covariance matrix C calculated as:

C = K · K 2 (3)

Furthermore, to avoid high computational complexity that arises as a result of cal-
culating each eigenvalue and eigenvectors of n2 we form a matrix of C in (theMxM)

dimension [22].

C = K 2 · K (4)

(iv) To form the eigen-finger-vein space [23], we calculate M eigenvalues (λi ) and M
eigenvectors (Vj ) of C . Let E = [V1, V2, . . . , VM ] represent a combined matrix
of eigenvectors C with MxM dimension, and the eigen-finger-vein space can be
calculated by D = [D1, D2, . . . , DM ]T given as:

D = V · KT (5)

Where D is the row is vectors and stands for eigen-finger-vein of finger-vein images
in the training set.

(v) We calculate the feature vectors of W using:

D = D · K (6)

For W = [w1, w2, . . . , wM ] with dimension MxM corresponding to each finger-
vein image in the training set. In this study, we perform a comparison of test images using
the eigen-finger-vein and the feature vectors acquired with the finger-veins in training
set by the following steps:

(a) Consider �T to be the test image with n2x1 dimension and to calculate the distance
of the test image from the mean finger-vein image we use:

φT = �T − μ (7)

(b) We follow with the projection of the test image in the eigen-finger-vein space to
obtain its feature vectors WT given as:

WT = D · φT (8)
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Fig. 2. Extracted Finger vein

(c) At this point, determining the similarity of WT to each Wi in matrix W is very
crucial to find the resembled test image in the training set.

However, current approaches use support vector machines for this test, but the pro-
cedure is flawed with computationally complex quadratic programming problem 0(n3)
solving. Therefore, this study used granular support vector machines (GSVM), as
presented in Sect. 2.2.

2.2 Information Granulation Using Interval-Based Hyperbox Granular
Approach

In this section, one of the most recent methods of information granulation based on
the principle of justifiable granularity (PJG) [24] is exploited. The PJG is a formalism
that advocates the creation of an information granule that is rich in experimental data
and meaning for knowledge derivation and discovery. However, creating an information
granule using this formalism is confronted with conflicting requirements of balance
between coverage and specificity of an information granule�. Such a condition requires
trade-off by applying a multiplicative index as:

M = cov(Ω)xspec(Ω) (9)

Where cov(Ω) =
∑

k:x∈Ω=[a,b]
wk (10)

and spec(Ω) = f (|b − a|) (11)

We consider M as an objective function of the interval between upper and lower
boundaries a and b, respectively, for a weighted data Z as given in Eq. (4).

M(b) =
(∑

k:m<xk≤b
Wk

)
x f (|b − m|) (12)

where m is a numerical representation of the data Z and f is a non-increasing function
given as f (u) = e−αu,∞ ≥ 0

M(a) =
⎛

⎝
∑

k:a≤xk<m

Wk

⎞

⎠xe−α|m−a| (13)
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This process requires the optimization of Eqs. (12) and (13) in which ∞ is consis-
tently used as a threshold or granularity (size) to either determine the impact of specificity
and coverage. It should be noted that different values of ∞ is put in the range of [0, 1],
which means if ∞ = 0, the f (u) = 1 that specifies the created interval information
granule (Ω) is not bounded by either experimental data and specificity.

To maximize the objective function (b) with respect to the granularity ∞ [0, 1]
given as:

αmax (b) = max{α1max (b),α(b),α(b), . . . α(p − 1)α2max (b)} (14)

Equation (6) is synonymous to maximizing the lower boundary (a) to determine the
maximum granularity value of:

α(a) − αmax (a) (15)

In this study, a family of internal information granules is generated around the numer-
ical representation of the weighted data in a range of 0 to 1. It is based on the acquired
information granule that we build the support vectors, which is explained in the next
Sect. 2.3.

2.3 Granular Support Vector Machine Classification

Support vector machines (SVM) have received considerable attention in tackling clas-
sification problems [25]. Using SVM involves the application of hyperplane, where
the distinction between correct and non-correct samples is made. An essential advan-
tage of using SVM is its ability to handle disperse data and a considerable capacity to
handle overfitting. However, SVM is computationally complex in solving a quadratic
programming problem 0(n3) (where n is the size of the entire training sample), and
its biasness leads to misclassification in high dimensional feature space. Therefore the
research on SVM has promoted the advancement of granular support vector machine
(GSVM), which combines statistical theory and granular computing [26] to enhance
generalization and facilitate segregation of nonlinear inseparable problems into a series
of linear separable issues.GSVMwasfirst proposed by [26],which constructs a sequence
of information granules and then builds support vector machines in each information
granule to maximize the margins and have better generalization capabilities. The use of
GSVM as a learning model will facilitate the reduction of the problem complexity and
as well as increase classification efficiency. It is noteworthy to say that the creation of an
optimal information granule remains a crucial problem, and to tackle complex classifi-
cation problems in areas of high-level security such as biometric recognition requires the
creation of an optimal information granule as a foundation for successful classification.

We argue that a successful classification using granular support vector machines
requires a well-designed optimal information granule in addition to the original power
of GSVM to tackle information loss that is very evident in biometric data. The design
of GSVM follows a top-down approach where the hyperplane is divided according to
the statistical margin maximization principle. The quadratic problem involved can be
solved using the Wolfe dual formulation [27].

Maximizewd =
∑

i
α − 1/2

∑

i, j
αiα j,qiq j p

(
xi , x j

)
(16)
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Subject to

0 ≤ αi ≤ M (17)

∑

i

αi qi = 0 (18)

To maximize the margin width, then:

M =
S∑

i

αi qi xi (19)

margin width = 2

m
(20)

Where S represents the number of support vectors.
A straight forward approach to split the hyperplane based on the granular concept

is by building support vector machines as clusters in the feature space tagging them
as cluster1 and cluster2. Therefore, an aggregative margin width (AMW) would be
defined as:

Aggregative margin width = 1

m1 + m2
(21)

Where m1,m2 are weights calculated by (19) for the cluster1 and cluster2 support
vector machines. An evident drawback in this approach is finding the optimal splitting
hyperplane and determining the most substantial aggregative margin width value. In
[26], a grid search heuristic optimization algorithm is used in optimizing the hyperplane.
However, grid search suffers some drawbacks as a result of an increase in dimensionality,
which hinders a guaranteed perfect solution.

Therefore, in search of optimal hyperplane:

p1, p2, . . . , pm
(
xk_min, xk_max

)
(22)

Where
(
xk_min, xk_max

)
are the minimum and maximum value for the training

dataset, respectively.

3 Experimental Results

In this study, the finger-vein image database was acquired from the University Sains
Malaysia USM-FV database [18] upon request. The database contains a total of 4,748
images. The images are 8-bit grayscale level JPG files with a resolution of 320 × 240
pixels in raw images. A detailed guide on how to use the database was presented in [18].
The experiments for the PCA feature vector extraction were coded in eclipse java JDK
8, while GSVM classification is achieved by MATLAB R2016b on a PC with Intel®
Core™ i7-3770 CPU @ 3.40 GHz installed with 16 GB RAM.
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In this study, we used images from the extracted vein folder of the repository, and
we further create a sub-folder containing 900 finger images from 150 different fingers,
which we consequently used the PCA feature extraction method on these images. Dur-
ing the GSVM classification with Matlab, we used 10-fold cross-validation and an RBF
kernel with a gamma value of 0.1. Table 1 shows the recognition rates. We repeat the
experimentation by changing the kernel function for the proposed GSVM, and we con-
sider radial basis function (RBF) kernel, linear polynomial kernel (LinPol) kernel and
quadratic polynomial (QuadP) kernel for GSVM.

Table 1. Classification methods, recognition rates

Technique Kernel function Recognition rate

PCA-GSVM Radial basis function 92.1%

PCA-GSVM Linear polynomial 92.6%

PCA-GSVM Quadratic polynomial 94.6%

Furthermore, as is evident from Table 1, the peak level achieved is (94.6%) in the
recognition rate using PCA-GSVM (QuadP) method. And also PCA-GSVM (RBF)
recorded the least rate with (92.1%). Considering previous works of [28, 29] on finger-
vein databases presented in Table 2, a relatively higher recognition rate than [28] by
8% increase in recognition rate. However, [29], which uses a deep convolution neural
network, achieves a higher recognition rate of 96.8%.But the increase in [29] is as a result
of their database and as well a small amount of training data involved. We, however,
identify the performance in biometric recognition is database dependent,which indicates,
different databases will generate different results even with the best available approach.

Table 2. Classification methods, recognition rates, and database

Authors Feature extraction
method

Classification
method

Recognition rate Database

Das et al. (2019)
[28]

CNN PCA 72.97% FV-USM

Wang et al. (2018)
[29]

DCNN PCA + SVM 96.8% Own database

This study PCA GSVM 94.6% FV-USM

4 Concluding Remarks and Future Work

Biometric systems have gained considerable acceptance as a high level secured form
of authentication in the management of unauthorized access to information systems.
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In this paper, a robust unimodal finger-vein recognition system is presented using a
granular computing approach. To the best of our knowledge, this is the first attempt to
use a granular computing approach to finger-vein recognition as a unimodal form of
biometrics. The GSVM is used on a binary classification problem after a PCA-based
feature extraction method and has shown significant improvement when compared to
the previous application on biometric recognition. However, in this paper, spoof attacks
are not considered, which contributes to the degradation of performance in biometric
recognition. We also state that the performance in biometric identification is database
dependent, which indicates, the different databases will generate different results even
with the best available approach in the future we would integrate the proposed method
with an anti-spoofing mechanism to provide a robust recognition system. And also, a
multimodal approach is envisioned using a similar approach in the future, where finger-
vein and finger knuckle-print would be considered to create a robust biometric fusion
scheme.
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Abstract. Discovering periodic frequent patterns has been useful in
various decision making. Traditional algorithms, however, often report
a large number of such patterns, most of which are often redundant
since their periodic occurrences can be inferred from other periodic fre-
quent patterns. Employing such redundant periodic frequent patterns
in decision making would often be detrimental if not trivial. To address
this challenge and report only non-redundant periodic frequent patterns,
this paper employs the concept of deduction rules in mining the set
of non-redundant periodic frequent patterns. A Non-redundant Periodic
Frequent Pattern Miner (NPFPM) is subsequently proposed to achieve
this purpose. Experimental analysis on benchmark datasets show that
NPFPM is efficient and can effectively prune the set of redundant peri-
odic frequent patterns.

Keywords: Frequent patterns · Periodic frequent patterns ·
Non-redundance

1 Introduction

Mining frequent patterns has been widely researched on over the past years. Sev-
eral techniques and approaches have been proposed purposely for discovering
interesting categories of frequent patterns for various applications. Typical of such
approaches and techniques and can be found in works such as [1,3,15,20,22–24].

Despite the usefulness of frequent patterns in identifying patterns that occur
frequently in databases, they always fail to reveal the shapes of patterns’ occur-
rences in databases. The shapes of patterns’ occurrences in databases are often
needed in some vital decision making. In crime data analysis for instance, though
frequent pattens mined from such data will reveal the frequently occurring crimes
with time, they will not be able to reveal the occurrence shapes of crimes.
Revealing the occurrence shapes of crimes could be useful in decision making
towards curbing future crimes. The usefulness of the occurrence shapes of pat-
terns in decision making brought about research on discovering periodic frequent
patterns.
c© Springer Nature Switzerland AG 2020
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Discovering periodic frequent patterns (PFPs) in transactional databases has
been widely researched on. Over the past years, several approaches and tech-
niques have been developed for discovering different categories of periodic fre-
quent patterns in works such as [2,5,7,12,18,19]. Notwithstanding the numerous
existing techniques available for mining PFPs, one particular challenge which
still exist is reducing the number of redundant PFPs often reported. This is a
challenge as existing approaches mostly discover and report a huge number of
periodic frequent patterns - most of which are often redundant since their period-
icities can be inferred from the periodicities of their proper subsets. Reporting
and employing these redundant periodic frequent patterns in decision making
would not only consume memory but could be detrimental if they are false pos-
itive periodic frequent pattens.

This paper addresses this challenge of reducing the number of redundant
periodic frequent patterns by employing deduction rules in mining our defined
non-redundant periodic frequent patterns. Our defined non-redundant periodic
frequent patterns are devoid of redundant information and their periodicities
cannot be inferred from other periodic frequent patterns.

The main contributions of this paper in the discovery of PFPs are:

– It introduces the concept of non-redundant PFPs (as the set of periodic fre-
quent patterns devoid of redundant information) which achieves a size reduc-
tion in the number of reported PFPs.

– It proposes and develops NPFPM, an efficient algorithm for discovering the
set of non-redundant periodic frequent patterns.

The rest of the paper is presented as follows. The related works are presented
in Sect. 2 while Sect. 3 introduces the non-redundant PFPs. Section 4 presents
our experimental analysis while Sect. 5 outlines our conclusions.

2 Related Work

The associated notations for periodic frequent pattern mining is as follows.

Let I = 〈i1, i2, ..., in〉 be a set of literals, called items. Then, a transaction is
a nonempty set of items. A pattern S is a set of items satisfying some conditions
of measures like frequency. A pattern is of length-k if it has k items, for example,
S = {a, b, d, e, f} is a length-5 pattern.

Given a transactional database of k transactions, D =< n1, n2, n3, . . . , nk >,
where each nm in D is identified by m called transaction identifier (TID), the
cover of a pattern S in D, covD(S), is the set of TIDs of transactions that
contain S. That is,

covD(S) = {m : nm ∈ D ∧ S ⊆ nm} (1)
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where |covD(S)| is often referred to as the support count of S ∈ D.
The support of a pattern S ∈ D, supD(S), is defined as,

supD(S) =
|covD(S)|

|D| (2)

Given a user desired minimum support (ε), a pattern S ∈ D is said to be
frequent if supD(S) ≥ ε.

For any given pattern S in a transactional database D with covD(S) as its
coverset, the notation e.covD(S) is used to indicate the extension of covD(S) by
inserting a starting time 0 and the last time m to covD(S). That is,

e.covD(S) = {0 ∪ covD(S) ∪ m} (3)

where m = |D|. The last time, m will be duplicated if it is already in covD(S).
For instance, given |D| = 6 and covD(S) = {1, 3, 4, 5, 6}, then, e.covD(S) =
{0} ∪ {1, 3, 4, 5, 6} ∪ {6} = {0, 1, 3, 4, 5, 6, 6}.

Let (mj ,mj+1) ∈ e.covD(S) be two consecutive transaction IDs (occurrence
times) of S in D, then pSj = mj+1 − mj is the jth period of S in D. The set of
all periods of S, that is, PS , obtained from its extended cover is denoted as:

PS = {pS1 , pS2 , · · · , pSr−1, p
S
r } (4)

where r = |e.covD(S)| − 1.
For example, given e.covD(S) = {0, 1, 3, 4, 5, 6, 6}, then pS1 = (1 − 0) = 1, pS2 =
(3−1) = 2, pS3 = (4−3) = 1, pS4 = (5−4) = 1, pS5 = (6−5) = 1, pS6 = (6−6) = 0,
giving PS = {1, 2, 1, 1, 1, 0}. Thus, for any pattern S, it can be derived that:

|PS | = |covD(S)| + 1 (5)

To mine periodic frequent patterns, Tanbeer et al. in [19] defined a periodicity
measure on patterns as follows.

Definition 1. [19] Given a database D, a pattern S and its set of periods PS

in D, the periodicity of S, Per(S), is defined as, Per(S) = max{p|p ∈ PS}.
With Definition 1, Tanbeer et al. [19] defined a PFP as a frequent pattern

whose periodicity is not greater than the user defined maximum periodicity
threshold, maxPer.

Though discovering periodic frequent patterns using the maximal period pro-
posed in [19] has been used in works such as [5,6,8,11,18], authors in [16] argued
that discovering PFPs based on the proposition in [19] is inappropriate since it
is based on the maximum time-interval for which a pattern does not occur in
a database as the patterns periodicity. Subsequently, authors in [16] introduced
their defined periodicity of a pattern under the name regularity as follows.

Definition 2. [16] Given a database D, a pattern S and its set of periods PS in
D, the regularity of S, Reg(S), is defined as Reg(S) = var(PS), where var(PS)
is the variance of PS.
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The regular frequent patterns introduced in Definition 2 by Rashid et al. [16]
have been used in works such as [9,17] for discovering periodic (regular) frequent
patterns.

Nofong in [12] however argued that periodic frequent pattern mining algo-
rithms based on the propositions in both [19] and [16] will always mine and return
PFPs with totally distinct periods. To enable mine and return periodic frequent
patterns having similar periodicities, Nofong [12] defined a PFP as follows.

Definition 3. [12] Given a database D, minimum support threshold ε, peri-
odicity threshold p, difference factor p1, a pattern S and PS, S is a peri-
odic frequent pattern if supD(S) ≥ ε, (p − p1) ≤ Prd(S) − std(PS) and
Prd(S) + std(PS) ≤ (p + p1).

where, Prd(S) (the mean of PS , that is, x̄(PS)) is the periodicity of S and
std(PS) the standard deviation in PS .

With Definition 3, Nofong [12] further incorporated the productiveness mea-
sure [21] in defining the productive periodic frequent patterns.

Recently, Fournier-Viger et al. in [2] introduced PFPM, a periodic frequent
pattern miner with novel pruning techniques. Unlike other existing periodic fre-
quent pattern mining algorithms proposed in [12,16,19], PFPM introduced the
minimum, maximum and average periodicity measures for mining user desired
periodic frequent patterns.

As mentioned previously, the propositions in [2,12,16,19] and works rely-
ing on these propositions ([4–6,8,9,13,14,17,18]) have challenges of; report-
ing redundant PFPs and difficulty in early termination during the PFP min-
ing process. To the best of our knowledge, no work exists which addresses the
issue of eliminating the set of redundant PFPs and reporting only the set non-
redundant periodic frequent patterns. This paper thus proposes and defines the
non-redundant periodic frequent patterns towards ensuring only periodic fre-
quent patterns without redundant information are reported.

3 Non-redundant Periodic Frequent Patterns

For any given dataset, we adopt Definition 3, the definition of a periodic frequent
pattern proposed in [12].

Though Definition 3 will detect and report the set of PFPs with similar
periods, some PFPs may be periodic due to their proper subsets being periodic.
Such PFPs which would be containing redundant information, may be trivial
if not detrimental1 in decision making. To be able to detect the set of non-
redundant PFPs, we employ the concept of frequent generators and define a
non-redundant PFP as follows.

Definition 4. Given a periodic frequent pattern set, PerD = {S1, S2, . . . Sj},
a periodic frequent pattern, Sn, is a non-redundant periodic frequent pattern if
�Su ∈ PerD such that, Su ⊂ Sn and, supD(Sn) = supD(Su).
1 They would be detrimental in decision making if they are false positively periodic.
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Though these are the set of generator PFPs, we term them non-redundant
as their periodicities cannot be derived or obtained from their subset PFPs.

The advantages of employing the concept of frequent generators in mining
our defined non-redundant PFPs include:

– Finding an early termination mechanism in the periodic frequent pattern dis-
covery process - based on the anti-monotonic property of frequent generators;

– Reporting periodic frequent patterns devoid of redundant information and
whose periodicities cannot be derived or inferred from other PFPs;

– Reducing the number of “likely false positive” periodic frequent patterns
being reported, and;

– Reporting periodic frequent patterns that are more preferable in model selec-
tion [10].

3.1 Pruning Redundant Periodic Frequent Patterns

Given S as a periodic frequent pattern, we use the Redundance-Test function
below to test if S is a redundant or a non-redundant periodic pattern as follows:

Function Redundance-Test
Input: Set of periodic frequent patterns in D, PerD and a PFP, S ∈ D
Output: S.class ∈ [Non-redundant, Redundant]

1 Create S.class = null
2 Let Γ = PerD
3 if S is a length-1 pattern then
4 if supD(S) = sup(∅) then
5 S.class = Redundant
6 else
7 S.class = Non-redundant

8 else
9 if ∃Sl ∈ PerD|Sl ⊂ S ∧ supD(Sl)=supD(S) then

10 S.class = Redundant
11 else
12 S.class = Non-redundant

13 return S.class

As shown in Line 1 of the Redundance-Test function, the class of S is created
as null, and Γ in Line 2 assigned as the set of all PFPs. If S is a length-1 periodic
frequent pattern, S is classified as a redundant PFP in Line 5 if supD(S) =
sup(∅) (where sup(∅) = 1.0), else, S is classified as a non-redundant PFP in
Line 7.

If S is not a length-1 PFP, S is classified as a redundant PFP in Line 10,
if its support can be derived from any of its subset periodic frequent patterns.
That is, S is classified redundant if there exists Sl in Γ such that, Sl ⊂ S and
supD(Sl) = supD(S). If the conditions in Line 9 are not met, S is classified as
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non-redundant in Line 12 since its periodicity cannot be derived from its subsets
that are also periodic. In Line 13, the Redundance-Test function returns the
classification of S as either a redundant or a non-redundant PFP.

3.2 Mining the Non-redundant Periodic Frequent Patterns

To be able to mine the set of non-redundant PFPs defined in Definition 4, we
adopt and modify the PPFP algorithm proposed in [12]. The Redundance-Test
function previously discussed is incorporated into PPFP as NPFPM. Similar
to the PPFP algorithm, NPFPM employs two steps in discovering the non-
redundant PFPs:

1. Identifying the set of frequent length-1 items from the given database, and
2. Discovering the set of all non-redundant PFPs from frequent length-1 items.

These two steps are shown in Algorithms 1 and 2 respectively.

Algorithm 1: NPFPM(D, ε, p, p1)
Input: Dataset D, min. support ε, periodicity, p and difference factor, p1

Output: Non-redundant PFP set PerD
1 Create HashMap hn /* to store all length-1 items in D */

2 Create set L
3 for each transaction T ∈ D do
4 for each length-1 item ay ∈ T do
5 if ay /∈ hn then
6 Create covD(ay) = { TID of ay} /* TID = Transaction ID */

7 Add (ay, covD(ay)) to hn

8 else
9 Let (ay, covD(ay)) = hn(ay)

10 Udate covD(ay) as covD(ay) = covD(ay) ∪ TID of ay

11 Update hn with (ay, covD(ay))

12 for each item ay ∈ hn do
13 Let (ay, covD(ay)) = hn(ay)
14 if supD(ay) ≥ ε then
15 Add (ay, covD(ay)) to L

16 Sort L in descending order of items
17 MinePFPs(L, ε, p, p1)
18 return PerD

The operations and functions of these two algorithms do not differ much
from those used in [12]. The major difference is found in Lines 13 and 19 of
Algorithm 2 where the Redundance-Test function is used in NPFPM instead of
the productiveness test in PPFP. Since the processes involved in Algorithms 1
and 2 are similar to those in [12] and to avoid repetition, we refer readers to [12]
for more details on the operations of the two algorithms.
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Algorithm 2: MinePFPs(L, ε, p, p1)
Input: Set L, periodicity, p, difference factor, p1, and minimum support ε
Output: Non-redundant PFP set PerD

1 Create PerD
2 Create set TempL = ∅
3 Let Pan [0, b] be the the length-b prefix of an

4 if |L| = 0 then
5 return PerD
6 else
7 while |L| > 0 do
8 for k = 0 to |L|-1 do
9 Let (ak, covD(ak)) = L[k]

10 if |ak| = 1 then
11 Obtain P ak from e.covD(ak)
12 Evaluate Prd(ak) and std(P ak) from P ak

13 if ak is periodic and non-redundant then
14 Add ak to PerD
15 for l = (k + 1) to |L|-1 do
16 Let (al, covD(al)) = L[l]
17 if Pak [0, |ak|-1] = Pal [0, |al|-1] then
18 Create S = (ak ∪ al, covD(ak) ∩ covD(al))
19 if supD(S) ≥ ε and S is non-redundant then
20 Add S to TempL

21 Get PS from e.covD(S)

22 Evaluate Prd(S) and std(PS) from PS

23 if S is periodic then
24 Add S to PerD
25 L = TempL
26 TempL.clear()

27 return PerD

4 Experimental Analysis

For our experimental analysis, we used the following implementations:

– NPFPM: This is an implementation of the proposed non-redundant peri-
odic frequent pattern mining algorithm based on the approach in [12]. For
any given dataset and user thresholds, NPFPM mines and returns all non-
redundant periodic frequent patterns.

– PFP*: This is an implementation for detecting all periodic frequent patterns
with similar periodicities based on Definition 3 without incorporating the
productiveness or non-redundance measure. For any given dataset and user
thresholds, PFP* mines and returns all periodic frequent patterns.

– PPFP: This is the implementation of the approach proposed in [12]. For any
given dataset and user thresholds, PPFP discovers and reports the set of all
productive PFPs.
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Experimental analysis were conducted with regards to (i) runtime perfor-
mance and (ii) reported patterns.

The following datasets were used for the experimental analysis:

– Kosarak10K: partly dense with 10,000 transactions
– Kosark45K: partly dense with 45,000 transactions
– Tafeng Nov. 2000: very sparse with 31,807 transactions for the month of

November 2000.

4.1 Runtime Performance: PFP Discovery

Figures 1a, b and c show the execution time of the three implementations on the
Kosarak10K, Kosarak45k and Tafeng datasets respectively.
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Fig. 1. Periodic Frequent Pattern Discovery: Runtime

As can be seen in Figs. 1a, b and c, NPFPM (which mines the set of only non-
redundant periodic frequent patterns) is more efficient in mining PFPs compared
to PFP*. PPFP however is slightly more efficient than NPFPM because the
non-redundance test used in NPFPM is computationally more expensive than
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productiveness test employed in PPFP. It is worth noting that the runtimes of all
three algorithms do not differ so much in the Tafeng dataset (as seen in Fig. 1c)
because it is relatively very sparse and all algorithms are reporting same number
of PFPs (see Table 3).

4.2 Reported Patterns: PFP Discovery

Tables 1, 2 and 3 show the number of reported periodic frequent patterns for
NPFPM, PPFP and PFP* in the three datasets described above.

We observed that in very sparse datasets (Tafeng dataset - see Table 3), all
compared approaches report same number of PFPs. In the Kosarak10K and
Kosarak45K datasets, NPFPM reports a smaller number of periodic frequent
patterns compared to PFP*. PPFP however reports a smaller number of periodic
frequent patterns than NPFPM as the productiveness measure is more restrictive
than the non-redundance measure.

As can be observed in Tables 1 and 2, with the non-redundance measure,
NPFPM is able to prune the set of PFPs with redundant information and as
such, reports a much smaller set of periodic frequent patterns compared to PFP*.

Table 1. Kosarak10K dataset

ε NPFPM PPFP PFP*

p=100 p=100 p = 100

p1=99 p1=99 p1=99

0.8% 114 104 210

0.7% 114 104 210

Table 2. Kosarak45K dataset

ε NPFPM PPFP PFP*

p=100 p=10 p=100

p1=99 p1=99 p1=99

0.8% 173 141 188

0.7% 173 141 188

Table 3. Tafeng Nov 2000 dataset

ε NPFPM PPFP PFP*

p=130 p=130 p=130

p1=120 p1=120 p1=120

0.8% 20 20 20

0.7% 26 26 26
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5 Conclusion

Non-redundant periodic frequent patterns are the set of periodic frequent pat-
terns whose periodic occurrence cannot be inferred from their subset PFPs. In
this work, we employed deduction rules in identifying our defined set of non-
redundant periodic frequent patterns. We subsequently propose and develop a
Non-redundant Periodic Frequent Pattern Miner (NPFPM) for mining the set
of non-redundant PFPs. Our experimental results on benchmark datasets show
that NPFPM is efficient and reports a smaller set of non-redundant periodic
frequent patterns compared to the set of all periodic frequent patterns. In our
future works, we will investigate on measures that can be employed in memory
efficient mining of interesting periodic frequent patterns.
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Abstract. Data Stream represents a significant challenge for data anal-
ysis and data mining techniques because those techniques are developed
based on training batch data. Classification technique that deals with
data stream should have the ability for adapting its model for the new
samples and forget the old ones. In this paper, we present an intensive
comparison for the performance of six of popular classification techniques
and focusing on the power of Adaptive Random Forest. The compari-
son was made based on four real medical datasets and for more reliable
results, 40 other datasets were made by adding white noise to the origi-
nal datasets. The experimental results showed the dominant of Adaptive
Random Forest over five other techniques with high robustness against
the change in data and noise.

Keywords: Classification · Biomedical · Data stream · Ensemble
modeling

1 Introduction

A series of researches and projects in medical science and Information Technology
are starting a relationship between the healthcare industry and the IT industry
that will rapidly lead to a better and interactive relation among patients, their
doctors and health institutions. Data mining has a significant role in medical
data processing and analysis that mostly aims to predict possibility of diseases or
diagnosing them. Typical data mining techniques depend on the assumption that
the data is a random and the samples generate from a stationary distribution,
while this assumption is violated in most of available datasets [1].

Digital Universe Study [2], reported that there was over 2.8ZB of data were
generated and processed in 2012, with expected growth to 15 times by 2020.
Stream data represents a major source for a huge amount of data, especially
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in medical related data in which the wearable devices, diagnosing tools, mobile
phones and monitoring devices can provide continuous samples of data. Mining
this size of data could be an infeasible process because the limitation of compu-
tation resources, also the mining model should be adaptive to learn from a new
cases and ignoring old ones using a mechanism that called concept drift [3,4]. In
this work, six data mining techniques are used to work with the data stream.

1.1 Related Works

In [5] a boosting framework was developed which can be utilized to create online
boosting algorithms. Logistic Regression, Least Squares Regression, and Multiple
Instance Learning were derived and tested with a wide range of experiments that
showed empirical evidence to get similar performance as the standard batch
boosting algorithms.

ADWIN Bagging [6] improved using Hoeffding AdaptiveTrees which can
learn from data streams adaptively over time. An error change detector for clas-
sifiers was added for speeding up the time of adapting of Adaptive-Size Hoeffding
Tree (ASHT) Bagging. The improvements was tested by making an evaluation
on synthetic and real-world datasets contain ten million examples.

The feasibility of many classification techniques for analyzing biosignals like
EEG and ECG as an infinite data streams was studied in [7]. An evaluation is
made between traditional and stream-based classification that showed a decline
of accuracy traditional technique after new data arrives. The impact of data
mining techniques with biomedical data streams was investigated by [8]. A sim-
ulation is used for comparing between two types biomedical data (case-based
and stream-based) and the results showed that case based had better accuracy
but slower in execution time.

In [9] a clinical-support-system that depends on data stream mining tech-
niques was described by proposing a new system called VFDT which has the abil-
ity to analysis this kind of data and produces real time prediction. It improved
the capability of typical decision tree to save the relationship between the history
records and leaf nodes. [10] improved decision tree by an incremental VFDT for
medical data. It has a major difference that for splitting operation there was no
dependency on the number of reading samples. The result of their work showed
better accuracy resulted from their method but more execution time in compare
with VFDT.

Random Forest ensemble learning algorithm was improved in [11] for dealing
with imbalanced and binary classification tasks. The empirical error is used as
the measurement to obtain class weights of the classifier for medical data and
the results of the proposed method had a high accuracy classifying according to
F1 and Recall. In [12] medical data streams are processed by a framework that is
dealing with the cumulative frequency queries over to support the online medical
decision. The proposed framework includes two parts: data summarization and
dynamic maintenance, and results demonstrate the efficiency of the proposed
approach.
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2 Basic Concepts in Stream Data Mining

2.1 Data Stream Constraints

Unlike with batch data, stream data faces many constraints as follow; (1) infinite
arrival of data samples make storing them impossible, (2) the fast arrival of
data samples require process each sample in real time, (3) the possibility of
changing items’ distribution over time in which the old data would be useless
for the current status. Thereby, the perfect classification model should produce
maximum accuracy in fastest time and minimum computational resources [5].

2.2 Concept Drift

Concept drift refers to that the data is being gathered may change from time to
time, every time according to some minimum persistence. Changes may occur
during time in which the old training examples become irrelevant to the current
state and the learning system should forget such kind of information. There are
two important issues related with the change: causes of change, and the rate of
change [3].

2.3 ADWIN (ADaptive sliding WINdow)

It is an estimation technique that aim for detecting the change in a data stream
based on sliding window with adaptive size. It has a qualified and significant
method to tracking the average of bits in the stream. In this technique, the
length of windows is not updated as long as the average value inside the window
doesn’t change [3].

2.4 Hoeffding Tree

Hoeffding Tree or Very Fast Decision Tree (VFDT) is a variation from typical
decision tree designed for stream data. The learning of this techniques depends
on replacing leaves of the tree with decision nodes. Each terminal node (leaf)
in the tree stores enough information statistics about features values which is
used by heuristic function to perform splitting test. After reaching an new data
instance, it will transfer starting from the root until reaching to a specific leaf
node. In this point, the statistics information will be evaluated and a new decision
node may be created based on this evaluation [3]. It is very popular to utilize
VFDT as a base learner for ensemble classification model, thereby, the ensemble
techniques in this work used VFDT as well.

2.5 Ensemble Modeling

Ensemble modeling aims to build a strong accumulative classifier from many
weak classifiers.
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Oza Bagging is an ensemble learning method that is an improvement of the
popular Bagging ensemble method for effectively handle data streams. In tradi-
tional Bagging technique, there are K classifiers training on K different datasets,
created by drawing L samples from the L-sized training set with replacement.
In the online bagging, the strategy is to simulate this task by training every
arriving data sample K times [13].

Adaptive Random Forest is a variation from typical random forest algorithm
for data stream mining tasks. The main idea is to utilize Hoeffding trees, which
have the ability of adapting with distribution changes, as the base classifier
for the bagging ensemble method [5]. For detecting the change in a data stream,
ADWIN is used in this techniques. It depends on Online Bagging as a resampling
method and a drift monitor for change detecting per each tree [5]. Boosting is
another mechanism for ensemble modeling and AdaBoost is the most popular
boosting technique.

Oza Boost technique extended typical AdaBoost to the online setting. The
main idea of this algorithm was to model arrival of data examples as sampling
(with replacement) from a Poisson process, where more difficult examples are
given a higher mean.

2.6 K-Nearest Neighbor

K Nearest Neighbor (k-NN) algorithm can be coped with heterogeneous concept
drift. It distinguishes between current concept and former concept, and preserves
both of them. As a result of that, it has advantage in comparison with other
methods which discard the previous knowledge leading to more mistakes in case
of reoccurring drift [14].

2.7 Naive Bayes

A naive Bayes classifier is a simple probabilistic classifier that is built by apply-
ing Bayes’ theorem with naive independence assumption. Despite this strong
assumption, it is very effective in many real applications. This classifier relies on
the estimation of the conditional probabilities. This estimation can be provided
on a data stream using a “supervised quantiles summary” [15].

3 Methodology

The main aim of this work is to investigate the most reliable and accurate clas-
sification techniques for data stream mining tasks. Thereby, there are two main
stage; the first one is to apply some of preprocessing procedures to prepare the
medical data for mining process. The second stage is to build the six popular
classification techniques and compare the performance of them based on stream-
ing real batch datasets. Figure 1 illustrates all the steps of our work.
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Fig. 1. Comparison of classification techniques based on medical data stream

3.1 Stage One: Data Preprocessing

The First stage concerns with preparing and generating a new dataset from the
original one by using features transformation, Normalization, and the white noise
concept. The aim of this stage is that even a large dataset cannot be sufficient
for finding the best techniques and for that we need to create many datasets
for learning the classification models. This stage can be described as following
steps:

Categorical to Numerical Should Transformation. To add the noise val-
ues to the data, features should be in a numeric form. So, in this step every
Categorical (Textual values) was converted to numerical values. For binary fea-
tures values like (Yes, No), the simplest coding is used and the values became
(1,0). For multiple values (more than two values), frequency of each distinct
value (1.N) for each feature was calculated. After that coding was used in which
the most frequent distinct value had value (N) and less frequent had (1) value.

Data Normalization. Range of features values can be different such as age
has values between 1–150 while the yearly income can be between (1-10000000).
For that, we need to apply normalization to prevent any dominant for one of the
features during statistical calculation that performed during classifier building.
the new range for all feature values were between −1 and 1.

White Noise Generation. For each data set, noise value was added in which
the mean of those values for each feature will be 0. The standard deviation (STD)
represents intensity of the noise and the gradual increase of it will provide many
new datasets. The range (0.01–0.1) will be used for STD values to generate 10
datasets from the original one.
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Data Streaming. According to evaluate the performance of the classifiers, the
batch datasets will be converted to a stream. The frequency of samples (stream
size) was configured based on the total number of data instances in the datasets
in which high frequency was used with the large number of instances.

3.2 Stage Two: Building Classification Techniques

Techniques which used in this work can be classified into two categories; (1)
Single model classifier, (2) Ensemble model classifier. The first group includes:
Hoeffding Tree, Naive Bayesian, and K-NN classifiers. On the other side, the sec-
ond group includes; Adaptive Random Forest, Oza Boosting, and Oza Bagging
classifiers. Even with the high computational requirements, ensemble mechanism
tends to have more reliable performance in comparative with single classifiers.
The base classifier for the bagging and boosting ensemble classifiers was be
Hoeffding Tree. The stream size is configured according to the number of data
instances in the dataset, in which, if the instances increase then stream size also
increase.

Hoeffding Tree Classifier Building as presented by [16] includes two type of
nodes: internal and terminal nodes. Each terminal node (leaf) in the tree stores
enough information statistics about features values. This information is used by
heuristic function to perform splitting test. After reaching new data instance, it
will transfer starting from the first node (root) until reaching to a specific leaf
node. In this point, the statistics information is evaluated and a new decision
node may be created based on this evaluation. The statistical information about
evaluation of splitting in this node is updated by decision nodes.

Ensemble Model Building using online Bagging of [13] K base classifiers is
created, any new data sample could be chosen according to a Poisson(1) dis-
tribution. The classification decision of the ensemble bagging model is based on
voting of all K base classifiers with equal weight for all of them. It gives every new
data example an initial weight w=1, then it is passed to the first weak learner.
If this data example is misclassified, it’s weight is increased before passing it to
the next weak learner. The base learner in our comparison was Hoeffding Tree
classifier and the size of ensemble that used was ten learners. Adaptive Random
forest was built depending on [6] which utilized Online Bagging’s resampling
method but the difference was in adaptive method. Hidden trees was built in
the moment that a warning was detected. Replacing of trees was made only if
there was a detection of a drift in the stream.

Online Boosting building according to [13] includes K base classifiers and
the training data weighted according to the ability of classify them correctly. In
the current classifier, if the samples set of training data X is misclassified, the
weight of it’s samples was changed to have the half of the total weight in the
next classifier. The remaining samples which had been classified correctly got
the half remaining weight.
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Naive Bayesian Building. A graphical model method is used as presented by
[15] to extend Naive Bayesian with data stream using a stochastic estimation.
The method is incremental and produces a Weighted Naive Bayes Classifier for
data stream. It has weights for both variable and class. In the graphical model,
the first layer represents a linear layer for a weighted sum of each class. Stochastic
gradient descent is used for optimization of the weights.

K-NN Building. In our comparison, K-NN Classifier is used as developed
by [14] in which the accuracy of prediction is maximized. Specific models from
current state of the concepts is combined with others from the past.

4 Implementation and Experimental Results

4.1 Medical Datasets Description

According to validate the proposed model, four real medical datasets are used.
The first one was EEG Eye State dataset that contains 15 features and 14980
data instances with binary class values. The second dataset was Thyroid Disease
dataset that had 21 features and 7200 instances with three class values. Skin
Segmentation dataset was the third that had 4 features and 245057 instances
with binary class values. The fourth was hypothyroid dataset and it had 26
features, 3163 instances, and binary class values. The first three dataset are
available in UCI data repository [17] while the last one available in kaggle [18].

4.2 Data Analysis Platform

In this work, three major tools were utilized to perform the comparison; Waikato
Environment for Knowledge Analysis (Weka), Massive Online Analysis (MOA),
and Sklearn. Weka Platform is an open source software for data analysis tasks
including Classification, Clustering and Association Rules. It is developed by
University of Waikato using java programming language. It was utilized in this
work for preprocessing operations (Transformation and Normalization). MOA
Platform is an improvement for Weka platform for mining data stream. It pro-
vides many of popular mining techniques, stream generator, and concept drift
detection techniques, in our comparison, it performed the data streaming and
implementation of classification techniques. Sklearn is a python free library for
machine learning tasks. It contains many of classification techniques such as ran-
dom forest and boosting. Sklearn was used in this work for adding white noise
values to data.

4.3 Case Study One

In this case, six of popular classification techniques are applied with the original
four datasets. For this task, Massive Online Analysis platform is used to con-
vert batch datasets to a data stream, then to train the classifier based on that
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stream. Different configurations are used for datasets according to its number of
instances, for EEG Eye State and Skin Segmentation datasets were configured
as a stream with size 100 sample/sec, while hypothyroid and Thyroid Disease
datasets were configured to have 10 sample/sec stream size. Four measurements
are used for evaluating the performance of the classification techniques; mean of
correctly classified instances, mean of F1 score, mean of precision, and mean of
Recall. The Tables 1, 2, 3, 4 and Fig. 2 clarify the performance of each classifica-
tion technique with the original four datasets.

Table 1. Comparison of the performance of each classification technique with EEG
Eye State dataset

Technique Correctly classified F1 Score Precision Recall

ADARandomForest 98.7515 96.8030 92.5949 96.8572

K-NN 95.4494 90.9678 86.5407 90.6723

OzaBagging 94.0752 89.1728 87.0007 89.1419

Hoeffman Tree 75.9037 71.2037 66.6565 72.4120

OzaBoost 72.7193 76.2884 77.0834 77.2055

Naive based 50.0529 57.0754 61.5685 54.7204

Table 2. Comparison of the performance of each classification technique with Skin
Segmentation dataset

Technique Correctly classified F1 Score Precision Recall

ADARandomForest 99.998 99.9959 99.9758 99.9956

K-NN 99.9776 99.9773 98.6185 99.9704

OzaBagging 99.9727 99.96 99.9044 99.9581

Hoeffman Tree 99.9494 99.9357 99.5617 99.9299

Oza Boost 99.9575 99.9392 99.933 99.9343

Naive Bayesian 95.2974 97.1962 67.9254 95.3057

The results above shown that Adaptive Random Forest had the best perfor-
mance according to the four measurements. According of the mean of correctly
classified samples Adaptive Random Forest presented 98.75 rate with EEG state
Eye data stream and 99.998 rate with skin segmentation data stream.

Another important observation from the results that is stability of Adap-
tive Random Forest during training process. The minimum accuracy during 150
training processes on 150 samples sets was 95.4 while the accuracy of K-NN,
Heoffman Tree, OzaBagging, OzaBoosting, Naive Bayesian) were (88.6, 46.7,
75.3, 0,0) respectively. Fig. 3 illustrates this observation.



340 H. K. Fatlawi and A. Kiss

Table 3. Comparison of the performance of each classification technique with hypothy-
roid dataset

Technique Correctly classified F1 Score Precision Recall

ADARandomForest 99.68151 99.3759 99.2346 99.5769

K-NN 95.9275 95.1928 91.7478 96.1143

OzaBagging 98.2211 97.7739 65.5441 98.1558

Hoeffman Tree 99.0534 98.517 96.376 99.0345

Oza Boost 98.2211 97.783 65.5441 98.1558

Naive Bayesian 97.9982 97.6545 65.5118 98.1172

Table 4. Comparison of the performance of each classification technique with Thyroid
dataset

Technique Correctly classified Kappa Kappa Temporal Kappa M

ADARandomForest 94.9981 94.9981 60.8699 94.9981

K-NN 93.6299 93.6299 52.1417 93.6299

OzaBagging 93.8357 93.8357 52.8027 93.8357

Heoffman Tree 93.6537 93.6537 51.7060 93.6537

Oza Boost 96.0968 84.9073 87.2015 78.6781

Naive Based 93.0586 93.05867 46.7857 93.0586

Fig. 2. Performance of six techniques with original datasets
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Fig. 3. Performance of Adaptive Random Forest during EEG Eye State training

4.4 Case Study Two

This case study is related with evaluating the performance of the classifiers
against gradually change in data by using white noise. For this task, Weka plat-
form is used to perform two of preprocessing steps; features transformation and
normalization. Then MOA is used to convert batch datasets to a data stream,
then to train the classifier based on that stream. Similarly to case study one,
EEG Eye State and Skin Segmentation datasets were configured as a stream with
size 100 sample/sec, while Hypothyroid and Thyroid Disease datasets were con-
figured to have 10 sample/sec stream size. Also the same Four measurements are
used for evaluating the performance of the classification techniques. The Tables
5, 6, 7, 8, 9 and Fig. 4 clarify the performance of each classification technique
with the original four datasets.

From the results above, we can conclude the following: (1) mostly, Adaptive
Random Forest had the best accuracy among the six classifiers; (2) it had a
significant stability and robustness against the white noise;(3) K-NN classifier
also had a good accuracy but with less stability and slow performance (4) Naive
Bayesian had the worst accuracy and stability among the classifiers but it has
fast performance.

Table 5. Accuracy Comparison with original and 10 noisy EEG Eye State dataset

Tech/STD Original 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

AdaRandomForest 98.7 98.1 98 97.9 97.7 98 98 97.8 97.8 97.8 97.8

K-NN 95.4 84.8 84 84 85.2 85.2 85.2 86.3 85.3 85.5 85.6

OzaBagging 94 84.6 84.9 84.9 84.5 85 83.8 84.9 84.9 84.9 85

Hoeffman Tree 75.9 60.6 60.4 59.2 59.8 60.3 63.2 58.9 61.9 60.7 60.8

Ozaboosting 72.7 81.8 77.7 79.9 82.3 80.3 82.8 80.5 78.9 78.2 78

Naive Bayesian 50 49.3 50.4 51.4 51.8 52.3 52.8 53 53.3 53.7 53.8
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Table 6. Accuracy Comparison with original and 10 noisy Skin Seg. dataset

Technique/STD Original 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

Ada RandomForest 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9

K-NN 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9

Naive Bayesian 99.9 93.4 94.9 94.2 93.5 92.6 91.8 90.8 89.9 89.2 88.3

Ozaboosting 99.9 53.6 79 79 79 0 79 78.9 79 79 79

Ozabagging 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9

Hoeffman Tree 95.2 99.8 99.9 99.9 99.9 99.9 90.5 99.9 99.9 99.9 99.9

Table 7. Accuracy Comparison with original and 10 noisy hypothyroid dataset

Tech/STD Original 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

AdaRandomForest 99.6 99.4 99.5 99.5 99.6 99.4 99.4 99.4 99.4 99.3 99.3

K-NN 95.9 95.8 95.9 95.9 96.2 95.5 95.2 95.5 94.9 94.8 94.8

OzaBagging 98.2 94.4 93.4 94.2 92.7 94.8 94.2 94.9 94.5 92.8 92.8

Hoeffman Tree 99 91.9 92 91.8 92.1 92.2 92.1 92.1 92 92 92

Ozaboosting 99.5 98.1 98.2 98 98.1 98.6 97.9 97.9 97.6 97.6 97.6

Naive Bayesian 97.9 46.7 51.4 51.1 52.9 52.8 51.9 55.5 53.5 53 53

Table 8. Accuracy Comparison with original and 10 noisy Thyroid dataset

Tech/STD Original 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

AdaRandomForest 94.9 93.9 93.4 93.4 93.3 92.7 92.7 92.6 92.6 92.6 92.6

K-NN 93.6 93.2 93.2 93 93 93 92.8 92.8 92.8 92.7 92.8

OzaBagging 93.8 92.6 92.6 92.6 92.6 92.6 92.6 92.6 92.6 92.6 92.6

Hoeffman Tree 93.6 92.6 92.6 92.6 92.6 92.6 92.6 92.6 92.6 92.6 92.6

Ozaboosting 96 90.5 91.5 91.5 91.4 91.4 91 91.4 91.4 92.6 91.4

Naive Bayesian 93 36.1 41.5 45 48.2 49.5 55.5 61.7 64.4 69 70.9

Table 9. Comparison of classification execution time (seconds) with four datasets

Technique/Dataset Thyroid EEG Eye State Skin Segmentation Hypothyroid

Ozabag 0.77 1.91 16.83 0.75

Ozaboos 1.16 3.98 15.33 0.55

Hoeffding tree 0.08 0.34 0.84 0.06

K-NN 3.59 10.3 140 3.03

Naive Bayesian 0.05 0.12 0.58 0.05

AdaRandomForest 1.42 4.05 29.08 0.44
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Fig. 4. Accuracy Comparison with original and 10 noisy Four datasets

5 Conclusion

The effective contribution of data analysis systems to disease prediction and
decision support in health institutions has led to the continuous development
of these technologies. As data stream is an important source of these analyzes,
the development of technologies to deal with data stream rather than batch
datasets takes a reasonable of the current research interest in data science. This
paper presents an attempt to investigate the power of popular data classification
techniques especially Random Forest, including the strength in handling a large
volume of data. It also identifies the best and most stable technology to resist
the gradual change in data stream. The results showed a significant advantage
and stability of Adaptive Random Forest technique over other techniques. 0.98
of the experiments showed the goodness of this technique With great stability
during data stream training.
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Abstract. The present paper is devoted to the modeling of the sentence
writing test to support diagnostics of Parkinson’s disease. Combination
of the digitalized fine motor tests and machine learning based analysis
frequently lead the results of very high accuracy. Nevertheless, in many
cases, such results do not allow proper interpretation and are not fully
understood by a human practitioner. One of the distinctive properties of
the proposed approach is that the set of features consists of parameters
that may be easily interpreted. Features that represent size, kinematics,
duration and fluency of writing are calculated for each individual letter.
Furthermore, proposed approach is language agnostic and may be used
for any language based either on Latin or Cyrillic alphabets. Finally, the
feature set describing the test results contains the parameters showing
the amount and smoothness of the fine motions which in turn allows to
precisely pin down rigidity and unpurposeful motions.

1 Introduction

Parkinson disease (PD) is known to be a wide-spread neurodegenerative disor-
der. While the cure for it is not available at the moment, timely diagnose is very
important as it allows to relive the patient from many symptoms affecting the
quality of everyday life. Progressing PD usually affects amount and smoothness
of the motions. Patients exhibit rigidity, tremor and slowness of the motor move-
ments both on the gross and fine motor levels, meaning that handwriting and
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drawing are affected at the first stage [6]. For that reason a handwriting tests is
one of the diagnostic tools available for doctors [9].

Several tests have been digitalized during the recent years, for example,
Luria’s alternating series test [8] and sentence writing tests [13]. Some of the
tests were analyzed quantitatively, see for instance [8,14]. Various studies show
that it is possible to set up a classifier that discriminates reasonably well between
healthy control (HC) and PD patients based on fine motor drawing tests [7].
Handwriting of people affected by PD has been studied substantially. Several
handwriting impairments are known to characterize the patients. One of them
is micrographia that is reductions in writing size. A reduction in letter size is
fairly simple to detect with conventional paper-and-pen tools. Even though [19]
report micrographia to be found in nearly half of the PD cohort, its exact preva-
lence is not clear and may vary substantially. [17] argue that PD patients reduce
the size of their handwriting strokes when concurrent processing load increases.
Micrographia may result in consistent reduction in the size of letters [5] as well
as disability to keep the fixed size of letters for consecutive characters.

With the adoption of tablets with stylus new predictors describing the writing
style of a person arise. For example, iPad brings in altitude and azimuth angles
of the Apple Pencil (see [7]), that may give additional information on drawing
ability. Thus researchers started questioning whether writing size is the most
important predictor for PD. Over time the focus has shifted from the analysis
of only letter size to the analysis of a set of kinematic features of handwriting.
Velocity and acceleration are the main kinematic properties studied. [5] docu-
ment that kinematic features differentiate better between control participants
and PD patients than the traditional measure of static writing size. Further-
more, overview made by [16] convince that studies based on kinematic analysis
of handwriting have revealed that patients with PD may have abnormalities in
velocity, fluency, and acceleration in addition to micrographia. In the present
paper specific type of the handwriting test is analyzed. The test is based on
written full sentence. Traditionally the test is conducted using pen and paper
with the practitioner evaluating the outcome subjectively. However, there are
numerous possibilities to conduct the test using a digital pen. Current paper
uses the samples collected with the help of an iPad.

Even though several studies analyzed digital data of fine motor movement
tests, data originating from handwriting tests where the full sentence is written
are not fully explored in the literature. For example, [13] consider only a very
limited amount of features and [3] is mainly interested in how new pressure
measure improves the predictive ability. While it may be tempting to limit with
words to extract features it is possible to extract individual letters and construct
features based on the letters. This will provide more information for the model
and may improve its predictive ability.

The paper extends the literature in three directions. First, an algorithm for
letter extraction for the samples of the handwritten sentence is developed. We
use our own custom letter extraction system as standard approaches may not
be fruitful due to specific handwriting of PD patients. Second, in the feature
engineering phase interpretation to most important features is given. Finally,
classification analysis with classical machine learning algorithms is performed.
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We leave deep learning approach aside as it would require an additional step of
inference to produce features that may be interpreted. With our approach we
operate on features with interpretation straight away and find that kinematic
ones have the highest explanatory power in this task. The features that describe
fluency of writing follow. Random forest with a prediction accuracy of 88.5% is
the model that outperform the other selected classifiers based on K-fold cross-
validation. The rest of the paper is organized as follows. Section 2 describes the
data used for the current analysis. Section 3 outlines the algorithm used for letter
extraction. Feature engineering and training of classifier are discussed in Sect. 4.
Final Sect. 5 concludes.

2 Data Acquisition

Digital version of the sentence writing test requires one to write given sentence
on the screen of tablet PC using the stylus pen. The sentence is chosen from the
literature usually taught during the first years of school education. This guaran-
tees that all the subjects with the same native language know the sentence very
well. In the frameworks of the present research subjects who’s native language
is Estonian were tested. The sentence reads ‘Kui Arno isaga koolimajja jõudsid,
olid tunnid juba alanud.’ which means “When Arno with his father arrived to
the school lessons has already started”. The data is collected using an iPad
application that records the state of Apple Pencil at certain discretization level.
The observations include floating point numbers that describe the way a person
is performing the test. Acquired data is stored in the form of numeric array
where the rows correspond to different time instances and columns to the data
attributes. Figure 1 shows an example of the full sentence. The dataset consists
of 11 PD patients and 8 healthy controls of approximately the same age mean
value 68 years old.

Fig. 1. Full sentence written in a tilted way
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The most important feature of the data is that the points may be chronolog-
ically ordered and thus it is possible to calculate time changes for a sequence of
points. By the same token, sorting the points based on time gives the sequence of
points in the order the person has written them. This is a very important feature
of the data as it will be used to construct the letters extraction algorithm.

While the data is collected for individuals who have PD it is quite likely that
the recorded tests will be of different quality. The algorithm for letters extraction
should take these peculiarities into account. It may happen that the person is
unable to maintain a straight line and the lines become tilted. The line may form
either a positive or negative angle with the imaginary x-axis. Figure 1 presents
an example of the sentence written in a tilted way. It is worth noting that the
sentence in Fig. 1 is written on two lines. In principle, this is not always the
case. In the analyzed sample the sentence is written on three lines for most of
the cases. No cases with of a sentence fitting on a single line were observed.

3 Individual Letter Recognition

Unsupervised clustering is a common approach for this task. Several known prob-
lems, such as non-linear separation boundaries between characters or overlapping
of strokes may result in poor separation of characters. These are the reasons for
the standard distance based clustering methods to fail. Density-based methods
such as DBSCAN are not working reasonably well due to a non-elliptic distri-
bution of points that comprise a character. Probability-based mixture model for
character extraction may fail in the situations where characters are hardly sep-
arable which may often be the consequence of PD. [2] conclude that standard
clustering algorithms may be outperformed by specialized one in word segmen-
tation. Most of the proposed techniques for word extraction in the literature
consider a spatial measure of the gap between successively connected compo-
nents and define a threshold to classify between word gaps [12].

In [15] first segment the entire text line into strokes, the similarity matrix of
which is computed according to stroke gravities. Then, the nonlinear clustering
methods are performed on this similarity matrix to obtain cluster labels for the
strokes. According to the obtained cluster labels the strokes are combined to
form characters.

The algorithm of the present paper uses the general idea of [15] to tackle the
problem. The algorithm processes the entire sentence. Given a freestyle hand-
written sentence segmentation of lines and individuals characters has to be done.
Various writing styles make both line and single character segmentation chal-
lenging.

At first, the number of lines has to be determined for the specific piece of
handwriting. As discussed before some of the sentences are written on two and
some on three lines. To solve this problem a Gaussian mixture model is estimated
for the number of mixture components N = 2, 3, 4. It is worth noting that only
y coordinates are used as observed variables in the mixture models. The idea of
taking only a single coordinate is based on the histogram of these coordinates.
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Fig. 2. Histogram of the y-coordinates of a sentence

Figure 2 shows an example of the histogram for the y coordinates of a sentence.
Two humps of points that may be modeled as Gaussians are clearly visible. The
decision over N is made as an arg maxNMeanSilhoutteScore(N).

Processing of individual lines goes next. The separation of a line into smaller
parts is based on the calculated time changes Δt of points for the whole line.
An example of the series is shown on Fig. 3. It becomes obvious that there are
bigger chunks of points that are separated with longer time intervals. These
larger chunks are groups of letters, sometimes full words, sometimes parts of
words. This depends very much on the way the person writes. Separating the
points that belong to a common chunk applying a threshold on Δt makes up
words for most lines. It is very important to pick the right separation threshold.
With various candidates examined, the final value is chosen to be 20% of the
maximum change.

Fig. 3. An example of the time change

Further, the chunks of points extracted in the previous step are processed.
These are separated further based on the distance of points. The idea is to
understand where the person who is writing made a gap between points. This is
very likely to be the gap between letters. Note that small clusters such as dots
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over letters i or j arise as a result of this procedure. For that reason clusters
having less than 85 points are merged with the preceding cluster.

It may be observed that the clusters are rather big and mostly represent
the sequences of letters that are written without removing the pen from the
iPad. For that reason, the separation of large clusters into several smaller ones is
performed next. It is done based on the size of the cluster of points, from bigger
clusters more letters are extracted. An example of clusters obtained after this
step is shown in Fig. 4.

Fig. 4. From larger clusters to smaller clusters

As the final step, the number of clusters determined in the sentence should be
optimized. As the features will be extracted from the clusters, the clusters those
have to be consistent through the analyzed sentences and the number of clusters
determined in handwriting samples has to be constant. This target number of
clusters in the full sentence is 48 and it is determined by the number of letters in
the test sentence. Cases, when the actual number of clusters is less than or larger
than the target, have to be considered next. When the number of determined
clusters is larger than it should be, the largest clusters get separated. In the
opposite case, the smallest clusters get merged to the preceding clusters.

4 Statistical Analysis

4.1 Feature Engineering

In this subsection, the exhaustive list of features calculated for each sentence is
described. Certain features are constructed for the sentence as a whole whereas
the majority of features are derived from the individual letters. It should be clear
that the features calculated in the paper were already used in the literature to
analyze one or another aspect of the handwriting. The novelty of the paper is
in the feature extraction from small clusters approximating letters extracted by
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the algorithm developed in the previous section. The overall feature set may be
divided into three subsets. The first subset consists of features that are commonly
used to conduct the test in its classic form by means of the paper and pencil.
This set describes the ability of the tested individual to keep the same size of
the letters during writing. For example the angle between the lines bounding the
text from below and above. The angle between the line which bounds written
sentence from below and a horizontal edge of the screen describes the ability of
the patient to write in a straight line. Together with the measure of time these
features constitute the first subset.

As the sentence may be consisting of two or three lines these calculations
were performed for the first two lines only. The regression lines are useful for
calculating the angles that are formed by the imaginary x-axis and the regression
lines. Figure 5 visualizes the estimated regressions for a tilted sentence. In total
six values of angles in degrees are included in the set of features. These features
are related to micrographia and their meaning is well known to the practitioners.

Fig. 5. Regression fitted for a line written in tilted way

The second subset is proposed by [3] and it includes different average param-
eters describing fine motor motions of the writing and drawing process. Finally,
the third set of features constitute integral like parameters which accumulate
absolute values of the velocities, accelerations, and jerks along the tangent vec-
tor to the writing trajectory. Example of tangent vectors for a letter is shown
in Fig. 6. These features are complemented by the ratios allowing to relate their
values to the particular drawing or writing task. This feature subset referred as
Motion mass parameters was initially proposed by [10] to model the changes in
gross motor motions, later in [8] and [7] the set was adopted and extended for
the case of fine motor movements. For the sake of self-sufficiency we formally
define motion mass parameters and explain their meaning. Motion mass param-
eters are usually associated with a certain part of the test. This part of the test
may be defined either by time interval or may be a meaningful part of the test,
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Fig. 6. An example of tangent vectors for the letter k

for example drawing or writing an element of the test. The first parameter is
the trajectory length, denoted as L, it describes the entire length of the drawing
observed during a certain time interval or being part of the test. It describes the
amount of motion performed by the pen tip. Next three parameters describe the
smoothness of the motion. The following parameter is the velocity mass. Let T
be the time interval of interest and t are the time instances observed during the
interval of T . Denote velocity along the tangent vector to the drawing curve at
time instance t ∈ T as vt then velocity mass is defined as:

V =
∑

t∈T

|vt| (1)

In the same manner acceleration- and jerk- (change of acceleration) masses are
defined

A =
∑

t∈T

|at|; J =
∑

t∈T

|jt| (2)

where at is the acceleration at time t and jt is the jerk mass along the tangent
vector.

A motion may be not-smooth in different ways this justifies the necessity
to have various parameters describing smoothness of the motion. The original
definition of the motion mass parameters also included ratios of the trajectory
length to the Euclidean distance between the first and last points of the motions
and ratio of the acceleration mass to the same distance. These measures are less
relevant to the current work and therefore omitted. Instead of this, the logic of
motion mass is applied to the pressure that is observed when the pen tip of the
stylus touches the screen. The following list summarizes the features that are
calculated for individual letters.
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– Size features: trajectory is the sum of Euclidean distance between all points
that comprise the letter; slope mass is the sum of Δy/Δx, slope mean, mean
of first difference of slopes;

– Kinematic features: velocity mass is the sum of velocities for the letter, accel-
eration mass is the sum of accelerations for the letter, pressure mass is the
sum of pressure values applied to the pen, velocity mean, acceleration mean,
pressure mean, pressure extrema, velocity extrema, acceleration extrema;

– Duration features: duration is the time interval between the first and last
point of the letter

– Fluency features: jerk mass is sum of jerk value for the letter, jerk mean, jerk
extrema.

This leads to a total of 48 letters × 17 letter features + 6 sentence based
angles of writing = 822 features that are derived from the sentence and letters.
Obviously, for the majority of classical machine learning techniques, a such num-
ber of features will inevitably cause the curse of dimensionality. Also interpreting
decisions made on the basis of a large number of features may be difficult. Which
leads the necessity of a proper feature selection.

4.2 Feature Selection

Feature selection is performed by Fisher scoring ([1]). Features with the score
above a threshold of 0.5 are included in predictive models. Table 1 shows the
Fisher score for the sentence-specific features. It becomes clear that none of
those are included in the predictive models as the threshold is not exceeded.
It is worth noting that [7] report the angles of drawing to be of very limited
importance with a much lower Fisher score than the one in Table 1.

Table 1. Fisher’s score of the sentence
specific features

Line Feature Fisher’s scr.

1 ∠ of upper reg. line 0.195

∠ of middle reg. line 0.116

∠ of lower reg. line 0.284

2 ∠ of upper reg. line 0.205

∠ of middle reg. line 0.100

∠ of lower reg. line 0.195

Table 2. Ranking of letter specific fea-
tures based on Fisher score

Feature Nr. above threshold

Velocity mean 42

Acceleration mean 37

Duration 4

Jerk mass 4

Jerk mean 3

Velocity Extrema 2

Table 2 shows the number of individual letters based features to exceed the
threshold of the Fisher score. The features that exceed the threshold most fre-
quently are kinematic features associated with the first moment of velocity and
acceleration. [3,13,18] and [7] report kinematic features to be important with
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velocity and acceleration being the most important features in the last two papers.
We find that duration and fluency features follow kinematic ones with a substan-
tially lower number of occurrences. In contrast to [3,11] and [14] we do not find
pressure related measures to be informative which is consistent with [7].

4.3 Classification Analysis

The classification model in a general form may be written as

yi = f(Xi) + ui (3)

where yi is the binary variable indicating whether the person has PD or
not, Xi is a vector of features, f(·) is a (nonlinear) function to be estimated
and ui is the residual. The most parsimonious model to estimate f(·) may be
k-nearest neighbors or logistic regression. Further decision trees, random forests
and support vector machines may be used for classification. More complicated
models such as adaptive boosting may be useful as well. See [1] and [4] for an
overview of models and estimation techniques.

In the present paper the following classifiers are trained to obtain the one
that performs best for the task in hand:

– Logistic regression
– K-nearest neighbors classifier (KNN)
– Decision tree
– Random forest classifier
– Support vector machine with linear basis kernel SV ML and with radial basis

kernel denoted by SV MRBF

– Adaptive boosting

In the present paper we use training for similarities in features. While training
for differences in features may show a better result in some circumstances, the
task under investigation excludes such an approach. The subjects are asked to
write the same sentence and there are no orthographic mistakes in the analyzed
sentences.

For validation purposes, the K-fold cross-validation technique is used. The
original dataset is divided into mutually exclusive K subsets that are called
folds. Each fold is then used as a validation set with other K − 1 folds being the
training sets. The metric to discriminate between the models is the prediction
accuracy obtained on the training set. The accuracy of each model is the mean
accuracy of the model over all folds. Given that the data is scarce and there are
just 19 observations the validation is performed for K = 3.

The accuracy of models is shown in Table 3. The model with the highest
accuracy is the random forest consisting of trees with a maximum depth of 5. In
the related literature [7] use a similar set of models. Also in that study random
forest is found to be the best model in terms of accuracy. To some extent, it
is not surprising that the ensemble model outperforms the individual models as
it averages out the variance of the prediction. [3] limit their attention to KNN,
adaptive boosting and SVM and report SVM to outperform the other models.



Sentence Writing Test for Parkinson Disease Modeling 355

Table 3. Accuracy of models obtained by K-fold validation with K = 3

Model Accuracy

Random forest 0.885

Logit 0.838

SVML 0.771

Decision tree 0.714

KNN 0.742

Adaptive boosting 0.695

SVMRBF 0.580

Even though the dataset may seem small, we believe that the results con-
stitute an important building block the area of research. While the model that
performs best may change with the addition of new data, the results of feature
engineering remain intact.

5 Conclusions

In the paper, we propose a novel approach to model sentence writing test that
is used for Parkinson’s disease diagnostics. We analyze digitally conducted tests
that were done by PD patients and healthy controls. The objective is to come
up with a set of features that have high predictive power and may be interpreted
and find a classifier that maximizes prediction accuracy. The novelty of the paper
is in producing features on the basis of letters that are extracted from the full
sentence. This part is quite sophisticated as it requires several steps. First, the
number of lines that the sentence is written on is determined. Bigger chunks
of letters are extracted next on the basis of the time that had passed during
writing the letters. Those sets of letters are separated into smaller parts taking
into account distance between points. Finally, the number of extracted parts
is optimized to meet the target number of letters. It is worth noting that the
approach is language agnostic and is based on the properties of the data that are
recorded while writing. Features that represent size, kinematics, duration and
fluency of writing are calculated for each individual letter. The feature selection
is performed based on Fisher score and the kinematic features are found to be of
primary importance. This is consistent with the general paradigm shift discussed
in [16] and findings in [7]. Interestingly the fact that a person has written the
sentence in a tilted way does not seem to be important in PD prediction. With
the set of features that have high predictive power in hand, we perform a horse
race of seven classifiers. We find the random forest to perform the best with the
accuracy of 88.5% on K-fold cross-validation.
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10. Nõmm, S., Toomela, A.: An alternative approach to measure quantity and smooth-
ness of the human limb motions. Est. J. Eng. 19(4), 298–308 (2013)

11. Rosenblum, S., Samuel, M., Zlotnik, S., Erikh, I., Schlesinger, I.: Handwriting as an
objective tool for parkinson’s disease diagnosis. J. Neurol. 260, 2357–2361 (2013).
https://doi.org/10.1007/s00415-013-6996-x

12. Seni, G., Cohen, E.: External word segmentation of off-line handwritten
text lines. Pattern Recogn. 27(1), 41–52 (1994). https://doi.org/10.1016/0031-
3203(94)90016-7

13. Smits, E., et al.: Standardized handwriting to assess bradykinesia, micrographia
and tremor in parkinson’s disease. PLoS ONE 9 (2014). https://doi.org/10.1371/
journal.pone.0097614

14. Stepień, P., Kawa, J., Wieczorek, D., Dabrowska, M., S�lawek, J., Sitek, E.J.: Com-
puter aided feature extraction in the paper version of luria’s alternating series test
in progressive supranuclear palsy. In: Pietka, E., Badura, P., Kawa, J., Wieclawek,
W. (eds.) ITIB 2018. AISC, vol. 762, pp. 561–570. Springer, Cham (2019). https://
doi.org/10.1007/978-3-319-91211-0 49

15. Tan, J., Lai, J.H., Wang, C.D., Wang, W.X., Zuo, X.X.: A new handwritten char-
acter segmentation method based on nonlinear clustering. Neurocomputing 89,
213–219 (2012). https://doi.org/10.1016/j.neucom.2012.02.026

https://doi.org/10.1007/978-3-319-14142-8
https://doi.org/10.1007/978-3-319-14142-8
https://doi.org/10.1016/j.artmed.2016.01.004
https://doi.org/10.1016/j.artmed.2016.01.004
https://doi.org/10.1007/978-0-387-84858-7
https://doi.org/10.1002/mds.25990
https://doi.org/10.1002/mds.25990
https://doi.org/10.1016/j.neubiorev.2016.07.010
https://doi.org/10.1016/j.neubiorev.2016.07.010
https://doi.org/10.1109/ICMLA.2018.00219
https://doi.org/10.1109/ICARCV.2016.7838746
https://doi.org/10.1371/journal.pone.0173157
https://doi.org/10.1371/journal.pone.0173157
https://doi.org/10.1007/s00415-013-6996-x
https://doi.org/10.1016/0031-3203(94)90016-7
https://doi.org/10.1016/0031-3203(94)90016-7
https://doi.org/10.1371/journal.pone.0097614
https://doi.org/10.1371/journal.pone.0097614
https://doi.org/10.1007/978-3-319-91211-0_49
https://doi.org/10.1007/978-3-319-91211-0_49
https://doi.org/10.1016/j.neucom.2012.02.026


Sentence Writing Test for Parkinson Disease Modeling 357

16. Thomas, M., Lenka, A., Kumar Pal, P.: Handwriting analysis in Parkinson’s dis-
ease: current status and future directions. Mov. Disord. Clin. Pract. 4(6), 806–818
(2017). https://doi.org/10.1002/mdc3.12552

17. Van Gemmert, A., Hans-Leo, T., George, S.: Parkinsonian patients reduce their
stroke size with increased processing demands. Brain Cogn. 47(3), 504–512 (2001).
https://doi.org/10.1006/brcg.2001.1328

18. Lange, K.W., et al.: Brain dopamine and kinematics of graphomotor functions.
Human Mov. Sci. 25, 492–509 (2006). https://doi.org/10.1016/j.humov.2006.05.
006

19. Shukla, A.W., Ounpraseuth, S., Okun, M., Gray, V., Schwankhaus, J.: Micro-
graphia and related deficits in parkinson’s disease: a cross-sectional study. BMJ
Open 2(3), e000628 (2012). https://doi.org/10.1136/bmjopen-2011-000628

https://doi.org/10.1002/mdc3.12552
https://doi.org/10.1006/brcg.2001.1328
https://doi.org/10.1016/j.humov.2006.05.006
https://doi.org/10.1016/j.humov.2006.05.006
https://doi.org/10.1136/bmjopen-2011-000628


Confidence in Prediction: An Approach
for Dynamic Weighted Ensemble

Duc Thuan Do1, Tien Thanh Nguyen2(B) , The Trung Nguyen3,
Anh Vu Luong4, Alan Wee-Chung Liew4, and John McCall2

1 School of Applied Mathematics and Informatics,
Hanoi University of Science and Technology, Hanoi, Vietnam

2 School of Computing Science and Digital Media,
Robert Gordon University, Aberdeen, UK

t.nguyen11@rgu.ac.uk
3 School of Information and Communication Technology,

Hanoi University of Science and Technology, Hanoi, Vietnam
4 School of Information and Communication Technology,

Griffith University, Gold Coast, Australia

Abstract. Combining classifiers in an ensemble is beneficial in achiev-
ing better prediction than using a single classifier. Furthermore, each
classifier can be associated with a weight in the aggregation to boost the
performance of the ensemble system. In this work, we propose a novel
dynamic weighted ensemble method. Based on the observation that each
classifier provides a different level of confidence in its prediction, we pro-
pose to encode the level of confidence of a classifier by associating with
each classifier a credibility threshold, computed from the entire training
set by minimizing the entropy loss function with the mini-batch gradi-
ent descent method. On each test sample, we measure the confidence of
each classifier’s output and then compare it to the credibility threshold
to determine whether a classifier should be attended in the aggregation.
If the condition is satisfied, the confidence level and credibility thresh-
old are used to compute the weight of contribution of the classifier in
the aggregation. By this way, we are not only considering the presence
but also the contribution of each classifier based on the confidence in its
prediction on each test sample. The experiments conducted on a num-
ber of datasets show that the proposed method is better than some
benchmark algorithms including a non-weighted ensemble method, two
dynamic ensemble selection methods, and two Boosting methods.

Keywords: Supervised learning · Classification · Ensemble method ·
Ensemble learning · Multiple classifier system · Weighted ensemble

1 Introduction

In recent years, learning with an ensemble of classifiers (EoC) has enjoyed
increased attention in the machine learning community due to its advantage
in achieving better prediction than using a single classifier [11]. In ensemble
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method, the diverse classifiers are obtained by learning different algorithms on a
training set (heterogeneous ensemble) or learning one algorithm on many differ-
ent training sets (homogeneous ensemble) [12]. Each learning algorithm learns
a classifier with the aim of describing the relationship between the features and
the class label of the training observations. The generated classifier returns the
output in the form of crisp labels (0–1 class memberships) or posterior proba-
bilities (fuzzy class memberships) [8]. A combiner is then used to aggregate the
outputs of all classifiers to obtain the final decision.

In the combining method, simple averaging can be conducted on the classi-
fiers’ output by assigning equal weights for all individual classifiers. In ensem-
ble systems where individual classifiers exhibit nonidentical strength, unequal
weights in the aggregation may achieve a better performance than simple aver-
aging [11]. In this work, we focus on weighted ensemble in which the prediction
of each classifier is associated with a weight when combining for final decision.
In fact, weighted ensemble is a special case of ensemble pruning (which is also
known as selective ensemble or ensemble selection) where the weights on some
classifiers are set to zero. In ensemble pruning, the EoC can be obtained via static
or dynamic approach. In detail, the static approach learns one optimal EoC on
the training data and uses it to assign a label for all test samples. This, there-
fore, limits the flexibility of the selection procedure. Meanwhile, the dynamic
approach selects a classifier or an EoC with the most competencies in a defined
region associated with each test sample. Although this approach provides more
flexibility than the static approach, the performance of the dynamic approach is
dependent on the performance of the techniques that define the region of com-
petence (RoC) [3]. A new weighted ensemble method which benefits from the
advantage of both static and dynamic selective method i.e. learning the optimal
condition on the training data to select classifiers and then determining partic-
ular weights for each test sample would be beneficial.

Our idea for weighted ensemble is based on the observation that classifiers
in an ensemble are generated from different methodologies, and therefore have
different confidence level in their predictions. On a particular dataset, some clas-
sifiers can provide very high confidence in the classification while others can have
difficulty in decision when assigning a label for a test sample based on their out-
puts. We come up with an idea to encode the level of confidence of a classifier by
associating with each classifier a credibility threshold, computed from the entire
training set by minimizing the entropy loss function with the gradient descent
method. We also measure the confidence level of each classifier’s prediction on
each test sample i.e. how confident it makes the decision. The confidence in the
prediction is then compared to the credibility threshold to determine whether
the output of the classifier should be included in the aggregation. In a procedure
to assign a label for a test sample, when a classifier is attended, its confidence
level and the credibility threshold will be used to compute the weight to show
its contribution to the aggregation. By this way, the proposed method integrates
both static and dynamic approach of ensemble selection through finding the
credibility threshold like in the static methods and assigning particular weights
for classifiers on each test sample like in dynamic methods.
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The contribution of this work are: (i) We propose a measure to qualify the
confidence in the output of each classifier. (ii) We propose a dynamic weighted
ensemble method to select classifiers based on the confidence of its prediction.
(iii) We formulate the optimization problem on the convex entropy loss function
to search for the credibility threshold (iv) Experiments on a number of datasets
demonstrate that the proposed method is better than several well-known bench-
mark algorithms.

2 Background and Related Work

In ensemble system, the outputs of classifiers are combined to obtain the final
discriminative decision. Traditionally, simple combining methods like Sum and
Vote are frequently applied to the outputs of base classifiers to predict class labels
[13]. In fact, the simple combining method is the special case of the weighted
combining method where the classifiers are treated equally in the aggregation,
i.e. all classifiers make the equal contributions in the final collaborated decision.
In weighted combining methods, each classifier can put different weight on the
prediction result and the combining algorithm works by taking M weighted linear
combinations of posterior probabilities for the M classes. Several approaches
have been proposed to find the weights. In [15], Ting et al. proposed MLR method
which depends on solving M Linear Regression models corresponding to the M
classes based on meta-data and the training data labels in crisp form to find these
combining weights. Yijing et al. [18] proposed the new weighted combining rules
in which the weight of each classifier is computed based on its performance on the
training data measured by Area under the ROC Curve (AUC). Wu [17] proposed
a new ensemble learning paradigm that takes into account information about the
performance ordering of the base classifiers reported in previous literature. By
measuring the similarity between two learning tasks, the performance ranking of
the trained classifiers of a given learning task can be inferred so as to obtain the
optimal combining weights of the trained classifiers. Nguyen et al. [10] weighed
the base classifiers generated on projected data of training observations by the
linear regression model.

Boosting is also a family of weighed ensemble methods. The idea of this app-
roach is to learn weak classifiers with respect to a distribution to form a strong
classifier. When weak classifiers are combined, they will have weights which usu-
ally are related to the weak classifiers’ accuracy. Some well-known examples of the
boosting approach are AdaBoost [5] where the weak classifier is tweaked to handle
previously misclassified samples, LPBoost [4] where the margin between training
samples of different classes is maximized via linear programming, and RUSBoost
[14] where imbalanced datasets are handled by learning from skewed training data.

Ensemble pruning is a special case of weighted ensemble in which the weights
of some classifiers are set to zero. The purpose of ensemble pruning is to search for
a suitable subset of classifiers that is better than using the whole ensemble. In this
technique, a single classifier or an EoC can be obtained via static or dynamic app-
roach. The static approach selects only one subset of classifiers during the training
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phase and uses it to predict for all unseen samples. In the past years, many statis-
tic ensemble selection methods have been proposed to search for the optimal or
sub-optimal subset of ensembles, and they can be grouped into three categories:
ordering-based methods [9], clustering-based methods [1], and optimization-based
methods via mathematical programming [19], probabilistic pruning [2], or heuris-
tic search [6]. Zhang et al. [19] formulated the ensemble pruning problem as a
quadratic integer programming problem and used semi-definite programming to
acquire an approximate solution. Although this method outperforms the other
heuristics in the author’s evaluation, fixing the number of selected base classifiers
is a hindrance to efficient performance. Chen et al. [2] propose a probabilistic prun-
ing method which includes a sparsity-inducing prior distribution introduced over
the combination weights. The maximum a posteriori estimation of the weights is
then acquired by the Expectation Propagation algorithm.

On the other hand, in the dynamic approach, a classifier or an EoC is selected
to classify each test sample based on the competence level of the classifiers
computed according to some criteria on a local region of the feature space [3].
Here the region to compute competence can be defined by kNN methods [3,7]
and potential functions [16]. Comparison experiments indicated that a simple
dynamic selection method like KNORA Union can be competitive or sometimes
outperforms more complex methods.

3 Proposed Method

3.1 Problem Formulation

Given the training set D with N data points and K learning algorithms K =
[Kk]. The base classifier hk is generated by training Kk on D. Denote P = [pk,j ],
pk,j = P (yj = 1|x) as the prediction of hk for a sample x to class label yj = 1.
For example, prediction vector (0.3,0.6,0.1) of a classifier for a sample in a 3-
class classification problem means that probabilities this sample belongs to class
y1, y2, and y3 are 0.3, 0.6, and 0.1, respectively. To measure the confidence on
the prediction of hk on x, we define e = [ek] as the difference between the
maximum value among the predictions and the average of the other values. In
fact, the class label is assigned based on the maximum value of the posterior
probability. By defining ek, we aim to measure the convincing decision in this
decision strategy. The higher ek results in the bigger gap between the maximum
value of the posterior probability and the average of the others, making it the
more convincing decision.{

ek = pk,s − 1
M−1

∑M
j=1,j �=s pk,j

s = argmaxj=1,...,Mpk,j

(1)

Proposition 1: ek is bounded in [0, 1]

As mentioned above, we measure the confidence level in the prediction of
each classifier and then compare with the credibility threshold associated with
this classifier. If the confidence level is higher than the threshold, the classifier
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will be attended to the aggregation. By this way, we define a ‘relu-like’ function
ak for activation calculation concerning the confidence threshold β = [βk]:

ak = max (0, ek − βk) k = 1, . . . , K (2)

The combining vector pc = [pcj ] from all K classification probability vectors
for the class yj (j = 1, . . . , M) is:

pcj =
K∑

k=1

akpk,j (3)

Clearly, when ek > βk, the function ak > 0 that means classifier hk is acti-
vated in the combination in (3) and its contribution to the combination is the
value of the activated function ak. The proposed method is a dynamic weighted
ensemble since the weight of each classifier in combining vector is different on
each test sample via the different confidence in its prediction. We use softmax
function to transform the combination vector to the ensemble classification prob-
ability pe = [pej ] as:

pej =
epcj∑M

j=1 epcj
(4)

In this work, the credibility threshold is found by minimizing the convex
entropy loss function. This loss function on a data point (x,y) in which y is
one-hot vector of class label of x is given by:

L (β) = −
M∑

j=1

yj log pej (5)

3.2 Optimization

We use the gradient descent approach to solve the optimization problem for the
function in (5). First, the entropy loss function is transformed to:

L (β) = −
M∑

j=1

yj log pej = −
M∑

j=1

yj log
epcj∑M

j=1 epcj

= −
M∑

j=1

⎛
⎝yjpcj − yj log

M∑
j′=1

epcj′

⎞
⎠

= −
M∑

j=1

yjpcj + log
M∑

j′=1

epcj′ (Due to
M∑

j=1

yj = 1)

We compute the gradient of the lost function at each data point (x,y). The
gradient of L along β is ∂L

∂β =
[

∂L
∂βk

]
in which each subgradient is computed by:

∂L
∂βk

= −
M∑

j=1

yj
∂pcj

∂βk
+

∑M
j=1

∂epcj

∂βk∑M
j=1 epcj

(6)
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In detail:

∂pcj

∂βk
=

∂
(∑K

k=1 akpk,j

)
∂βk

=
∂ (akpk,j)

∂βk

(
Due to

∂ (ak′pk′,j)
∂βk

= 0 ∀k′ �= k

)

=
∂ (max (0, ek − βk) pk,j)

∂βk

=

{
0, if ek ≤ βk

−pk,j , if otherwise
:= gk,j (7)

∂epcj

∂βk
= epcj

∂pcj

∂βk
= epcjgk,j (8)

Replace (6) by results in (7) and (8), we have:

∂L
∂βk

= −
M∑

j=1

yjgk,j +

∑M
j=1 epcjgk,j∑M

j=1 epcj

= −
M∑

j=1

yjgk,j +
M∑

j=1

pejgk,j

= −〈y,gk〉 + 〈pe,gk〉 = 〈pe − y,gk〉 (9)

where gk = [gk,j ]
To calculate the gradient of L along β for a mini-batch of n data points, we

take the average of gradients of these points as:

∂L
∂βk

:=
1
n

n∑
i=1

〈pe(i) − y(i),g(i)
k 〉 (10)

Now, we update βk according to gradient descent method with learning rate
ηk at kth iteration:

βk+1 = βk − ηk
∂L
∂βk

(11)

In this work, we applied the proposed weighted ensemble method to the
heterogeneous ensemble systems where several different learning algorithms learn
on one training set to obtain the base classifiers. As these classifiers perform
differently on each dataset because of the differences in learning strategies, it is
expected to obtain better results than simple aggregation [11]. First, we learn
base classifiers H = [hk] on D using the given learning algorithms. The meta-
data P of D is generated via the T-fold cross validation procedure. Specifically,
D is divided into T disjoint parts. The meta-data of observations in one part is
then created by the classifiers generated by training the K learning algorithms on
the complement. All meta-data sets from each part are concatenated to generate
the meta-data P.
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Having P in hand, we compute the ek from P for each x ∈ D by using Eq. (1).
The threshold βk is initialized to 0. The algorithm loops via a number of single
passes through the full training set (epochs). In each epoch, we create the random
permutation for N observations and then shuffle onP and associated class labels y
using this permutation. Based on the batch size n, one permutation is divided in to(
nb = N

n

)
mini-batch. On each mini-batch, using the value of shuffled P and y, we

compute the weights a = [ak] of the base classifiers. The posterior probabilities
pbk,j of observations in the mini-batch is combined via the weights ak to obtain
the pcj (Eq. (3)). The gradient of the lost function is updated based on condition
in Eq. (7). Each βk finally is updated by using Eq. (11).

The classification process works in a straightforward way. Each testing sample
first is predicted by the base classifiers in H to obtain the posterior probabili-
ties. We then compute the value of [ek] on the prediction results and compute
the weight vector [ak] by Eq. (2). The base classifier with ek ≤ βk will not be
attended in the final ensemble for the testing sample, and therefore contribute
nothing to the final aggregation. The other base classifiers will join to the final
ensemble with their contribution (ek − βk). The class label is assigned by return-
ing the class label associated with the maximum of the combination vector (3).

4 Experimental Studies

4.1 Experimental Setup

Eighteen real world and synthetic datasets are used in the experiment. For the
six real-world datasets (Chess-krvk, DownJones-1985–2003, Electricity, Letter,
Penbased Skin NonSkin) we collected a number of datasets from the UCI1 and
OPENML2 data sources. For the synthetic datasets, we used MOA library3 to
generate the data. The detailed information of the datasets is summarized in
Table 1.

We applied the proposed method to a heterogeneous ensemble system, gen-
erated by using 3 learning algorithms named Linear Discriminant Analysis
(denoted by LDA), Näıve Bayes, and kNearest Neighbors (where the value of k
was set to 5, denoted as kNN5). The proposed method in this case was denoted
by Proposed Method3. For the mini-batch approach in the mini-batch gradient
descent method, we initialized learning rate η = 0.001, the credibility threshold
β = [β0] = 0.

We performed extensive comparative studies using a number of existing algo-
rithms as benchmarks: two homogeneous ensemble method named AdaBoost [5]
and RUSBoost [14] with 100 classifiers. We also compared with Sum Rule [13] in
a heterogeneous ensemble where the set of learning algorithms is similar to our
method. For the ensemble pruning methods, we selected two high-performance

1 http://archive.ics.uci.edu/ml/datasets.html.
2 https://www.openml.org.
3 https://moa.cms.waikato.ac.nz.

http://archive.ics.uci.edu/ml/datasets.html
https://www.openml.org
https://moa.cms.waikato.ac.nz
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Table 1. Information of experimental datasets

# Datasets # of samples # of dimensions # of class labels

1 Agrawal 1000000 9 2

2 AssetNegotiation-F2 1000000 5 2

3 AssetNegotiation-F3 1000000 5 2

4 AssetNegotiation-F4 1000000 5 2

5 BNG-bridge-v1 1000000 12 6

6 BNG zoo 1000000 17 7

7 Chess-krvk 28056 6 18

8 DowJones-1985–2003 138166 8 30

9 Electricity-normalized 45312 8 2

10 Hyperplane 1000000 10 2

11 Letter 20000 16 26

12 Penbased 10992 16 10

13 RandomTree 1000000 10 2

14 RBF 1000000 50 4

15 Sine 1000000 4 2

16 Skin NonSkin 245057 3 2

17 Stagger 1000000 3 2

18 Waveform 1000000 21 3

dynamic ensemble selection methods, namely KNORA Union and KNORA Elim-
inate (denoted by KNORA-U and KNORA-E) [7] as the benchmark algorithms.
The number of nearest neighbors in these dynamic methods was set to 7 [3].
For all methods, we performed the same experimental procedure i.e. run 10-fold
cross validation 3 times to obtain 30 test results for each dataset (presented in
Table 2). The non-parametric two-tailed Wilcoxon signed-rank test [10] was used
to compare the experimental results of the proposed method and a benchmark
algorithm on a particular dataset in which p-value < 0.05 deems as difference in
experimental results is significant.

4.2 The Influence of Parameters

In this study, we used the mini-batch approach to compute the gradient in
updating the credibility threshold through iterations. We examined the influence
of the batch size and number of epochs on the performance of the proposed
method. Figure 1 presents the relationship between classification error rate and
values of batch size n ∈ {1, 16, 32, 64, 128, 256, 521, 1024, 2048, 4096, 8192, All}
where All means all the number of training data were used as a single batch.
Clearly, the line graphs show a common upward trend with different slopes on
all datasets as increasing value of batch size can downgrade performance of
proposed method. On some datasets like Hyperplane, RBF, Letter and Penbased,
the classification error rate increases sharply with the increase of n. Meanwhile,



366 D. T. Do et al.

T
a
b
le

2
.
C

la
ss

ifi
ca

ti
o
n

er
ro

r
ra

te
s

o
f
b
en

ch
m

a
rk

a
lg

o
ri

th
m

s
a
n
d

p
ro

p
o
se

d
m

et
h
o
d

(u
si

n
g

3
le

a
rn

in
g

a
lg

o
ri

th
m

s)

#
K
N
O
R
A
-U

K
N
O
R
A
-E

A
d
a
B
o
o
st

S
u
m

R
u
le

R
U
S
B
o
o
st

P
ro

p
o
se

d
M

e
th

o
d
3

M
e
a
n

V
a
ri
a
n
c
e

M
e
a
n

V
a
ri
a
n
c
e

M
e
a
n

V
a
ri
a
n
c
e

M
e
a
n

V
a
ri
a
n
c
e

M
e
a
n

V
a
ri
a
n
c
e

M
e
a
n

V
a
ri
a
n
c
e

1
0
.3
2
9
3
�(

4
.5
)

3
.6
5
E
-0

8
0
.3
4
4
0
�(

6
)

2
.5
3
E
-0

7
0
.0
4
9
4
�(

1
)

3
.3
6
E
-0

7
0
.3
2
9
3
�(

4
.5
)

3
.0
4
E
-0

8
0
.0
5
4
5
�(

2
)

3
.7
5
E
-0

7
0
.3
2
8
0

(3
)

2
.5
0
E
-1

1

2
0
.0
7
1
7
�(

5
)

9
.0
1
E
-0

7
0
.0
5
5
8
�(

4
)

5
.5
5
E
-0

7
0
.0
5
1
1
�(

1
)

4
.0
8
E
-0

7
0
.1
0
4
2
�(

6
)

7
.5
3
E
-0

7
0
.0
5
5
3
�(

3
)

4
.0
2
E
-0

7
0
.0
5
1
9

(2
)

3
.4
3
E
-0

7

3
0
.0
6
5
6
�(

5
)

7
.1
9
E
-0

7
0
.0
5
6
0
�(

3
)

6
.2
6
E
-0

7
0
.0
5
3
1
�(

2
)

1
.0
1
E
-0

6
0
.0
9
0
5
�(

6
)

7
.7
8
E
-0

7
0
.0
5
8
9
�(

4
)

5
.1
6
E
-0

7
0
.0
5
2
5

(1
)

3
.4
8
E
-0

7

4
0
.0
7
4
0
�(

4
)

4
.3
4
E
-0

7
0
.0
6
0
8
�(

3
)

2
.9
9
E
-0

6
0
.0
5
2
9
�(

1
)

2
.9
4
E
-0

7
0
.1
1
3
9
�(

6
)

7
.0
8
E
-0

7
0
.0
8
3
8
�(

5
)

5
.1
7
E
-0

7
0
.0
5
4
2

(2
)

2
.5
2
E
-0

6

5
0
.3
1
1
7
�(

5
)

1
.1
7
E
-0

6
0
.3
0
1
7
�(

3
)

1
.5
1
E
-0

6
0
.2
7
6
2
�(

1
)

1
.4
2
E
-0

6
0
.3
1
0
0
�(

4
)

9
.9
6
E
-0

7
0
.3
3
7
6
�(

6
)

1
.4
2
E
-0

6
0
.2
8
6
9

(2
)

1
.4
7
E
-0

6

6
0
.0
6
9
5
�(

4
.5
)

4
.8
3
E
-0

7
0
.0
5
8
5
�(

2
)

5
.5
5
E
-0

7
0
.0
6
0
3
�(

3
)

6
.4
4
E
-0

7
0
.0
6
9
5
�(

4
.5
)

4
.3
4
E
-0

7
0
.1
1
5
5
�(

6
)

1
.7
0
E
-0

6
0
.0
5
2
2

(1
)

2
.5
0
E
-0

7

7
0
.3
2
4
2
�(

4
)

6
.9
3
E
-0

5
0
.2
9
5
5
�(

2
)

6
.1
1
E
-0

5
0
.6
7
0
5
�(

5
)

3
.4
1
E
-0

5
0
.3
0
3
1
�(

3
)

4
.5
9
E
-0

5
0
.7
4
3
3
�(

6
)

8
.0
9
E
-0

5
0
.2
6
5
0

(1
)

5
.7
7
E
-0

5

8
0
.0
0
5
5
�(

5
)

2
.6
0
E
-0

7
7
.0
4
4
7
E
-0

4
�(

3
)

4
.1
2
E
-0

8
2
.0
0
2
4
E
-0

4
�(

2
)

6
.5
2
E
-0

9
0
.0
0
4
3
�(

4
)

3
.1
5
E
-0

7
0
.6
3
7
6
�(

6
)

5
.4
6
E
-0

9
0
.0
0
0
0

(1
)

0
.0
0
E
+
0
0

9
0
.2
1
9
2
�(

5
)

4
.9
3
E
-0

5
0
.2
0
2
4
�(

3
)

2
.4
2
E
-0

5
0
.1
5
6
1
�(

1
)

3
.9
6
E
-0

5
0
.2
1
2
6
�(

4
)

6
.0
7
E
-0

5
0
.2
2
9
7
�(

6
)

9
.5
1
E
-0

5
0
.1
8
9
3

(2
)

3
.2
2
E
-0

5

1
0

0
.0
2
8
1
�(

5
)

2
.3
6
E
-0

7
0
.0
1
2
8
�(

2
)

9
.5
5
E
-0

8
0
.0
2
7
9
�(

4
)

3
.1
8
E
-0

7
0
.0
2
7
6
�(

3
)

2
.4
0
E
-0

7
0
.2
5
4
2
�(

6
)

9
.6
2
E
-0

6
0
.0
0
4
9

(1
)

4
.3
5
E
-0

8

1
1

0
.1
0
8
9
�(

3
)

5
.0
0
E
-0

5
0
.0
6
1
7
�(

2
)

3
.3
6
E
-0

5
0
.3
4
6
0
�(

5
)

1
.1
5
E
-0

4
0
.1
3
9
5
�(

4
)

6
.1
8
E
-0

5
0
.7
1
4
7
�(

6
)

2
.2
7
E
-0

4
0
.0
5
0
7

(1
)

3
.3
3
E
-0

5

1
2

0
.0
4
3
5
�(

4
)

2
.5
8
E
-0

5
0
.0
0
9
7
�(

1
)

1
.1
0
E
-0

5
0
.0
4
2
4
�(

3
)

3
.9
0
E
-0

5
0
.0
8
9
5
�(

5
)

5
.4
6
E
-0

5
0
.2
9
6
6
�(

6
)

9
.5
4
E
-0

5
0
.0
1
2
2

(2
)

1
.4
1
E
-0

5

1
3

0
.1
2
4
8
�(

5
)

6
.1
8
E
-0

7
0
.1
1
7
9
�(

3
)

5
.4
3
E
-0

7
0
.0
7
9
3
�(

1
)

1
.1
6
E
-0

5
0
.1
2
3
6
�(

4
)

9
.3
9
E
-0

7
0
.2
5
2
9
�(

6
)

8
.3
6
E
-0

6
0
.1
0
5
3

(2
)

5
.9
0
E
-0

7

1
4

0
.0
0
3
7
�(

3
)

4
.5
2
E
-0

8
8
.7
8
3
3
E
-0

4
�(

2
)

8
.4
1
E
-0

9
0
.0
4
7
5
�(

5
)

3
.0
1
E
-0

2
0
.0
2
5
7
�(

4
)

1
.8
5
E
-0

7
0
.1
6
8
2
�(

6
)

2
.0
8
E
-0

6
2
.6
6
6
7
E
-0

6
(1

)
1
.9
6
E
-1

1

1
5

0
.0
1
1
9
�(

5
)

1
.4
0
E
-0

7
0
.0
0
9
9
�(

3
)

6
.7
0
E
-0

8
0
.0
0
2
6
�(

1
)

3
.7
2
E
-0

8
0
.0
1
1
5
�(

4
)

1
.0
5
E
-0

7
0
.0
4
2
3
�(

6
)

7
.3
9
E
-0

7
0
.0
0
8
8

(2
)

9
.3
5
E
-0

8

1
6

9
.0
0
4
7
E
-0

4
�(

4
)

4
.5
4
E
-0

8
5
.1
1
4
5
E
-0

4
�(

2
)

1
.6
4
E
-0

8
6
.2
9
7
9
E
-0

4
�(

3
)

2
.7
3
E
-0

8
0
.0
4
1
2
�(

6
)

1
.2
2
E
-0

6
0
.0
2
6
5
�(

5
)

2
.0
5
E
-0

6
4
.7
6
0
8
E
-0

4
(1

)
1
.7
4
E
-0

8

1
7

0
.0
0
0
0

(2
.5
)

0
.0
0
E
+
0
0

0
.0
0
0
0

(2
.5
)

0
.0
0
E
+
0
0

0
.1
1
1
6
�(

5
.5
)

9
.0
0
E
-1

2
0
.0
0
0
0

(2
.5
)

0
.0
0
E
+
0
0

0
.1
1
1
6
�(

5
.5
)

9
.0
0
E
-1

2
0
.0
0
0
0

(2
.5
)

0
.0
0
E
+
0
0

1
8

0
.1
5
9
1
�(

3
)

1
.0
6
E
-0

6
0
.1
5
1
8
�(

2
)

1
.6
7
E
-0

6
0
.1
6
1
0
�(

5
)

1
.0
8
E
-0

6
0
.1
5
9
4
�(

4
)

1
.1
8
E
-0

6
0
.2
6
2
2
�(

6
)

1
.4
1
E
-0

5
0
.1
3
6
4

(1
)

1
.3
8
E
-0

6

W
in

:
1
7
;
E
q
u
a
l:
1
;
L
o
st
:0

W
in

:
1
6
;
E
q
u
a
l:

1
;
L
o
st
:
1

W
in

:
1
1
;
E
q
u
a
l:
0
;
L
o
st
:
7

W
in

:
1
7
;
E
q
u
a
l:
1
;
L
o
st
:
0

W
in

:1
7
;
E
q
u
a
l:
0
;
L
o
st
:1

R
k

4
.2
5

2
.6
9

2
.7
5

4
.3
6

5
.3
6

1
.5
8

*
�

a
n
d

�
in

d
ic
a
te

th
a
t
p
ro

p
o
se
d

m
e
th

o
d

is
be

tt
e
r
o
r
w
o
r
se

th
a
n

be
n
c
h
m
a
r
k
a
lg
o
r
it
h
m
;
(.
)
in

d
ic
a
te
s
th

e
ra

n
k
o
f
m
e
th

o
d

o
n

th
e
d
a
ta

se
t

R
k

in
d
ic
a
te
s
a
v
e
ra

g
e
ra

n
k
in

g
o
f
ea

c
h

m
e
th

o
d



Confidence in Prediction: An Approach for Dynamic Weighted Ensemble 367

on other datasets such as Agrawal, Electricity-normalized, and BNG-bridge-v1,
classification error rates only increase slightly with the increase of the number
of batch size. It is also noted that the cost of training is more expensive with
smaller value of n. In practice, depending on the training resource and expected
performance score, we can choose a suitable value for the batch size parameter.
In the next section, we used the batch size n = 16 in comparison to the baselines.

Figure 2 presents the classification error rates of the proposed method on
experimental datasets where epochs parameter was set to 5 and 50. In general,
although increasing the number of epochs can improve the ensemble perfor-
mance, differences in two performance scores on these datasets are not signifi-
cant. One datasets like Argawal and AssetNegotiation-F2, F3 and F4, the classi-
fication error rates only change slightly or remain unchanged with the change of
the number of epochs. Only on three datasets Letter, Penbased, and Hyperplane,
the differences in classification error rate between two cases are remarkable. In
practice, in case of limited resource available, we can choose a small number of
epochs for the training process.

4.3 Comparing to the Baselines

Table 2 presents the classification error rates of benchmark algorithms and pro-
posed method in case of using 3 learning algorithms. The following observations
can be made:

– Proposed Method3 achieves lowest average rank among all methods (rank
value 1.58). On 18 experimental datasets, Proposed Method3 ranks first in 9
cases (50%) and ranks second in 7 cases (38.89%). Our method only performs
poorly on Agrawal dataset in which it ranks third.

– Proposed Method3 is better than two DES methods. Comparing to KNORA-
U, our method wins in 17 cases and does not lose on any case. Proposed
Method3 underperforms KNORA-E on only Penbased datasets (0.0097 vs.
0.0122) while wins this method on 16 datasets.

– Proposed Method3 is significantly better than Sum Rule on 17 datasets. One
Stagger dataset where two methods performs equally, both obtain 100% of
classification accuracy.

– The performance of Proposed Method3 is better than RUSBoost in 17 cases.
Although RUSBoost is special designed for imbalanced data, it significantly
underperforms Proposed Method3 on some imbalanced datasets in our exper-
iments such as Chess-krvk and Skin NonSkin.

– AdaBoost is a high performance ensemble in our experiment in which our
method only wins in 11 cases and loses in 7 cases. However, Proposed Method3

is only significantly worse than AdaBoost on Agrawal datasets while our
method significantly outperforms on at least 6 datasets Chess-krvk, Hyper-
plance, Letter, RBF, Stagger, and DowJones-1958–2003.

– The variances of classification error rate of experimental methods on some
datasets, especially on synthetic ones such as RBF and Sine, are very small.
That means the differences in the classification error rates among 30 results
in the test procedure on these datasets are not significant.
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Fig. 1. The influence of number of batch size to classification error rate of proposed
method
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Fig. 2. The performance comparison between proposed method using 5 and 50 epochs

To summarize, Proposed Method3 achieves better performance than two
Boosting methods, two DES methods and one simple non-weighted combin-
ing method. Proposed Method3 significantly outperforms Sum Rule in all cases
which demonstrates the advantage of ensemble weighting technique compared
to the simple combining methods.
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5 Conclusions and Future Work

We have presented a novel weighted ensemble method for ensemble systems
which considers the confidence in the prediction of each classifier. Based on
the observation that each classifier provides a different level of confidence in its
prediction for each sample, we propose to associate a credibility threshold with
each classifier. The confidence in the prediction of each classifier on a sample
is compared to the credibility threshold to determine whether the classifier’s
output should be included in the aggregation. To show the contribution of a
classifier in the selected ensemble, we use the difference between the confidence
in the prediction and the credibility threshold. This allows us to integrate both
the static and dynamic approaches in the proposed method i.e. learning the
credibility threshold on the training data by minimizing the entropy loss function
and assigning a particular weight associated with each classifier for each test
sample. The experiments on diverse data sources show the advantage of the
proposed method compared to the benchmark algorithms.

In the future we plan to (1) analyse the convergence of the proposed method,
(2) expand the proposed method to handle data stream with concept drift.
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Abstract. We summarize results of our research studies on models of combined
anticancer radio- and chemotherapy and their comparison with real clinical data.
We use two mathematical techniques, which, to our knowledge, have not been
applied simultaneously: optimal control theory and survival analysis. We recall
results of analytical optimization of combined chemo-radio-therapy for a simple
model of tumor growth with respect to the order, in which these two modes of
treatment should be applied. Then we study both structural and parametric sensi-
tivity of this model and related optimal control problem. Afterwards, we present
results of survival analysis based on the Kaplan-Meier curves for different proto-
cols of chemo-radio-therapy and compare them with real clinical data and results
of optimal treatment protocols.

Keywords: Therapy optimization · Survival analysis

1 Introduction

Despite the progress in novel therapy approaches in fight against cancer, such as, for
example, immunotherapy or gene therapy, chemo- and radiotherapy are most common
in clinical practice. Moreover, as far as adjuvant therapies are concerned, applied before
or after surgery, these two are the most widely used ones. Radiation is then used as a
form of a local treatment, targeting directly the tumor, while chemotherapy supports
killing tumor cells even in distant sites. Both of them are applied in the form of standard
clinical protocols, built upon clinical experience, and hardly take into account the specific
case of an individual patient. Usually, the state of a patient is monitored and the only
treatment personalization consists in discontinuation of drug administration (cancelling
radiotherapy) when it significantly worsens.

Such observation paved the way for numerous attempts to model tumor growth
and treatment. Basically, two approaches have been used. In the first one, the authors
concentrated on arbitrarily chosen protocols and compared their efficacy (e.g. [3, 4])
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with respect to survival curves [6] that are arguably the main indicator used in clinical
practice. That has allowed to compare concurrent and sequential chemo-radio-therapy,
but only for those protocols. Therefore, a change in a given protocol might lead to
different conclusions. The second approach has been optimal-control oriented, with
treatment viewed mathematically as a control variable (see, e.g. [1, 2] and references
therein). Though that might lead to important findings, concerning treatment protocols,
the optimization problem formulation usually did not take into account specific features
of radio- and chemotherapy. Moreover, the optimization goal was not related to survival
curves, which made the clinics skeptical about the results obtained.

The goal of this work is to bring the two approaches, described above, closer to each
other using clinical data to enhance the quality of models and survival curves, used in
clinics, to evaluate the efficacy of treatment in a heterogeneous population of patients.
First, the Kaplan-Meier survival curves are analyzed, with patients stratified with respect
to various features and types of treatment. We aim at finding features that could be used
for better prediction of treatment outcome at the one hand, and on the other hand for
creating more realistic pool of virtual patients, for whom treatment is simulated in silico.
As far as the former goal is concerned, we concentrate on biomolecular markers that
could be easily obtained from standard blood tests. Once that initial phase of clinical
data analysis is concluded, we introduce mathematical models of tumor growth and
therapy, for which control optimization problem has been stated and necessary condi-
tions derived, indicating the form of optimal treatment protocol. We recall these results,
presented in [7] and [8], and subsequently discuss their parametric (i.e., with respect to
different model parameter values) and structural (i.e., with respect to different model
structure, represented by the equations used to describe model dynamics) sensitivity. It
should be noted that existing works, dealing with sensitivity analysis of cancer growth
models, concentrate on the former only (see, e.g. [5]) and, in most cases, does not look
at the implications of the choice of model structure or parameters for survival curves.
Basing on the conclusions drawn at that stage, a pool of virtual patients is created, for
whom treatment is simulated and survival curves calculated. That way, a computational
framework is created for analysis of treatment efficacy, providing tools for improving it
both from the point of view of a general patient population, and an individual patient,
represented by a model with parameters based on patient’s blood test results.

2 Analysis of Clinical Data

In general, the efficacy of treatment protocols is not based on individual patients’
responses but on survival analysis. Kaplan-Meier survival curves are used to show prob-
ability of survival in time after diagnosis. While it is relatively easy to test statistical
hypotheses about an advantage of one protocol over another, such testing requires a
relatively large set of data. For example, our data on lung cancer patients allowed to
state that women have overall better prognosis than men (Fig. 1), the advantage of adju-
vant radiochemotherapy over chemotherapy is not that clear, due to the differences in
observation time (Fig. 2). Even worse, there is no data that would allow to check if
sequential treatment (e.g. following an assumption that chemotherapy sensitizes cancer
cells to radiation or vice versa) or simultaneous radio- and chemotherapy would yield
better prognosis.
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Fig. 1. Comparison of survival data for lung cancer patients for men (red line) and women (blue
line) (Color figure online)

Fig. 2. Comparison of survival data for lung cancer patients that underwent radiochemotherapy
(blue line) and chemotherapy only (red line) (Color figure online)

Comparing efficacy of chemo- to radiochemotherapy is additionally confounded by
te fact that the effects of the latter have been observed over shorter time period so far.

Taking into account the above remarks, there is a need for additional means that
would support reasoning leading to prognostic conclusions concerning types and proto-
cols of therapy. Mathematical modeling of cancer growth under treatment coupled with
application of optimization theory and in silico experiments with a cohort of virtual
patients might become such tool.

3 Modeling and Optimization of Radiochemotherapy and Tumor
Growth

In this work, the simplest model of tumor growth is considered, in which tumor volume
is represented by the size of cancer cells, denoted by N (t). Doses of chemotherapeutic
agents and radiation doses are incorporated as control variables u(t) and d(t), respec-
tively. We assume no synergistic or antagonistic effects of one therapy on the other.
Following the log-kill hypothesis for chemotherapy [9], in which the rate of killing
cancer cells is proportional to the drug concentration, as well as the standard approach
to model radiotherapy effects with the linear-quadratic (LQ) term [10], modified by
introduction of a term representing DNA damage repair, as well as the most often used
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Gompertz model of growth, the dynamics of cancer cell population, affected by therapy
is given by the following equation:

Ṅ (t) = −ρN (t)ln

(
N (t)

K

)
− βcc(t)N (t) − (αd(t) − βd(t) f (t))N (t), (1)

where c(t) denotes drug concentration, f (t) represents the effect of intracellular DNA
repair mechanisms and ρ, K , βc, α and β are model parameters. Let us also assume that
drug concentration follows the simplest pharmacokinetics:

ċ(t) = −λc(t) + u(t) (2)

where λ corresponds to the half-life of the drug. The effect of DNA repair mechanisms
are assumed to follow similar dynamics, i.e.,

ḟ (t) = −μ f (t) + d(t). (3)

Some of the previous works assumed an even simpler model, in which control vari-
ables u(t) and d(t) were introduced directly into (1), instead of c(t) and f (t), respec-
tively. That led to optimal control trajectories, in which both therapies were to be applied
after a delay, always concurrently over a final part of treatment [7]. Such result neglected,
among other, the fact that the drug effects last beyond the end of their administration.
Therefore, we decided to incorporate (2) and (3) into the model.

The goal of the therapy is formulated as a problem of maximization of tumor control
probability (TCP). Assuming constant values of tumor cells density and clonogenic frac-
tion, it can be transformed to the problem of finding measurable functions [u(t), d(t)],
representing chemotherapy protocols and irradiation strategy, respectively, thatminimize
the following performance index:

minu(t),d(t) J = N (T ), (4)

where T denotes the fixed end time of treatment. The following constraints are imposed
on the control variables:

0 ≤ u(t) ≤ umax , 0 ≤ d(t) ≤ dmax , (5)

T∫
0
u(t)dt ≤ U,

T∫
0
d(t)dt ≤ D (6)

Application of the Pontryagin’smaximumprinciple to the control optimization prob-
lem, given by (1)–(6) leads to the bang-bang optimal control, whose features (in terms
of a sequence or concurrence of control actions) may depend on the model structure [7].

Structural Sensitivity of the Model. Three possible changes in the model structure
have been analyzed, in all possible combinations: neglecting pharmacokinetics (exclud-
ing (2) from the model and replacing c(t) by u(t) in (1)), neglecting DNA repair mecha-
nisms (excluding (3) from the model and replacing f (t) by d(t) in (1)) and using other,
thanGompertzian, growth terms in (1). Taking into account the formoptimal controlwith
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respect to concurrence or precedence of the two therapies, the solution is not sensitive to
incorporation or neglecting of the repair mechanisms. However, the optimal control is
sensitive to pharmacokinetics (PK) and this sensitivity has two aspects. First, neglecting
PK, regardless of model parameters, leads to the control in the form 0 − umax , with at
least part of the final period of chemotherapy overlapping with radiotherapy. Including
PK in the model leads to the form of the optimal control that is dependent on model
parameters. Two cases can be distinguished: the optimal control has either umax −0 form
or 0 − umax − 0 form. The latter solution might be attributed to the log-kill hypothesis,
while the part umax − 0 of the control trajectory is consistent with an observation that
the chemotherapeutic effects last beyond the moment the drug dose has been switched
to 0 [17].

The last structure change in the sensitivity analysis was related to the tumor growth
term. In addition to the Gompertzian one, given in (1), logistic and exponential growth
terms have been considered [11]. It has been found out that regardless of the form of
the growth term, optimal control structure is always the same, rendering it structurally
robust.

Nevertheless, even if the optimal control law has been found to be always in the
switching form regardless of the model structure, the time instants, at which the control
switches from zero to itsmaximumvalue (or the otherway) depend onmodel parameters.
It has been a direct conclusion from the formal control optimization results, mentioned in
the first paragraph of this section. Parameters, in turn, represent individual properties of
cancer in individual patients. Therefore, if these parameters are known, one could apply
one of existing computational algorithms to find the best solution for an individual patient
(see, e.g. [15, 16] for algorithms thatmight be implemented to solve various optimization
problems).

In the subsequent section, the approach to predict therapy outcomes for an a priori
assumed treatment protocols have been presented.

4 Simulation-Based Analysis of Treatment Efficacy

In order to check if the conclusions stemming from formal optimization using Pon-
tryagin’s maximum principle hold (with respect to concurrency or precedence of the
two forms of treatment) when the treatment results are viewed from another perspec-
tive – survival curves (please note that these curves also correspond to maximizing of
TCP – but in a different manner), a simulation experiment has been performed. A pool
of virtual patients has been created. In each case, cancer growth was assumed to follow
the dynamics described by (1)–(3), with parameters sampled for each individual patients
from random distributions, as explained farther in the text. Additionally, following the
reports on in vitro experiments [12], when sampling the parameter values, ρ has been
correlated to α. Since optimization of radio and chemotherapy indicated best protocols
in the bang-bang-form, as actually used in clinical practice, such protocols have been
used in simulations, with switching times assumed to be defined by clinical standards. In
this simulation experiment no protocol optimization has been performed. Instead, three
strategies have been compared: sequential chemo- and radiotherapy (CRT), concurrent
CRT and radiotherapy only, with respect to their efficacy defined by survival curves. As
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in clinical oncology, cancer has grown freely for first 14 days, after which the therapy
was started (that represented the gap between diagnosis and start of the treatment).

It has been assumed that when N (t) reaches a certainmaximum threshold, the virtual
patient dies and the time of death was subsequently used for calculation of survival
curves. On the other hand, if N (t) reaches a certain minimum threshold, a random
number is generated and, depending on its value, either the simulation is continued for
that patient or the patient is assumed to be cured.

Fig. 3. Comparison of survival data for lung cancer patients with high (blue line) and low
hemoglobin (red line) (Color figure online)

Parameter Sensitivity of the Solutions. First, each virtual patient was characterized
by different parameter values, drawn from bivariate normal distribution formed around
the values found in the literature [3]. Subsequently, local sensitivity analysis was per-
formed, basedon changingdistributionparameters for eachmodel parameters and repeat-
ing calculations for a new cohort of virtual patients. It has been found that changes growth
rate ρ yield largest changes in survival curves. Since growth depends on availability of
nutrients and oxygen for cancer cells, and should be negatively regulated by immune
cells, survival curves obtained for real patients were checkedwith respect to their relation
to blood morphology parameters (a sample result concerning blood hemoglobin level is
shown in Fig. 3). Though initially statistical tests provided positive results, high level of
correlation between different parameters of blood morphology (Fig. 4) rendered blood
test results not appropriate to determine distributions for sampling model parameters.
Therefore, the distribution used to sample model parameters was not related to any of
them.

The survival curves obtained in the numerical experiment are shown in Fig. 5. In
accordance with clinical data, the show that radiotherapy alone results in significantly
worse survival. Moreover, concurrent chemo-radiotherapy should yield better results
than a sequential application of chemotherapy and radiotherapy. The same conclusion
was reached if a logistic model of growth was used to describe the dynamics of cancer
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Fig. 4. Correlation map for different blood parameters

cells population, once again proving that these results are not sensitive to the model
structure. This is consistent with the results of theoretical optimization, in which optimal
control was simultaneously different than zero for some period of time.

Fig. 5. Survival curves in the in silico experiment, obtained for different therapy modes.

With appropriate estimation of parameter values any of presented models could
reproduce clinical data with a relatively high accuracy (Fig. 6).
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Fig. 6. Comparison of clinical survival data (blue line) and simulation results (red line) for lung
cancer patients (Color figure online)

5 Discussion

The results shown in the preceding sections prove usefulness of the approach to inves-
tigate treatment protocols, based on a mathematical formalism. Formal optimization of
control for a model of tumor growth, coupled with simulation with a cohort of virtual
patients provides additional arguments for claiming higher efficacy of one treatment
strategy against another (in the example considered in this paper, it was combined con-
current versus sequential radiochemotherapy). Such conclusion may be not possible to
be drawn on the basis of clinical data only (Fig. 2).

Since simulation or analytical results might be different if other model was used or
different parameter values were chosen, such studies should be always supplemented by
analysis of structural and parameter sensitivity.

One way to extend the ideas studied above is to use a hybrid model in which param-
eters of the tumor growth model in the presence of treatment are adjusted using clinical
data and the criterion of adjustment is based on the differences between real and model
survival curves [13]. Yet another idea is to incorporate synergistic effects of the two
modalities (radio and chemo- therapies) in the model of tumor growth [14].
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Abstract. In this paper we propose three modifications of Differential
Neural Computer aiming at the improvement of convergence and speed
of the network training. The first one relies on simplifying the mecha-
nism of erasing old information; the second increases the influence of the
link between data, and the last one increases the utility of the memory
module. We evaluate the proposed modifications using five bAbI tasks.
The results analysis gave some insights into modification effects, and the
most promising results achieved the DNC modification without erasing
vector.

Keywords: Differential neural computer · Modification · Inference ·
Evaluation

1 Introduction

Neural networks are applied in many domains. They allow efficient image, text,
and video recognition [3]. One of the most challenging tasks is text understand-
ing and question answering (Q&A). Application of neural networks to solve
these tasks is difficult when they do not have additional memory. In this case,
the need to reason causes the networks memorize the whole information in net-
works’ weights and neuron’s activities. Still, in this situation, it is not possible to
know the relationships between old and new data that are crucial in the case of
reasoning or Q&A. In response to this problem arose recurrent neural networks
(RNN) that can use information from the past. Still, the classical RNNs fail
with distorted information caused by processing long sequences of information.
Therefore the networks with long memory have been designed. Two papers pre-
sented this idea – [4] and [8] – almost at the same time. The first one describes
the additional memory, comparing it to the working memory in the people’s
brain, because it is possible to store and operate variables using trained rules.
The latter gave the name memory networks. These networks allow putting aside
information for further recall and use it if necessary to achieve assumed results.
The second paper compares it to the standard computer where calculations are
separated from data. Neural networks with the memory store necessary data in
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memory and only learn, how to operate on them, based on the backpropagation
algorithm.

Neural networks with memory are very desired in Q&A, so this task became
an indicator of how well these networks can reason. They offer the possibility
of reasoning not only from sequential data but also using more complex data,
although the ability to handle long-term dependencies in data is still challenging.
Differentiable Neural Computer (DNC) [5] is an example of a network with
memory. It is possible to use it as a module in different systems, and it can
be applied simultaneously to various tasks, like question answering, searching
for the shortest path, and reinforcement learning. In spite of its elasticity, the
current architecture of DNC is not free from some drawbacks, for instance - high
variance of the results, weak convergence, and the long-time needed to train the
model.

Researchers try to fulfill this gap by modifying DNC. Franke et al. [2] pro-
posed robust DNC (rsDNC) that contains a slim memory unit (only content-
based memory unit) and a bidirectional architecture minimizing the performance
variance between different initializations. The paper [1] describes other propos-
als of DNC modification introducing key-value separation, DNC’s deallocation
of memory, and link distribution sharpness control. The last-mentioned changes
allow increase performance on arithmetic tasks and also improve the mean error
rate on the bAbI dataset.

In our work, we focus on the improvement of convergence and speed of train-
ing the DNC network by simplifying the mechanism of erasing old information,
increasing influence of old links between data and increasing utility of the mem-
ory module to obtain the result.

The paper consists of five sections. In the next one, we describe the details of
the DNC to give a background for the description of the modifications presented
in Sect. 3. Section 4 introduces a course of experiments and obtained results.
Conclusions end up the paper. They present a summary and further research
plans.

2 Differential Neural Computer Overview

In comparison to other memory networks, the Differential Neural Computer
(DNC) [4] characterizes by separated memory that enables storing data without
modification for a long time. The network makes use of it if it needs to produce
the answer.

The architecture differs from other NNs in the possibility of selective reading
and writing data. Thanks to these features, there is no need for frequent infor-
mation modifications in the next time-step as in LSTM or GRU networks [3].
Additional strength is the generalization improvement of the tasks solved by the
network.



382 U. Markowska-Kaczmar and G. Ku�lakowski

Fig. 1. DNC architecture

2.1 DNC Architecture

The network consists of 2 main components – the controller and DNC memory
module, which is the primary concept of the network. The memory is composed of

º reading and writing heads – these units produce weightings. They are applied
to communicate with memory.

º memory – it is the place of recording information obtained from the controller
for further use.

º the associative temporal links – they can be used to recall the order, in which
data were written to the memory (in sequence or reverse).

º vector of memory usage – it shows the current usage level of each memory
location.

The model schema is shown in Fig. 1. It shows the memory size consisting of N
locations of size W.

There are three attentional mechanisms implemented in the model:

º reading by content lookup – the controller emits key vectors that are then
compared with the content of each memory row using a similarity measure.
The cosine similarity is the most popular one. The row similarities are used
by read head to recall association and by write head to modify memory.

º reading by temporal link matrix – this mechanism allows for writing and then
reading the information related to the location dependency of recorded data.
The matrix contains order and dependencies between localizations of data.

º dynamic memory allocation – this mechanism takes responsibility to allocate
and free memory locations. It is implemented as a vector of values (between
0 and 1) that reflects the usage of each memory row. The parameter value is
increased after each reading and decreased after writing operations.
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Fig. 2. DNC flowchart

2.2 DNC Performance

DNC’s memory Mt stores a collection of N real-valued vectors of size W . Read-
ing is performed by R read heads and the current vector read by the i-th reading
head at time t is expressed as follows: ri

t = MT
t wr,i

t , where wr,i
t is a read weight-

ing vector with components in the range of [0;1]. Write operation is performed
by write head. The memory is updated as follows:

Mt = Mt−1 ◦ (
E − ww

t eT
t

)
+ ww

t vT
t (1)

where E is a matrix of ones, ◦ denotes the element-wise matrix product, ww
t is

a normalized vector of the write weighting vector, vt is a vector to be written
to the memory, et is the erase vector that defines how much the elements in the
memory have to be erased before the update.

Our DNC’s controller is based on LSTM network (Fig. 1). Figure 2 presents
DNC flow. The controller takes as an input a vector xt and a set of read vec-
tors r1

t−1,...,r
R
t−1. Concatenated input and hidden vectors from both previous

timestep hl
t−1 and from previous layer hl−1

t are used as an input for each LSTM
layer to produce next hidden vector hl

t. Hidden vectors from all layers at a given
timestep are concatenated to emit an output vector νt and an interface vector
ξt. To emit both vectors, the controller computes a function N . The vectors are
calculated as follows [νt,ξt] = N (

xt, r
1
t−1, . . . , r

R
t−1

)
. The global output vector

of DNC yt is obtained by another neural network that models function F of νt

and read vectors of the current timestep, i.e. yt = F (
νt, r

1
t , . . . , rR

t

)
.

The simplest memory addressing schemes – content-based addressing – allows
to refer to the memory locations where vectors are more similar to a given lookup
key k (Fig. 1). To produce weights, a vector-valued function C(·) is used, which
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can be interpreted as a probability distribution over the memory locations. The
function applies scalars β ∈ [1,∞) that define key strength. The function is
shown in Eq. 2.

C(M ,k, β)[i] =
exp{D(k,M [i, ·]))β}

∑
j exp{(D(k,M [j, ·]))β} (2)

where: M [i, ·] denotes the i-th row of matrix M (a column vector), D is the
cosine similarity.

The content-based addressing is combined with more advanced schemes. Usu-
ally, it is used with dynamic memory allocation during the write operation and
combined with results of using memory linkage during the reading operation.
The temporal link matrix Lt keeps track of the order in which locations have
been written. Let a vector wt−1 represents memory locations at (t−1) time-step.
We can easily assign how to move backward or forward to this location by using
the backward weighting bt and the forward weighting ft, which are computed as
follows:

bi
t = LT

t wr
t−1 (3)

f i
t = Ltw

r
t−1 (4)

The controller uses them and a content weight vector cr
t = C(Mt,k

r
t , β

r
t ) to emit

interpolated final read weighting wr
t by applying three scalar coefficients πt[1],

πt[2] and πt[3]. wr
t = πt[1]br

t + πt[2]cr
t + πt[3]fr

t

It is important to record the degree to which memory locations have been
written recently. This objective is attained by introducing a new weight vector
pt, which is called the precedence weight vector. It is calculated recursively. Index
i refers to i-th row of the memory.

pt =

(

1 −
N∑

i=1

ww
t [i]

)

pt−1 + ww
t (5)

It takes a part in computation of the temporal link matrix Lt. The element
Lt[i, j] indicates to what degree memory location i was written after location j.

Lt[i, j] = (1 − ww
t [i] − ww

t [j]) Lt−1[i, j] + ww
t [i]pt−1[j] (6)

The write content vector of weights cw
t is calculated in a similar way as read

content vector of weights cr
t i.e. cw

t = C(Mt,k
w
t , βw

t ). Storing information may
be made by dynamic memory allocation using the allocation weight vector at

or by content-based addressing into the locations specified by the write con-
tent weighting cw

t . In a given time step, it is also possible that writing is not
performed. Therefore the final vector of weights for writing is calculated as:

ww
t = gw

t [ga
t at + (1 − ga

t ) cw
t ] (7)

where ga
t is a scalar allocation gate which makes the choice between the first

two options (at and cw
t ). A scalar write gate gw

t determines to what degree the
memory is allocable at this time step.
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3 Proposed Modifications of DNC

Despite elasticity, DNC characterizes some drawbacks as a huge variance of
results, weak convergence, long time of learning. Our proposed modifications
aim at the improvement of convergence and speed of learning by simplification
of erasing old information, increasing the impact of linkage between older and
newer data, and the increase of the memory module use.

In these modifications, we were inspired by changes introduced in the GRU
network that is a modification of the LSTM network. The GRU network differs
from LSTM in that it does not hand over additional cell state ct. We use only the
network output being also the cell state ht sent to the next steps. Another change
is a simplified way of adding new and erasing old information. This model joins
the forget gate ft with the input gate in one update gate. In the GRU model,
we assume that as much information we erase, as much we can write. Therefore
there is one parameters vector less comparing to the LSTM network and the
accuracy is similar as using two gates in LSTM [6]. The research, described in
[7], where authors conducted random modifications of recurrent neural networks
also confirms this conclusion. That is the reason why our first modification of
DNC is based on a similar change in the equation describing memory Mt.

The second modification relies on the precedence weight vector change pt.
This change comes from the observation that in the case when write gate gw

t has
a high value, an update of pt is based on the write vector from the current state.
The written data from the previous step has a small impact on the final result.
This approach is safe in the case of value calculation (we ensure that pt ∈ ΔN ;
i.e., ΔN limits values of the vector to satisfy that the sum of its elements is not
higher than 1). In the LSTM and GRU networks, this problem is solved by using
gates that, based on another input, a network state and a weight matrix, decide
to store or not a further relationship between data. We propose a solution based
on maximal value and scaling.

The last proposed modification relies on introducing such a mechanism that
the network focuses on using the memory module. The motivation behind this
approach lies in the observation that the DNC model is very complicated. In
the initial phase, it is easier for the network to rely on νt value produced by the
controller. Still, to recognize a more complex relationship, the network has to use
the memory module. This last modification aims to enforce the network makes
correct predictions, basing on previous interaction with the memory module.
This modification is the result of some promising changes made in [2], where
authors proposed using dropout in the controller’s network, and as well as our
own observation from the second modification.

Below the details referring to the proposed modifications are presented.

º Simplification of Erasing Old Information (it will be further abbreviated
to DNC-NEV ; the shortcut from Not Erasing Vector). Analogously to LSTM,
DNC uses separated mechanisms to erase and store information in memory.
Being inspired by simplification of LSTM applied in GRU network, we propose
to use similar simplification in DNC. In the case of GRU, combining these both
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mechanisms does not result in decrease of efficiency. We hope that it will be also
true in the case of DNC. This change refers to the way the memory is updated.
We proposed modification of Eq. 1 to the form given in Eq. 8.

Mt = Mt−1 ◦ (
E − ww

t 1
T
)

+ ww
t vT

t (8)

where 1 assigns the vector of ones; other elements are described in Eq. 1. Substi-
tution of the erase vector by the vector of ones causes erasing as much informa-
tion from memory Mt as much we want to write. In this way, there is no need
to train the network separately to know how much information should be erased
and how much should be written in the memory.

º Increasing the Impact of Linkage Between Data (it will be further
abbreviated to DNC-SPW ; the shortcut from Spread Precedence Weighting). It
is easy to notice that in Eq. 5 value of the precedence weight vector pt is strongly
decreased by multiplying it by 1 minus sum of weights ww

t . This operation
satisfies the limitation

∑
i pt[i] � 1. Calculating a vector pt element by element,

i.e. pt = (1−ww
t )pt−1 +ww

t , does not satisfy this condition. Instead the original
Eq. 5, we propose to use the following modification: p̂t = (1 − max(ww

t ))pt−1 +
max(ww

t )ww
t . Scaling allows new values to gradually forget old connections.

Additionally, the modification decreases the risk that the vector pt is almost
equal to vector ww

t . In the case when there is a small components number of
vector ww

t with high values, this modification is not essential. In the opposite
situation, it offers a longer relationship to store write locations. To ensure that
the sum is always exactly 1, we propose additional scaling which is implemented
as dividing by the sum of candidate vector p̂t

pt =
p̂t∑

i(p̂t,i)
(9)

º Increase of Memory Module Use (it will be abbreviated to DNC-ERH ;
shortcut from Enhancement Read Heads). This modification refers to read vec-
tors. To assign the output yt DNC uses two elements – the first one is produced
by the controller, the second comes from memory module:

yt = Wr[r1
t , ..., rR

t ] + Wy[h1
t , ...,h

L
t ] (10)

Read vectors from the previous time-step r1
t−1, ..., r

R
t−1 also arrive as an input to

the DNC controller. Authors in [6] suggest that read vectors play a significant
role in the network efficiency. Following this suggestion, we propose to boost
the impact of the memory module of DNC by introducing the gain parameter
αi ∈ (1,+∞) for reading vector. Its role is shown in the following equation:

ri
t = αr(MT

t wr,i
t ) (11)

This change influences the output of the network but also the input. It increases
the impact of reading vectors in the memory module responses.
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4 Experiments

Our goal was to analyse the training efficiency of modified DNC. We observed
mean average error and convergence speed of mean average training error. We
were also interested whether the modifications cause a decrease in standard
deviation. The results should verify in reality our intuitions standing behind the
modifications.

Dataset. The experiments were conducted using the benchmark dataset bAbI
[8]. It is composed of 20 tasks that allow testing the inference ability of the
model during question answering based on a source text. The dataset is com-
monly used [2,5], because it evaluates many aspects of text understanding, as
answer based on a combination of many facts inferred from counting, deduction,
induction, reasoning based on time, and many others. It contains data specifi-
cally generated to asses the models. The ability to understand similar tasks is
the primary condition for deep natural language understanding and reasoning.
The description of bAbI construction and the generator of data we have used in
the experiments can be accessed from [8].

In our work, we have chosen the English version of the dataset. It contains
10 thousands of training patterns per task with a validation set. Considering
the time needed to train the model, we decided to conduct experiments using a
subset of bAbI data sets composed of 5 tasks. To preserve the level of generality
and complexity of the problem, we assumed training the model based on the
overall dataset (simultaneous training the network on various types of tasks
included in bAbI). The subset of bAbI contains the following tasks:

Task 2 - Two Supporting Facts. It relies on reasoning using two facts hidden in
other sentences that are not connected with an answer. To answer the question,
a combination of these two facts is needed.
Task 5 - Three Argument Relations. The task needs a subject and verb recogni-
tion in the sentence based on three-argument relations. It verifies whether the
model distinguishes who is an object and what it performs.
Task 11 - Basic Coreferences. Using this task we check whether a model can
reason the same addressee of action when the person was described by various
phrases.
Task 12 - Conjunctions. It verifies the correct assignment of people combined in
the sentence by conjunctions to actions.
Task 14 - Time Reasoning. The ability of time reasoning allows for indicating
facts on the time axis. During training, the models receive the data sequentially.
The events have not to be described chronologically. A good model should be
able to store a time relationship to give an answer referring to the event sequence.

Experimental Setup. To check what is the influence of the proposed mod-
ification on the DNC performance, we conducted experimental research. The
tuning process of the model is highly time-consuming, particularly for a model
with high variance. Therefore we decided to base on the hyperparameter values
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assigned by authors of original paper introducing DNC [5]. They also tested the
model on bAbI dataset. As a controller, one LSTM with 256 units with initial-
ized forgetting bias equal to 1 was used. The size N of memory (the number of
locations) was decreased from 256 to 48. This change does not change training
efficiency but increase the chance to join the content by reusing the network.
The size of the memory row was set to 64. Four read heads were used.

The networks were trained using RMSprop with a learning coefficient equal
to 0.0001 and a momentum equal to 0.9. Momentum is based on the training
process smoothening. It is implemented as following to direction assigned by
the accumulation of past average gradients. The batch is equal to 1 because
its increase caused a significant decrease in training efficiency. Similarly to [5],
the training patterns were randomly assigned from the training data set. The
number of all training examples for 5 tasks is 44 5000, 5 000 for validation and
5 000 for testing datasets. Words encoded as one hot were sequentially delivered
as inputs. A special symbol “-” indicates the place when the answer is expected.
Table 1 shows all hyperparameters values considered in the experiments.

Table 1. Set of parameter values used in experiments.

Element Hyperparameter Value

Controller Recurrent model LSTM

Number of units 256

Initialization bf 1

Number of layers 1

DNC Number of read heads R 4

The size of row in memory W 64

Number of locations in memory N 48

Optimization Method RMSprop

Learning coefficient 0.0001

Momentum 0.9

Paring back gradients in[–10, 10]

Stop condition Max number of steps 550 000

Lack of improvement 67 500 steps

Min improvement 0.1%

Patterns Size of mini-batch 1

Patterns Randomly

Input encoding 1 of K (One hot)

Question separated from text? No
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Fig. 3. Mean error and standard deviation on testing set, for all 5 tasks from bAbI
used in DNC training

Evaluation Measures. To be consistent with other works referring to the evalu-
ation of DNC, we calculated two measures: (1) the error defined as (1−accuracy)
achieved by the model on all tasks, (2) the number of tasks when the model
achieved 95% of accuracy.

Performed Experiments. We performed a series of 4 experiments in each of
them we trained and tested one of the following models: DNC, DNC without
erase vector – DNC-NEV, DNC with spread precedence weighting – DNC-SPW,
DNC with enhancement read heads for αr = 4 – DNC-ERH = 4. Each experiment
was repeated 5 times using a single set composed of the 5 tasks from bAbI (tasks:
2, 5, 11, 12 i 14).

Analysis of the Mean Error. First, we will focus on the mean error. The
results of the experiments are summarized in Table 2 and also shown in Fig. 4.
Considering all three modification, DNC-NEV is the best solution. It has signifi-
cantly improved the result in task 2 and decreased its variance in task 2 and task
14. This fact is worth underlying because one of the DNC drawbacks is the high
variance of the results. In the case of the DNC-SPW model (spread precedence
weighting), we observe slight falling-off the results. This modification caused an
increase of variance in all tasks except 14. Its aim was to enable finding further
relationships, but its impact is small. Definitely, the model DNC-ERH = 4 wors-
ened the results the most. The strongest decrease can be noticed in task 2, but
also in 12. In other tasks, a small regress is observed.

Training Process Analysis. Analysis of mean error (jointly from 5 tasks), pre-
sented in the diagrams in Fig. 4 enables the complete convergence comparison
during training. We can observe significant improvement in the case of DNC-
NEV. The results obtained in each experiment achieved low values. In com-
parison to the original DNC model, this modification remarkably decreased the
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Table 2. The results of experiments in terms of mean error and standard deviation

Tasks Models

DNC DNC-NEV DNC-SPW DNC-ERH= 4

Task 2 19.1 ± 6.2 14.3 ± 1.9 20.3 ± 9.6 36.1 ± 9.8

Task 5 1.4 ± 0.2 1.3 ± 0.4 1.5 ± 0.2 1.6 ± 0.2

Task 11 0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.1 0.5 ± 0.5

Task 12 0.4 ± 0.2 0.5 ± 0.5 0.4 ± 0.5 1.9 ± 0.8

Task 14 8.7 ± 3.9 8.8 ± 1.4 10.2 ± 1.5 10.8 ± 1.2

Mean error 5.9 ± 2.0 5.0 ± 0.6 6.5 ± 2.1 10.2 ± 2.2

No of times error >5% 1.8 ± 0.4 2.0 ± 0.0 2.0 ± 0.0 2.0 ± 0.0

Fig. 4. Error curves on the validation set calculated based on the mean of all 5 chosen
tasks from the bAbI dataset. Each curve is presented one experiment trial. The curves
are smoothed with a coefficient equal to 0.3.

dispersion of the results between experiments and simultaneously placed the final
error values between the lowest values. It also caused quick reaching low error
values. In each of 5 experiments, early stopping mechanism was used. Thanks
to this fact, the model accomplished values closed to its minimum the quickest
on average. In comparison to the original DNC model, the results of DNC-SPW
in Table 2 do not differ much but diagram in Fig. 4 shows that on average, these
changes should be near 0. The reason may come from the small number of runs
in the experiments (there were 5 runs). Modification DNC-ERH = 4 has not
improved results. It caused significant worsening training quality. Although, it is
worth mentioning that in comparison to other models, it characterizes by more
even deviation distribution between errors of particular experiments.
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5 Conclusion

Conducted experiments give some insights which of the proposed modifications
are a good choice for further development. From this experiments, we can con-
clude that DNC-NEV modification is the best from the proposed ones. It caused
significant improvement of the network performance and its training conver-
gence. Essential is also a decrease of variance. Our intuitions behind this modifi-
cation work in practice. It is a good prognostic. The worst results were observed
for DNC-ERH = 4 model. Probably it was the result of insufficient tuning of the
parameter αr. To fully evaluate the proposed modifications further experimental
research is needed with the whole bAbI dataset with more runs. It is our plan
for nearest future.
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University of Zielona Góra, Licealna 9, 65-417 Zielona Góra, Poland
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Abstract. The paper is dedicated to the problem of supervised learning
in quantum circuits. We present two solutions: SWAP-test and Simple
Quantum Circuits (SQCs) based on the tree tensor networks which are
able to properly classify samples from Moons, Circles, Blobs and Iris sets.
Moreover, the mentioned circuits were constructed not only for qubits,
but also for the units of quantum information with higher freedom level.
The SWAP-test, prepared as a part of this paper, works for units like
qutrits and ququads – so far this solution has been only discussed in the
context of qubits. We present the procedure of data preparation which is
important in further data classification with high success rate. It should
be emphasized that the shown circuits are effective in pattern recognition
in spite of a low level of their complexity.

Keywords: Classification · Quantum circuits · SWAP-test · Qudits

1 Introduction

The machine learning methods are very popular nowadays. Even people who
are not particularly interested in science, know the basic facts concerning the
artificial intelligence. Thanks to the development in materials engineering, the
computers offer amazing computational powers, immense data storage, and swift
access to data. Because the idea of artificial intelligence is very attractive, it is
not surprising that the potential of modern computers is often utilized to project
new experiments and implement new ideas in this field.

Another favorable element in the development of the artificial intelligence
seems to be the quantum computing. This new outlook gives exponential speed-
up of calculations (e.g. famous Shor’s algorithm for prime factorization). Even
if this new technology is still unstable and extremely expensive, we regularly
receive the press news regarding to achievements in this field (like obtaining
quantum supremacy by Google [7]).

One can easily find publications referring to quantum versions [2,13] of meth-
ods known in machine learning. There are quantum neural networks [8], quantum
c© Springer Nature Switzerland AG 2020
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kNN methods [17], quantum self-organized maps [16], quantum k-means method
[14], etc. In this work, we would like to propose a supervised learning method
based on SWAP-test [1] and quantum tensor trees [5]. The novelty of our app-
roach is that we use not only qubits but also units of quantum information with
higher freedom level. Our solution is based on the set of elementary gates [10]
what allows its implementation on experimental quantum devices [19,21].

The paper is organized in the following way: in Sect. 2 introductory informa-
tion relating to quantum computing is presented. Sec. 3 contains a description
of a classification procedure considered in this work (including the conversion of
data to quantum states). In Sect. 4, the results of numerical experiments, pertain-
ing the recognition of data samples by quantum circuits, are shown. Conclusions
and a summary may be found in Sect. 5 which is followed by acknowledgements
and references to literature.

2 Quantum Computing – Preliminaries

In this section, we would like to briefly present the definitions, related to the
field of quantum computing, which are utilized in the next parts of the paper.
Let us introduce the following denotations: R represents the real numbers, C
stands for the complex numbers, i is the imaginary unit. The set of integers is
Z, and Zd denotes the set of reminders after the division by d (so-called modulo
d operation).

A qubit [10] is the most popular unit of the quantum information. It is a
natural consequence of the fact that the qubit is the equivalent of the classical
bit. The value of a bit is scalar, and it may be zero or one. A state of a qubit
is represented as a two-element normalized vector. Usually, the state of qubit
is expressed with the use of so-called computational basis which is a set of
orthonormal vectors. The most popular basis is the standard basis which for
qubits consists of two vectors:

|0〉 =
[

1
0

]
, |1〉 =

[
0
1

]
. (1)

The state of a qubit may be expressed as:

|φ〉 = α0|0〉 + α1|1〉, (2)

where αi ∈ C are termed as probability amplitudes, under the normalization
condition: |α0|2 + |α1|2 = 1.

Just like the bit may be generalized to the dit, the qubit may be generalized
to the qudit. The freedom level for bit/qudit equals two. In case of dit or qudit,
the freedom level is a natural number d > 1. The state of a single qudit is a
d-element normalized vector, and the computational basis contains d vectors.
The state of a qudit with the use of standard basis is given as:

|ψ〉 = α0|0〉 + α1|1〉 + . . . + αd−1|d − 1〉, (3)
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where αi ∈ C, and
∑d−1

i=0 |αi|2 = 1. If we deal with quantum states of n qudits,
the number of vectors in basis and the number of vector’s entries is dn.

Obtaining the state of n-qudit register may be calculated as:

|Ψ〉 = |ψ0〉 ⊗ |ψ1〉 ⊗ . . . |ψn−1〉, (4)

where ⊗ represents the tensor product. Generally, quantum registers may contain
qudits of different freedom levels, but, in this work, we take only quantum states
of the same d into consideration.

We can name two groups of operations which may be performed on a quantum
register: a unitary operation and a measurement. A unitary operation may be
understood as applying quantum gates on a register’s state. Basic quantum gates,
used in this work, are: the negation gate X, the Z gate realizing qubit’s rotation
through π radians around the z-axis, and the Hadamard gate H. Let us present
the qudit versions of these gates [12]. The single qudit negation gate:

X|k〉 = |(k + 1) mod d〉 (5)

shifts circularly the values of probability amplitudes. The Z gate changes a
qudit’s phase in the following way:

Z|k〉 = exp((2πik)/d)|k〉 = ξk
d |k〉 (6)

where ξk
d = exp((2πik)/d) are roots of unity (k = 0, 1, 2, . . . , d − 1). The

gates/operators X, Z come under the generalized Pauli group Pd. These opera-
tors are marked as Γ j,k. They do not commute but meet the following relations:

Γ j,k = ZjXk = ξjk
d XkZj , and Xd = Zd = I, (7)

where I represents d-dimensional identity operator (eye matrix).
The Hadamard gate for qudits is denoted by F :

F |k〉 =
1√
d

d−1∑
l=0

ξkl
d |l〉. (8)

The symbol F derives from the Fourier computational basis [18], because the
gate F changes the computational basis to the dual form of the Fourier basis.
The gate F fulfills: F d = I.

The definition of the Z gate, given above, needs the Lie algebra [3] generator
for SU(d) group to be implemented (d ≥ 2). Let us recollect the procedure of
constructing SU(d) generators. The first step is determining the set of projectors:

(P k,j)υ,μ = |k〉〈j| = δυ,jδμ,k, 1 ≤ υ, μ ≤ d. (9)

Now, the package of d(d − 1) generators, based on the group SU(d), is:

Θk,j = P k,j + P j,k, βk,j = −i(P k,j − P j,k), (10)

where k and j fulfill the relation 1 ≤ k < j ≤ d.
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Next, the set of (d − 1) generators is given as:

ηr,r =

√
2

r(r + 1)

⎡
⎣

⎛
⎝ r∑

j=1

P j,j

⎞
⎠ − rP r+1,r+1

⎤
⎦ , (11)

where 1 ≤ r ≤ (d − 1). As a result of the procedure, the d2 − 1 operators can be
formed utilizing the SU(d) group.

We start the definition of the qudit-rotating gates with describing operators
P k,j , Θk,j , and ηr,r as λγ (where γ = 1, . . . , d2 − 1). Particular rotations may be
realized as an R operator:

Rλγ
(θ) = exp

(
iλγθ

d

)
, (12)

where θ ∈ R. The operators of the rotation are unitary – this can be easily proof
because Rλγ

(θ)R†
λγ

(θ) = I.
In the next sections of this paper, we use two-qudit gates which introduce the

entanglement to a quantum state. The CNOT gate for qubits may be generalized
for qudits in the following way:

CX|x〉|y〉 = |x〉|(−x − y) mod d〉. (13)

Another useful operator is CZ:

CZ|x〉|y〉 = exp
(

2πixy

d

)
|x〉|y〉 (14)

which changes the phase of a qudit.

Remark 1. Computation based on qudits (instead of qubits) may reduce the size
of the quantum gates circuit.

The second group of operations, performed on quantum registers, is a mea-
surement. There are different types of measurement (e.g. Positive Operator-
Valued Measure (termed as POVM)). In this work, we focus on the von Neumann
measurement [9] which is a projective measurement. Analyzed type of measure-
ment may realized on the whole quantum register or only on some particular
qudits. Any projective measurement must refer to a specified computational
basis. Let us measure one-qudit state |ψ〉 in a basis constructed of orthonormal
vectors: {|u0〉, |u1〉, . . . , |ud−1〉}. The spectral decomposition of an observable M
is:

M =
d−1∑
i=0

λiPi (15)

where λi are the eigenvalues of projectors Pi, and each Pi = |ui〉〈ui|. The results
of the measurement are values λi. The probability of obtaining λi is p(λi) =
〈ψ|Pi|ψ〉. A state of the qudit after the measurement is:

|ψ′〉 =
Pi|ψ〉√〈ψ|Pi|ψ〉 =

Pi|ψ〉√
p(λi)

. (16)
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Remark 2. The character of quantum computations is probabilistic. This means
that each experiment must be performed many times and each time the final
quantum state is measured. A result of computation is obtained as a probability
distribution from measurements outcome.

3 Data Classification with SWAP-Test and Simple
Quantum Circuits

The first issue to analyze is the conversion of data. The learning samples are
given as classical observations, and they must be written as correct quantum
states. Figure 1 depicts the change of points coordinates (real numbers) to the
coordinates of points lying on an arc of radius 1. Just like in classical approaches,
we obtain the best results of the classification if observations form well separated
classes (e.g. points from two different classes are placed in opposite parts of an
arc).

Fig. 1. The conversion of classical data to the amplitudes of quantum states. On the
chart (A) a point after the normalization of data is presented. The chart (B) shows a
point which coordinates meet the condition |α|2 + |β|2 = 1 – this allows obtaining a
quantum state with probability amplitudes like in Eq. (2)

We start the conversion of data with the classical procedure of data nor-
malization [4], known in machine learning and data mining. If the learning set
contains n observations with d attributes, then for each attribute l (l = 1, ..., d)
extreme values must be found: minimal and maximal. The extreme values are
utilized to calculate the range of accepted values for every attribute. Next, the
data is normalized for attribute l observation by observation. The computed
values are obtained in the following way:

x̄l,m =
xl,m − minl

maxl −minl
(17)

where xl,m denotes the original value of l-th attribute in m-th observation (m =
1, ..., n). After this procedure all normalized values x̄l,m ∈ [0, 1]. We would like
to treat all attributes values within one observation as amplitudes of one-qudit
state. Thus, the second part of normalization is needed – to guarantee that the
sum of squared modulus of amplitudes values equals 1.
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The symbol d stands for the number of attributes and the freedom level of
a qudit. Now, for each d-attribute observation quantum state is calculated. The
l-th amplitude of one-qudit state is:

αm
l =

√
x̄l,m∑d−1

i=0 x̄i,m

. (18)

This allows building n-element set of quantum states which may be processed
by a circuit of quantum gates.

Since we deal with supervised learning, it is necessary to pass the information
to which class the sample belongs. We assume that the number of classes is not
greater than d in a particular example, and the samples from one class may
be accumulated in a proximity of relevant basis state. The quantum state in
two-value classifications is calculated as:

|ψm〉 = sin(γ + θ/2) + cos(γ + θ/2) (19)

where θ = αm
0 + αm

1 and γ represents the additional angle to encode a class for
observation m represented by αm

r amplitudes.
The classification of data, in this paper, is realized by Simple Quantum Cir-

cuits (SQC), which are based on the notion of tensor trees [5], and SWAP-test
[1]. The data is coded as states of qudits: qubits (d = 2), qutrits (d = 3), and
ququads (d = 4). For both the SQC and SWAP-test, the result of the classi-
fication is read with the use of quantum measurement. The final state of the
computational register is measured, and after a series of experiments we obtain
the probability distribution which determines samples classification.

The process of data classification with the use of a SQC, may be presented
as three distinctive steps:

(I) circuit’s structure defining, i.e. setting the number of qudits, pointing addi-
tional rotating gates, and generating entanglement between qudits (towards
the qudit/qudits representing the classifier’s output),

(II) learning process with the learning set Υ , i.e. utilizing the optimization
methods to calculate additional parameters (more precisely: rotation gates
parameters) of the quantum circuit which are denoted as {χi},

(III) data classification performed by a simulation or a physical realization of
the quantum circuit with parameters {χi}.

The parameters {χi} refer to the additional arguments of rotation gates.
We define a structure of the mentioned above circuit as three main tasks. The

first one is describing the classifier’s input what is presented by the initial state
|ψ〉 of qudits placed in the computational register. The second task is transform-
ing the input data by two kinds of operations – the rotation gates Rλγ

(θ), and
the gates like CNOT, CPhase which cause the phenomenon of entanglement in
the register. The last step is to measure the state |ψc〉 of one or many qudits. A
result of the classification process is calculated upon a probability distribution
obtained during the measurement.
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The initial quantum state’s transformation may be written as series of unitary
operations:

|ψc〉 = Ur0(χ0)Ue0Ur1(χ1)Ue1 . . . Urn−1(χn−1)Uen−1 |ψ〉, (20)

where Uri
represents the rotation gates, and Uei

gates introducing entanglement.
Operations Uri

(χ0)Uei
may be read together because they form one layer in the

quantum circuit. In general, we denote by U(·) all unitary operations performed
on the state |ψ〉.

The exemplary initial state for two qubits system may be expressed as:

|ψ〉 = |q0q1〉. (21)

The qubits q0 and q1 may represent observations from the first class and the
second class, respectively. In this case, the observations are treated as separate
ones. During the classifier’s operation, one can decide if the result of computation
concerns one or both observations.

Another way to describe the initial state is:

|ψ0〉 = α0|00〉 + α1|10〉, and |ψ1〉 = α0|00〉 + α1|01〉. (22)

Here, one of the probability amplitudes is shared for both classes. This approach
allows improving the quality of classification because the data coordinates may
be distinguished by their values.

A crucial issue is the process of learning, i.e. a proper selection of val-
ues {χi}. To achieve this goal, a learning set with observations, described
by the state |ψc〉, and their correct classification was utilized. Let Υ =
{|ψ〉0, |ψ〉1, |ψ〉2, . . . , |ψ〉N−1} be a learning set. The process of parameters {χi}
selection may be treated as an optimization problem:

∀Υk
θj ≤ |〈U(·)Υk|ψc

j〉|2 ≤ ηj , (23)

where j represents the class for every observation, Υk is k-th state from the
learning set, and |ψc

j〉 stand for the final state.
An interpretation of Eq. (23) is following: it is expected that for each obser-

vation the square of the normalized value of the scalar product lies within the
range defined by the values θj and ηj . Observations from the learning set are
pure quantum states and this implies that |〈Υk|ψc

j〉|2 represents the probability
of measuring the state |ψc

j〉, i.e. the state describing a class j to which we want
to classify an i-th observation. The unitary operation U denotes a SQC. We
perform the L-BFGS-B method – available in the SciPy package [15,20] – to
optimize the value of expression |〈U(·)Υk|ψc

j〉|2 by adjusting {χi} parameters.
The classification of samples requires the information about the probability

distribution of results obtained during the measurement. The final states, which
are measured as an output of utilized circuits, are denoted as:

|ψc0〉 = |00〉, |ψc1〉 = |10〉. (24)
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Now, the Fidelity measure [6] may be utilized to assess, if quantum states are
similar. In this case, the measure is calculated as:

Fc0 = |〈ψ|ψc0〉|2, Fc1 = |〈ψ|ψc1〉|2. (25)

After the proper selection of parameters {χi}, the values of Fidelity should
explicitly point out one class, i.e. the probability of measuring |0〉 on the first
qudit should be significantly greater than the probability of measuring |1〉.

In the case of SWAP-test, the probability of measuring |0〉 on the first qudit
(see circuit (A) on Fig. 2) is very important. If the states processed by the circuit
are identical, then P (|0〉) = 1. Otherwise, the value of P (|0〉) is the approxima-
tion of the Fidelity measure for analysed states. The probability of measuring
|0〉 in a circuit designed for qubits (d = 2) is:

P2(|0〉) =
1
2

+
1
2

· |〈ψ|ϕ〉|2. (26)

If the obtained probability is 1
2 , the quantum states are orthogonal. The proba-

bilities of measuring |0〉 on the first qudit for qutrits (d = 3) and ququads (d = 4)
are:

P3(|0〉) =
5
9

+
4
9

· |〈ψ|ϕ〉|2, P4(|0〉) =
5
8

+
3
8

· |〈ψ|ϕ〉|2. (27)

The orthogonal states for qutrits are described by the probability 5
9 , and for

ququads by the probability 5
8 .

Fig. 2. Two types of quantum circuits (SWAP-test (A), SQC (B)) for the classification
of elements from sets Moons, Circles, Blobs and Iris

The schemes of circuits for SQCs and SWAP-test are presented in Fig. 2.
The circuits are dedicated to particular data sets which are shown in Sect. 4. It
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is easy to observe that both types of circuits are characterized by a low level
of complexity, e.g. the SQC contains only two layers and needs only two qudits
for the computational process. This allows implementing the circuits with the
use of cloud-available hardware platforms like IBM Q Experience [19] or Rigetti
QCS [21].

It should be emphasized that in SQC for qubits three additional gates Ry,
realizing rotations around the Y axis, are used. These gates may be generated
by SU(2) group, and the form of the operator is:

Ry(θ) = exp
(
iβ0,1θ

2

)
. (28)

In case of qudits, equivalents of the gate Ry are constructed with the use of βk,j

operator. For example, Ry for qutrits are defined as:

Ry(λ4) = exp
(
iβ0,1θ1

3

)
, Ry(λ5) = exp

(
iβ0,2θ2

2

)
, Ry(λ6) = exp

(
iβ1,2θ3

3

)
.

(29)
All the rotation angles are calculated by solving optimization problem, given in
Eq. (23), for a particular learning set.

We obtain a circuit for qutrits as a modification of the qubit circuit. The
gates are replaced by their qutrit versions. The Ry gate must be displaced by
the sequence of three gates given in Eq. (29). The analogical procedure takes
place for ququads.

Naturally, the gate CNOT, utilized in circuits for qubits, must be replaced
with gate CX or CZ (respectively Eg. (13), Eq. (14)) in circuits designed for
qudits.

4 Results of the Numerical Experiments

Numerical experiments were run with the sets Moons, Circles, Blobs and Iris [11].
Learning sets include 512 observations and testing sets include 256 observations
(except the Iris set containing only 150 observations). The mentioned sets are
depicted in Fig. 3. The sets Moons, Circles and Blob-2class are constructed for
qubits (freedom level d = 2). The set Blob-3class contains data prepared for
qutrits (d = 3), and the Iris set is constructed for ququads (d = 4).

Table 1 presents the success rates of the classifiers constructed as the quan-
tum circuits shown in Fig. 2. The received results are characterized by the high
efficiency, reaching 99%, of samples recognition in supervised learning. At the
same time, one can see that the presented quantum circuits are quite simple.
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Fig. 3. The data sets after the normalization process: (A) set Moons, (B) set Circles,
(C) set Blobs for samples with two features, (D) set Blobs for samples with three
features, (E) set Iris presented only by the first three features. In the case (F) quantum
states as vectors on the Bloch sphere are shown – the samples come from the Moons
set, and it can be observed that they are easy to separate (the values of P (|0〉) and
P (|1〉)), after the measurement, will be significantly different

Some observations were incorrectly classified – these are cases when after the
normalization and conversion to quantum states the samples became extremely
different from the original observations. There are also cases when the quantum
states are similar to states from at least two classes.
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Table 1. The success ratios for the classification with SWAP-test and SQCs. The
columns Fc0, Fc1 and Fc2 contain the intervals of calculated Fidelity values in SQCs
(sets Moons, Circles and Blobs (1) have two final classes, and sets Blobs (2), Iris –
three final classes). Two last columns indicate how many samples (of all samples in the
set) were classified incorrectly

Set Fc0 Fc1 Fc2 SWAP-test error SQC error

Moons (0.89, 0.98) (0.02, 0.05) – 0 4/256

Circles (0.69, 0.95) (0.01, 0.11) – 0 6/256

Blobs (1) (0.75, 0.92) (0.01, 0.20) – 2/256 5/256

Blobs (2) (0.83, 0.92) (0.47, 0.56) (0.01, 0.20) 4/256 2/256

Iris (0.87, 0.98) (0.44, 0.59) (0.01, 0.30) 5/150 15/150

5 Conclusions

As we can see, even very simple quantum circuits are capable of data classifi-
cation. Naturally, the input data must be properly prepared. First, the set of
observations must be normalized. Then, correct quantum states must be gener-
ated – the sum of all squares of the amplitudes modulus have to be equal 1. The
utilized approach of transforming observations to quantum state, assures that
each data sample is unique, and it is easy to classify the observations. Thanks
to using qudits for sample sets with more features than two, the circuits are still
simple and the number of utilized gates in low.
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18, 3515 (2017). https://doi.org/10.1007/s00023-017-0604-z

13. Schuld, M., Sinayskiy, I., Petruccione, F.: An introduction to quantum machine
learning. Contemp. Phys. 56, 172–185 (2015)

14. Veenman, C.J., Reinders, M.J.T.: The nearest sub-class classifier: a compromise
between the nearest mean and nearest neighbor classifier. IEEE Trans. PAMI
27(9), 1417–1429 (2005)

15. Virtanen, P., Gommers, R., Oliphant T.E.: SciPy 1.0-fundamental algorithms for
scientific computing in Python. arXiv:1907.10121 (2019)

16. Weigang, L.: A study of parallel self-organizing map. arXiv:quant-ph/9808025v3
(1998)

17. Wiebe, N., Kapoor, A., Svore, K.M.: Quantum nearest-neighbor algorithms for
machine learning. Quantum Inf. Comput. 15(3–4), 318–358 (2015)

18. Zhou, S.S., Loke, T., Izaac, J.A., Wang, J.B.: Quantum fourier transform in com-
putational basis. arXiv:quant-ph/1511.04818v2 (2016)

19. IBM Q experience. https://quantum-computing.ibm.com/. Accessed 28 Sept 2019
20. Jones, E., Oliphant, T., Peterson, P., et al.: SciPy: open source scientific tools for

Python. https://www.scipy.org/. Accessed 28 Sept 2019
21. Rigetti QCS. https://www.rigetti.com/qcs. Accessed 28 Sept 2019

https://doi.org/10.1007/s00023-017-0604-z
http://arxiv.org/abs/1907.10121
http://arxiv.org/abs/quant-ph/9808025v3
http://arxiv.org/abs/quant-ph/1511.04818v2
https://quantum-computing.ibm.com/
https://www.scipy.org/
https://www.rigetti.com/qcs


A DCA Based Algorithm for Feature
Selection in Model-Based Clustering

Viet Anh Nguyen , Hoai An Le Thi , and Hoai Minh Le(B)

Computer Science and Application Department, LGIPM,
University of Lorraine, Metz, France

{viet-anh.nguyen,hoai-an.le-thi,minh.le}@univ-lorraine.fr

Abstract. Gaussian Mixture Models (GMM) is a model-based cluster-
ing approach which has been used in many applications thanks to its flex-
ibility and effectiveness. However, in high dimension data, GMM based
clustering lost its advantages due to over-parameterization and noise fea-
tures. To deal with this issue, we incorporate feature selection into GMM
clustering. For the first time, a non-convex sparse inducing regulariza-
tion is considered for feature selection in GMM clustering. The resulting
optimization problem is nonconvex for which we develop a DCA (Differ-
ence of Convex functions Algorithm) to solve. Numerical experiments on
several benchmark and synthetic datasets illustrate the efficiency of our
algorithm and its superiority over an EM method for solving the GMM
clustering using l1 regularization.

Keywords: Model-based clustering · Gaussian Mixture Models ·
Variable selection · Non-convex regularization · DC programming ·
DCA

1 Introduction

Clustering (unsupervised classification) is a fundamental unsupervised learning
problem and has numerous applications in various domains. In a general cluster-
ing problem, given a dataset X =

{
xi ∈ R

D : i ∈ {1, ..., N}} of N data points,
one aims to divide those data points into K homogeneous clusters such that the
similarity of objects within a cluster is high while the similarity of two objects in
different clusters is small. Clustering is often referred to as an ill-posed problem
due to the difficulty to define in a formal way what the true cluster are [5]. For a
given dataset, there does not exist a unique clustering solution and the definition
of what the true cluster are should depend on the context of clustering [5,7].

In this work, we are interested in model-based clustering which allows to
define the clusters through the probability distribution. Therefore, the cluster-
ing result can be interpreted and analysed from a statistical point of view. The
advantages of model-based clustering methods lie in the solid probabilistic foun-
dations along with their flexibility compared to other classical clustering methods
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such as k-means. The first work using mixture model to define clusters was intro-
duced by Wolfe in 1963 [25]. Since then, model-based clustering methods have
largely been developed in several application fields. The readers are referred to
[18] or [23] for a deep review on existing works of model-based clustering.

In model-based clustering, data is assumed to be generated from a finite
mixture of K probability distributions:

p(xi | θ1, ..., θK) =
K∑

k=1

τkp (xi | θk) , (1)

where θk, τk are respectively the parameter and the mixing proportion of the
k-th probability distribution p (· | θk), with

∑K
k=1 τk = 1 and τk > 0 for all k ∈

{1, ...,K}. Among several probability distributions, the Gaussian distribution
is certainly the most developed thanks to its interesting properties on both
theoretical and computational aspect [3]. In Gaussian mixture models (GMM),
each component probability distribution is a Gaussian distribution with mean
μk and inverse covariance matrix Wk:

p (xi | θk = (μk,Wk)) =

√
det (Wk)

(2τ)D
exp

(
−1

2
(xi − μk)T

Wk (xi − μk)
)

. (2)

Then, the parameters of GMM can be estimated by solving the following maxi-
mum log-likelihood problem:

max
Θ∈D

L (Θ) :=
N∑

i=1

log

(
K∑

k=1

τkp (xi | θk)

)

, (3)

where
Θ = (τ, θ) = (τ1, ..., τK , μ1, ..., μK ,W1, ...WK) , (4)

and

D =

{

(τ, μ,W ) :
K∑

k=1

τk = 1, Wk � 0, ∀k ∈ {1, ...,K}
}

. (5)

The above optimization problem can be efficiently solved by the Expectation-
Maximisation (EM) algorithm. Although the development of model-based clus-
tering methods has been active in last decades, dealing with the high dimension-
ality of data remains a challenging issue. On the one hand, when the number of
dimensions D is high, the model-based clustering methods badly suffer from the
well-known curse of dimensionality problem, i.e., a very large number of data is
needed to correctly estimate model’s parameters [3]. Note that the number of
parameters in GMM is a quadratic function of D. On the other hand, it is well-
known that high-dimensional data potentially contains non-informative features
which can be harmful to clustering result. To deal with the high-dimensional data
issue in model-based clustering, several methods have been proposed. A review of
existing approaches can be found in [3]. In the first approach, namely dimension
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reduction, the high-dimensional data is projected into a low-dimensional space
then traditional model-based clustering methods can be applied on the pro-
jected data. Principal Component Analysis (PCA), Factor Analysis, etc. belong
to this first approach. The second approach, feature selection, consists in remov-
ing non-informative features and using only a subset of relevant features for the
clustering. From a mathematical point of view, the feature selection problem
can be formulated as a sparse optimization problem which involves the mini-
mization of the l0-norm (‖.‖0). The minimization of zero-norm is known to be
NP-hard for which several methods have been developed in the literature. The
readers are referred to [15] for an extensive overview of existing methods in
sparse optimization. The feature selection methods have been intensively devel-
oped for numerous classification methods such as SVM [4,12], Semi-Supervised
SVM [11], Multi-class Logistic Regression, etc. Motivated by the success of fea-
ture selection in classification methods, in this work, we will incorporate it into
GMM. The GMM with feature selection is formulated as

max
Θ∈D

L (Θ) − λPl0 (Θ) , (6)

where Pl0 :=
K∑

k=1

D∑

d=1

|μkd|0 is the regularization term and λ > 0 is the trade-off

parameters between the two terms. As we have mentioned, the discontinuity of
l0-norm function makes the optimization problem (6) hard to solve. Hence, one
usually replaces the l0-norm by a convex approximation. In [19,26], the authors
replaced the l0 on the variable μ by the l1 regularization defined as:

Pl1 (μ) =
K∑

k=1

D∑

d=1

|μkd| .

After the convergence, if μkd = 0 for all k ∈ {1, ...,K}, the dimension d can be
considered as non-informative, thus can be removed. In the same manner, Bhat-
tacharya and McNicholas [2] introduced a variant of l1 regularization function
with the presence of proportion of each cluster:

Pλ (μ) = N

K∑

k=1

τk

D∑

d=1

|μkd| .

In another work, Wang and Zhu [24] replaced the l0 norm by the l∞ norm. Later,
Guo et al. [6] introduced the pairwise fusion penalty defined as follows

Pfusion (μ) =
D∑

d=1

∑

1≤k<k′≤K

|μkd − μk′d| .

Instead of shrinking the means to 0, the pairwise fusion penalty shrinks the
means towards each other. Thus, dimension d is considered non-informative if
all the values of means at that dimension are equal, i.e. μkd = μk′d for all
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k �= k′. It is important to note that, in [6,19,24], the authors assumed further a
common diagonal co-variance matrix across clusters. This assumption restricts
the correlations between features, therefore reduces the flexibility of the model.

In this work, we will approximate the l0-norm by a nonconvex function. This
choice is motivated by the fact non-convex approximations have been proved to
be more efficient than convex approximation and can produce good sparsity [15].
However, the nonconvex approximations make the corresponding optimization
problem harder to solve. To the best of our knowledge, this is the first work using
a non-convex sparse inducing regularization for feature selection in model-based
clustering. Among the well-known existing non-convex approximations, we use
the exponential concave function approximation function which has been suc-
cessfully applied in several machine learning problems such as feature selection
in SVM [4,12] and S3VM [11], sparse signal recovery [13], sparse scoring [16],
etc. In [12], the authors reformulated the exponential concave approximation
as a DC (Difference of Convex functions) and developed an efficient DCA (DC
Algorithm) to solve it. Using the same DC decomposition, we will prove that
the GMM clustering with feature selection (6) can be written as a DC program
and then investigate a DCA based algorithm to solve the resulting optimization
problem.

The remainder of the paper is organized as follows. The outline of DC pro-
gramming and DCA is presented in Sect. 2 then the proposed DCA will be
developed in Sect. 3. Computational experiments are reported in Sect. 4.

2 DC Programming and DCA

DC programming and DCA constitute the backbone of smooth/non-smooth non-
convex programming and global optimization [14,21,22]. They address the prob-
lem of minimizing a DC function on the whole space R

n or on a closed convex
set Ω ⊂ R

n. Generally speaking, a standard DC program takes the form:

α = inf{F (x) := G(x) − H(x) |x ∈ R
n} (Pdc),

where G,H are lower semi-continuous proper convex functions on R
n. Such a

function F is called a DC function, and G−H is a DC decomposition of F while
G and H are the DC components of F . A DC program with convex constraint
x ∈ Ω can be equivalently expressed as an unconstrained DC program by adding
the indicator function χΩ (χΩ(x) = 0 if x ∈ Ω and +∞ otherwise) to the first
DC component G.

The main idea of DCA is simple: each iteration k of DCA approximates
the concave part −H by its affine majorization (that corresponds to taking
yk ∈ ∂H(xk)) and computes xk+1 by solving the resulting convex problem,

min{G(x) − 〈x, yk〉 : x ∈ R
n} (Pk).
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The sequence {xk} generated by DCA enjoys the following properties [14,21]:

(i) The sequence {F (xk)} is decreasing.
(ii) If F (xk+1) = F (xk), then xk is a critical point of (Pdc) and DCA terminates

at the k-th iteration.
(iii) If μ(G) + μ(H) > 0 then the series {‖xk+1 − xk‖2} converges.
(iv) If the optimal value α of (Pdc) is finite and the infinite sequence {xk} is

bounded then every limit point of the sequence {xk} is a critical point of
G − H.

DCA is well-known as an efficient approach in the nonconvex programming
framework thanks to its versatility, flexibility, robustness, inexpensiveness and
their adaptation to the specific structure of considered problems. Numerous
DCA-based algorithms have been developed for successfully solving large-scale
nons-mooth/nonconvex programs arising in several application areas (see the list
of references in [17]). For a comprehensible survey on thirty years of development
of DCA, the reader is referred to the recent paper [17].

3 DCA for Solving GMM with l0-norm Regularization

We approximate the l0 norm of s ∈ R by the exponential concave function
[12] defined by rα(s) = 1 − exp (−α|s|), where the parameter α > 0 controls
the tightness of the approximation. By using the exponential concave function
rα(s), the corresponding approximate problem of (6) takes the form:

min
Θ∈D

F(Θ) := −L(Θ) + λPα(Θ), (7)

where

Pα (Θ) =
K∑

k=1

D∑

d=1

rα (μkd) . (8)

We now prove that F (Θ) can be rewritten as a DC function. On the one
hand, since −L is at least twice differentiable, a natural approach is to use ρ-
decomposition, of which −L(Θ) is written as −L(Θ) = G1(Θ) − H1(Θ) where:

G1(Θ) =
ρ

2
‖Θ‖2,

H1(Θ) =
ρ

2
‖Θ‖2 + L(Θ).

There exists a positive value ρ0 such that for all ρ > ρ0 the function H1(Θ) is
convex. In deed, denote by λn(Θ) the largest eigenvalue of the Hessian matrix of
−L at Θ. It is easy to prove that for all ρ > max{0, λn(Θ)} the function H1(Θ)
is convex.

On the other hand, rα(s) is a DC function with the following DC decompo-
sition [12]:

rα(s) = α|s| − [α|s| − rα(s)] . (9)
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Hence Pα(Θ) is also a DC function

Pα(Θ) = G2(Θ) − H2(Θ),
G2(Θ) = α‖μ‖1,

H2(Θ) = α‖μ‖1 −
K∑

k=1

D∑

d=1

[
1 − exp (−α|μkd|)

]
.

Consequently, F(Θ) = G(Θ) − H(Θ) is a DC function with G(Θ) := G1(Θ) +
λG2(Θ) and H(Θ) := H1(Θ) + λH2(Θ). Thus, DCA can be developed for solv-
ing the optimization problem (7). According to general DCA scheme, at each
iteration t we compute Θ̄t = (τ̄ t, μ̄t, W̄ t) ∈ ∂H(τ t, μt,W t) and then compute
(τ t+1, μt+1,W t+1) as the solution to the following convex problem

min
τ,μ,W∈D

{G(τ, μ,W) − 〈(τ̄ t, μ̄t, W̄ t), (τ, μ,W )〉} . (10)

Computation of (τ̄ t, μ̄t, W̄ t) ∈ ∂H(τ t, μt,W t)
The function H is differentiable and its gradient can be computed as

τ̄ t =∇τH(τ t, μt,W t) = ρτ t + ∇τL(τ t, μt,W t), (11)

μ̄t =∇μH(τ t, μt,W t) = ρμt + ∇τL(τ t, μt,W t) + λ∇τH2(μt), (12)

τ̄ t =∇W H(τ t, μt,W t) = ρW t + ∇W L(τ t, μt,W t). (13)

The gradient of H2(μt) is given by

∂H2

∂μkd
(μt) =

{
α(1 − exp(−αμt

kd)) if mut
kd ≥ 0

−α(1 − exp(αμt
kd)) if mut

kd < 0
∀k = 1..K, d = 1..D. (14)

Let us now consider the function

p(θ;x) = p(x | θ = (μ,W )) =

√
det(W )
(2π)D

exp
(

−1
2
(x − μ)T W (x − μ)

)
.

We have

∂p(θ;x)
∂μ

=

√
det(W )
(2π)D

exp
(

−1
2
(x − μ)T W (x − μ)

)
W (x − μ). (15)

and

∂p(θ;x)
∂W

=
1

(2π)D/2

1
2
√

det(W )
∂ det(W )

∂W
exp

(
−1

2
(x − μ)T W (x − μ)

)

= +

√
det(W )
(2π)D

exp
(

−1
2
(x − μ)T W (x − μ)

) [
−1

2
(x − μ)(x − μ)T

]
.

(16)
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Since W � 0, Jacobi’s formula implies

∂ det(W )
∂W

= adjT (W ) = adj(W ) = det(W )W−1.

Thus, we obtain

∂p(θ; x)

∂W
=

1

(2π)D/2

√
det(W )

2
exp

(
−1

2
(x − μ)TW (x − μ)

)
W−1

= − 1

2

√
det(W )

(2π)D
exp

(
−1

2
(x − μ)TW (x − μ)

)
(x − μ)(x − μ)T

=
1

2

√
det(W )

(2π)D
exp

(
−1

2
(x − μ)TW (x − μ)

) [
W−1 − (x − μ)(x − μ)T

]
.

(17)

Denotes

At
i =

K∑

k=1

τ t
k p(xi | θt

k), ∀i = 1, . . . , N. (18)

∂L

∂τk
(Θt) =

N∑

i=1

p(xi | θt
k)

At
i

, ∀k = 1, . . . , K. (19)

∇L(Θt) can be computed as follows

∇τkL(Θt) =
N∑

i=1

p(xi | (μt
k,W t

k))
K∑

l=1

p(xi | (μt
l ,W

t
l ))

, (20)

∇μk
L(Θt) =

N∑

i=1

τ t
k

At
i

∂p(θt
k;xi)

∂μk

=
N∑

i=1

τ t
k

At
i

√
det(W t

k)
(2π)D

exp
(

−1
2
(xi − μt

k)T W t
k(xi − μt

k)
)

×

W t
k(xi − μt

k), (21)

∇Wk
L(Θt) =

N∑

i=1

τ t
k

At
i

∂p(θt
k;xi)

∂Wk

=
N∑

i=1

τ t
k

At
i

1
2

√
det(W t

k)
(2π)D

exp
(

−1
2
(xi − μt

k)T W t
k(xi − μt

k)
)

×
[
(W t

k)−1 − (xi − μt
k)(xi − μt

k)T
]
. (22)

Remark. The computation of ∇L(Θ) requires to compute the determinant of
Wk and the inverse matrix of Wk which can be time consuming. In practice, we
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can use an automatic differentiation method to numerically compute an approx-
imate value of ∇L(Θ). Note that, in this case, DCA still converges to a critical
point [17].

Compute (τ t+1, μt+1,W t+1) by solving the convex sub-problem (10)
Fortunately, the optimization problem (10) is separable on all three variables.
Thus, we have

τ t+1 ∈ arg min

{
ρ

2
‖τ‖2 − 〈τ̄ t, τ〉 :

K∑

k=1

τk = 1

}

, (23)

μt+1 ∈ arg min

{
ρ

2
‖μ‖2 + α‖μ‖1 − 〈μ̄t, μ〉

}

, (24)

W t+1 ∈ arg min

{
ρ

2
‖W‖2 − 〈W̄ t,W 〉 : Wk � 0, ∀k ∈ {1, ...,K}

}

. (25)

The solution of (23) is nothing else but the projection of the point
τ̄ t

ρ
onto

a simplex Δ :=
{

τ ∈ (0, 1)K :
∑K

k=1 τk = 1
}

. The projection of points into a
simplex can be efficiently computed. For instance, we can use a very inexpensive
algorithm developed in [10]. Similarly, W t+1

k , for all k = 1..K, is the projection

of
W̄ t

k

ρ
onto the positive definite cone Wk := {Wk : Wk � 0} for which some

efficient algorithms are available, e.g., QUIC [8]. As for the problem (24), it can
be efficiently solved using the soft thresholding operator [1].

Finally, the DCA scheme for solving the problem (7) can be described as
follows.

DCA-GMM

Initialization: Let
(
τ (0), μ(0),W (0)

) ∈ D be a initial point, α > 0, λ ≥ 0 and
ρ > L. t ← 0.
repeat

Compute Θ̄t = (τ̄ t, μ̄t, W̄ t) ∈ ∂H(τ t, μt,W t) using (11), (12) and (13).
Compute (τ t+1, μt+1,W t+1) by

τ t+1 = ProjΔ(
τ̄ t

ρ
),

Solve (24) using soft thresholding operator to obtain μt+1,

W t+1
k = ProjWk

(
W̄ t

k

ρ
),∀k = 1..K.

until stopping criterion.
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4 Numerical Experiment

Comparative Algorithm. We compare our algorithm with a modified EM
algorithm presented in the work of Zhou et al. [26] for solving the GMM with l1
regularization, namely

max
Θ∈D

L (Θ) − λPl1 (Θ) , (26)

with Pl1 (Θ) =
∑K

k=1

∑D
d=1 |μkd|.

Comparative Criteria. To evaluate the performance of algorithms, we consider
the following criteria

– Adjusted Rand Index (ARI): a well-known measure of the similarity between
two clusterings [9].

– Selected Feature percentage (SF): the percentage of selected features over the
total number of features.

– True Positive Rate (TPR): the percentage of features selected which is infor-
mative over all informative features.

– False Positive Rate (FPR): the percenrage of non-informative features
selected over all non-informative features.

– Computation time.

Experiment Setting. The parameter α is chosen from the set {1, 5, 10} while
λ belongs to {0.1, 0.2, . . . , 10}. We use a grid search procedure for choosing the
besst value of α and λ. To reduce the effects of initial values and local minima,
we repeat the search multiple times. The grid point with highest average BIC
value, as defined below, is chosen as the optimal tuning parameters.

BIC(α, λ) =
N∑

i=1

log

(
Ke∑

k=1

π̃kp
(
xi | θ̃k

)
)

− 1
2

log(N)
Ke∑

k=1

Pk.

We run each algorithm 100 times with the optima parameters and report
the mean and standard deviation of each criteria. K-means is used for finding
an initial point for all algorithms. Convex subproblems on sparse covariance
selection are solved by QUIC software [8]. We use an automatic differentiation
algorithm [20] to compute an approximate value of ∇L(Θ).

The experiments are performed on a Intel Core i7 3.60 GHz PC with 16 GB
of RAM and the codes were written in MATLAB.

Experiment 1. The purpose of this experiment is to evaluate the algorithm’s
capacity to select informative features to provide high classification accuracy.
Hence, the experiment is performed on a synthetic dataset whose the informative
features are known a priori. The synthetic dataset is generated as follows. First,
we create three vectors of dimension 20, namely m1,m2,m3. Three first elements
of m1 are set to 1 and the rest are 0. Similarly, the 4th, 5th and 6th elements of
m2 are 1 and the rest are 0. The element 7th, 8th and 9th of m3 are equal to 1
and the rest are 0. Using these three vectors, we generate three corresponding
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multivariate Gaussians, each possesses mi as its mean and the co-variance matrix
is unit diagonal matrix. From each Gaussian, we randomly generate 100 data
points. Thus, the synthetic dataset contains 300 data points evenly divided into
3 classes; each data point is represented by 20 features but only first 9 features
are informative.

Table 1. Comparative results on synthetic dataset

DCA-GMM EM-GMM [26]

SF(%) 55 ± 8.5 54 ± 15.57

TPR(%) 91.11 ± 8.76 71.11 ± 18.59

FPR(%) 25.45 ± 11.18 40 ± 13.79

ARI 0.66 ± 0.02 0.07 ± 0.02

Time(s) 6 ± 0.029 106 ± 1.4935

We observe from the results (Table 1) that EM-GMM selects slightly less
features than DCA-GMM (54% vs 55%). However, DCA-GMM selects more
informative features (91.11%) than EM-GMM (71.11%). Consequently, DCA-
GMM selects less non-informative than EM-GMM (25.45% vs 40%). As for
the ARI criterion, DCA-GMM obtains 0.6595 which is significantly higher than
0.0663 of EM-GMM. The computation time of DCA-GMM is only 6 s while
EM-GMM needs 106 s to furnish a result.

Experiment 2. In the second experiment, we compare the performance of DCA-
GMM and EM-GMM on several Benchmark datasets. The Benchmark datasets
are taken from the well-know UCI Machine Learning Repository. We summarize
the information of used Benchmark datasets in Table 2 and report the compar-
ative results in Table 3.

Table 2. Datasets

Dataset Instances (N) Dimension (D) Classes (K)

comp 3891 10 3

ionosphere 351 32 2

iris 150 4 3

thyroid 215 5 3

We observe that DCA-GMM has smaller SF in all datasets compared to
EM-GMM, which selects all features in all datasets. In iris dataset, EM-GMM
has higher ARI than DCA-GMM (0.9039 vs 0.7555) while for the other datasets
(comp, ionosphere and thyroid), the ARIs of DCA-GMM are higher. As for the
computation time, DCA-GMM is significantly faster than EM-GMM, e.g. up to
71 times faster on comp dataset.
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Table 3. Comparative results on Benchmark datasets

Datasets DCA-GMM EM-GMM [26]

comp SF(%) 80 ± 9.01 100 ± 0

ARI 0.966 ± 0.0037 0.9279 ± 0.0015

Time(s) 9.1 ± 1.7 641.8 ± 185.2

ionosphere SF(%) 43.75 ± 3.03 100 ± 0

ARI 0.7716 ± 0.0099 0.4089 ± 0

Time(s) 5.8 ± 0.09 78 ± 0.04

iris SF(%) 75 ± 0 100 ± 0

ARI 0.7555 ± 0.0091 0.9039 ± 0

Time(s) 0.39 ± 0.09 24.6 ± 0.06

thyroid SF(%) 60 ± 0 100 ± 0

ARI 0.9357 ± 0.0028 0.8933 ± 0

Time(s) 0.3 ± 0.009 18.1 ± 0.023

Overall, DCA-GMM furnishes better result than EM-GMM on all three
comparative criteria.

5 Conclusion

We have studied the Gaussian mixture model clustering. Furthermore, to deal
with the high-dimensional data, we use feature selection which involves the mini-
mization of l0-norm. The purpose of feature selection is double. Firstly, by remov-
ing non-informative features, we could improve the clustering results. Secondly,
it also decreases the number of parameters to estimate in the GMM clustering.
We approximate the l0 norm by a non-convex function, namely the exponen-
tial concave function. This is the first work using a non-convex approximation
for feature selection in model-based clustering. The resulting problem is then
reformulated as a DC function and we developed a DCA to solve it.

We have carefully conducted numerical experiments on both synthetic and
Benchmark datasets. The results on synthetic dataset show that our algorithm
DCA-GMM selects more informative features than EM-GMM and consequently
gives better classification accuracy. Furthermore, DCA-GMM is 17.6 times faster
than EM-GMM on synthetic dataset. Similarly, DCA-GMM outperforms EM-
GMM on several Benchmark datasets, with respect to all three comparative
criteria.
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Abstract. In collaborative filtering, matrix factorization, which decom-
poses the ratings matrix into low rank user and item latent matrices is
widely used. The decomposition is based on the rating scores of users to
item, with the user and item latent matrices sharing a common embed-
ding space. A similarity function between the two represents the pre-
dicted rating of a user to an item. However, this matrix factorization
approach falls short for cold-start recommendation where items have
very few or no ratings. This paper puts forward a novel approach of
doing cold-start recommendation by using a neural network, the Trans-
fer Network, to learn a nonlinear mapping from item features to the item
latent matrix. The item latent matrix is produced by another network,
the Pairwise Ranking Network, which utilizes pairwise ranking functions.
The Pairwise Ranking Network efficiently utilizes implicit feedback by
optimizing the ranking of the recommendation list. We find the optimal
architecture for the Pairwise Network and the Transfer Network through
warm-start and cold-start evaluation. With the Transfer Network, we
map the Tag Genome dataset to the item latent matrix and produce
cold-start recommendations for a test set derived from the MovieLens
20M dataset. Our approach yielded a significant margin of improvement
of 0.276 and 0.089 average precision at k = 10 over the baseline LightFM
and neighborhood averaging methods respectively.

Keywords: Machine learning · Recommender systems · Neural
networks · Transfer learning

1 Introduction

Recommendation algorithms are a key component in many commercial applica-
tions deployed in the web. Due to the widespread use of the internet, websites
have been serving thousands to hundreds of millions of items to millions of users.
Each user has unique preferences and limited attention span. Recommender sys-
tems address this issue by enabling personalization through matching users with
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items that they are most likely to engage, watch or purchase. Hence, the task of a
recommendation algorithm is to provide users a ranked list of interesting items.
This ranking problem is a difficult task since searching for the possible ranking
lists of size k over n items for all m users is of O(m

(
n
k

)
), a significant combina-

torial challenge. Another challenge that recommendation algorithms must take
into account is the fact that items and users are added continuously. This means
that new items or users that do not have interactions yet cannot be recommended
using collaborative filtering. This is called the cold-start problem.

In this research, we improve existing algorithms that tackle the cold-start
problem. We use PRTNets, Pairwise Ranking and Transfer Networks, that can
create cold-start recommendations and within its framework also handles the
ranking problem. First, we develop neural networks that use pairwise loss func-
tions to create a ranked list of items. The Pairwise Ranking Network factorizes
the ratings data into the user and item latent matrices through matrix factoriza-
tion with pairwise loss functions. Secondly, we use another neural network, the
Transfer Network, to transform item features to the item latent matrix created
by the Pairwise Ranking Networks. Through item features, items that do not yet
have interactions form a ranked list of items that is personalized for each user.
Both networks are capable of scaling to large datasets through online learning.

2 Related Literature

2.1 Matrix Factorization Using Pairwise Loss Functions

Collaborative filtering algorithms create recommendations by utilizing the rat-
ings matrix Rm×n of m users to n items, where each element of this matrix,
rui, denotes the rating of user u ∈ U to an item i ∈ I. Matrix factorization,
a popular collaborative filtering algorithm, utilizes the latent structure of the
ratings matrix by decomposing it into two sets of lower rank dense matrices
P ∈ Rm×k and Q ∈ Rk×n, where k is the rank. These two low rank dense matri-
ces are called the user and item latent matrices. The dot product of the row and
column vectors is the predicted rating.

Factorization of the ratings matrix involves the minimization of various loss
functions for different recommendation tasks. Pointwise loss functions such as
weighted regularized matrix factorization, Singular Value Decomposition (SVD),
and alternating least squares, involve the minimization of a squared loss objec-
tive between the predicted rating and the original rating [4,6,13]. Another set of
methods make use of pairwise loss functions which predict the optimal ranked
lists for each user rather than minimizing the difference between the predicted
rating and the original rating [7,8,11,15]. These functions have also the advan-
tage of being able to use implicit feedback (user likes, item views, music plays)
which involve a vast majority of user interactions.
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For a specific user u and item i, the dot product of the user latent vector
puf and the item latent vector qi denotes the score ŷui (Eq. 1). In pairwise
loss functions, this does not represent a predicted rating but rather denotes a
numerical value to base the ranking of recommended items.

ŷui = pu · qi (1)

Optimizing the ranking for all users and all items is inefficient especially for
large datasets so pairwise loss functions are proposed as a solution to create
an approximate ranking function. These are differentiable functions that can
be solved via gradient descent. Pairwise ranking loss functions use triplets – a
user u, a positive item i ∈ I+u by that user and another item that is not rated
by that user, j ∈ I−

u . I+u denotes the positive items by user u and I−
u denotes

the irrelevant item set for the same user. Pairwise ranking models optimize its
parameters, the latent matrices P and Q, such that the difference of the positive
and negative item scores for all users are maximized.

Rendle et al. proposed Bayesian Personalized Ranking (BPR) [11]. Several
gradient descent passes over the dataset is required for convergence. The BPR
loss function is described by

BPR =
∑

(u,i,j)∈Ds

ln σ(x̂uij) (2)

where x̂uij := ŷui − ŷuj and Ds = {(u, i, j)}|u ∈ U, i ∈ I+u , j ∈ I−
u }. σ denotes

the logistic function.
Weighted Approximate-Rank Pairwise (WARP) loss is another pairwise loss

function that balances the need for an appropriate ranking function and train-
ing time. WARP uses repeated sampling of negative items. To make WARP
amenable to parallel updates, Kula proposed an approximation to WARP using
the adaptive hinge loss function [7]. Several negative items are sampled and the
hinge function is computed using the maximum negative score incurred (Eq. 3).
This introduces the same mechanism as the original algorithm, with a large gra-
dient update if at least one of the sampled negative items have a significantly
larger score than the positive item.

WARP-AHL =
∑

(u,i,j)∈Ds

max(0, 1 + ŷmax
uj − ŷui) (3)

The advantage of using this method is apparent in modern GPU systems
where a large batch of updates could be done in parallel. A similar reasoning
of leveraging on modern GPU computation was proposed by Liu and Natarajan
[8]. They introduced the following Weighted Margin-Rank Batch Loss (WMRB)
which extends WARP by utilizing batches to estimate the ranking function:

WMRB = log

(

1 +
|I|
|Z|

∑

(u,i,j)∈Ds

∑

j∈Z

max(0, 1 + ŷuj − ŷui)

)

(4)

where Z denotes the subset of I randomly sampled items without replacement.
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2.2 Mapping Item Features for Cold-Start Recommendation

Mapping item features to the item latent matrix is one of the existing solutions
to the cold-start problem of collaborative filtering algorithms. This new repre-
sentation enables items with no ratings to be embedded in the same space as
the item latent matrix.

The work of Gantner et al. is perhaps the first to study mapping item features
to the collaborative filtering domain [1]. They used a linear mapping from the
item features to the item latent matrix by using the BPR criterion. They found
that optimizing the BPR criterion produces better results than the least squares
difference of the mapped item latent matrix to the original item latent matrix.
On the other hand, Oord et al. have shown better results using the least squares
difference in learning the mapping function [9]. Oord et al. use raw audio fea-
tures as their item features for cold-start recommendation. They trained a deep
convolutional neural network to map mel-frequency cepstral coefficients to the
item latent matrix created by WRMF [4].

Kula has proposed a hybrid recommender, LightFM, where content metadata
is also used in conjunction with transaction data. As a special type of Factor-
ization Machine [10], LightFM uses the second-order interactions between users,
items and their features. With this method, the metadata features explain part
of the structure of the user interactions. Kula experimented over MovieLens 10M
combined with the Tag Genome dataset, as well as the CrossValidated dataset
from StackExchange. He has found improvements using LightFM over ALS-like
matrix factorization and latent semantic indexing, particularly in cold-start sce-
narios. For this reason we compare our proposed approach with LightFM, since
the later has shown state of the art results for a large dataset [7].

Our work differs from [1] and [7] in terms of the mapping algorithm used.
We use a neural network, the Transfer Network to learn a nonlinear mapping
from the item features to the item latent matrix. Transfer Networks benefit
from the growing literature around neural network architectures such as dropout
[12], batch norm [5] and adaptive learning [3], to name a few. This is a clear
improvement over the use linear transformations similar to the work of [9].

3 Description of the Algorithm

We use a two-step approach. First, we implement standard collaborative filter-
ing using Pairwise Ranking Networks to factorize the ratings matrix. This step
is needed to create user and item latent matrices that produce relevant recom-
mendation lists for each user. Second, we use the Transfer Network to map item
features into the item latent matrix. At evaluation time of cold-start items, we
use its item features as input and produce a ranking score ŷui.

The Pairwise Ranking Network algorithm is described in Algorithm1. To
produce a ranking score ŷui, a forward pass is performed via a multiplication
operator across the latent feature axis. To optimize for the user and item latent
matrix, we use pairwise loss functions Ω that approximate the ranking function.
We use the gradient of these loss functions in the backward pass to update
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Algorithm 1. Pairwise Ranking Network Algorithm
Result: User latent matrix P and item latent matrix Q
Input: Neural network parameters

Loss function Ω ∈ {BPR, WARP-AHL, WMRB}
Optimizer η ∈ {SGD, rmsprop, adagrad}
Batch size n
Training and validation set Dtr and Dv

Dtr := {(u, i, j) |u ∈ U, i ∈ I+
u , j ∈ I−

u }
repeat

Sample Ds := {d ∈ Dtr ∧ d �∈ Dv}, |Ds| = n}
Perform forward pass and compute minibatch loss:

J(P, Q, nDs) := 1
n

∑n
z=0 Ω(P, Q, Ds)

Perform backward pass:
Update the user latent matrix: P := P − η(∇J(P, Ds))
Update the item latent matrix: Q := Q − η(∇J(Q, Ds))

Compute validation error of parameters P and Q using Dv

until validation AP@k does not improve;

the parameters. To train pairwise loss functions, triplets are used of the form
D = {(u, i, j)|u ∈ U, i ∈ I+u , j ∈ I−

u } where I+u is the set of items rated by the
user u and I−

u is the set of items not rated by user u.
The Transfer Network algorithm is described in Algorithm2 where we adopt

the notation of [1]. The item feature mapping is described by

ŷui =
k∑

f=1

n∑

l=1

pufφf (ali) (5)

where ali is the one-hot encoded feature set of item i and φ : Rn → Rk denotes
the vector-valued function that maps ai to the predicted item latent matrix q̂k.
We use the squared error loss function to optimize the item feature mapping φ.
The output, ŷui, is then used as the ranking score of the input item.

3.1 PRTNet Architectures

The Pairwise Networks in Fig. 1 take in as input triplets, the user, the positive
items and the negative items. The Fully Connected Layer (embeddings) is a layer
with linear activations which represents the user and item latent matrices. The
positive and negative items share a single item latent representation. Recall that
the dot product of the user and item latent matrix is the score which the ranking
of the items is based – a higher score represents a higher ranking. The merge
layer implements the BPR, WARP-AHL and WMRB losses. Dropout was used
as a hyperparameter in our experiments.

The Transfer Network is a feedforward neural network with the number of
output units equal to the dimensionality of the item latent matrix. It maps the
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Algorithm 2. Transfer Network Algorithm
Result: Mapping function φ
Input: Neural network parameters

Optimizer η ∈ {SGD, rmsprop, adagrad}
Batch size n
Item features a ∈ A
Training and validation set Atr and Av

repeat
Sample As := {a ∈ Atr ∧ a �∈ Av}, |As| = n
Perform forward pass and compute minibatch squared error loss:

J(φ, n, As) := 1
n

∑n
i=1

1
2
(q̂i − qi)

2 where q̂i := φ(ai) for all As

Perform backward pass:
Update the k-th layer: φk := φk − η(∇J(φk, As)

Compute validation error of parameters φ using Av

until validation squared error does not improve;

Fig. 1. BPR, WARP-AHL and WMRB Network Implementations. The number of
input neurons are equal to the number of the items and users in the dataset, which are
26,744 and 138,493, respectively.

item features of a specific item to its item latent matrix. For this research, the
optimization criterion used is least squares. The ReLU activation is used in all
layers of the network (Fig. 2).

4 Experiments

We use the MovieLens 20M dataset which contains ratings of movies from 1990
to 2017 [2]. In this research, we use the positive feedback dataset, which consider
the ratings of 4 and above to be marked as one and the rest are marked zero.
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Fig. 2. Transfer Network Implementation. The number of input neurons are equal to
the input dimensionality of the tag genome dataset which are 1,128 numeric features.
The multipliers are hyperparameters to be optimized in the experiments.

This is to simulate the use case where only interactions can be found and not
explicit ratings. We also use the Tag Genome data, which is included in the
release of the MovieLens 20M dataset. The Tag Genome encodes a movie in
an information space based on a common set of tags. The tag genome has 1128
numeric features that are learned by a machine learning model which learns from
text reviews and community-created tags [14].

We measure our algorithm in terms of the first 10 item’s average precision
(AP@10) and coverage (coverage@10). Average precision is the fraction of rele-
vant items D+ over the ranked list of recommendations Rk averaged across all
users. Coverage is the fraction of unique recommended items R̂k over N possible
recommendable items. Coverage is a metric that supports average precision since
a high value for these could imply simply recommending popular items, which
defeats the purpose of personalized recommendations.

Our experiment consists of three parts with the ultimate goal of creating cold-
start recommendations. Each experiment is repeated 10 times and the results are
averaged. The first experiment compares the performance of the Pairwise Rank-
ing Networks against the state-of-the-art pairwise ranking implementations in
LightFM [7] using AP@10. We evaluate and test the metrics using the warm-
start scenario, which are evaluated by testing and recommending items seen in
training. The best resulting models are saved to use as targets for the Trans-
fer Networks. The second experiment aims to find the best Transfer Network
architecture. We use the created item latent matrix of the best resulting model
configuration of the first experiment as the target. This is a similar scenario as
the first experiment, except that the mapped item latent matrix from the Trans-
fer Network is used to create recommendations. The third experiment compares
the cold-start recommendations of the Transfer Network against other methods.
The best configurations for the Transfer Networks are used in the cold-start
recommendations. The Pairwise Ranking Networks were trained on the cold-
start training set and evaluated on its corresponding test set, which comprises
of items not seen in training. To create the item feature mapping, the item
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latent matrix from the Pairwise Ranking Network is used. The warm-start and
cold-start train-test splits are illustrated in Fig. 3.

Fig. 3. Warm-start train-test split (left), cold-start train-test split (right). The warm-
start train-test splits includes splitting the ratings of 25% of the users that have watches
greater than 18, the median of the number of rated items per user. 10% of their ratings
are put into the test set. The cold-start train-test splits include putting all the ratings
of movies of the year 2014 and beyond to be part of the test set.

5 Results

5.1 Experiment on the Best Architecture for the Pairwise Ranking
Networks

In Table 1, the best AP@10 results for the Pairwise Ranking Network imple-
mentations and their hyperparameters are shown. BPR and WARP-AHL per-
formed better in terms of AP@10 than LightFM WARP with item features. On
the other hand, LightFM results outputted better coverage than all Pairwise
Ranking Networks. The Pairwise Ranking Networks have emphasized more on
optimizing AP@10 than diversifying the recommendation list.

BPR has the largest number of latent factors. On the other hand, WMRB
requires the least number of latent factors. WARP-AHL and WMRB seem to
require learning rate decay to stabilize its training. We have found that applying
a decay in the learning rate every epoch leads to significantly better results.
Lastly, adding dropout did not seem to help the Pairwise Ranking Networks.
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Table 1. The best BPR, WARP-AHL and WMRB results on the warm-start scenario

Loss LFa BSb Pc Decay NSd ap@10e cov@10 f

BPR 100 20480 0 0 1 0.1604 0.0069

WARP-AHL 50 8192 0 0.001 5 0.1581 0.0126

LightFM WARP
with item features

30 – – – – 0.1561 0.0068

WMRB 30 8192 0 0.001 5 0.1560 0.0419

LightFM WARP 30 – – – – 0.1506 0.0419

LightFM BPR 50 – – – – 0.1279 0.1344

LightFM BPR with
item features

50 – – – – 0.1136 0.2135

a Rank of the latent matrices.
b Batch size of the minibatch gradient computation.
c Dropout probability.
d Negative Samples.
e Average Precision@10.
f Coverage@10.

5.2 Experiment on the Transfer-Networks’ Capability
on the Warm-Start Data

In Table 2, the best AP@10 results for the Transfer Networks are shown. All
these results are worse than each of the implementations in Experiment 1 since
the Transfer-Network use only the item features as input variables. This comes
at a factor of ∼0.09 average precision lost. This loss in performance may be
attributable to the degree of feature expressiveness and the complexity of mature
users. As an example, there are still nuances between users who like Oscar-
winning dramas that feature complex human experiences. These are nuances that
may not be captured by item features alone. Mature users would tend to exhibit
these diverse preferences as well, which adds difficulty to the recommendation
problem.

For BPR and WMRB, a deeper network performs best while for WARP-
AHL, a wider network is the best. All three configurations use ReLU activations
and require normalization by dropout. For the wider source networks, BPR and
WMRB, it is interesting that batch normalization is required since deeper net-
works run the problem of smaller gradients. Batch normalization makes the
training faster and helps in convergence for deeper networks. It is also notewor-
thy than a smaller batch size is required for BPR and WMRB, since a deeper
architecture requires better regularization.
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Table 2. The best BPR, WARP-AHL and WMRB results of the Transfer-Networks
on the warm-start scenario

Loss Archa BS Optimizer p BNb AP@10 coverage@10

BPR [3,5] 256 adagrad 0.01 TRUE 0.07743 0.0110

WARP-AHL [10] 512 adagrad 0.01 FALSE 0.075119 0.0056

WMRB [3,5] 256 adagrad 0.01 TRUE 0.086873 0.0042
a Architecture refer to the neural network architecture, where [3,5] means that
the network has two fully-connected layers. The first number denotes that the
input layer’s dimensionality is multiplied by 5. The second number denotes
that the output dimensionality of the second layer is multiplied by 3. With
the tag genome features, this amounts to 5640 and 16920 units for the second
and third layers.
b If batch norm was applied.

5.3 Experiment on the Transfer-Networks’ Capability
on the Cold-Start Data

In Table 3, it is clear that each of the Transfer-Networks perform better than their
LightFM counterparts in creating recommendations for the cold-start scenario.
The results of the Transfer-Networks vary significantly, although at a level still
superior to the LightFM implementations. WARP-AHL is significantly higher in
AP@10 than neighborhood averaging. Among the other Transfer Networks, it
has the highest coverage@10 where 27% of the catalog of 549 cold-start movies
is being recommended. Together with the AP@10 results, this shows the degree
of personalization offered by PRTNet.

Neighborhood averaging, a very simple content-based filtering algorithm
achieved second. It is a technique that averages over the tag genome values
and the closest 10 cold-start items to this averaged vector is recommended1.
This simple algorithm outputted slightly better results than BPR, WMRB and
even the LightFM implementations. It also has the highest coverage@10, where
91% of the cold-start items catalog is already being recommended at the first
10. We think that its success is because of the “denseness” of the MovieLens
dataset, where ratings for each movie is numerous. It may also be attributable
to the richness of the tag genome, where each tag describes movies in a fine
detail. For sparser datasets and coarser item features, this averaging technique
may not be suited. This is a point for further study.

The statistics for the training time for the best Pairwise Ranking and Trans-
fer Network implementation is shown in Table 4. For the Pairwise Ranking Net-
works, it is clear that WMRB is significantly faster than BPR and WARP train-
ing. This is attributable to its smaller number of latent factors to update. On
the other hand, BPR is both the slowest and the most varied in its training time

1 Neighborhood averaging was ran using the entire training set and is a deterministic
algorithm.



426 D. M. Valerio and P. C. Naval

Table 3. Results for experiment 3: metrics on cold-start data

Algorithm Mean AP@10 Std AP@10 coverage@10

WARP-AHL 0.294 0.060 0.2716

Neighborhood averaging 0.205 - 0.91

BPR 0.196 0.089 0.0905

WMRB 0.193 0.144 0.0512

LightFM BPR 0.0183 0.010 0.7967

LightFM WARP 0.0170 0.004 0.7581

LightFM BPR with Item Features 0.005 0.015 0.7967

LightFM WARP with Item Features 0.0144 0.005 0.7490

convergence. Recall that in our experiments BPR required the largest number of
latent factors. For the Transfer Networks, WARP-AHL is the fastest algorithm
in terms of the total training time since it has the least number of training
epochs. This is because the best architecture found for WARP-AHL is a single
wide layer as opposed to BPR and WMRB. Convergence for the weights was
achieved in fewer epochs and it also resulted in being the best network for cold-
start recommendation. In other words, the less complex WARP-AHL Transfer
Network achieved better generalization and faster training time than its more
complex counterparts.

Table 4. Mean training time in seconds of the best networks

Pairwise Networks Transfer Networks

Train time Time/epoch Train time Time/epoch

BPR 4130.31 ± 849.88 96.47 ± 0.30 364.11 ± 89.03 1.30 ± 0.19

WARP-AHL 1145.97 ± 102.83 54.17 ± 0.52 313.53 ± 96.08 1.31 ± 0.12

WMRB 592.24 ± 121.08 17.89 ± 0.38 385.89 ± 95.52 1.30 ± 0.21

5.4 Conclusion

In this paper, we used neural networks to map item features to the collaborative
filtering domain represented by item latent matrices. The item latent matrices
are trained by neural networks of pairwise ranking functions to enable training
on implicit feedback. These neural networks are nonlinear mapping functions
that enable recommendation of items without ratings data.

We have shown success with using Pairwise Ranking and Transfer Networks
for cold start recommendations. Our Transfer-Networks yielded significantly bet-
ter results than LightFM methods. Overall, our proposed WARP-AHL func-
tion is the best function for the Pairwise Ranking Network and Transfer Net-
work. It has achieved comparable performance with BPR in two experiments.
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In a third experiment, it significantly outperforms BPR and WMRB. WARP-
AHL also achieved the best coverage@k among these methods.

For future work, more research is needed using other datasets. The MovieLens
dataset is a dense type of collaborative filtering dataset, that is, there are many
more users with many ratings than users with fewer ratings. It is interesting
to study the efficiency of Pairwise Ranking Networks and Transfer Networks
for cold-start recommendation in sparser datasets, that is, has a less than 0.34%
non-zero entries. We also plan to implement deeper architectures for the Pairwise
Ranking Network instead of the single layer decomposition in this research. This
can introduce a hierarchy of latent features in a way similar to the advances
in deep learning. A multi-layer decomposition of the ratings matrix, as well
as a simultaneous nonlinear mapping function, could be computed efficiently
with modern GPU architectures. Lastly, we also plan to create networks that
simultaneously learn the optimal ranked list and the mapping function. This
may introduce a tighter coupling of the item feature mapping and the item
latent matrix, making the model generalize well to both scenarios of warm-start
and cold-start recommendation.
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Abstract. In a relation classification task, few-shot learning is an effec-
tive method when the number of training instances decreases. The proto-
typical network is a few-shot classification model that generates a point
to represent each class, and this point is called a prototype. The mean
is used to select prototypes for each class from a support set in a pro-
totypical network. This method is fixed and static, and will lose some
information at the sentence level. Therefore, we treat the mean selection
as a special attention mechanism, then we expand the mean selection
to dynamic prototype selection by fusing a self-attention mechanism.
We also propose a query-attention mechanism to more accurately select
prototypes. Experimental results on the FewRel dataset show that our
model achieves significant and consistent improvements to baselines on
few-shot relation classification.

Keywords: Relation classification · Few-shot learning · Attention
mechanism

1 Introduction

Relation classification (RC) is an important task in natural language processing
(NLP). It is applied to many downstream tasks, such as knowledge graphs
(KGs) and question answering (QA), aiming to determine the correct relation
between two entities in a given sentence.

Conventional supervised models [6,7] achieve successful results at this task.
But conventional supervised learning methods need annotated data, which is
c© Springer Nature Switzerland AG 2020
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time-consuming and labor-intensive. A distant supervision (DS) mechanism is
a primary approach to alleviate this problem, and it automatically annotates
adequate amounts of training instances [8].

Some models achieve promising results on common relations, but the perfor-
mance of a relation drops dramatically when its number of training instances
decreases. About 58% of the relations in NYT-101 are long-tail, with fewer than
100 instances [5]. In a relation classification task, few-shot learning is an effective
method when the number of training instances decreases. Hence many few-shot
learning methods have been studied in recent years which contain some metric
learning methods such as the Prototypical Network (PN) [9].

The core of PN is the prototype, which is a representation of each class
encoded by a convolutional neural network (CNN). Therefore, the distance
between the instances of a query set and the prototype is calculated by the
square of L2 distance. This method averages all instances of each class as proto-
types, and it has some disadvantages. First, the mean selection method is a static
process, and it may lose some information at the sentence level. Second, each
instance should have its own weight. A different confidence should be applied to
each instance for each relationship, but this method treats them equally.

We can generalize the mean selection as a special attention mechanism, and to
better select prototypes and enhance accuracy, we expand the mean selection as a
dynamic selection by fusing a self-attention mechanism. By this method, we can
assign different weights to each instance and update weights dynamically. We also
propose a query-attention mechanism that considers the instance information
of a query set, gets better semantic information, and selects prototypes more
accurately. In our model, we use self-attention and query-attention mechanisms
to construct a weight matrix. It reflects the weight of each instance in each
class. We build sentence-level attention over multiple instances, which is expected
to dynamically select the prototype. Compared to the PN model, the model
fusing an attention mechanism can select prototypes according to the weight
of each sentence and update weights dynamically. In particular, the attention
mechanism that consider the sentence information in the query set can match
with prototypes more accurately. The main contributions of this work is twofold:

1. We expand the mean selection as a dynamic selection by fusing a self-attention
mechanism.

2. We propose a query-attention mechanism that considers the instance infor-
mation of a query set.

2 Related Work

2.1 Few-Shot Learning in RC

Many methods have been proposed for RC, such as embedding, kernel, and
neural methods. Neural networks have shown great power in supervised tasks
1 This dataset is generated by a distant supervision mechanism, and it contains much

noise.
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and have been widely used in NLP tasks in recent years. Gormley et al. [4] used
word embedding and position embedding as inputs of CNN to obtain sentence
representation.

Many models use the distant supervision dataset and obtain good results.
Nevertheless, these models are mainly devoted to reducing the noise caused
by distant supervision without considering the influence of long-tail relations.
Therefore, the small sample learning method becomes a point of focus.

Much effort has been devoted to few-shot learning. Caruana [2] fine-tuned
pre-trained models from classes containing many instances to those with few
instances using transfer learning methods. Metric learning methods [11] have
been proposed to learn the distance distributions among classes. Garcia and
Bruna [3] proposed the architecture of the graph neural network, which propa-
gates label information from labeled samples toward unlabeled query samples.
Meta-learning has been recently proposed, and such models [9] have achieved
significant results on several few-shot benchmarks. Much work in NLP focuses
on the zero-shot/semi-supervised scenario [12]. Regarding the RC task, Han
et al. [5] proposed a new large supervised few-shot RC dataset and conducted a
comprehensive evaluation of few-shot learning methods on this dataset.

2.2 Attention Mechanism

Bahdanau et al. [1] used an attention mechanism on machine translation tasks,
which was the first research to apply an attention mechanism to NLP. Vaswani
et al. [10] summarized the attention mechanism to a query action from sets of
key-value pairs.

3 Few-Shot with Prototypical Network

In this section, we introduce the Prototypical Network (PN). It is first necessary
to describe the formulation of few-shot because the dataset usage and training
steps differ from other machine learning methods.

3.1 Task Formulation

Given a sentence with the annotated entity pairs e1 and e2, we aim to identify
the relation between e1 and e2. Here, R = {r1, ..., rC} defines all relations in the
dataset. In training, we need to select some instances as support and query sets.
We randomly select N ∗ K instances as the support set, which has N classes.
Then we select some instances, called the query set, which do not overlap with
those in the support set.

Using the support set S consists of labeled instances to predict the unlabeled
instances in query set Q. The support set contains N classes randomly selected
from R, and each class contains K samples. The support set is defined as

S = {(x1
1, r1), . . . , (x

K
1 , r1)

. . . ,

(x1
N , rN ), . . . , (xK

N , rN )}
. (1)



434 L. Wu et al.

xi
j = [w1, w2, . . . , wl] denotes an instance where j = rj , and it is a sequence of

tokens [w1, w2, . . . , wl], where l denotes the maximum length. Each sentence has
a different length, so we need to set a value to pad them to the same length.

3.2 Prototype Selection and Model Training

The structure of PN is shown in Fig. 1.

Fig. 1. Architecture of our models in an N-way K-shot learning scenario. First, the
sentences are encoded by CNN. Then, through the blue or red array, a prototype of each
class is selected by self-attention or query-attention respectively. Finally, prototypes
will be used for classification when comparing to the encoded instance from a query
set. (Color figure online)

Given an instance x = [w1, w2, . . . , wl], the pre-trained model GloVe2 maps
each word to a vector vword ∈ R

dw . To highlight the role of entities, we introduce
position features that map the relative distance between each word and two
entities to two vectors vposition1 ∈ R

dp , vposition2 ∈ R
dp . Finally, the dimension

of each word is dw + dp ∗ 2. After embedding, we use CNN as an encoder to
extract the high-level features of each sentence and get the semantic information
of instances. The process of embedding and encoding is defined as

h = CNN(Vword

⊕
Vposition1

⊕
Vposition2). (2)

2 https://nlp.stanford.edu/projects/glove/.

https://nlp.stanford.edu/projects/glove/
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After extracting semantic and positional information of each instance by
the encoder, we take the mean of K instances to be prototypes, and we get
N prototypes. These are representations of each class. Then we calculate the
distance between each query instance and each prototype. The closest prototype
to the query instance is the prediction of the query instance. Finally, we compute
the loss between truth labels and predictions and train with backpropagation.

The support set is used to calculate prototypes. For each class of the support
set, PN takes prototypes by averaging all instances in each class. The process of
getting prototypes cn can be expressed as

cn =
1

|Sn|
∑

(xi,yi)∈Sn

hi, (3)

where n is a class whose prototype is cn. The square of L2 distance is used to
classify the class of the support set:

d(h, cn) = ‖hq − cn‖2 (4)

Ph =
exp(−d(hq, cn))∑
n′ exp(−d(hq, cn′ ))

. (5)

Equation 5 is a softmax, where hq is the encoded instance in the query set.
From the above formula, we can get the probability of each class and predict
instances in a query set.

The averaging method in prototype selection has some disadvantages. First,
to get a prototype by the mean selection method is a static process. If an instance
contains rich information, mean selection can only get a part of the information,
and it may lose some information at the sentence level. Second, each instance
should have its own weight because a different confidence should be applied
to each instance for each relationship, but this averaging method treats them
equally. If we can set the weight of each instance dynamically, then a better
prototype will be selected, and this will result in better performance.

4 Dynamic Prototype Selection

We employ dynamic prototype selection to select the prototype in PN. The mean
selection is shown in Fig. 2(a), and our dynamic selection is shown in Fig. 2(b).
The difference in these selections is the weight. The mean selection uses a fixed 1

k ,
and dynamic selection uses wj

i , which is dynamic. To unify those two selections,
the mean selection is generalized as a special attention mechanism, as described
below.
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(a) Select with Averaging (b) Select Dynamically

Fig. 2. Comparison of different selections

4.1 Attention and Mean Selection

The attention function used in this paper can be defined as follows, and the
prototype can be generated using this section:

attention = W

where
k∑

i=1

Wi = 1.
(6)

cn =
k∑

i=1

Wihi. (7)

The output of the attention function is a vector, which has k dimensions in
an N -way k-shot model. Wi is the weight of ith instance in each class. The cn
is the selected point from support set.

In PN, the mean is used for all instances of each task, and we use the results as
prototypes to represent each class. The mean can be represented as an attention
that all instances have the same weight,

attention = [
1
k
,
1
k
, . . . ,

1
k

]. (8)

Now that the mean is connected with attention, we will show several attention
implementations.

4.2 Selection with Self-attention Mechanism

Here, we only consider the support set information, so we use self-attention
mechanism to build the weight matrix. As described by Vaswani et al. [10],
self-attention mechanism will be used due to its good performance.
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W co = softmax(
S∗S∗T

√
dim

)

where S∗ = SWs + bs

, (9)

and Ws ∈ R
dim×dim, dim is the dimension of the encoded instance, bs is the

bias, and W co is a matrix which we called co-attention. But what we want is an
attention vector W . We use W co to generate the attention vector, whose every
element is generated by averaging every column:

Attentionself (S) = [a1, a2, . . . , ak]

ai =

∑k
j=1 W

co
ij

k
.

(10)

4.3 Selection with Query-Attention Mechanism

We want to compute attention with more information. Not only the support set
but the query set is taken into account to gather more semantic information.
Therefore, we employ query-attention. We use the same method to generate the
attention vector from the co-attention matrix in the self-attention mechanism.
We generate the co-attention matrix as follows, where WQ ∈ R

dim×4dim and
Watten ∈ R

4dim×k:

Attentionquery(S,Q) = softmax((|S − Q|WQ) ∗ Watten + batten). (11)

5 Experiment

5.1 Dataset

The FewRel dataset consists of 100 relations, each with 700 instances. The aver-
age number of tokens in each sentence is 24.99, and there are 124,577 unique
tokens in total. The 100 relations are split into 64, 16 and 20 for training, val-
idation and test respectively. It is a large-scale supervised dataset for few-shot
relation classification tasks. To address the wrong-labeling problem in most dis-
tantly supervised RC datasets, researchers apply crowd-sourcing to manually
remove the noise3.

5.2 Parameter Settings

For the model setup, we set the character embedding dw to 50 and the position
embedding size to 10.4 The kernel size of CNN is 3 and the number of kernels is
3 Many previous works have worked on automatically removing noise from distantly

supervision. Instead, they use crowd-sourcing methods to achieve a high accuracy.
https://github.com/thunlp/FewRel.

4 Both position embedding relative to entity 1 and entity 2 are 5. The position embed-
ding size is combined them together.

https://github.com/thunlp/FewRel
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230. For regularization, the dropout is used in the model with probability 0.1.
Settings for most parameters are the same as for the prototypical network.

We let stochastic gradient descent (SGD) be the optimizer and set the initial
learning rate to 0.1, decreasing by 10−5 after 10000 steps. We use a batch size
of 4 and train all models with 30000 steps. Based on previous work, providing
more classes during training can obtain better results, so we use 20 classes to
train the model. During training, 20 classes are randomly selected as N , and
five instances are randomly selected as K in each batch. The parameters in this
model are randomly initialized from a uniform distribution over [−0.05, 0.05].

5.3 Results

Our experiments try out four few-shot learning configurations, 5-way 1-shot, 5-
way-5 shot, 10-way 1-shot, and 10-way 5-shot, which were the same as Han et al.
[5] Table 1 shows that the dynamic selection method fusing attention mechanism
achieves a better result compared to the other models.

Table 1. Accuracies (%) of different models on FewRel test set.

Model 5-way 1-shot 5-way 5-shot 10-way 1-shot 10-way 5-shot

Meta∗ 64.46± 0.54 80.57± 0.48 53.96± 0.56 69.23± 0.52

GNN∗ 66.23± 0.75 81.28± 0.62 46.27± 0.80 64.02± 0.77

SNAIL∗ 67.29± 0.26 79.40± 0.22 53.28± 0.27 68.33± 0.25

PN∗∗ 69.20± 0.20 84.79± 0.16 56.44± 0.22 75.55± 0.19

PN-Self† 72.39± 0.20 89.44± 0.37 60.01± 0.22 81.51± 0.12

PN-Query‡ 72.58± 0.20 90.30± 0.17 60.97± 0.22 83.19± 0.10
∗ The scores of these three models are from Han et al. [5] which systematically
adopts the most recent state-of-the-art few-shot learning methods for RC.
∗∗ PN is the prototypical network, which is the baseline in these experiments.
† This is our model PN with self-attention, as described in Sect. 4.2.
‡ This is our model PN with query-attention, as described in Sect. 4.3.

5.4 Analysis

Experimental results show that the model fusing attention mechanism can
enhance the accuracy of prediction. The dynamic selection method can deal with
the problem that treat all instances as a same weight and update the weight of
each instance dynamically. In addition, our proposed query-attention mechanism
considers semantic information of query sets, and therefore can achieve higher
accuracy.
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Because we use a neural network to replace the mean method so we want to
know the increase of accuracy come from attention mechanism or just because
it’s a neural. Therefore, we further experiment with several models that replace
our attention mechanism based dynamic selection with a multi-layer fully con-
nected neural network. We employ several types of fully connected networks
with different action functions and dropout rates, and the results are shown in
Table 2. The multi-layer perception (MLP) method is worse than our model,
and most of them are even worse than the PN. This shows that not every neural
network can improve the performance. The model fusing attention mechanism
make an improvement because the attention mechanism is a generalization of
the mean and it can dynamically select prototypes more accurately.

Table 2. Accuracies (%) of using MLP selection method and attention selection
method on FewRel

Model Layers∗ Activation∗∗ Dropout Accuracy†

PN+MLP 1 Relu 0.5 83.26± 0.22

0.3 83.67± 0.16

0.1 84.09± 0.19

tan 0.5 75.22± 0.20

0.3 82.71± 0.18

0.1 84.49± 0.21

2 Relu 0.5 82.71± 0.18

0.3 83.44± 0.21

0.1 82.90± 0.32

tan 0.5 19.89± 0.21

0.3 84.40± 0.13

0.1 85.34± 0.28

PN 0.1 84.79± 0.16

PN+Self 0.1 89.44± 0.37

PN+Query 0.1 90.30± 0.17
∗ This parameter layers describe as the hidden layer of MLP.
∗∗ This parameter layers describe as the activation function of
MLP. We use two nonlinear activation functions.
† We used the accuracy of 5 way 5 shot task as the basis for our
evaluation.

6 Conclusion

In original PN, the mean is used to select the prototype, and it is static and
fixed. This method may loss some information at the sentence level and reduce
the performance of the entire model. We treat the mean as a special attention
mechanism that is static. According to this, we generalize the mean selection to
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a real attention mechanism. We experiment with the two attention mechanisms
of self-attention and query-attention. Those dynamic selection methods obtain
better results than the original PN. Further analysis shows that the increased
performance is due not to a neural network but to an attention mechanism. Our
attention mechanism is a generalization of the mean, and it can dynamically and
accurately select the prototype and enhance the accuracy.

Treating the attention mechanism as a generalization of the mean is a novel
strategy to dynamically select the prototype. It is a new way to find a more
accurate method to select prototypes.

Acknowledgement. This paper is sponsored by National Science Foundation of
China (61772075) and National Science Foundation of Hebei Province (F2017208012).
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Abstract. In educational data mining, study performance prediction is one of the
most popular tasks to forecast final study status of students. Via these predictions,
in-trouble students can be identified and supported appropriately. In the existing
works, this task has been considered in many various contexts at both course and
program levels with different learning approaches. However, the real-world char-
acteristics of the task’s inputs and output such as temporal aspects, data imbalance,
and data shortage with sparseness have not yet been fully investigated. Making the
most of deep learning, our work is the first one handling those challenges for the
program-level student classification task on temporal educational data. In a sim-
ple but effective manner, a novel solution is proposed with convolutional neural
networks (CNNs) to exploit their well-known advantages on images for temporal
educational data. Moreover, image augmentation is done in different ways so that
data shortage with sparseness can be overcome. In addition, we adapt new loss
functions (Mean False Error and Mean Squared False Error) to make CNN mod-
els tackle data imbalance better. As a result, the task is resolved by our enhanced
CNN models with more effectiveness and practicability. Indeed, in an empirical
study on three real temporal educational datasets, our models outperform other
traditional models and original CNN variants on a consistent basis with Accuracy
of about 85%–95%.

Keywords: Program-level student classification · Deep learning · Convolutional
neural network · Data imbalance · Data sparseness

1 Introduction

In educational data mining, study performance prediction of each student is one of the
most popular tasks. It has been supported in many various contexts in the existing works
which are reviewed as follows. Classifiedwith respect to the performance level, [4, 9–11]
conducted the task at the course level to predict a final study status or a final grade of
each student after the end of the course, while few works defined the task at the program
level to predict a final study status of each student after the period of time completing the
curriculum. Classified with respect to the learning approaches, [10] and many existing
works in the past used traditional supervised learning models, while [2, 9, 11, 12] used
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deep learning models. As an advanced approach, deep learning has been examined in
[17] and reviewed in [5]. In particular, [17] discussed the use of deep learning for student
proficiency estimation in an e-tutoring system. It was realized that deep learning had their
own merits such as encoding learning dynamics and discovering novel representations.
However, it is argued that deep learning might not have been the panacea, but promising.
In addition, datasets play an important role in selecting a predictionmodel. Deep learning
might be needed if datasets are large enough.

As compared to the existing works, in this paper, our work supports study perfor-
mance prediction as a student classification task in the supervised learning approach
with deep learning models. We consider the task at the program level based on temporal
educational data of regular students in an academic credit system.

Moreover, our work takes into account the real-world characteristics of the task’s
inputs and output to make its context more practical. For the inputs, temporal aspects,
data imbalance, and data shortage with sparseness are supported. For the output, we use
the training dataset of the study results of the past students in the previous generation to
build a model for predictions of each student in the current generation at the program
level. These characteristicsmake the taskmore challenging, especiallywith deep learning
which often requires (extremely) large datasets of images and texts.

Nowadays, [2, 4, 8, 9, 12, 16, 18] and the other existing works with deep learning on
educational data reviewed in [5] have not yet taken into consideration the aforementioned
task and its context. Indeed, [2] utilized three variants of recurrent networks: traditional
recurrent neural network (RNN), a Gated Recurrent Unit (GRU) neural network, and
a Long-Short Term Memory network (LSTM) to build sensor-free affect detectors on
temporal data from ASSISTments, a free web-based learning platform in a classroom
environment. The authors did not face the challenges stated in our work. Nevertheless,
their results showed great improvement with deep learning models as compared to the
previous ones. In [9], the authors proposed a prediction model, GritNet, based on the
bidirectional long short-termmemory (BiLSTM)model to predict the study performance
of students according to their interactions with online coursework on Udacity. In [8],
GritNet was later introduced with domain adaptation to transfer a GritNet model trained
on a past course to a new one. The task supported in [8, 9] was defined at the course level.
In their models, globally max-pool representation of the hidden states over the entire
sequence was defined to tackle data imbalance. Nonetheless, no detail about sparseness
was mentioned. In [12], the authors proposed an Exercise-Enhanced Recurrent Neural
Network framework to model student exercising process with a BiLSTM model for
exercise semantic representations from texts and then with a LSTM to trace student
states. After that student performance predictions were made with Markov property or
Attention mechanism. Their models were evaluated on real-world mathematic datasets
from an online learning system for senior high-school students with exercise resources.
In [16], the authors proposed a dropout prediction model for students in massive open
online courses (MOOCs), based on a deep, fully-connected, feed-forward neural network
using clickstream data from 40 MOOCs from HarvardX. The authors also considered
data imbalance and used reweighting the loss of the classes, but the problem was not
completely solved. In [18], the authors defined a Deep Belief Network for Automatic
Short AnswerGrading, using data fromCordillera, a natural language intelligent tutoring
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system for teaching introductory college physics. Their model provided better results
than the traditional classifiers. Like [11], [4] performed a dropout prediction task at the
course level. Unlike [11], [4] aimed at MOOCs, particularly using time series data from
the Coursera and edX courses. The authors used an RNN model with LSTM cells to
obtain better dropout prediction results as compared to the others. Unfortunately, no
challenge like those in our task was detailed in the aforesaid works.

As the first work handling those challenges for the program-level student classifi-
cation task on temporal educational data, our work constructs a deep learning-based
solution in a simple but effective manner. In this solution, convolutional neural networks
(CNNs) are used so that their well-known advantages on images can be applied to tem-
poral educational data. Therefore, temporal educational data are first transformed into
color images. Those resulting images can also preserve the temporal aspects of the data.
Moreover, image augmentation can be done on those images in different ways so that
data shortage with sparseness can be overcome. Thanks to the today’s deep learning
framework, customized loss functions can be implemented for deep learning models.
With that facility, we adapt new loss functions (Mean False Error and Mean Squared
False Error) in [14] to handle data imbalance with CNN models. As a result, our task
can be resolved with such enhanced CNN models for more effectiveness and practica-
bility. Indeed, an empirical study on three real temporal educational datasets has shown
that our enhanced CNN models outperform other traditional models and original CNN
variants on a consistent basis. They can provide more correct predictions with Accuracy
of about 85%–95%. These correct predictions are helpful for identifying in-trouble stu-
dents so that more appropriate support can be prepared to enable them to graduate from
a university ultimately.

2 A Student Classification Task on Temporal Educational Data

Program-level student classification is an educational data mining task to classify a cur-
rent student into an appropriate final study status group after the end point in time of
the program. When the task is conducted on temporal educational data, all the historical
study results of each student are examined. At that moment, knowledge chains accu-
mulated so far can be analyzed towards the final success of each student. Nevertheless,
such a task has not yet been investigated in the existing works.

Given a generation of u students with all the historical study results of each student,
the task is to classify u students into two groups: the first including the students who
will graduate from university and the second including the students who will never. It
is regarded as a prediction task that predicts the final study status of a student with two
labels: “graduating” and “study_stop”, respectively.

To solve the aforementioned task, the historical data of the previous generation are
used in a supervised learning approach to support a current generation. This forms a
practical context of the task in our real world. The following are its formal definitions.

Given a dataset Dt
m aboutm students at a point t in time for t = 1… T, Dt

m is defined
as follows: Dt

m = {
Xt
1, X

t
2, . . . , X

t
m

}
. In our work, a point t in time is a semester.

In Dt
m, X

t
i is a vector representing a student at a point t in time as follows:

Xt
i =

(
xti1, x

t
i2, . . . , x

t
ip

)
for i = 1 . . .m



An Enhanced CNN Model on Temporal Educational Data 445

Where p is the dimensionality of a vector which is the number of courses required
for graduation and each xti j with j = 1… p is a positive real number in a grading scale,
e.g. [0, 10], representing a grade that a student has got for the course at the dimension j.

The total data set Dm about m students in T semesters is defined as follows:

Dm =
{
D1
m, D

2
m, . . . , D

t
m, . . . , D

T
m

}

Regarding the study status labels, Y is a set of labels defined: Y = {0, 1}. In our
experiments, 1 is used for “study-stop” and 0 for “graduating” to imply unsuccessful
and successful students, respectively.

Using these definitions, the inputs, output, and processing of the task are formally
stated below, using U as an unlabeled dataset of u current students in T semesters at
present, denoted as Tcurrent , and L as a labeled dataset of n past students in T semesters
in the past, denoted as Tpast .

U = (Du,Yu) in Tcurrent where Yu = {unknowni } for i = 1 . . . u
L = (Dn,Yn) in Tpast where Yn = {yi } for yi ∈ Y ∧ i = 1 . . . n

Dn andDu are defined likeDm for n past students and u current students, respectively.
Yn in L is a set of n known study status labels each of which shows the final study status
of a corresponding past student; while Yu in U is a set of u unknown study status labels
for u corresponding current students to be predicted.

The task is now resolved with two phases as follows:

(i). Construct a classifier: H = learning(L), where H is our model obtained from the
process of a supervised learning algorithm learning on a labeled dataset L.

(ii). Classify unlabeled data: Yu = H(Du) such that Yu = {yi} for yi ∈ Y ∧ i = 1… u.

3 The Proposed CNN Model with Additional Enhancements

In this section, a novel solution to our program-level student classification task on tempo-
ral educational data is proposed with enhanced CNN models. CNN models are chosen
due to two main facts. The first is their great success in image and text processing.
This success has been shown with textual data in the course forum in [11]. The second
is their capability of examining spatial-temporal associations layer by layer in inputs.
Such a capability is needed when a certain number of courses in a few semesters of each
student must be examined. Moreover, additional enhancements like including new loss
functions and data augmentation are available with CNNmodels so that they can handle
small-sized datasets with imbalance and sparseness well.

3.1 Model Design

a.Fromtemporal educational data to images for aCNNmodel. In this transformation,
temporal study results of each student are processed into a color image. At that moment,
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differences between the students can be obtained by means of visual features layer by
layer with a representation learning process of a deep learning model. Such differences
can then be fed to the final learning process for classification. An illustration is shown
in Fig. 1 to represent “graduating” and “study_stop” students.

(a). Representation of a “graduating” student (b). Representation of a “study_stop” student

Fig. 1. Illustration on image representations of “graduating” and “study_stop” students

From each Xt
i vector in Dt representing a student at a time point t for t = 1… T, a
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After transformation, each student i is represented over T time points as an image:
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for a color channel

In this representation, each window of a certain size can be used to slide over such
an image so that visual features can be captured via color, brightness, shading, region
growing, and so on. Those features imply that the temporal connections between study
results from different courses over time can be extracted. They become more helpful
when not only local but also global ones can be generated in deep learning.

b. New loss functions for a CNN model. Nowadays, there are several different
approaches handling data imbalance in deep learning as introduced in [3, 7, 14]. For
educational data, [11] has examined a cost-sensitive learning approach in [7] and a loss
function-based approach in [14]. It is found that a loss function-based approachwasmore
appropriate for educational data. Therefore, mean false error (MFE) and mean squared
false error (MSFE) which are loss functions minimized for the deep neural networks
handling data imbalance proposed in [14] are presented as follows:

MFE = FPE + FNE

MSFE = FPE2 + FNE2
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Where FPE is mean false positive error, FNE is mean false negative error, N is the
number of instances in the negative class (i.e. majority class), and P is the number of
instances in the positive class (i.e. minority class). FPE and FNE are given below:

FPE = 1

N

∑

i=1..N

1

2
(d(i) − y(i))2

FNE = 1

P

∑

i=1..P

1

2
(d(i) − y(i))2

Compared to each other, MFE is less complex than MSFE although [11] has con-
firmed the more effectiveness of MSFE. In the context of our task, data shortage makes
us hard to anticipate if MSFE is still more effective. Therefore, the traditional loss func-
tions like mean squared error (MSE) and cross-entropy along withMFE andMSFE need
to be examined for our CNN model on temporal educational data.

c. Data augmentation. Once our temporal educational data become images, image
preprocessing techniques can be used to obtain different versions of each image in the
original dataset. By doing that, a small-sized training dataset can be enlarged and well
fit for deep learning. Meanwhile, sparseness can be resolved when zeros play a role of
image background and only non-zero values are consideredwith the image preprocessing
techniques. Amongmany various techniques such as flipping, rotation, shear, brightness,
zoom, and shifting, we select three of them as follows for augmentation according to
the characteristics of our temporal educational data.

• Shear: given a degree value d, this technique shears the angle in counter-clockwise
direction in d degrees. Applying to temporal educational data, the study results of
some courses in some semesters will move from the bottom to the top in counter-
clockwise direction. At the same time, the regions at the top on the left and at the
bottom on the right are removed, leading to a corresponding removal of the study
results of the general courses in the first year and those of the courses in the latest
year. These data have less impact on classification because for most students, the first
ones are nearly the same and the second ones are almost zeros.

• Zoom: given a zoom value z, this technique makes a random zoom between (1 − z)
and (1 + z) corresponding to zoom-in and zoom-out. Such zooms help us stress the
available study results and skip zeros, leading to sparseness reduction.

• Horizontally flipping: this technique randomly flips an image horizontally. Conse-
quently, the study results in the T-th semester become those in the 1st semester, the
study results in the (T − 1)-th semester become those in the 2nd semester, and so
on. A normal student will have a quite full image along the study path of knowledge
accumulation with respect to the curriculum and thus, more differences between the
original image and the transformed one. By contrast, an in-trouble student will have a
less full image with more sparseness if he/she has studied just for a while. In another
case, an in-trouble student will have a quite full image, but containing several study
paths because of the on-time courses and the retaken courses. Such discriminations
are helpful for class separation in the learning process.
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Using these techniques, our resulting model will get more effective than the one on
original data with no augmentation. This hypothesis is tested in our empirical study.

d. An enhanced CNN model for program-level student classification on temporal
educational data. Putting them altogether, an enhanced CNN model is achieved. This
model is then configured with an appropriate number of convolutional layers, pooling
layers, and fully connected layers for classification.

• Convolutional layers: due to small image sizes of p × T where p is the number of
features and T is the number of time points, our CNN model is designed with two
convolutional layers. The first one helps us extract local study trends in study results
over time. The latter generates global ones by combining the local study trends which
have just been derived. In particular, each filter of the first convolutional layer forms a
view of study results corresponding to a group of courses over some contiguous points
in time.After that, eachfilter of the second convolutional layer combines those detailed
views into a larger group of courses over time to reflect the study characteristics of
each student via all the courses he/she has studied so far with respect to the entire
curriculum of the program.

• Pooling layers: after each convolutional layer, there is a max pooling layer selected
according to the sparseness properties of temporal educational data. Indeed, averages
might include extremes like zeros into the next layers.

• Fully connected layers: after the second max pooling layer, several fully connected
layers are added to perform classification. The last layer among the fully connected
layers is the output layer of our model with only one node to support binary classifica-
tion. Only this layer uses “Softmax” activation function while the others use “ReLU”.
Besides, no dropout layer is used because of small-sized datasets.

For enhancements, our CNN model is equipped with data augmentation in its
preprocessing phase and with a new loss function in its learning phase.

3.2 Model Characteristics

In this subsection, the main characteristics of our enhanced CNN model are discussed.
Firstly, the novelty of our model is highlighted. Compared to deep learning models

in the existing works like [2, 8, 9, 11, 16–18] and those reviewed in [5], our model
is the first deep learning model for program-level student classification on temporal
educational data with data imbalance and sparseness. An entire solution is novel for the
task although its design is based on the existing deep learning supports.

Secondly, not only effectiveness but also practicability with data imbalance is exam-
ined for the proposed model. In [8, 9, 11], data imbalance is considered. However, the
context of each solution in these works is different from ours when our deep learning
model works with the images transformed from temporal numerical data. Resolving
such data characteristics is our first contribution to the task.

Thirdly, the practicability of our model is expressed via how it deals with data
shortage: small-sized training dataset and sparseness. Normally, deep learning requires
large to extremely large training datasets so that generality can be reached effectively.
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Such large datasets for a program-level supervised learning task are hardly available
because of the dynamics with often changes in the educational domain as compared to
other domains. In this situation, we still desire a deep learning model for our task and
thus need to overcome this challenge with data augmentation. Compared to the works
like [2, 8, 9, 11, 16–18] and those discussed in [5], our work is the first one that takes
this challenge into account and tackles it effectively as shown next.

Generally speaking, by means of deep learning, the learning process on temporal
educational data structured in images now conducts both representation learning for
visual features and supervised learning for classification. It exploits the dynamics in our
temporal educational data as explained previously for more effectiveness.

4 An Empirical Evaluation

4.1 Experiment Settings

In order to evaluate the enhanced CNN models, an empirical study is conducted.
The study used four real datasets of the studentswho tookComputer Science program

in 2005–2008 at Faculty of Computer Science and Engineering, Ho Chi Minh City
University of Technology, Vietnam National University – Ho Chi Minh City [1]. Details
of each dataset is given in Table 1. Each of them is named according to the year of
its corresponding generation. For each generation, the study results of the students with
respect to their curriculum in six contiguous semesters were used. For our datasets, there
are 43 dimensions (features, attributes) corresponding to 43 subjects in the curriculum.
For labeling each vector representing each student, two class labels, “study_stop” and
“graduating”, are used. “study_stop” shows that the student did not study any longer and
thus, never obtains a degree; while “graduating” implies that the student completed the
program successfully after a full period of study time. Regarding distribution over each
class, there is a high data imbalance in each dataset. This is a challenge that needs to be
considered in the learning process appropriately. Besides, our datasets are sparse due to
early prediction. The number of unknown values is high corresponding to the unknown
grades of the courses that the students have not yet taken. In these cases, zeros (0 s) are
used with the percentages in Table 1.

Table 1. Data descriptions

Dataset Total “study_stop” “graduating” Number of
values

Sparseness with 0 s

# % # % # % # %

2005 214 100 28 13.08 186 86.92 55,212 30,226 54.75

2006 209 100 17 8.13 192 91.87 53,922 31,789 58.95

2007 229 100 62 27.07 167 72.93 59,082 34,156 57.81

2008 243 100 75 30.86 168 69.14 62,694 34,974 55.79
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Furthermore, we consider their temporal aspects of educational data at two levels.
The first one is the student level examining six contiguous semesters when each student
is taken into account. This level enables to include the study performance history of
each student in the learning process. The latter is the generation level associated with
each generation which each dataset corresponds to. At the generation level, the previous
dataset is used to support the task on the current one in such a way that a practical context
can be established for the task. Therefore, our datasets are temporal and different from
those used in the existing works. In connection with these temporal aspects, our task
needs to be tackled with a more effective new model.

For traditional models, we used the existing ones in Weka library [15]. They are
k-nearest neighbors (k-NN) with k = 1 and Euclidean metric, Logistic Regression (LR),
Naïve Bayes, Neural Networks (NN), and Support Vector Machine (SVM) which is an
SMO model with the Radial Basis Function kernel. The choice of these models stems
from their popularity and relatedness to CNN models. Default parameter settings were
used to simplify the experiments and avoid bias implementation.

For the implementation of our enhanced CNN models, Keras [6] and Theano [13]
were used. Their configurations were made according to data characteristics. Particu-
larly, due to small-sized images, only two convolutional layers with 256 and 128 filters
using kernel size= (6, 6) and (3, 3), strides= (6, 6) and (3, 3), respectively, and two cor-
responding MAX pooling layers using pool size = (2, 2) can be included in our models.
After that, a flatten layer is used to convert 3D feature maps to 1D feature vectors. Next,
five fully connected layers are set for training on dataset 2005, while 7 fully connected
layers on datasets 2006 and 2007. No dropout layer is needed because of data sparseness.
For all the models, “ADAM” optimizer was used with batch size = 64 and epoch = 10,
while the activation function was “ReLU” for the internal layers and “Softmax” for the
output layer. Their summaries are given in Table 2.

Table 2. Summaries of our CNN models.

Training Trainable
params

Layers (nodes)

2005 501,441 Conv2D(256)-MaxPooling-Conv2D(128)-MaxPooling-Flatten-Dense(128)-
Dense(64)-Dense(64)-Dense(32)-Dense(1)

2006 536,577 Conv2D(256)-MaxPooling-Conv2D(128)-MaxPooling-Flatten-Dense(128)-
Dense(128)-Dense(128)-Dense(64)-Dense(64)-Dense(64)-Dense(1)

2007 513,729 Conv2D(256)-MaxPooling-Conv2D(128)-MaxPooling-Flatten-Dense(128)-
Dense(128)-Dense(128)-Dense(64)-Dense(64)-Dense(32)-Dense(1)

In the learning process, we consider four loss functions as previously presented. They
are binary cross-entropy (CE), mean squared error (MSE), mean false error (MFE), and
mean squared false error (MSFE). The first two arewell-known for a binary classification
task; while the last two were introduced in [14]. They were also examined in [11]
for effectiveness confirmation on temporal educational data with data imbalance at the
course level. Nevertheless, it is questionable to pick a proper loss function for deep
learning on temporal educational data at the program level.
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Moreover, thanks to ImageDataGenerator(), image augmentation has been done
with shear_range, zoom_range, and horizontal_flip. These techniques were selected
because of the temporal aspect of our datasets on the horizontal line. They generated
more images to enlarge our small-sized training sets from these various perspectives.

For comparison, Accuracy (%) is used for correct predictions. The higher values
imply the better model. Also, the best results are shown in bold in Tables 3, 4 and 5.

Table 3. Accuracy values from different classification models.

Dataset k-NN LR Naïve Bayes NN SVM Enhanced CNN

2006 67.46 23.45 56.46 10.05 68.90 94.74

2007 82.10 79.48 79.91 82.97 82.10 85.15

2008 79.42 80.66 83.13 84.36 83.54 85.19

Table 4. Accuracy values from our enhanced CNN model with different loss functions.

Dataset CE MSE MFE MSFE

2006 91.87 93.78 94.74 94.26

2007 72.93 72.93 85.15 83.84

2008 83.54 84.77 85.19 85.19

Table 5. Accuracy values from our enhanced CNN model before and after augmentation.

Dataset Augmentation CE MSE MFE MSFE

2006 Before 91.87 91.87 92.34 92.34

After 91.87 93.78 94.74 94.26

2007 Before 72.93 72.93 75.11 74.24

After 72.93 72.93 85.15 83.84

2008 Before 80.25 84.77 84.36 83.13

After 83.54 84.77 85.19 85.19

For evaluation, we raise three questions in this empirical study as follows:

– Do our enhanced CNN models outperform the traditional models?
– Are our enhanced CNN models more effective with an appropriate loss function?
– Are our enhanced CNN models more effective with image augmentation?
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4.2 Experimental Results and Discussions

For the first question, Table 3 shows that the best Accuracy values are from our mod-
els. There are significant differences between our models and the others because our
Accuracy values are higher than not only those of the others but also the percentages
of the majority classes in the datasets. It is worth noting that the highest improvement
was obtained for dataset 2006 on which NN failed to make correct predictions. On
this dataset, most of the models tend to assign a minority class label to any predicted
instance, leading to the lower Accuracy values. By contrast, our model can distinguish
well between the instances of the minority class and those of the majority class. On the
other datasets, NN gives the second best Accuracy values. In these cases, our models
outperform NN when more instances can be used from image augmentation and deep
representation on the instances can be conducted. This is understandable as the fully
connected layers in our models play a role of a neural network conducting a classifica-
tion task. Besides, in our models, a new loss function can be defined for a better learning
process; while the MSE function was fixed with NN. On a consistent basis, our models
yield more correct predictions on these three datasets.

To answer the second question, the results in Table 4 indicate the appropriateness
of MFE loss function for our enhanced CNN models in all the cases. Among the loss
functions, MFE loss function seems to be comparable to MSFE loss function. However,
MFE is more suitable. This selection at the program level is different from that in [11] at
the course level because of data shortage in our task, leading to the fact that it is hard to
achieve better convergences with a more complex loss function like MSFE. In contrast,
more effectiveness can be attained with MFE loss function to tackle data imbalance
in our datasets. Nevertheless, such better results with MFE loss function need more
investigation with a multiclass classification task in the future.

Next, the third question is answered with the results in Table 5 which reflect the sig-
nificant contribution of image augmentation to the effectiveness of ourmodels. Although
our models using eitherMFE orMSFEwith no augmentation are better than or compara-
ble to their variants using either CEorMSE, their performance can bewell enhancedwith
image augmentation. This is because MFE and MSFE are more complex loss functions
as compared to CE and MSE, leading to a need of more training instances. Using image
augmentation, our training datasets have been enlarged. The resulting larger training
datasets help the learning process perform better. For CE and MSE, augmentation also
has a certain impact on the effectiveness of the models using these loss functions. Gen-
erally speaking, deep learning models on our small-sized training datasets have been
successfully enhanced by image augmentation techniques, which cannot be obtained
with our original numerical datasets.

In short, this empirical evaluation has confirmed the appropriateness of our enhanced
CNN models for student classification on temporal educational data. They also make
more correct predictions than the traditional ones and their original variants. As a result,
our models help forecasting the final study status of each student so that stakeholders
can make suitable changes for more successful students.
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5 Conclusions

In this paper, we have built an enhanced convolutional neural network model to classify
university students at the program level using their temporal study results in the first
few years. Although numerical, such temporal educational data have been restructured
to become images. Those images can be then processed effectively by deep learning
because the inherent temporal relationships in temporal educational data can be captured
easily from the pixel locations of the resulting images. Besides, making the most of a
CNN model on images, two enhancements that have been made on a CNN model on
temporal educational data are a choice of a loss function and image augmentation. The
first enhancement is related to the optimization of the learning process, while the second
one is connected to the dataset size. In particular, among the existing loss functions, the
loss functions that canhandle data imbalance likemean false error andmean squared false
error seem to be more appropriate for the learning process on our very much imbalanced
educational datasets. For image augmentation, image processing techniques have helped
us tackle the small size of a training dataset with a deep learning model. Indeed, once
images are obtained from temporal educational data, more images can be generated
from those so that our small dataset can get larger for the learning process and thus,
the learning process can return a more effective model. Consequently, with Accuracy
of about 85%–95%, our enhanced CNNmodels outperform the other traditional models
and unenhanced original variants through a number of experiments on three various real
temporal educational datasets.

As of this moment, our enhanced CNN model performs binary classification on
temporal educational data. Therefore, we plan to extend the proposed model for multi-
class classification. This extension is nontrivial due to data imbalance and overlapping
of temporal educational data. In addition, integrating these models into the educational
decision support system is also of our interest for decision making support.
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Abstract. In this work we present a new algorithm for multivariate
time-series classification. On multivariate time-series of features we train
multi-class, multi-channel CNNs to model sequential data. The multi-
channel CNNs are trained on time-series drawn with replacement from
a pool of augmented time-series. The features extracted by such bag-
ging meta-estimators are used to train SVM classifiers focusing on hard
samples that are close to the decision boundary and multi-class logis-
tic regression classifiers returning well calibrated predictions by default.
The recognition is done by a soft voting-based ensemble, built on SVM
and logistic regression classifiers. We demonstrate that despite limited
amount of training data, it is possible to learn sequential features with
highly discriminative power. The time-series were extracted in tasks
including classification of human actions on depth maps only. The exper-
imental results demonstrate that on MSR-Action3D dataset the pro-
posed algorithm outperforms state-of-the-art depth-based algorithms
and attains promising results on UTD-MHAD dataset.

Keywords: Convolutional neural networks · Multivariate time-series ·
Depth-based human action recognition

1 Introduction

Automatic recognition of human activities – commonly referred to as Human
Activity Recognition (HAR) – has emerged as a key research area. The aim
of visual activity recognition is to determine whether a given action occurred
in image or depth sequence. HAR has gained importance in recent years due
to its applications in various areas such as health-care services, security and
surveillance, entertainment, smart home, and thus there is a rapidly increasing
demand for systems that allow recognizing human activities [1]. This is a chal-
lenging problem because of high complexity of human actions, complex motion
patterns, variation in motion patterns, occlusions, variation of appearance, etc.
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One of the main issues is that the same action can be performed in many different
ways, even by the same person. Thus, the main research challenge is to develop
a proper representation of actions, which is both discriminative and general.
With regard to data used for representing human behavior, the approaches can
be divided into visual sensor-based, non-visual sensor-based, and multi-modal
categories. Sensor-based activity recognition is a difficult task due to the inher-
ent noisy nature of measurements or observations. Visual sensors deliver 2D or
3D images, whereas other sensors delver one-dimensional/multi-channel signals.
Vision-based activity recognition has been a research focus for a long period of
time due to unobtrusiveness, big potential in surveillance [2] as well as ability
to cover the subject and the context in which the activity took place [1]. Wear-
able sensor-based approaches, on the other hand, does not suffer from occlusion,
lighting conditions and other visual constraints.

In recent years, substantial progress has been made in research on behavior
identification and understanding. Even though significant progress that has been
achieved, its associated tasks are far from being solved and many unsolved prob-
lems remain. Due to non-rigid shape of the humans, viewpoint variations, occlu-
sions, intra-class variations, and plenty relevant challenges and environmental
complexities, current state-of-the-art algorithms have poor performance in com-
parison to human capabilities of recognizing and understanding human motions
and actions. In order to facilitate development and evaluation of new algorithms
as well as to facilitate development and evaluation of new algorithms, several
benchmark datasets have been recorded and made publicly available in the last
decades [3,4]. The release of consumer depth cameras, like Microsoft Kinect, has
significantly lighten many of difficulties that lower the action recognition perfor-
mance on the basis of traditional RGB images. These sensors provide in addition
to the RGB image a depth map allowing to cope with viewpoints as well as illu-
mination and color changes. For the same reason, 3D-based approaches provide
higher accuracy than 2D-based approaches.

The MSR-Action3D [3] is one of the most frequently used datasets in the
research as well as in evaluation of algorithms using 3D information. The recently
introduced UTD-MHAD dataset [4] has four types of data modalities: RGB,
depth, skeleton joint positions, and the inertial sensor signals. Most approaches
to depth-based action recognition rely on 3D positions of body joints, which can
be determined for instance by the MS Kinect sensor [5]. As mentioned in a recent
work [6], there are only few researches on depth-based human action recogni-
tion using CNN, mainly because datasets with depth modality are relatively
small-scale. The recognition performances that are achieved by such algorithms
are generally lower in comparison to recognition performances of skeleton-based
methods. However, presently the choice of cameras that estimate locations of
body joints with sufficient 3D accuracy is quite limited.

In the past years, traditional pattern recognition approaches allowed us
to achieve remarkable progress in depth-based action recognition [7,8]. How-
ever, since these methods often rely heavily on manual extraction of features,
where only shallow features can be learned, their generalization capabilities and
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recognition efficiencies are not as high as they should be. The recent advance-
ment of deep learning makes it possible to perform automatic high-level feature
extraction and thus allows to achieve promising results in many areas, includ-
ing HAR. These methods employ trainable feature extractors and computational
models with multiple processing layers for action representation and recognition.
This means that HAR can be achieved through end-to-end learning. However,
deep learning-based models for human action recognition require a huge amount
of image or depth map sequences for training. Since collecting and annotating
huge amounts of data is immensely laborious, the current datasets for 3D action
recognition typically have 10, 20, 27 or a little more types of actions, which were
performed by a dozen or dozen actors. Due limitations mentioned above and
also that the number of sequences in the currently available datasets with the
3D data is typically smaller than one thousand, recognition of actions on the
basis of only 3D depth maps is very challenging.

In this work we present a new algorithm for multivariate time-series classifica-
tion. On multivariate time-series of features we train multi-class, multi-channel
CNNs to model sequential data. The multi-channel CNNs are trained using
time-series drawn with replacement. The features extracted by such bagging
meta-estimators are used to train SVM classifiers focusing on hard samples that
are close to the decision boundary (the support vectors) and multi-class logistic
regression classifiers returning well calibrated predictions by default. The recog-
nition is done by a soft voting-based ensemble, built on SVM and logistic regres-
sion classifiers. We demonstrate that even despite limited number of training
data it is possible to learn sequential features with highly discriminative power.
The time-series were extracted in tasks including classification of human actions
on depth maps only. In each depth map, on the basis the non-zero pixels repre-
senting the person shape the frame-features were calculated. The frame-features
evolving over time make multivariate time-series representing shape motion.

As far as we know, the multi-channel convolutional neural networks [9,10]
have not been utilized in human action recognition until now. We demonstrate
that this new algorithm has a remarkable potential. We demonstrate experi-
mentally that on MSR-Action3D dataset the proposed algorithm outperforms
state-of-the-art depth-based algorithms and attains promising results on chal-
lenging UTD-MHAD dataset. One of the most important features of our algo-
rithm is that it needs no skeleton detection. We demonstrate experimentally
that despite not utilizing the skeleton modality, the proposed algorithm attains
better classification performance than several skeleton-based algorithms, which
usually achieve better results in comparison to depth-based only algorithms. It
is worth noting that several RGB-D cameras, including most stereovision ones
delivers no skeleton modality.

2 The Algorithm

At the beginning of this Section we explain how frame-features are determined.
Afterwards, in Subsect. 2.2 we discuss the extraction if time-series features using
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multi-channel, temporal CNNs. We describe augmentation of time-series and the
ensemble consisting of meta-estimators.

2.1 Frame-Features

For each depth frame we calculate features describing the person’s shape. We
project the acquired depth maps onto three orthogonal Cartesian views to cap-
ture the 3D shape and motion information of human actions [4]. This indicates
that we determine side-view and top projections of depth maps. Specifically, a
depth map acquired by the depth sensor is projected onto three 2D orthogonal
Cartesian planes, where xy plane represents frontal view, yz plane exemplifies
the side view and xz plane represents top view. Only pixels representing the
extracted person in depth maps are employed to calculate the features. The
following frame-features were calculated on such depth maps:

– area ratio (calculated only for frontal depth map in axes x, y, expressing the
area occupied by the person to total number of pixels in the depth map),

– standard deviation (axes x, y, z), skewness (axes x, y, z),
– correlation (xy, xz and zy axes),
– x–coordinate for which the corresponding depth value represents the closest

pixel to the camera,
– y–coordinate for which the corresponding depth value represents the closest

pixel to the camera.

This means that the person shape in each depth maps is described by twelve
features. A human action represented by a number of depth maps is described
by a multivariate time-series of length equal to number of frames and dimension
equal to twelve.

2.2 Extracting Time-Series Features Using Multi-channel,
Temporal CNNs

Multi-channel, Temporal CNN for Feature Extraction. In multi-channel,
temporal CNNs the 1D convolutions are applied in the temporal domain. In this
work, the time-series (TS) of frame-features were used to train multi-channel
CNNs. The number of channels is equal to the number of frame-features, i.e.
to twelve. The multivariate time-series were interpolated to the length equal to
128. This means that regardless of the length of the multivariate time-series,
the length of time-series representing any action is equal to 128. Cubic-spline
algorithm has been used to interpolate the TS to the common length. The first
layer of the MC CNN is a filter (feature detector) operating in time domain.
Having on regard that the amount of the training data in current datasets for
depth-based action recognition is quite small, the neural network consists of
two convolutional layers, each with 8 × 1 filter and 4 × 1 max pool, see Fig. 1.
The number of neurons in the dense layer is equal to one hundred. The neural
networks have been trained on time-series of all training data sequences. The



Ensemble of Multi-channel CNNs for Multi-class Time-Series Classification 459

number of output neurons is equal to number of the classes. Nesterov Accelerated
Gradient (Nesterov Momentum) has been used to train the network, in 1500
iterations, with momentum set to 0.9, learning rate equal to 0.001, L1 parameter
set to 0.001 and dropout set to 0.5. The neural networks trained in such a way
have been utilized to classify the actions as well as to extract the features.
After training, the output of the dense layer of each trained neural network has
been used to extract the features. The size of the feature vector is equal to one
hundred, see Fig. 1.

Fig. 1. Flowchart of the multi-channel CNN for multivariate time-series modeling and
classification.

Time-Series Augmentation. The multi-channel CNNs have been trained on
augmented time-series. Additional four time-series were generated for each input
data sequence through extracting:

– (i) the first sixteen data and then interpolating to 8,
– (ii) the first sixteen data and then interpolating to 32,
– (iii) the last sixteen data and then interpolating to 8,
– (iv) the last sixteen data and then interpolating to 32,

and then adding such interpolated subsequences to the input data sequence, and
finally interpolating the concatenated TS to the length equal to 128. Afterwards,
two additional time-series were generated by scaling the data sequences in time
domain by 2 and 0.5.

Ensemble for Action Classification. Two multi-channel, temporal CNNs
were trained using two differently augmented datasets. The features extracted
by the neural networks were then used to train two multi-class classifiers. We
trained a multi-class linear SVM and a Logistic Regression (LR) classifier. The
LR returns well calibrated predictions by default as it directly optimizes the
log-loss, and thus it has been selected to be used in the ensemble. The SVM
focuses on hard samples that are close to the decision boundary (the support
vectors), and this was the main motivation of using it in the ensemble. Weighted
average probabilities (soft voting) was used in classification of human actions.
Figure 2 shows a basic ensemble consisting of two classifiers, which has been used
in evaluations, c.f. experimental results in Sect. 3 A grid search has been utilized
in order to tune the hyperparameters of the individual estimators.
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Fig. 2. Flowchart of the base ensemble.

In ensemble algorithms, bootstrap aggregating, also called bagging [11], con-
sists in building several instances of the classifier on random subsets of the origi-
nal training set and then aggregating their individual predictions to form a final
decision. By introducing randomization into the training procedure and then
making an ensemble on classifiers trained on randomized subsets the variance of
the predictor is reduced. Bagging is also a way to reduce overfitting, without mak-
ing it necessary to adapt the underlying base classifier. When random subsets of
the dataset are drawn as random feature subsets, then the ensemble method is
known as Random Subspaces [12]. Panov and Džeroski [13] demonstrated that
combining the bagging and random subspaces permits creating better ensembles.

Figure 3 depicts a flowchart of the ensemble with multi-channel CNNs that
were trained using both all time-series and time-series drawn with replacement.
At the beginning the time-series were augmented using techniques described
in Subsect. 2.2. Afterwards, six multi-channel CNNs were trained on time-
series drawn with replacement, and one multi-channel CNNs was trained on
all augmented time-series. Finally, the features extracted by such bagging meta-
estimators have been employed to train multi-class SVM classifiers and multi-
class logistic regression classifiers.
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Fig. 3. Flowchart of the algorithm for human action classification using multivariate
time-series.

3 Experimental Results and Discussion

The proposed algorithms have been evaluated on two publicly available bench-
mark datasets: MSR Action3D dataset [3] and UTD-MHAD dataset [4]. The
datasets were selected having on regard their frequent use by action recognition
community in the evaluations and algorithm comparisons. In all experiments and
evaluations, 557 sequences of MSR Action3D dataset were investigated. Half of
the subjects were utilized to provide the training data and the rest of the subjects
has been employed to get the test subset. In the discussed classification setting,
half of the subjects are used for the training, and the rest for the testing, which
is different from evaluation protocols based on AS1, AS2 and AS3 data splits
and averaging the classification accuracies over such data splits. Another aspect
of this is that the classification performances achieved in the utilized setting are
lower in comparison to classification performances, which are achieved on AS1,
AS2, AS3 setting due to bigger variations across the same actions performed by
different subjects. The cross-subject evaluation protocol [8,14] has been applied
in all evaluations. Specifically, in the cross-subject protocol, odd subjects are
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used for training (1, 3, 5, 7, and 9) and even subjects (2, 4, 6, 8, and 10) are
employed for testing. The discussed evaluation protocol is different from the
evaluation procedure employed in [15], in which more subjects were utilized in
the training subset.

The UTD-MHAD dataset [4] comprises twenty seven different actions per-
formed by eight subjects (four females and four males). Each performer repeated
each action four times. All actions were performed in an indoor environment with
fixed background. The dataset was collected using the Kinect sensor and a wear-
able inertial sensor. It consists of 861 data sequences. The evaluation protocol
used for this dataset follows the cross-subject protocol, where odd subjects were
used for training and even subjects for testing, same as settings in [4].

Table 1 presents experimental results that were achieved on the UTD-MHAD
dataset. Results achieved by the multi-class, multi-channel CNN classifier are
presented in the first row. In next two rows, results achieved by the ensembles are
shown. In the last three rows, results on concatenated frame-features with inertial
features are shown. As we can notice, on the frame-features the best results were
achieved by MC CNN ensemble, whereas on the concatenated frame-features
with inertial features the best results were achieved by MC CNN ensemble with
bagging. Figure 4 depicts the confusion matrix, which has been obtained by the
MC CNN ensemble.

Table 1. Recognition performance on UTD-MHAD dataset.

Prediction num cl. f. num. Accuracy Precision Recall F1-score

MC CNN 1 12 0.8349 0.8537 0.8349 0.8319

MC CNN ensemble 2 12 0.8651 0.8788 0.8651 0.8624

MC CNN ens.+bag. 7 12 0.8535 0.8648 0.8535 0.8496

MC CNN (inert) 1 18 0.9256 0.9343 0.9256 0.9239

MC CNN ensemble (inert) 2 18 0.9186 0.9298 0.9186 0.9171

MC CNN ens.+bag. (inert) 7 18 0.9302 0.9410 0.9302 0.9286

Table 2 presents experimental results that were achieved on the MSR Action
3D dataset. As we can observe, the best results were achieved by MC CNN
ensemble with bagging. Comparing the results achieved by the MC CNN ensem-
ble and the MC CNN ensemble with bagging we can observe that bagging
improved the classification precision. Figure 5 depicts the confusion matrix,
which has been obtained by the MC CNN ensemble.

Table 3 presents the recognition performance of the proposed method com-
pared with previous methods. Most of current methods for action recognition
on UTD-MHAD dataset are based on 3D positions of body joints. These meth-
ods usually achieve better results than methods relying on depth data only.
Despite the fact that our method employs only depth modality, it outperforms
many of them. Methods based on depth data only have wider range of appli-
cations since not all depth cameras have support for skeleton extraction. Our



Ensemble of Multi-channel CNNs for Multi-class Time-Series Classification 463

Fig. 4. Confusion matrix on UTD-MHAD dataset, obtained by the MC CNN ensemble.

Table 2. Recognition performance on MSR Action 3D dataset.

Prediction num cl. f. num. Accuracy Precision Recall F1-score

MC CNN 1 12 0.9345 0.9419 0.9345 0.9344

MC CNN ensemble 2 12 0.9455 0.9471 0.9455 0.9438

MC CNN ens.+bag. 7 12 0.9455 0.9517 0.9455 0.9435

Fig. 5. Confusionmatrix onMSR-Action3Ddataset, obtainedby theMCCNNensemble.
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method noticeably outperforms the WHDMM+3DConvNets method that uti-
lizes weighted hierarchical depth motion maps (WHDMMs) and three 3D Con-
vNets. The WHDMMs are applied at several temporal scales to encode spa-
tiotemporal motion patterns of actions into 2D spatial structures. In order to
collect sufficient amount of training data, the 3D points are rotated and then
utilized to synthesize new exemplars. In contrast, our method operates on multi-
channel CNN features. Results achieved by our method are worse than results
achieved by recently proposed Action-fusion method [16]. Our algorithm permits
fusing the inertial data with frames-features. The algorithm operating on both
depth and inertial features achieves far better results in comparison to results
obtained by the algorithm in [16].

Table 3. Comparative recognition performance of the proposed method with recent
algorithms on MHAD dataset.

Method Modality Accuracy [%]

JTM [17] Skeleton 85.81

SOS [18] Skeleton 86.97

Kinect & inertial [4] Skeleton 79.10

Struct. body [19] Skeleton 66.05

Struct. part [19] Skeleton 78.70

Struct. joint [19] Skeleton 86.81

Struct. SzDDI [19] Skeleton 89.04

WHDMMs+ConvNets [14,19] Depth 73.95

Proposed Method Depth 86.51

Action-Fusion [16] Depth 88.14

Table 4 illustrates the classification performance of the proposed method on
the MSR-Action3D dataset in comparison to previous depth-based methods. The
classification performance has been determined using the cross-subject evalua-
tion [20], where subjects 1, 3, 5, 7, and 9 were utilized for training and subjects
2, 4, 6, 8, and 10 were employed for testing. The proposed method achieves
better classification accuracy in comparison to recently proposed method [17],
and it has worse performance than recently proposed methods [18] (Split II) and
[14,19]. This can be explained by limited amount of training samples in the MSR-
Action3D dataset. To deal with this, Wang et al. synthesized training samples on
the basis of 3D points. In consequence, the discussed algorithm is not based on
depth maps only. By comparing results from Tables 3 and 4 we can observe that
results achieved by the WHDMM algorithm on UTD-MHAD dataset are worse
in comparison to results achieved by the proposed algorithm. Results attained
by our method are slightly better than results achieved by recently proposed
Action-fusion method [16].
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Table 4. Comparative recognition performance of the proposed method with recent
algorithms on MSR Action 3D dataset.

Method Split Modality Acc. [%]

3DCNN [17] Split II Depth 84.07

DMMs [7] Split II Depth 88.73

PRNN [18] Split II Depth 94.90

WHDMM+CNN [14] Split I Depth 100.00

S DDI [19] Split I Depth 100.00

Action-Feusion [16] Split I Depth 94.51

Proposed Method Split I Depth 94.55

4 Conclusions

In this paper we presented a novel algorithm for classification of multivariate
time-series using multi-channel CNNs. The multi-channel CNNs are learned
on time-series drawn with replacement from a pool of augmented time-series.
The features extracted by bagging meta-estimators are utilized to train SVM
multi-class classifiers and multi-class logistic regression classifiers. The recogni-
tion is done by a soft voting-based ensemble, built on such multi-class classi-
fiers. We demonstrated that the presented algorithm achieves promising results
in tasks comprising human action recognition on depth maps. We demon-
strated experimentally that our algorithm outperforms recent skeleton-based
methods, which typically achieve better results than methods based on depth
maps only. It outperforms state-of-the-art algorithms on MSR-Action3D dataset
and attains promising results on challenging UTD-MHAD dataset. The source
code of the presented algorithms is available at https://github.com/tjacek/
DeepActionLearning.
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Abstract. In this work, we perform a comprehensive study on post-
training quantization methods for convolutional neural networks in two
challenging tasks: classification and object detection. Furthermore, we
introduce a novel method that quantizes every single layer to the small-
est bit width, which does not introduce accuracy degradation. As a result,
the model layers are compressed to a variable number of bit widths pre-
serving the quality of the model. We provide experiments on object detec-
tion and classification task and show, that our method compresses con-
volutional neural networks up to 87% and 49% in comparison to 32 bits
floating-point and naively quantized INT8 baselines respectively while
maintaining desired accuracy level.

Keywords: Quantization · Convolutional neural networks · Network
compression

1 Introduction

Nowadays, deep learning models are capable of solving challenging machine
learning tasks in natural language processing and computer vision like classi-
fication, object detection, segmentation, and many others [6,12,18]. While most
of the convolutional neural networks (CNNs) are designed to achieve better accu-
racy, their complexity and size increase [10,14,28]. Furthermore, they require a
graphics processing unit (GPU) or tensor processing unit (TPU) with an enor-
mous amount of computing power for training and even to run inference in
real-time. Therefore, lack of accelerators in an environment with constraints on
energy, computing power or memory usage makes state of the art CNNs hard
to deploy onto autonomous vehicles, embedded or mobile devices. To tackle this
challenge, the family of mobile-friendly networks had been proposed [1,11,29].
However, usually one has to sacrifice accuracy for inference time and memory
consumption [1].
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Additionally, there is ongoing research in the model compression area with
usage of pruning and quantization [8,9,32,34]. First effectively introduces spar-
sity in weights and activations of the artificial neural network, usually followed
by retraining to recover reduced loss of accuracy [8,16]. Latter focuses on con-
verting floating point (FP32) weights and activations to lower bit precision inte-
gers [7,9,17]. It was shown that an artificial neural network can effectively be
compressed to binary or ternary weights [15,21,34]. However, to achieve such
compression, CNN has to be trained from scratch [3,32,34]. On the other hand,
post-training quantization allows compressing already trained models. Neverthe-
less, compressing weights and activation may result in accuracy loss and may also
require retraining to achieve similar performance as the original CNN. Compres-
sion to integer precision reduces computation, memory and energy usage making
CNNs attractive to run in constrained environments [5,9].

In this study, we focus on post-training quantization and its effects on image
classification and object detection tasks. Through our research, we have used two
deep object detectors that differ in their architecture and prediction procedure
- YOLOv3 [23] and Faster-RCNN [24]. Moreover, we also consider two CNNs
classifiers - Darknet53 [23] and ResNet50 [10] that are backbones of the afore-
mentioned detectors. In order to assess the quality of the post-training quantized
CNNs we evaluate them on well known public datasets - Microsoft Common
Objects in Context [18] and ImageNet [12] for object detectors and classifiers
respectively. Additionally, we proposed a method that iteratively quantizes each
layer in CNN to the smallest possible integer precision that does not introduce
accuracy degradation.

We can summarize the contribution of this study to the following points:

– In Sect. 3.2 we evaluate the state of the art object detection models per-
formance - YOLOv3 and Faster-RCNN - after post-training quantization.
Additionally, we examine classification CNNs: Darknet53 and ResNet50.

– We compress the model to mixed-integer precision in order to achieve the
best compression with small accuracy loss. To best of our knowledge, this is
the first such approach, especially for the object detection task.

2 Related Work

2.1 Post-training Quantization

While quantization to binary or ternary weights requires quant-aware training
one might find post-training quantization sufficient. Furthermore, with post-
training quantization, one can compress already trained CNN rather than train-
ing from scratch. However, quantization might introduce accuracy degradation
also called quantization error. In work by Sung et al. [27] the authors compared
the effects of post-training quantization CNNs with and without retraining on
different quantization levels, showing that retraining procedure can recover accu-
racy loss.
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NVIDIA provides a platform to deploy deep learning models for inference -
TensorRT. It optimizes the deep CNN operation graph by fusing and removing
unused layers. Furthermore, it allows reducing precision to 16-bit floating-point
or quantization to 8-bit integer precision [19]. It requires calibration dataset, on
which it collects activations histograms. Those histograms are used to minimize
loss of information that is measured by Kullback-Leibler divergence between
reference and quantized weights.

In their work Banner et al. [2] empirically show that activations of CNNs
follow either Gaussian or Laplace distributions. Based on that they introduce
a method that post-train quantizes activations to a 4-bit integer. Furthermore,
they utilize vector quantization by building a lookup table with K-Means algo-
rithm to compress weights to INT4 or INT8.

Finally, Ristretto [7] is a framework developed in Caffe that converts all layers
of CNN uniformly to the dynamic fixed point, minifloat or integer precision.

2.2 Quantization of Object Detection CNNs

Object detection models can be divided into two categories: one-stage (YOLOv3)
and two-stage (Faster-RCNN) networks [26]. Both types are trained to classify
and localize objects in the images, but they take different approaches to do it.

Nakahara et al. [20] took YOLOv2 [22] architecture and performed network
surgery to excise feature extractor. Next, they binarized and trained the network
with a parallel support vector regressor for classification and localization tasks.
They have achieved almost 41 frames per second at 67.6 mean average precision
(mAP) on PASCAL VOC 2007 dataset [6] while running on FPGA.

Moreover, Jacob et al. [3] evaluated MobileNet Single Shot Detector [25]
after quantization-aware training utilizing “fake quantization” to INT8. They
reported a 50% faster inference time with 1.8% loss in overall accuracy.

Quantization Mimic [31] builds on knowledge distillation and adds quantiza-
tion to the process. They employ quantization-aware training both on teacher
and student networks and show that on Pascal VOC 2007 dataset achieve 47
mAP with quantized Faster-RCNN student network.

Last but not least, training of low bit-width networks (LBW-Net) was pro-
posed by Yin et al. [33] which during training minimizes Euclidian distance
between full-recision and quantized weights and show that their 6-bit integer
network achieves 78.24% mAP compared to 78.94% FP32 reference network.

3 Methods

In this section, we present two of the well-known post-training compression
techniques: batch normalization folding and post-training.quantization. Next,
we introduce our novel approach that is capable to compress deep neural net-
work models to a variable number of bits obtaining better compression than
naive quantization. The models used within this study were downloaded from
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the Internet. For object classification we used: ResNet-501 and Darknet532 deep
neural networks. As for the object detection task, we used Faster-RCNN3 and
YOLOv34 architectures.

3.1 Batch Normalization Folding

During the inference, the batch normalization layer transforms input by mov-
ing average (E[x]) and variance (V ar[x]) (Eq. (1)) that were calculated during
the training. Therefore, we can treat it as a linear transformation and fold the
parameters of the batch normalization layer into the preceding convolution layer
[13] (Eqs. (2, 3)). As a result, we can reduce the total number of the parameters
and the number of multiply-add calculations.

x̂i = γ
xi − E[x]

√
V ar[x] + ε

+ β (1)

Ŵ =
γW

√
V ar[x] + ε

(2)

b = β − γE[x]
√

V ar[x] + ε
(3)

Fig. 1. Histogram of YOLOv3 convolution filter weights before and after folding batch
normalization.

1 https://download.pytorch.org/models/resnet50-19c8e357.pth.
2 https://pjreddie.com/media/files/darknet53.weights.
3 https://bit.ly/2ZqYNVH.
4 https://pjreddie.com/media/files/yolov3.weights.

https://download.pytorch.org/models/resnet50-19c8e357.pth
https://pjreddie.com/media/files/darknet53.weights
https://bit.ly/2ZqYNVH
https://pjreddie.com/media/files/yolov3.weights
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where: xi and x̂i are the inputs and outputs values of the batch normalization
layer. γ and β are a scale factor and shift respectively. W is the layer weights
before folding and Ŵ is after. With b we denote layer’s bias. Example effect of
this operation can be observed in the Fig. 1.

3.2 Post Training Quantization

In our research we perform range-based linear post-training - also called “naive”
- quantization: symmetric and asymmetric (signed and unsigned) as seen in
Fig. 2. Asymmetric quantization can fully utilize integer range in comparison to
symmetric which may leave unused bits in its range. To convert floating-point
value to an integer, we calculate scale factor (Δ) based on statistics gathered
from N (N = 1000) samples taken from the training dataset.

Fig. 2. (a) Example of symmetric quantization of floating-point range x to INT8 with
respect to 0, where the range is based on the maximum absolute value of minimum
or maximum value in FP32. (b) On the contrary, in the asymmetric mode we map
floating-point range to integer range with zero-point offset.

In asymmetric quantization, we have to also consider to represent zero within
the quantization range. This can be done by introducing quantization bias called
zero points (zp). We use zp to exactly match zero from floating-point range to
integer range. Symmetric quantization differs from asymmetric by introducing
aforementioned bias (Eqs. (4, 5)).

To determine scale factor and zero-point following statistics were collected on
inputs and outputs of layers and activations: minimum and maximum, average
minimum and maximum and standard deviation.

Ws = round(Δ ∗ W ) (4)

Wa = round(Δ ∗ W ) − zp (5)

where: with Δ we represent quantization scale factor. Ws (symmetric) and Wa

(asymmetric) symbolize layers’ weights after quantization.
Scale factor (Δ) can be calculated once for the whole layer or multiple per-

channel. When calculated per-channel we assume that distributions of weights
can differ in every single channel, in result giving a more calibrated range of
integer precision. We calculate scale factor per channel for convolution filters to
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embrace that weights across channels can be varied. Furthermore, to avoid over-
flow due to low precision we include INT32 accumulator for results of additions
and multiplications. Moreover, all biases in layers are also quantized to INT32.

3.3 Iterative Mixed-Precision Quantization

We propose a method that iteratively quantizes CNN with the aim to find a
minimum number of bits per layer from the predefined integer set - {Nmin ≤
n ≤ Nmax}, where Nmin and Nmax define quantization search space - that does
not introduce degradation loss within the given threshold. This method com-
pared to naive quantization can utilize variable bit-width compression across
the layers effectively reducing memory usage by the model. The method’s algo-
rithm is described in the algorithm listing 1. To verify CNN performance after
quantization of each layer, this method requires the validation dataset, baseline
metric calculated on this dataset and acceptable accuracy decrease (Δ). First,
input and output layers of the CNN are quantized to INT8. Next, we compress
one layer at a time, starting from the lowest number of bits from the predefined
set. After quantization, we evaluate if the accuracy of the model deteriorated
below the given threshold. If not then we leave the layer quantized at the cur-
rent number of bits. Otherwise, we get the next possible number of bits until
the maximum value from the set is reached.

Input: CNN, validation dataset, baseline accuracy (acc), threshold (Δ),
Nmin , Nmax

Output: Quantized CNN, accuracy of quantized model ˆacc
1 begin
2 Quantize input and output layers weights and activations of CNN to

INT8;
3 for layer in CNN.layers do
4 for n bits in [Nmin...Nmax] do
5 Quantize(layer, n bits);
6 âcc = evaluate(CNN, validation dataset);
7 if acc - âcc ¡= Δ then
8 break;
9 end

10 end
11 end
12 end
Algorithm 1. Iterative mixed precision procedure. We quantize layers sequen-
tially starting
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4 Experiments

Models. In this study, we performed experiments on image classification and
object detection. During the experiments, we used architectures listed in Sect. 3.
All the models were downloaded from the Internet. Before performing post-
training quantization on the models the batch normalization layer was folded in
the preceding layer as described in Sect. 3.1.

Datasets. The models were evaluated on following validation datasets: Ima-
geNet [12] and MS COCO [18] for image classification and object detection
respectively. ImageNet validation dataset contains 50000 images with 1000
unique classes. MS COCO validation dataset consists of 5000 images with 80
distinct object classes with bounding box annotations.

Metrics. Image classification evaluation was done with Top-1 and Top-5 met-
rics. For object classification task we used average precision (AP) and average
precision at the intersection over union equal to 0.5 (AP 50). Finally, we calcu-
lated the size of the network parameters after quantization and reported it in
megabytes (MB).

Iterative Mixed-Precision Quantization. Quantization search space was
conducted with the following set {4, 6, 8}. The models were compared
against baseline (FP32) models and naive (INT8) post-training asymmetric
quantization.

5 Results

5.1 Post-training Quantization

First, we employ one-shot full per-channel quantization of the weights of the
CNNs layers to 4, 6 or 8 bits. Based on results observation we can find that
YOLOv3 and DarkNet architectures lose most of the accuracy during symmetric
quantization (Table 1) in comparison to Faster-RCNN and ResNet. We hypoth-
esize, that the quantization to lower bits may impact LeakyReLU activation
function due to its nature. We also observe that all CNNs - except ResNet50 -
perform better when we utilize asymmetric quantization (Tables 2 and 3) rather
than symmetric (Table 1). We can observe, that YOLOv3, when quantized to
INT8, achieves better AP and AP 50 than baseline FP32, while in the other
CNNs we can observe accuracy degradation. Our results are in line with Banner
et al. [2] that post-training quantization to INT4 leads to an accuracy equal
to zero. Finally, it can be seen that object detection CNNs loose relatively less
precision than classification neural network accuracy.



474 P. Kluska and M. Zi ↪eba

Table 1. Effects of per-channel symmetric quantization on object detection and clas-
sification tasks. Weights and activations represent number of bits used. Abbreviation
Acts - Activations.

Weights Acts YOLOv3 Faster-RCNN Darknet53 ResNet50

AP AP 50 AP AP 50 Top-1 Top-5 Top-1 Top-5

FP32 FP32 33.6 57.1 36.9 58.6 77.2 93.8 76.1 92.9

4 4 0 0 0.2 0.4 0.1 0.5 0.2 0.9

4 6 2 6.1 2.08 3.63 0.1 0.5 0.2 0.9

6 6 5.4 16.8 30.3 50.4 0.6 1.9 60.1 83.3

6 8 28.7 5.4 35.2 56.8 61.1 83.7 69.1 90.6

8 8 30.2 55.6 36.2 58.1 62.2 84.5 69.8 91.1

8 10 33.9 58.2 36.2 58 75 93.4 68.6 91.4

Table 2. Effects of per-channel signed asymmetric quantization on object detection
and classification tasks.

Weights Acts. YOLOv3 Faster-RCNN Darknet53 ResNet50

AP AP 50 AP AP 50 Top-1 Top-5 Top-1 Top-5

FP32 FP32 33.6 57.1 36.9 58.6 77.2 93.8 76.1 92.9

4 4 0 0 2.3 4.7 0.1 0.5 0.1 0.8

4 6 10.7 27.8 23.5 40.7 0.5 1.5 35.3 58.9

6 6 16.7 41.9 31.9 52.4 0.6 1.9 60.1 83.3

6 8 31.2 56.8 36 57.9 66.8 87.9 68.3 90.1

8 8 32.7 57.4 36.1 58.1 66.7 87.8 68.1 90.2

8 10 34.1 58.2 36.2 58.2 75.4 93.5 67.4 90

Table 3. Effects of per-channel unsigned asymmetric quantization on object detection
and classification tasks.

Weights Acts. YOLOv3 Faster-RCNN Darknet53 ResNet50

AP AP 50 AP AP 50 Top-1 Top-5 Top-1 Top-5

FP32 FP32 33.6 57.1 36.9 58.6 77.2 93.8 76.1 92.9

4 4 0 0 2.3 4.6 0.1 0.5 0.1 0.8

4 6 10.8 27.9 23.5 40.6 0.5 1.6 35.5 59.1

6 6 16.6 42 31.9 52.6 0.6 1.9 60.3 83.3

6 8 31.3 56.7 36 57.8 66.8 87.9 60.3 83.3

8 8 32.8 57.6 36.2 58 66.8 87.7 68.2 90.3

8 10 34.2 58.3 36.2 58.1 75.4 93.5 67.4 90.5
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5.2 Iterative Mixed-Precision Quantization

We examine our method on object detection task with a threshold within 1–2%
overall AP 50 loss. We can observe in Table 4 that both YOLOv3 and Faster-
RCNN achieve the best trade-off of accuracy for size when the threshold is set to
1.5% or 1.75%. Our method achieves compression up to 82% and 87% of YOLOv3
and Faster-RCNN respectively in comparison with their FP32 baselines. When
compared to INT8 our method compresses up to 34% and 49% YOLOv3 and
Faster-RCNN respectively within an acceptable threshold.

Table 4. Evaluation of iterative mixed quantization on object detection CNNs. We
report FP32 baseline and naive signed asymmetric quantization to INT8 and compare
their performance and size (in megabytes) to compressed models by our method.

Threshold YOLOv3 Faster-RCNN

AP AP 50 Size AVG Bits AP AP 50 Size AVG Bits

Baseline 33.6 57.1 236.2 32 36.9 58.6 159.2 32

Naive 34.1 58.2 59 8 36.2 58.2 39.8 8

1 31.9 56 48.1 6.13 35.7 57.6 33.3 7.64

1.5 31.9 56.2 41 5.51 35.6 57.6 21.2 5.23

1.75 31 55.3 40.4 5.91 35.1 57.3 20.3 4.77

2 31 55.2 39 5.36 34.8 56.6 25.8 5.7

Last but not least, we present in Table 5 that iterative mixed-precision is also
applicable to the classification task. Based on results from Sect. 3.2 we set accept-
able top-1 degradation threshold at 5, 8, 9 and 10 percent. Our best ResNet50 is
better than naively quantized to INT8 by 0.7% top-1 score while taking almost
18% less of memory. Moreover, our smallest ResNet50 parameters require 43%

Table 5. Evaluation of iterative mixed quantization on classification CNNs. Similarly,
we report FP32 baseline and naive signed asymmetric quantization to INT8 and com-
pare their performance and size (in megabytes) to compressed models by our method.

Threshold Darknet53 ResNet50

Top-1 Top-5 Size AVG Bits Top-1 Top-5 Size AVG Bits

Baseline 77.2 93.8 158.6 32 76.1 92.9 97.4 32

Naive 75.4 93.5 39.65 8 68.1 90.2 24.35 8

5 73.9 92.4 25.7 4.94 68.8 91 20 7.2

8 70.8 90.8 23.1 4.34 66.4 88.9 17.9 5.34

9 69.3 89.3 27.2 4.56 68.1 90.2 14 4.79

10 70.9 90.4 24.9 4.41 64.7 87.2 18.4 5.62
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less memory than INT8 reference with the same level of accuracy and 85% than
FP32 baseline. Similarly, Darknet53 CNN was compressed up to 85% compared
to FP32 baseline and 46.7% to post-training quantization INT8. We observe that
with the threshold set to 8% almost all of the artificial neural network weights
are quantized to INT4 with just 6.4% degradation of accuracy. Contrary to naive
INT4 quantization which accuracy was diminished to almost zero as reported
in the signed asymmetric results Table 2. Yet, only taking 4MB more of space.
It is worth remarking that only in case of ResNet50 the selected threshold was
exceeded while remaining CNNs did meet given criteria.

6 Discussion

When deploying state of the art CNNs to embedded devices, one has to consider
memory usage, energy consumption and inference time. Especially in systems
that require real-time analysis of images like in autonomous vehicles. To make
it feasible while including all limitations we consider quantization of the CNN
to integer precision. In our work, we focused on memory usage. Nevertheless,
we assume that on the application-specific integrated circuit the prediction time
should decrease. In the literature, the focus is placed on a classification task
[2,3,7,9,17] rather than on object detectors. In this research, we have conducted
comprehensive experiments of post-train quantization on object detection and
classification tasks. Our results were presented on widely used CNN architec-
tures that can be used in the future as a reference point. We found that object
detection artificial neural networks were less prone to precision degradation than
classification CNNs. Last but not least, we found that increasing the bit width of
the layer’s activation by 2 had a positive impact on CNN performance, especially
YOLOv3 which average precision on the validation dataset was higher than a
baseline FP32.

Most of the quantization methods - with and without training - leave input
and output layers at FP32 and quantize the whole network to INT8 or INT4 [4].
Iterative mixed quantization is a method that builds on the layer’s sensitivity
and embraces that layers can operate on different bit widths while preserving
the desired accuracy. Our method can compress the baseline network by up to
87% which is nearly the size of quantized CNN to INT4, yet maintaining pre-
cision within the given threshold. After quantization, the storage and memory
requirements of CNNs make them viable to be deployed on embedded devices.
Furthermore, our method does not require retraining the CNN after quantiza-
tion and allows for the practical trade-off between accuracy and memory stor-
age. Nevertheless, we observed that setting a higher threshold for Faster-RCNN,
ResNet50 or Darknet53 had an inverse effect of anticipated. The method aggres-
sively quantized the stem of CNN, which in result had to promote higher preci-
sion in following layers to meet the given threshold. To avoid this in the future,
one could introduce rules that would enforce the quantization of initial layers
to higher precision. Alternatively, iterative mixed-precision quantization could
benefit from minimizing loss like Kullback-Leiber divergence (NVIDIA TensorRT
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[19]) or Euclidean distance [33] between quantized and baseline weights or mon-
itoring if the objective loss does not increase.

Recently Wang et al. [30] have proposed the Hardware-Aware Automati-
zation Quantization method which utilizes reinforcement learning to find the
optimal number of bits per layer and activation for given hardware.

7 Summary

In our study, we have carried thorough examinations on the effects of post-
training quantization of object detection and classification CNNs. We have
shown, that naively quantized object detector to INT8 can perform as good
as reference FP32 CNN. Furthermore, we have shown that increasing activa-
tion’s bit width by 2 relative to the weight’s bit width even boosted YOLOv3
performance compared to the baseline FP32 model.

We introduced and evaluated method - iterative mixed-precision quantiza-
tion. We provide comprehensive experiments on object detection (one stage and
two-stage detectors) and classification tasks and show that our method achieves
up to 87% and 49% compression compared to 32 floating-point and 8 integer bits
baselines respectively while keeping degradation of accuracy within an accept-
able threshold.
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Abstract. The recent development in the fields of autonomous vehi-
cles, robot vision and virtual reality caused a shift in the research focus -
more attention is paid to 3D data representation. In this work, we intro-
duce a novel approach for learning representations for 3D point clouds
in semi-supervised mode. The main idea of the approach is to combine
the benefits of training autoencoders designed for 3D point clouds in
unsupervised mode together with the triplet loss utilized for supervised
examples. The proposed method was evaluated considering the classi-
fication task and using a challenging benchmark dataset for 3D point
clouds.

Keywords: Representation learning · Point cloud · Semi-supervised
learning · Triplet networks

1 Introduction

Deep Convolutional Neural Networks (CNNs) [3,6,7,14,16] are responsible for
numerous breakthroughs in the pattern recognition field. They have become a
standard choice if input data is an image, represented either as two-dimensional
or three-dimensional tensor (e.g. color as a third dimension). In other words,
these architectures require regular input data. It seems reasonable to conclude
that the mentioned methods might produce satisfactory results for 3D data in
the form of voxel grids. In practice, 3D objects are sparse, which causes input
volume to be relatively big. This, in turn, occurs to be an inefficient representa-
tion. Feeding a deep convolutional network with sparse input data significantly
slows down the learning procedure. This motivates exploration of learning capa-
bilities of other data representations and novel architectures design for learning
interesting latent representations.

The aim of the work is to develop a novel algorithm for learning represen-
tations for 3D point clouds trained in a semi-supervised manner. The proposed
model utilizes triplet learning together with the specific autoencoding structure
that is trained in an end-to-end framework. The encoding network in the consid-
ered autoencoder is represented by PointNet [11] that can be easily used for 3D
objects represented by the sets of points (point clouds) due to the robustness to
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the permutations of the points delivered on the input. PointNet returns a single
point cloud representation that is invariant to the input order by utilizing a spe-
cific version of the max-pooling strategy. On the other hand, triplet learning is
an effective method that can be applied to discover some discriminative latent
representations even from a small number of samples [22]. Combining those two
ideas is beneficial in terms of the quality of 3D points representation as well as
reconstruction capabilities of the model. The paper delivers a quantitive evalu-
ation of that approach for classification retrieval and reconstruction tasks. For
evaluation purposes, the ShapeNet [2] dataset is used.

The Sect. 2 gives a brief overview of the development of the machine learn-
ing methods for 3D data processing and representation learning. The Sect. 3
introduces theoretical aspects of the employed model and describes loss func-
tions used for training purposes. Conducted experiments and the conclusions
are extensively discussed in Sect. 4. The last Sect. 5 provides a summary of the
article.

2 Related Work

One of the first attempts to utilize machine learning models for 3D point clouds
were made in [9,18], where CNNs have been successfully applied to 3D volumetric
data. In [15] authors proposed Multi-view CNN (MVCNN) to render multiple
2D images from every single 3D object, from different angles. The state of the
art accuracy was achieved with a variation of Multi-view CNN - RotationNet [5],
where authors enrich the existing MVCNN solution with an additional rotation
network.

Typical neural network architectures are incapable of processing points rep-
resented with sets because they are not invariant to the given points ordering.
That issue was solved in [11]. The authors proposed PointNet, where the order
invariance is obtained by a single symmetric function, max pooling. Effectively,
the network learns a set of optimization functions/criteria that select interesting
or informative points of the point cloud and encode the reason for their selec-
tion. The idea of PointNet was extended in [12] by proposing PointNet++ that
utilizes hierarchical point set feature learning in order to improve the ability to
recognize fine-grained patterns and complex scenes.

Another approach for 3D point data is an octree-based convolutional neural
network (O-CNN) [17]. The key idea of their method is to represent the 3D
shapes with octrees and perform 3D CNN operations only on the sparse octants
occupied by the boundary surfaces of 3D shapes. An interesting approach was
presented in [8] where authors propose to use hierarchical feature extraction with
permutation invariant network and Self Organized Maps (SOM) to produce two-
dimensional representation of the point cloud. The most recent works, VoxelNet
[21], and the further extension F-PointNet [10], are complex end-to-end models
capable to be trained on large numbers of point clouds.

Besides numerous supervised approaches proposed for 3D point clouds, there
are also a couple of attempts to train informative representations in an unsuper-
vised manner. In [1] authors propose an autoencoder for representing 3D point
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clouds that takes point cloud as an encoding network and recommend to apply
one of two possible distances as reconstruction losses: Chamfer and Earth-Mover.
The latent representation can be further mapped to the arbitrary given distri-
bution with the specific GAN model trained on the latent space in the stacked
mode. In [20] authors propose adversarial autoencoder for 3D point cloud that
enforces assumed prior distribution on the latent space and is trained in the
end-to-end framework. One of the recent papers [19] utilizes VAE together with
continuous normalizing flows to generate 3D point clouds.

Fig. 1. The architecture for autoencoder designed for 3D point clouds.

The presented approaches are focused either on supervised or unsupervised
learning, while our method is directed on a semi-supervised training frame-
work. Moreover, we show in the experimental studies that training autoencoder
together with triplet loss increase the overall quality of the bottleneck represen-
tation and does not decrease the reconstruction capabilities of the model.

3 Methods

In this section, we introduce the model for learning representations of 3D point
clouds in semi-supervised mode. First, we provide the details about the autoen-
coders for 3D objects together with the losses that operate directly on point
clouds. Next, we describe triplet neural networks that are effectively used to
train representations in supervised mode. Finally, we present our variation of
autoencoder trained in a semi-supervised mode for learning 3D point clouds.

3.1 Autoencoder for 3D Point Clouds

The typical autoencoder (see Fig. 1) is composed of two parts: encoder f(·)
that maps an object x from data space to some latent space z (z = f(x)) and
decoder g(·) that maps objects from latent to data space, and tries to reconstruct
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x from z by x̂ = g(z). The usefulness of the autoencoder comes from the bottle-
neck layer z, which stores data encoding using compact data representation.

Assuming given dataset D = {xn}Nn=1 the autoencoder is trained with the
following reconstruction loss:

Lrec =
1
N

N∑

n=1

d(xn, g(f(xn)), (1)

where d(·, ·) is assumed distance function, usually defined as d(xn, x̄n) = 1
2 ||xn−

x̄n||22.

(a) (b) (c)

Fig. 2. Visualization of matching nearest points in Chamfer distance. An autoencoder
takes input points (green dots) and outputs the same number of reconstructed points
(red dots, see a). In the first step, every input point is compared to the closest output
point (b). The next step is to repeat the operation by comparing output points to input
points (c) (Color figure online).

The provided structure of the autoencoder can be applied for the objects x
that can be represented in vectored form. However, point cloud is defined as a set
of data points S = {p1, . . . ,pK}, where each point pk lies in the D dimensional
space, which usually equals 3. In order to adjust the autoencoder for 3D point
clouds, relating to the model proposed in [1], we make the following assumptions:

– We represent encoder f(·) using PointNet model (see [11] for details). In other
words, it means that for all of possible permutations of the points stored in
point cloud S we will obtain the same z representation returned by f(·). This
phenomenon is obtained by the application of max pooling as a symmetric
function.

– Simple neural network with fully connected layers is used as the decod-
ing function g(·). The function returns reconstructed point cloud with some
trained ordering of the points.

– Chamfer distance is used for reconstruction in order to match the points from
the input point cloud to the reconstructions returned by g(·) model.

Assuming two point clouds S1 and S2 the Chamfer distance function can be
defined as:

d (S1, S2) =
∑

p1∈S1

min
p2∈S2

‖p1 − p2‖22 +
∑

p2∈S2

min
p1∈S1

‖p1 − p2‖22. (2)
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For a given training set composed of the point clouds D = {S1, . . . , SN} the
autoencoder is trained by minimizing the reconstruction loss given by Eq. (1)
with Chamfer distance function.

Chamfer loss computes distances between each point of set S1 and its closest
counterpart in set S2, and then computes the same distance from point of view
of set S2. As equation may not be straightforward, the example procedure of
matching points is visualised and explained in Fig. 2.

3.2 Supervised Training with Triplet Loss

It was shown in previous works [4,13] that triplet networks are effective in terms
of learning meaningful representations in supervised mode. The triplet network is
defined as a function f from the data space x to some meaningful latent represen-
tation z. To train a model we assume that we have access to train set composed
of so-called triplets (x(q),x(p),x(n)), where x(q) x(p), x(n) are called query, pos-
itive and negative examples respectively. We assume, that query example x(q)

is closer to positive example x(p) than negative x(n). Considering classification,
x(q) and x(p) are from the same class, and x(n) is from different class. The main
idea of triplet-based approach is to enforce f to transfer objects from data space
to the latent representation, where similar objects (objects from the same class)
are represented by similar vectors z. This result can be obtained by minimizing
the following loss function:

Lt =
1
Nt

Nt∑

n=1

[dt(f(x(q)
n ), f(x(p)

n )) − dt(f(x(q)
n ), f(x(n)

n )) + α]+, (3)

where Nt is number of triplets in training data, (·)+ denotes a hinge loss
max(·, 0), if the distance between examples in latent space is smaller than a mar-
gin α (α is a hyperparameter to be tuned), then the loss for such a case equals
0. Various distance functions dt(·, ·) can be applied for the problem, however �1
and �2 are sufficient for practical applications. The triplet training framework
can be easily applied to the point cloud case, simply by representing f(·) with
PointNet architecture and taking some intermediate layer of the model (after
max pooling stage) to obtain some order invariant representation z.

3.3 Semi-supervised Approach for Training Point Clouds

In previous subsections, we presented two models that can be applied to learn
meaningful representations for 3D point clouds. The autoencoder is capable of
representing point cloud data on bottleneck space and is trained in an unsu-
pervised manner. The triplet model can be easily used to train robust data
representation with supervised data. In this work we aim at designing a model
that can be easily trained in a semi-supervised way, assuming that we have lim-
ited access to the labeled data. Data annotation is often a costly and error-prone
procedure. In order to reduce the effort, one might decide to annotate only a
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part of the collected data. Using only a small supervised part for training may
lead to poor generalization ability. One way of overcoming the issue is to utilize
unlabeled data in a semi-supervised manner.

The main idea of our approach is to enforce a PointNet model f(·) to act as an
encoder for unsupervised data and as a triplet network for supervised examples.
In order to achieve this we propose to train the autoencoder by minimizing the
global loss that is composed of reconstruction loss fed by unsupervised data and
triplet loss trained on labeled part of the dataset. Assuming given unlabeled
data D = {Sn}Nn=1, where some subset is supervised, what in fact means that
it can be used to form set of triplets Dt = {(S(q)

n , S
(p)
n , S

(n)
n )}Nt

n=1. We aim to
optimize the following global objective:

L = Lrec + λ · Lt, (4)

where Lrec is reconstruction fed by D and represented by Eq. (1), Lt is triplet
network trained with Dt, λ is a hyperparameter that controls trade-off between
component losses.

The network is now trained simultaneously to reconstruct input points
(autoencoder), as well as learn representation embedding z using the super-
vised part of the dataset. This indicates that Lrec is computed for a pair of an
input-output point cloud, while Lt operates only on the embedding layer.

In practical implementation, the single batch consists of a mixture of labeled
and unlabeled data. For the batch of size B, 1

2B of examples have the label
assigned, the other half does not. As the unlabeled part of the dataset is signifi-
cantly more numerous, for every epoch, unsupervised examples will be sampled
to fill the batches.

4 Experiments

The main goal of the experiments is to evaluate the quality of the representations
obtained with the semi-supervised approach proposed in this paper in compar-
ison to a simple triplet model trained entirely on supervised data and simple
autoencoder trained in purely unsupervised mode. We are going to evaluate our
semi-supervised approach taking into consideration the classification, retrieval
and reconstruction capabilities of the model.

4.1 Metrics

Two metrics have been selected to evaluate the quality of the embeddings
returned by the encoder: mean average precision and classification accuracy. The
first one measures how well (on average) the test examples are sorted (according
to the Euclidean distance) to the query example assuming that examples are
represented by their embeddings in latent space z. The average precision for
a single example is maximal and equal 1 if all of the examples from the same
class in test set have the shortest distances to the query example which is from
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the same class. The classification accuracy refers to the accuracy of linear SVM
trained in stacked mode directly on the embeddings using the same part of the
dataset which was previously used to learn representations.

4.2 Dataset

The experiments were conducted on the ShapeNetCore, the subset of
ShapeNet [2] dataset. It consists of 57 different object categories with 57449
unique objects, every object is represented by 2048 points. The point clouds
have been generated by sampling the points from 3D CAD models. The dataset
is highly imbalanced, the four most numerous categories cover more than half of
the dataset. Obviously, the disproportion of that magnitude may cause domina-
tion over underrepresented classes, therefore, for the training set the maximum
number of N examples per class is used. This setup does not only compensate
for the data imbalance problem - the triplets are data-hungry and will perform
significantly better with larger supervision, but it also allows us to examine the
difference against the baseline PointNet autoencoder.

Fig. 3. Architecture autoencoder with PointNet as an encoder.

4.3 Model Architecture and Training Details

The model used for conducting experiments, autoencoder with PointNet encoder,
is presented in Fig. 3. Depending on the target different parts of the schema are
relevant: unsupervised training uses both encoder and decoder, supervised triplet
learning model utilizes layer z for triplet loss.

The encoder structure is composed of five consecutive convolutional layers,
after each layer batch normalization is applied. Between the last convolutional
and embedding layer, we use dropout (not shown in Fig. 3) with a probability
of 0.8. The convolutional layers are two dimensional, the filters have size [1, C],
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where C is the channel size. This kind of operation is equivalent to applying
shared MLP to every single point. The latent representation z is simply obtained
by taking max pooling operation with respect to the point size dimension. The
decoding network is composed of one hidden fully connected layer.

To determine the best size of z we have tested various embedding sizes, such
as: 8, 16, 32, 64, 128, 256, 512. We selected the desired size of embedding by
choosing possibly the least dimensional one, simultaneously maximizing mean
average precision score. The first three, on average, yielded lower scores (0.58–
0.67 mAP), having relatively high variance. We decided to go with the hidden
layer of size 64, which often outperformed larger embeddings.

4.4 Experimental Results

Semi-supervised learning may be beneficial when the availability of annotated
data is somehow limited. It can be observed in Fig. 4, where the influence of
the size of labeled data on the accuracy of linear SVM is examined for two
models: simple triplet model trained on limited data and semi-supervised app-
roach, where the supervised part of training is conducted on the same subset of
labeled examples. In each experiment, we construct the supervised part of the
training set independently by drawing no more then 30/50/100/200 examples
of every class. For the least numerous datasets, we noted a significant improve-
ment in classification accuracy for the training conducted in semi-supervised
mode, 5.7%, and 3.9% respectively. In the third case our semi-supervised app-
roach also turned out to be slightly better than the triplet network, we observed

Fig. 4. Classification accuracy of linear SVM (trained on embeddings) with various
numbers of supervised examples. Two models are considered in this experiment: our
semi-supervised approach that takes the given number of supervised examples for
triplet loss and entire unlabeled training data for reconstruction loss (blue bars) and
simple triplet model trained on supervised data (orange bars). (Color figure online)
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an increase below 1%. The last experiment ended with a supervised method
advantage. The analysis has shown the profit from utilizing an additional unsu-
pervised portion of training data, especially when the majority of the dataset is
not yet labeled.

Table 1. Minimal reconstruction loss values of our jointly objective (a), and baseline
PointNet autoencoder (b).

Reconstruction loss

(a) Ours 0.000992

(b) PointNet AE 0.000989

In further experiments, we examined the reconstruction ability of our method
in comparison to PointNet AE that was designed for this task. From now on, we
focus on the setup with a maximum of 50 examples per class. Figure 5 presents
validation losses. For the semi-supervised method, we focus only on the recon-
struction part, excluding the second objective. The first thing to explain is the
difference in curves shape. In our method we mix labeled and unlabeled exam-
ples evenly, then we iterate over the annotated dataset and for each batch we
fill the rest with samples without class assigned. This indicates that if we use a
small portion of the dataset for the supervised part, then also an unlabeled part
will be small. As we sample from the whole dataset, it will eventually converge,

Fig. 5. Reconstruction losses of PointNet AE (unsupervised) and our semi-supervised
method. For unsupervised training the whole dataset was used, where in semi-
supervised labeled part was limited to maximum of 50 examples per class.
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but as the semi-supervised epoch contains fewer examples than unsupervised
one (whole dataset), reconstruction loss of AE converges quicker. At the end,
loss values are similar, which is highlighted in Table 1.

Table 2. Comparison between our semi-supervised approach (a), baseline unsupervised
PointNet autoencoder (b), and supervised triplet learning (c).

mAP score SVM accuracy

(a) Ours 0.708 ± 0.003 0.735 ± 0.004

(c) PointNet AE 0.575 ± 0.006 –

(b) Triplets 0.718 ± 0.013 0.707 ± 0.004

4.5 Discussion of the Results

Conducted experiments (Table 2) have shown that despite worse results in com-
parison to triplet learning, our method produced embeddings which significantly
improved classification score. At the same time, our network was also able to
learn to reconstruct point clouds, with the same efficiency as PointNet’s autoen-
coder (Table 1). We observed that our semi-supervised approach reduces over-
fitting, acting as an additional regularizer.

Indeed our semi-supervised method does not surpass the triplet learning if the
whole supervised dataset is used, however, we would like to note two advantages
of our approach:

– similarly to triplets, it produces decent embeddings (with respect to mAP
score), but also an additional byproduct in the form of reconstruction net-
work; by jointly training, the reconstruction term converges quicker than in
vanilla AE,

– semi-supervised approach achieves higher classification accuracy if only a sub-
set of an annotated dataset is used.

5 Conclusion

In this paper we introduce the novel end-to-end semi-supervised training model
for 3D point clouds. The main contribution of the model is combining the benefits
of using autoencoders together triplet neural networks to obtain robust data
representation together with the good reconstruction capabilities.

The conducted experiments using the embedded space show some benefits of
the semi-supervised approach comparing to the standard triplet model trained
on the limited portion of data. The classification accuracy of semi-supervised
model trained on the limited number of examples was significantly higher than
for the embeddings produced by a simple triplet approach. However, no sig-
nificant difference was observed, when mAP calculated with simple Euclidean
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distance was taken under consideration. Despite this, we can observe the great
additional asset of combining the triplet and the reconstruction targets - the
decoder network. The embedding can now be inverted to obtain a point cloud.
It is also worth mentioning, that the new method evinces the ability to act as a
regularizer during the representation learning.

For the future works, to better measure the differences in the accuracy score,
it might be a good idea to train the classifier on the dataset with a constant
number of instances. Another possible way of exploring capabilities of the pre-
sented method is using different proportion of labeled and unlabeled examples.
We also consider utilizing Earth-Mover instead of Chamfer distance to achieve
better reconstruction capabilities of the model.
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Abstract. Deep learning models have become widely accessible for stock pre-
diction tasks. However, most of the research in this area focuses on only a single
stock or an index and often formulates the problem to optimize only on the accu-
racy. Our paper proposed a more profit-oriented framework by formulating the
problem into multiple stock returns prediction as well as introducing a relation
inference for stock ranking. This setup can diversify investment and eventually
enhance trading profits while maintaining the regression accuracy. Moreover, it
is become more challenging to process multiple time-series features simultane-
ously because of the great variety of available information in the financial market.
We mitigate this with the state-of-the-art model for time-series forecasting, the
Dual-stage attention recurrent neural networks (DA-RNN), and train them with
the shared-parameter model setting. The attention layer within DA-RNN helps the
model captures the relevance insight among the features. We conducted experi-
ments onmajor 64 target stocks from the SETmarket with RMSE,mean reciprocal
rank, and annualized profit returns as evaluation metrics. The results show that
our proposed model framework (DA-RANK) can predict multiple stock returns
in ranking order and able to produce a desirable improvement in profitability over
other baseline models.

Keywords: Deep learning · Ranking-aware loss function · Long Short-term
memory model · Dual-stage attention · Stock prediction · Stock ranking

1 Introduction

Stock prediction is notoriously a challenging subject because of the high volatility and
the influence of dynamic external factors such as the global economy and investor’s
behavior. This predictability of stocks has long been controversial. The earlier works on
the efficient-market hypothesis (EMH) [1, 2] suggest that the price reflects all information
suddenly, and the movement is random processes. However, various studies from many
fields attempt to explore this challenge. Recently, machine learning and deep learning
are emerging with promising results.

In this paper, we propose a framework for multiple stock returns prediction to handle
various stock time series features, and to capture stock relations. We modified the Dual-
Stage-attention model (DA-RNN), the original work of Qin [3], to tackle the features
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and the temporal relations. Next, we transformed a set of stock features to allow fixed
batch size training. This set up allows us to infer stock relations with a combination
of loss functions: regression loss and ranking loss. As first mentioned in [4], a model
with high accuracy does not always lead to the optimum profit when trading, Table 1
demonstrates this discrepancy. Thus, our framework can focus more on profit using the
relational ranking. Our prediction target is the next day returns; we describe this labeling
process in Sect. 3.1. Finally, we conducted the experiments on 64 targets stock of SET.
The results show that our model could improve annualized returns over the baseline
while maintaining predicted returns accuracy.

The remainder of this paper is organized into sections as follows: Sect. 2 discusses
related works. Section 3 describes the proposed framework. The experimental setting is
in Sect. 4, and the results from our proposed method are in Sect. 5. Finally, we present
the conclusion at the end of the paper.

Table 1. An intuitive explanation for the discrepancya in prediction accuracy and actual profit,
reference from Table 2 of [4]

Method Ground truth (1) Ranking-aware prediction (2) MSE optimized
prediction

Stocks A B C A B C MSE Profit A B C MSE Profit

Returns +30 +10 −50 +50 −10 −50 266 +30 +20 +30 −40 200 +10
aMethod (1) suggests a higher profit stock for tradingwhilemethod (2) with higher regression
accuracy (less mean square loss) suggest a lower profit stock

2 Related Works

This section refers to previous related studies for our research. We group the works as
described below.

2.1 Machine Learning and Deep Learning in Stock Prediction

Machine learning has become increasingly popular in stock prediction research. For
example, the works from [5, 6] conduct comparative experiments using algorithms such
as Random Forest (RF), and Artificial Neural Network (ANN). The results show that RF
outperforms other baselinemodels in themetrics of accuracy on stock trend classification
as well as on the trading profit. Recently, more modern approaches start utilizing a deep
learning model in their studies. References [7–9] implemented the Long-Short Term
Memory recurrent neural network (LSTM) [10] with successful results. In [9] used the
LSTM with numerous generated technical indicators as features to predict stock trends
successfully. While [11] explored a modified LSTM to enhance the model’s feature
extraction.

However, with a various selection of features available in the financial market, the
problem of stock prediction becomes more challenging. Hence, recent deep learning
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researches aim to implement new techniques to enhance models on those challenges.
Hollis, Yi, and Viscardi [12] investigated an LSTMmodel with an attention mechanism.
Their results align with other researches showing time-series forecast improvement [3,
13]. This paperwill also utilize the attentionmechanism to boostmodel prediction results
with numerous time-series features.

2.2 Stock Prediction with Multi-variate Inputs

In 2017, Nelson et al. [9] explored the feasibility of the Long-Short-termmemory model
on the stock trend prediction task. The LSTM model is best-known for sequential pre-
diction [10]. The experiment was on five individual stocks with 180 features, including
generated technical indicators and price information. The results show that, on average,
the LSTM outperforms other baselines. However, in some particular stock, Random
forest shows better results.

In the same year, Qin et al. [3] proposed a nonlinear autoregressive exogenous model
called “Dual-Stage Attention Recurrent Neural Network (DA-RNN)” for time-series
task. DA-RNN is an attention-based recurrent neural network with two attention mech-
anisms, input attention, and temporal attention. First, the input attention layer enhances
a recurrent model that handles multiple time series inputs. It captures and differenti-
ates importance among feature inputs then applies attention weights to them. Second,
a temporal attention layer processes the encoded information from the input attention
layer and grasps the significance of them at each time step then applies the temporal
attention weight ahead of the LSTM prediction layer. Their experiment tests DA-RNN
on the NASDAQ100 dataset with more than 80 inputs for driving features. Even though
the DA-RNN shows promising prediction performance but the author designed DA-
RNN for a single time series prediction, which does not fulfill our multiple stocks
prediction objectives. Figure 2 shows a simplified diagram of modified DA-RNN from
Figure 1 of [3].

2.3 Multiple Stocks Prediction and Stock Ranking

In 2017, Fischer and Krauss [7] conducted a comprehensive study on stock trend pre-
diction using LSTM. Their works focus on 500 stocks prediction in the S&P 500 index.
They select top-k stocks frommultiple stocks prediction for long positions and bottom-k
stocks for short positions. This settingwith LSTM shows better results than other models
such as the Random Forest and vanilla Deep Neural Networks. However, their numer-
ical feature was only a single sequence of the stock return, neglecting other possible
relevance features.

In 2019, Feng et al. [4] proposed a model framework called “Temporal Relational
Ranking” for stock prediction. Their model proposed a temporal graph convolution,
which processes stock relations such as ownership, partnership (sparse binary features).
They also introduce stock relation ranking frameworks that utilized ranking loss in their
model. However, they conduct the model experiments on only five feature series, which
are the closed price and four periods of a simple moving average of the close price. We
apply their proposed relation ranking framework to our model by adding multi-features
processing of the attention mechanism.
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There are three main benefits of multiple stocks prediction over a single stock pre-
diction. Firstly, we could capture the relations between stocks. Akitas [14] shows that
grouping stocks within the same industry could benefit model predictions. For example,
companies that are competitors could have an opposite trend, while companies that are
trading partners could have similar trends. Section 3.2 will describes how we capture
stock relations. Secondly, an optimum buying or selling signal for a single stock does not
occur very often. Exploring multiple stocks increases trading opportunities and reduc-
ing risk. Finally, with multiple stock returns prediction, we can train the model to rank
among those stocks and suggest only the top expected return for trading. This ranking
method can help the model to improve profits. As mentioned earlier in [4], there is a
discrepancy between optimizing the model accuracy and maximizing profit.

3 Proposed Framework

Our proposed framework aims to improve the performance of multiple stock returns
prediction using various time-series inputs. The framework, as shown in Fig. 1, starts
with data pre-processing and normalization for time-series inputs. Next, we apply the
fixed batch data transformation before moving on to the prediction model, and we will
discuss the detail of this transformation in Sect. 3.2.

Fig. 1. Proposed framework

3.1 Data Pre-processing

Fundamentals and Price Data. The fundamentals data for each stock are transformed
with forward-filling if they are quarterly updated to be consistent with other daily fre-
quency data. There are seven fundamentals attributes that were represented in other
forms, namely, in the percentage of changes from last quarter, the percentage of changes
from last year, and cumulative value since the beginning of the year. Table 6 theAppendix
describes details of all of the fundamental and price data used in this study.

Technical Indicators. Weadopt a list of indicators proposed in [11] thengenerated them
with our proposed period from short to long terms: (5, 7, 10, 14, 20, 30, 50, 75, 100)
days. The total number of generated indicators is 9-periods multiply by 17 time-series
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from 15-indicators (MACD provide three series) equals 153 features. Table 2 shows the
full list of our technical indicator features. We applied this indicator generation for every
single stock in our target stocks.

Table 2. List of 15 technical indicators generated from historical price data [11]

RSI EMA TripleEMA MACD CMFI

William%R SMA CCI PPO DMI

WMA HMA CMO ROC PSI

Data Labeling. The ground truth for next step prediction is a 1-day return ratio for the
following day, as shown in Eq. (1).

yit =
(
pit+1 − pit

)
/pit (1)

Where yit is the return ratio for the stock i at time step t and pit is the close price of
the day t while pit+1 is the close price of the next day.

Normalization. Standardization is applied to the input features because each of them
has a different range of values. The z-score normalization formula is as follows.

z = x − μ

σ
(2)

Where μ is the mean of the input x and σ is the standard deviation of the input x .
The calculation of both σ and μ is within the validation and training dataset to avoid
our model observation on the distribution of the testing dataset.

3.2 Proposed Prediction Model

Our proposed model, Dual Attentional Ranking model (DA-RANK), aims to simulta-
neously predict sets of stock returns with relation inferences between them. The model
structure consisted of two parts (i) Features relevance and temporal attentional recurrent
neural network (ii) Stock relation inference framework.

Features Relevance and Temporal Attention. We select the state-of-the-art attention
model for time series predictions called “Dual-Stage Attention-Based Recurrent Neural
Network (DA-RNN)” to enhance feature and temporal relevance. Our core deep learning
network is a modification from the original work of Qin [3]. We added a batch normal-
ization [15] layer before the Softmax layer in the input attention layer, as shown in Fig. 2
to enhance attention weights calculation. We omitted the full detail of DA-RNN is from
our paper as we introduce minor changes to the original work.

Stock Relation Inference. This second part of the model’s purpose is to integrate stock
relations during model training. We impose two methods (i) Fixed-batch training for a
shared-parameter model and (ii) Pair-wise ranking loss.
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Fig. 2. A simplified diagram of dual-stage-attention recurrent neural networks from Figure 1 in
[3], with added batch normalization layer [15]

(i) Fixed-batch Training for a Shared-parameter Model. A fixed-batch training is
a designed we adopted from [4] to achieve ranking loss while training a model. This
design fixed the size of a training data batch to equal the number of target stocks. Thus,
the model can simultaneously train stock data within the same period and calculate a
ranking loss. Also, with this setting, the weights of models are shared among all target
stock rather than we construct multiple models separately per stock. We called this a
shared-parameter model. Figure 3. shows the proposed fixed batch transformation. A
slice of single stock’s features has a dimension of T× k, where k is the number of time-
series features for each stock (e.g., technical indicators, financial parameter series), and
T is the sliding window for those features.We prepare this slice for each stock within our
target N stocks. This collection of N feature slices is size-equivalent to the training batch
size and represents multiple stock information during the same period. All N stocks
share the same weight in the modified DA-RNN model Fig. 3(b) as a result of our fixed
batch size setting. These model’s shared weights are updated when the model observes
all N slices of stock features in a batch during training.

There are three benefits to this design. First, it favors the ranking loss calculation,
which we will cover in the next section. Second, the model becomes universal from the
shared-parameter among target stocks concept, with the ability to predict particular stock
independently. To be more specific, the model treats individual stock as one separate
set of features within a training batch. The trained model could still predict any stock
without the need to retraining the whole model again when any stock ceases to trade in
the market. Finally, it reduces the model weights per data by a factor of target stocks.
The lower model weights imply faster training and more straightforward to converge for
the solution.

Fig. 3. Diagram of the proposed model DA-RANK: (a) input features slices (b) a modified DA-
RNN unit, the model’s weights are shared among all stocks (c) combination of loss functions
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(ii) Pair-wise Ranking Loss. We use a combination of regression loss and ranking
loss to optimize our model. On the regression part, the widely used mean square error
loss (MSE) is selected for the model to focus on the return prediction accuracy. This
MSE loss calculation for stock i is displayed in Eq. (3). Next, the pair-wise ranking loss
is introduced to infer stock relations among all target stocks with their relative ranking
score. The formula in Eq. (4) calculates the relative ranking error for every pair in the
matrix. Finally, the combined loss for both functions in Eq. (5) is backpropagated to the
model when learning a fixed batch size data Fig. 3(c).

MSE lossi =
(
ŷit − yit

)2
(3)

Pairwise − Ranking loss =
∑N

i=0

∑N

j=0
max(0,−

(
ŷit − ŷ j

t

)(
yit − y j

t

)
) (4)

Combined Loss =
∑N

i=0 MSE lossi

N
+ α(Pairiwise − Rankingloss) (5)

Where N is the number of target stocks to be predicted simultaneously, the ŷit is the
predicted return for stock i at time step t, the yit is the label describes in the Eq. (1), and
α (alpha) is a weighting ratio tradeoff between the regression accuracy and the ranking
accuracy, which is one of the hyperparameters to be tuned.

4 Experimental Setting

4.1 Dataset

The stock’s end of the day (EOD) data1 used in our research is from The Stock Exchange
of Thailand (SET)Market, corresponding to the period from 12th February 2008 to 28th
December 2018. We use daily frequency data due to computational and data limitations.
Data are split into three sets for each stock, as summarized in Table 3. The training,

Table 3. Dataset records summary

No. Data period Training
records/stock

Validating
records/stock

Testing
records/stock

1 Feb-2008 to
Dec-2016

1437 509 222

2 Jan-2009 to
Dec-2017

1464 487 243

3 Jan-2010 to
Dec-2018

1464 488 244

1 The provided information was retrieved via the SET SMART portal with permission granted for
academic purposes.
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validating, and testing records for the model are approximately 92,000/31,500/15,000
per period, respectively, when considering all target stocks.

As suggested by [11, 16], we split the data into training, validating, and testing
period, as shown in Fig. 4. This setting is to verify the robustness of the model over time.

No. 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 

1 Training Validating Test 
2 Training Validating Test 
3 Training Validating Test 

Fig. 4. Illustration of the sliding-splitting period for stock performance training and evaluation

4.2 Target Stocks Pre-selection Criteria

There are three considerations for our selection of target stock principles.With the below
criteria, we pre-select 64 target stocks out of the SET100 index2.

1. Stock information availability through training to testing periods
2. Sufficient liquidity to assume order always get filled
3. Sufficient volume and big market cap, to avoid price manipulation and to assume

that our trading effect on the price can be neglect

4.3 Compared Methods

In this section, we define the multiple methods for performance comparison. The
baselines include simple investment, machine learning, and other deep learning models.

1. Index performance – buy and hold (buy at the start of the period, sell at the end)

• SET, SET100, and SET643: buy and hold

2. Random Forest: represent a non-deep learning model (tree size: 200, max depths: 5)
3. LSTM4 – as a general deep learning baseline (1 layer, vanilla LSTM)
4. LSTM-RANK – to compare the effectiveness of relation inference over LSTM
5. DA-RNN (see footnote 4) - to compare the effect of attention mechanisms
6. DA-RANK (proposed model) to compare both dual attention and relation inference

2 SET100 index includes top stock with high market capitalization and trading volumes.We select
SET100 Thai market capital as of 7 February 2018. These 64 stocks started trading before 2008
and still active in 2018.

3 SET 64 refers to the 64 target stocks, we invested in equally size (e.g. 1000 dollars per stock).
4 The outputs from LSTM/ DA-RNN are transformed from price to return using Eq. 1.
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4.4 Evaluation Metrics

We compare the performance of each model with three measures:

Root Mean Square Error (RMSE). standard evaluation to the predicted return
Mean Reciprocal Ranking (MRR). evaluate the model on the ranking performance of
the top stock (stock with the highest predicted return)
Profit from Trading Simulation.We select the daily buy-hold-sell strategy5 with fixed
investment (e.g., buy stock worth 1,000 dollars daily). The details as follows:

• At day t, run the model to predict returns for all target stocks then ranks those
predicted return to select only the top stock to buy with fixed investment

• At the day t + 1, sell the stock bought from day t at the close price of day t + 1.

4.5 Hyperparameter Tuning

We optimized our model with the Adaptive Moment Estimation (Adam) algorithm with
an initial learning rate of 0.001. Next, a grid search for hyperparameter was applied to
the range of parameters as follows: hidden unit (16, 32), window size - T equal 5, and
regression-ranking tradeoff: Alpha - α (0, 10, 100, 1000). We choose this alpha range
because we observed that the average magnitude of the MSE loss on the first model
epoch is around 95 times larger than the ranking-aware loss.

5 Experimental Results

We select the model with the best MRR in the validation dataset to evaluate on the test
dataset, the performance on four metrics is shown in Table 4. The results show that our
DA-RANK model, on the three-year average, top performs other models on the MRR
and the % average annual profit at 0.1193 and 71.97% respectively. However, on the
RMSE, the RF consistently top performs over three years at 0.019, while our model
ranks the third at 0.030. On the effectiveness of relation inference, it can improve both
DA-RNN and LSTM model’s performance in all metrics except for DA-RNN’s RMSE.

The standards deviation of the tested results as shown in Table 5 is to illustrate
the robustness of the models. We found that the DA-RANK (±41.3%) and DA-RNN
(±39.9%) are not as robust as LSTM (±12.2%) and LSTM-Rank (±21.6) on % profit.
While on RSME for models with DA-RNN show significantly more robust at around
±0.005.

Another benefit of using the attention mechanism over dimensionality reduction is
the model interpretability. We can extract the attention weights to learn which features
are relevance among all features for a stock at any particular time. For example, during
the 2018 period, the top 3 relevance features for PTTEP to the predicted returns are 1.
Close price, 2. TEMA (5 periods) 3. HMA (5 periods). This interpretability would be
difficult if we performed dimensionality reduction to the input features.

5 This strategy assumes that the trading volume always sufficient to satisfy buying or selling
at close price. And the fee is neglected but we can recalculate percent profit after fee with:
%Returna f ter f ee = %Returnbe f ore f ee × (1− f ee)2.
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Table 4. Profit, MRR, and RMSE on test data set comparison with baseline models

Profit % 

Model 2016 2017 2018 Avg. 

SET 20.00% 12.20% -12.10% 6.70% 

SET100 20.20% 14.90% -11.40% 7.90% MRR top stock 

SET64 25.80% 19.10% -16.00% 9.60% 2016 2017 2018 Avg. 

RF 80.83% 7.96% 88.72% 59.17% 0.112 0.075 0.134 0.1070 

LSTM 66.51% -22.52% 0.80% 14.93% 0.093 0.068 0.122 0.0942 

LSTM-RANK 75.86% 5.94% 64.65% 48.81% 0.117 0.088 0.150 0.1180 

DA-RNN 122.87% 27.64% -20.42% 43.36% 0.148 0.108 0.100 0.1188 

DA-RANK 77.76% 27.01% 111.13% 71.97% 0.111 0.113 0.134 0.1193 

RMSE Sharpe Ratio 

Model 2016 2017 2018 Avg. 2016 2017 2018 Avg. 

RF 0.020 0.017 0.019 0.019 0.141 0.022 0.117 0.093 

LSTM 0.133 0.039 0.048 0.073 0.130 -0.044 0.001 0.029 

LSTM-RANK 0.089 0.041 0.032 0.054 0.138 0.009 0.069 0.072 

DA-RNN 0.023 0.021 0.038 0.027 0.196 0.049 -0.026 0.073 

DA-RANK 0.031 0.021 0.038 0.030 0.124 0.046 0.142 0.104 

Table 5. The average and standard deviation for the test dataset for all hyperparameter

Model % Profit MRR RMSE Sharpe ratio

LSTM 16.62% ± 12.18% 0.096 ± 0.004 0.09 ± 0.022 0.03 ± 0.016

LSTM-RANK 44.94% ± 21.16% 0.101 ± 0.016 0.15 ± 0.126 0.08 ± 0.032

DA-RNN 45.49% ± 39.93% 0.114 ± 0.020 0.03 ± 0.004 0.07 ± 0.056

DA-RANK 44.46% ± 41.73% 0.111 ± 0.012 0.03 ± 0.005 0.06 ± 0.062

6 Conclusion

In this paper, we introduce a new framework for multiple stock returns prediction called
“DA-RANK”. We tailored the framework to enhance model profits with dual-stage-
attention and relation inference. Our model could capture stock relations (relation infer-
ence) with three implementations, shared-parameter model, fixed batch size training,
and ranking loss. More importantly, the model able to process a large number of features
input through our modified dual attentionmechanism.We evaluate the performance with
RMSE, MRR, and annualized profit from trading simulation on 64 target stocks within
the SET market using three annual-sliding periods of test data.
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The results show that our proposed model DA-RANK overtakes baseline models
on profitability while preserving satisfied regression accuracy. This profit enhancement
was due to the ability to ranking stocking during the prediction and capability to process
various feature inputs. The DA-RANK was unable to outperform the Random forest on
the RMSE metric. However, this downfall is supported by the initial assumption that
there is a discrepancy between optimized accuracy and maximizing profits.

In the future work, the research can be extended to the high-frequency trading or
intra-day data; however, in this paper, were limited on the data and computing power.
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Appendix

Table 6. Fundamentals and price data description, 52 attributes in total

Attribute name Description Count

A/P Turnover Seven attributes presented in 5 forms below
• Q - at the quarter data
• Cum. Q - cumulative quarter value since the first
day of the year

• QoQ % - percent change from the previous quarter
• YoY % - percent change from the previous year,
same quarter

• YoY Cum. - percent change from YE data
(cumulative)

35

D/E Ratio

Fixed Asset

Shareholder Equity

Total Asset

Total Liability

Total Revenue

Attribute name: Quarter data 6

Cash Cycle Period Net Profit Margin Net Profit

Earnings per Share Return of Asset Return of Equity

Attribute name: Daily data 11

Close Price Open Price Stock Trade
Volume

P/E Ratio

High Price Book Value Transaction
Volume

P/BV Ratio

Low Price Market Value Market Capital
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Abstract. The three-dimensional data is the core tool behind environ-
ment aware algorithms used in e.g. SLAM or autonomous driving. As
a data format, point clouds are becoming increasingly popular, due to
their high-resolution and mapping fidelity. However, representing data as
points, rather than voxels, comes with very high processing complexity,
as machine learning models need to deal with permutation-invariance
within samples. The PointNet architecture provides an easy and efficient
way to deal with the point cloud data, by performing feature extraction
for each point separately and then computing feature-wise max function.
In this work, we present a comparison of different permutation-invariant
functions used for this aggregation evaluated on the ShapeNet dataset
for the classification task.

Keywords: Representation learning · Point clouds · Deep learning ·
Input permutation invariance

1 Introduction

Deep learning models are known for their superiority over other machine learning
approaches in image and video processing applications. The deep architectures
that utilize convolution filters are capable to solve various image processing tasks
including segmentation, classification, object detection, and image generation.
However, that group of models is ineffective for input data represented by the
point clouds - sets of points creating the objects in 3D space because of the sparse
input data that significantly slows down the learning procedure. To overcome
that issue PointNet model [7] for point cloud representation was introduced. The
central idea of the model is that it is invariant to the permutations of the input
data, which practically means, that for any order of the points delivered on the
input the PointNet returns the same output values. This phenomenon is achieved
by the application of a specific max(·) aggregation function that is permutation
invariant and is applied to the dimension combined with the number of points.

In this work, we make a deep analysis of aggregation procedures applied
to the PointNet. First, we analyze the quality and diversity of key points that
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are selected within the max(·) aggregation procedure. Next, we propose and
evaluate other aggregation functions that are also permutation invariant to the
ordering of the input points. We show, that combining aggregation functions may
lead to better classification results. For the evaluation purposes, we make use of
ShapeNet [2] dataset and compare the various aggregation techniques using the
classification accuracy of the PointNet model.

This work is organized as follows. Section 2 gives a brief overview of the
development of the machine learning methods for 3D data processing and rep-
resentation learning. Section 3 introduces the PointNet model and aggregation
procedures that we evaluated in this work. Conducted experiments and the con-
clusions are extensively discussed in Sect. 4. The last Sect. 5 provides a summary
of the article.

2 Related Works

In the initial works about models for 3D point clouds authors successfully applied
CNNs to 3D volumetric data [5,12]. In [10] authors represent 3D objects by
multiple 2D images gathered from different angles and propose a tailored model
for multi-view examples - Multi-view CNN (MVCNN). The state of the art
accuracy was achieved with a variation of Multi-view CNN - RotationNet [3],
where authors enrich the existing MVCNN solution with an additional rotation
network.

The voxel representation is rather problematic because of the dimensionality
and the sparsity of the input data. It would we beneficial if the model is operat-
ing on the set of 3D coefficients. However, typical neural network architectures
are incapable of processing sets of points because they are not invariant to the
given points ordering. To overcome that issue authors of [7] proposed PointNet,
the specific deep learning model for which the order invariance is obtained by
application of a single symmetric function, max pooling. Effectively the network
learns a set of optimization functions/criteria that select interesting or informa-
tive points of the point cloud and encode the reason for their selection. The idea
of PointNet was extended in [8] by proposing PointNet++ that utilizes hier-
archical point set feature learning in order to improve the ability to recognize
fine-grained patterns and complex scenes.

In [11] authors propose another interesting approach for 3D point data, an
octree-based convolutional neural network (O-CNN). The key idea of our method
is to represent the 3D shapes with octrees and perform 3D CNN operations only
on the sparse octants occupied by the boundary surfaces of 3D shapes. An inter-
esting approach was presented in [4] where authors propose to use hierarchical
feature extraction with permutation invariant network and Self Organized Maps
(SOM) to produce a two-dimensional representation of the point cloud. The
most recent works, VoxelNet [15], and the further extension F-PointNet [6] are
complex end-to-end models capable to be trained on large numbers of point
clouds.
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Besides numerous supervised approaches proposed for 3D point clouds, there
are also a couple of attempts to train informative representations in an unsuper-
vised manner. In [1] authors propose an autoencoder for representing 3D point
clouds that takes point cloud as an encoding network and recommend to apply
one of two possible distances as reconstruction losses: Chamfer and Earth-Mover.
The latent representation can be further mapped to the arbitrary given distri-
bution with the specific GAN model trained on the latent space in the stacked
mode. The model is utilizing simple PointNet architecture in the encoding part
of the model. An interesting extension is presented in [14] where authors propose
to use a variation of adversarial autoencoder for 3D point clouds that is trained
in the end-to-end framework. The key idea of the approach is that it enforces
assumed prior distribution on the latent space for generative purposes. One of
the recent papers [13] utilizes VAE together with continuous normalizing flows
to generate 3D point clouds. Another interesting approach is described in [9],
where the authors utilize the variation of a conditional flow-based generative
model designed for 3D data.

Most of the current models that are solving various tasks with the point
clouds assume some variations of PointNet structure. Therefore it is beneficial
to propose and evaluate novel aggregation techniques that can be utilized in
various models designed for the point clouds.

3 Method

In this section, we describe the deep learning framework used for processing the
point cloud data. First, we state the importance of using the models that are per-
mutation invariant to the passed input, following by describing the PointNet as
a permutation invariant model. Lastly, we describe other permutation invariant
aggregations as a study of improving information richness embedded in learned
representations and its application to a classification task on a ShapeNet dataset.

3.1 Model Invariance Problem for Point Clouds

Contrary to the image data, where pixels are stored in a structured, grid-array
order, point cloud samples are given as sets of points, which are (due to the basic
mathematical properties of the sets) orderless and contain distinct objects. This
property greatly increases the complexity of the point cloud data, as neural
networks typically assume an ordered input. To avoid training models for the n!
possible permutations of each input example (n being the number of the point
clouds in the dataset) it is necessary to construct the machine learning models in
a way, that is invariant to the input permutation. The usual approach for dealing
with permutation invariant data is processing each element (in our case, each
point) of the input (here: point cloud) independently, followed by an aggregation
of outputs by a permutation invariant function. We can define such function as
follows.
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Let’s assume a set of point clouds, denoted as S = {S1, S2, . . . , Sn}. Each
point cloud Sk, is made of points sk,1, sk,2, . . . , sk,l ∈ R

3. The function f :
R

k×3 → R
h and f(Sk) = zk is called a permutation invariant function, when

we want to obtain constant output of the function for the same point cloud,
regardless of the order of the points composing that point cloud. This can be
stated as:

f(Sk) ≡ f(sk,1, sk,2, . . . , sk,l) = f(sk,π1 , sk,π2 , . . . , sk,πl
), (1)

where π1, π2, . . . πl is an arbitrary permutation of the range 1, 2, . . . l.

3.2 PointNet as a Permutation Invariant Structure

In this work, we use the PointNet model, introduced in [7]. The main characteris-
tic of this architecture is performing feature extraction for each point separately
and then aggregating those features point-wise with permutation-invariant func-
tion into a single vector of global features. In [7] the authors presented the archi-
tecture as shown in Fig. 1, with f being max-pooling function, MLP 1 being
two fully-connected layers with 64 units both, MLP 2 being two fully-connected
layers with 128 and hz units, MLP 3 being three fully-connected layers with 512,
256 and hy units, where hy- number of classes. The TNet modules are referring
to learnable affine transformations in a 3-dimensional space (point space) and
a 64-dimensional space (feature space). They are modeled as “mini PointNets”,
but are returning a transformation matrices of sizes 3×3 and 64×64 respectively.

PointNet achieves permutation invariance with a max-pooling function f
(marked as a green region in the Fig. 1). In this work, we replace the max pool-
ing with other types of aggregations in order to study potential benefits for
representations expressiveness learned by the model and a subsequent increase
in classification accuracy. We compare simple, single-statistic functions such as
mean(·), median(·) or sum(·) with combination of those statistics, further aggre-
gated with the use of the neural networks. We also present a qualitative compar-
ison between max(·) and median(·) functions, by comparing the critical subsets
of point clouds chosen by those methods, consisting of points having the activa-
tions, that were returned.

Fig. 1. A PointNet architecture consisting of three parts: (a) feature extraction encod-
ing separately each point of a given point cloud to a feature vector of length hz, (b)
aggregation combining features feature-wise across all points, (c) classification part
learning a mapping from aggregated features to class labels. The TNet K refers to
learnable affine transforms in K dimensions introduced in [7]. The MLP M networks
architecture is described in a Sect. 3.2.
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3.3 Current Aggregation Techniques

Currently feature aggregation functions are such functions f (with properties
described in Sect. 3.1) that for matrices of local features F ∈ R

l×h (where l -
number of points in the point cloud, h - number of features for each point in
the point cloud) perform feature-wise aggregations across all points, resulting
in a global feature vector z ∈ R

h. Most widely aggregation function is a max(·)
function (presented in [7]), returning maximum local activation value among all
points for specific features.

However, these aggregation techniques come with limitations. Using the max
function to construct a feature, takes only the maximum activation value into
consideration while ignoring the other values and the shape of the distribution
of all activations. By using other aggregation functions, such as sum, mean or
median the whole local features distribution is used for creating a global feature.

In this work, we also propose using an approach consisting of a combination
of different aggregation functions. First, we calculate the statistics with different
methods: sum, median, mean and max functions, obtaining vectors of size h
each. Those statistics were later grouped into two groups: (1) sum, mean & max
and (2) median, mean & max, resulting in two vectors of size 3h. In the end, we
pass those vectors through a two-layer neural network (with layers of length 2h
and h) to reduce the global vector size from 3h to h. It is done to ensure that
those “combined” vectors were comparable with the standard approaches.

Another proposed approach is a modification of described max(·) function
to return k biggest values from the input set, instead of just the maximal one.
We call this method a “top-k” function. Those values are later passed through
a one-layer neural network to reduce the vector size from k · h to h in order to
compare the method with other approaches.

4 Experiment

The goal of the experiment is to evaluate the classification abilities of the classi-
fication network, based on different aggregation functions f used to combine fea-
tures point-wise. In addition to standard permutation-invariant functions max,
mean, median, three combinations were also checked: (1) sum-mean-max (SMM),
(2) median-mean-max (MMM) and (3) max top-k, concatenated together and
passed through the one-layer neural network to match the encoding size. The
experiments were conducted on the ShapeNet dataset, described in Sect. 4.1.

4.1 Dataset

To perform experiments presented in this work we have used the ShapeNet [2]
dataset. It consists of over 50000 point clouds, each given as 2048 points in
3-dimensional space and belonging to 55 classes. The classes are heavily imbal-
anced, ranging from 65 to 23 thousand samples per class. Each point cloud is
given pre-aligned to a vertical axis (usually denoted in Cartesian coordinates as
axis “z”). The dataset was split into 85% train – 5% validation – 10% test part
while keeping proportions between the classes.
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4.2 Metrics

Three metrics were used for quantitative evaluation:

– accuracy – percent of correctly classified test samples, given as

accuracy =
1
N

N∑

n=1

1(ŷn = yn), (2)

where N - number of samples, ŷn - predicted class of n-th sample, yn - true
class of n-th sample and 1(·) - indicator function

– balanced accuracy – average of recall values calculated per class. As the
dataset is very imbalanced it provides better overview of classification ability
on underrepresented classes, given as

b. accuracy =
1
C

C∑

c=1

1
Sc

Sc∑

s

1(ŷs = c), (3)

where C - number of classes in the dataset, Sc - number of samples that
belong to class c, ŷs - predicted class of sample ys, belonging to class c and
1(·) - indicator function

– encoding diversity – for the aggregation functions that return a feature value
of a specific point (e.g. max, median) we calculate how many unique points
were taken into constructing final feature vector, given as

diversity =
1
N

N∑

n=1

|set(f(xn))|
hz

, (4)

where set(A) - set consisting of elements of A, |A| - number of elements of A,
hz - length of a feature vector, N - number of samples.

4.3 Results

In this section, we present the results on the classification tasks achieved by
the PointNet model with different aggregation functions. The experiments were
conducted for five different lengths of the feature vector hz ∈ {8, 16, 25, 50, 100}.

In Table 1 we present the results for model accuracy, without taking the
ShapeNet class imbalance into account. We can observe, that combining several
types of features (in this case MMM) yields much better results than using any of
the other aggregation types in separation. If only a single-statistic feature aggre-
gation is considered, then using mean and median allows higher performance
than the max function baseline.

Table 2 presents the model performance with consideration of the class imbal-
ance. First, the accuracy was calculated for every class separately, and then the
results were averaged to obtain more informative data about the classification
abilities. It can be observed, that using a statistic that takes all points into
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Table 1. Comparison of a classification accuracy given different aggregation functions
and lengths hz of the global feature vector.

Aggregation hz = 8 hz = 16 hz = 25 hz = 50 hz = 100

Max 0.8426 0.8468 0.8494 0.8471 0.8484

Mean 0.8563 0.8610 0.8632 0.8648 0.8703

Median 0.8536 0.8559 0.8623 0.8636 0.8677

MMS 0.8561 0.8580 0.8642 0.8677 0.8717

MMM 0.8735 0.8671 0.8701 0.8739 0.8765

Table 2. Comparison of a classification balanced accuracy given different aggregation
functions and lengths hz of the global feature vector.

Aggregation hz = 8 hz = 16 hz = 25 hz = 50 hz = 100

Max 0.6704 0.6785 0.6805 0.6826 0.6879

Mean 0.6966 0.7029 0.7091 0.6938 0.7075

Median 0.6861 0.6824 0.6954 0.6956 0.7094

MMS 0.6682 0.6767 0.7082 0.7056 0.7021

MMM 0.6854 0.6880 0.7035 0.7072 0.7182

Table 3. Comparison of accuracy and balanced accuracy between top-k of max values.
Note that using the top-1 aggregation is the same as using the standard max function.

Top-k Accuracy Recall

k = 1 0.8468 0.6785

k = 2 0.8547 0.6802

k = 3 0.8560 0.6796

k = 4 0.8554 0.6987

k = 5 0.8555 0.6869

Table 4. Comparison of the diversity of the points that compose the feature vector. A
higher value means that a bigger portion of the feature vector was created by taking
values of the unique points from the point cloud.

Aggregation hz = 8 hz = 16 hz = 25 hz = 50 hz = 100

Max 0.9333 0.8829 0.8659 0.7736 0.6409

Median 0.9821 0.9530 0.9197 0.8063 0.7151

account while calculating the feature value (i.e. mean) allows obtaining the best
results when using short feature vectors.

The original PointNet [7] used a max function to aggregate feature acti-
vations. In Table 3 we present the results of taking additional activations (k
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Fig. 2. Visualization of points that were used for global feature vector composition for
different types of aggregation function f and feature vector length hz. Original point
cloud presented in the left column.

maximal values ins ted of just 1). The values from 1 to 5 were tested, as getting
more points resulted in diminishing or no improvement. Based on these results
we conclude, that when using max as an aggregation function, using the top 4
activation values is optimal.

Using the aggregation functions that pick specific feature values out of all
given feature values among points in the cloud may result in selecting the same
point for more than one feature in the feature vector, potentially reducing the
amount of information represented in the final feature vector. Table 4 presents
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the mean percentage of unique points taken when using aggregations, that pick
single points (i.e. max and median) for different lengths hz of the feature vector.

It can be seen, that using the median aggregation over the max function
results in greatly improved diversity of picked points at all global feature vector
lengths. It is also noticeable while comparing the visualizations of selected points
in Fig. 2 in the later part of this work.

Training PointNet model with an architecture using max or median aggre-
gation function (i.e. function that chooses only a single point for each feature in
the global feature vector) allows for visualizing the latent space picks. In Fig. 2
we present such obtained points for four different classes and five different fea-
ture vector lengths. Depending on the aggregation function, the picked points
form either the outline of the point cloud (max aggregation) or a more uniform,
complete shape (median aggregation). The difference can be seen primarily in
the microphone and the guitar examples.

5 Conclusion

In this work, we present a comparison between different permutation-invariant
aggregation functions. As an alternative to previously [7] used the max function
we propose the usage of the median and mean functions or the combination
of those. Experiments show, that proper selection of aggregation function can
improve accuracy and average recall for the classification task, even for short
feature vectors. As an alternative for single-statistic aggregations, we also intro-
duce a method for combining several aggregation methods with the use of the
neural network and show better results achieved using this approach.
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Abstract. Early detection of melanoma, which is a deadly form of
skin cancer, is vital for patients. Differential diagnosis of malignant and
benign melanoma is a challenging task even for specialist dermatologists.
The diagnostic performance of melanoma has significantly improved with
the use of images obtained via dermoscopy devices. With the recent
advances in medical image processing field, it is possible to improve the
dermatological diagnostic performance by using computer-assisted diag-
nostic systems. For this purpose, various machine learning algorithms
are designed and tested to be used in the diagnosis of melanoma. Deep
learning models, which have gained popularity in recent years, have been
effective in solving image recognition and classification problems. Con-
currently with these developments, studies on the classification of dermo-
scopic images using CNN models are being performed. In this study, the
performance of AlexNet, GoogLeNet and Resnet50 CNNs were exam-
ined for the classification problem of benign and malignant melanoma
cancers on dermoscopic images. Dermoscopic images of 19373 benign
and 2197 malignant lesions obtained from ISIC database were used in
the experiments. All three CNNs, which were the former winners of the
ImageNet competition, have been reconfigured to perform binary clas-
sification. In the experiments 80% of the images were used for training
and the remaining 20% were used for validation. All experiments were
performed with the same parameters for each CNN models. According to
the experiments ResNET50 model achieved the best performance with
92.81% classification accuracy and AlexNet was first-ranked in terms
of the time complexity measurements. The development of new models
based on existing CNN models with a focus on dermoscopic images will
be the subject of future studies.
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1 Introduction

Melanoma is a lethal form of skin cancer caused by dark pigment producing
cells called melanocytes. This type of cancer develops as a result of the genetic
mutation of melanocytes, that produce melanin which determines the skin and
hair color. Melanoma is observed at a low percentage of 4% to 5% among der-
matological cancers [1]. According to the cancer statistics mentioned in a recent
study, it is predicted that 1,762,450 cancer cases will be observed in the United
States in 2019 and 96,480 of these cases will be of melanoma type [2]. Melanoma
is responsible for 75% to 80% of deaths from such skin cancers.

Aggressive growth and metastasis are among the general characteristics of
melanoma. Melanoma can be easily treated when diagnosed in its early stages
(stage 1). Melanoma has a survival rate of 97% at stage 1. Disease can progress
rapidly to the last stage (stage 4) due to the late diagnosis or improper treat-
ment and becomes untreatable. Only 14% of patients with metastatic melanoma
survive for up to 5 years. Surgical excision following early diagnosis of melanoma
is the only way to eliminate the disease that will result in death. However, exci-
sion of benign lesions will lead to increased morbidity and unnecessary health
expenditures [3].

Given the complexity and similarity of skin lesions, it can be challenging
to make an accurate diagnosis. Melanotic lesions can be diagnosed through the
evaluation of multiple parameters, such as pattern analysis of the lesional region,
comparison of the suspicious lesion with the patient body, patient’s medical
history and evolution of the lesion.

Before 1980, the melanoma was recognized by signs of overgrowth, ulceration,
and fungus of the skin lesion in its last stage, and unfortunately it was too late for
the patient. After 1985, ABCD [4] criterion was defined by members of a group
at New York University. In this abbreviation A stands for asymmetry, B stands
for border irregularity, C stands for color variation and D stands for diameter
>6 mm. In the following years this criterion was updated as ABCDE in which E
stands for evolution of the lesion (skin, size, color changes or other symptoms).
The characteristics of the early stages of melanoma is defined according to this
criterion.

Although pathological diagnosis is accepted as the gold standard [5], signif-
icant advances have been made in the early diagnosis of melanoma as a result
of innovations in clinical methods and imaging technologies. In the 1990s, with
the newly developed dermatological light-based visual techniques such as der-
moscopy [6], clinicians were able to spot the signs that could not be observed
with the naked eye where the lesion is located. Later, digital dermoscopy was
emerged as a result of the development of computer-assisted methods. More suc-
cessful diagnostic results were achieved with digital dermoscope than the manual
dermoscope [7]. In clinical investigations the accuracy of melanoma diagnoses has
increased over the years due to the usage of these light-based visual technolo-
gies [8].

Patients who have skin disorders, do not think or delay to see the doctor
unless they encounter very serious symptoms [9]. Nowadays, it is possible to
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perform patient examination on the internet with the method called telederma-
tology [10]. In teledermatology, patients can receive pre-diagnosis information
about the disease from specialist physicians by transmitting the images taken
by mobile phone or professional camera to the clinics. The personal experience
of physician is very important in the diagnosis of skin lesions. Physician attempt
to make a diagnosis by comparing the local features of the lesions with the rest
of the patient’s body [11]. On the other hand, some studies have reported that
the diagnoses made by the teledermatology method have higher accuracy in skin
cancer diagnoses [12].

It is understood that dermatological images will have an important role in the
pre-diagnosis and even more advanced stages of disease diagnosis. Digital images
of skin lesions can be used in teledermatology or can be used as training data for
artificial intelligence models [13]. Later these models will integrated to computer
aided diagnostic systems in parallel with today’s technological developments.
In literature, we have frequently come across studies about comparison of deep
learning (DL) performance against clinicians in recent years [14]. Convolutional
Neural Network (CNN), which is a class of DL, models are used in most of these
studies. When we examine the ones about skin lesion diagnosis, it is understood
that the diagnostic accuracy of CNN’s are getting close to the performance of
dermatologists in each new study [15]. According to some of these new studies,
it is also stated that CNN models are more successful than dermatologists [16]
and pathologists, [17].

2 Benign - Malignant Skin Lesion Classification Using
Deep Learning

Deep learning [18] architectures allow computational models of multiple process-
ing layers to learn the representation of data. These methods have significantly
improved the latest technology in speech recognition, visual object recognition,
object detection and many other areas such as drug discovery and genomics.
Deep learning discovers and learns complex information in large datasets using
the backpropagation algorithm to show how a machine must change the inter-
nal parameters used to calculate the output on each layer of output from the
previous layer.

2.1 AlexNet

AlexNet [19] is a convolutional neural network model that was the winner of the
2012 ImageNet contest. The ImageNet has been held since 2010 and is based
on the problem of classifying more than 14 million images into one thousand
different classes. This model has achieved 15.3% top-5 error rate in the year it
participated the competition and attracted all the attention. Alexnet achieved
this result by reaching 10% better classification accuracy than its closest com-
petitor. Although convolutional neural networks gave their first successful results
with the LeNet-5 model developed by Yann LeCun in 1998 [18], it was very
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difficult to implement CNN’s in practice. Because CNN models required high
processing power to perform required calculations adn they were computation-
ally expensive at that period. In recent years, where we have benefited from the
high computing capabilities of GPU processors, it has been possible to implement
CNN architectures.

Although Alexnet has similar architecture to Lenet5, it is a deeper and larger
CNN architecture. Lenet 5 was consisted of 3 convolutions, 2 sub-sampling and 1
fully connected layers. In Lenet5, average pooling was used for sub-sampling and
tanh and sigmoid activation functions were used for the calculations. Alexnet,
on the other hand, consists of a total of 8 main layers, of which the first five
are convolution layers and the last three are fully connected layers (see Fig. 5).
Max-pooling layers are available to reduce the size between these layers during
application. ReLU (Rectified Linear Unit) activation function, which offers better
training performance compared to tanh and sigmoid functions used in Lenet 5,
was preferred in the calculations. Alexnet receives RGB images to 227 × 227 as
input. In this model, a total of 62,378,344 parameters are calculated in all layers
as a result of the operations performed on the image.

2.2 GoogLeNet

GoogleNet [20] is a CNN model developed by Google. This CNN is the winner
of the 2014 ImageNet contest and has reached a top-5 error rate of 6.67% in the
competition. This ratio is very close to human performance, which is 5.1%. This
model has 22 layers and is deeper and wider than previous CNNs (see Fig. 6).
Unlike AlexNet, the number of parameters calculated in these layers is about 5
million which means that it will require 12 times less computation than AlexNet.
Another difference of GoogLeNet is that it does not have fully connected layers.
Instead, there are Inception modules which makes the network much deeper and
wider. In the Inception module, 1×1, 3×3, 5×5 convolution and 3×3 maxpooling
operations are applied to the data transmitted from the previous layer. Unlike
Naive Inception, which has a high calculation cost, 1 × 1 convolution is applied
before 3×3 and 5×5 convolutions in order to reduce the number of calculations.
For the same purpose, 1 × 1 convolution was also added after maxpooling (see
Fig. 7). The different features obtained as a result of these operations applied
to the data from the previous layer are concatenated and transmitted to the
next layer. Unlike previous deep architectures, GoogLeNet uses global average
pooling instead of using a fully connected layer at the end of the network. As
a result, it was stated that top-1 accuracy improved by 0.6%. Some middle
softmax branches are present at the intermediate layers of this network which
were designed as auxiliary classifiers. The calculated loss obtained from these
layers is added to the total loss with a weight of 0.3. These layers were added for
the purpose of regularizing the network and preventing the gradient vanishing.
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2.3 ResNet

Resnet [21] is a more advanced version of CNNs. This model, which stands for
Residual Neural Network, is different from previous CNN models. Theoretically,
it is assumed that the accuracy of classification will increase as the network depth
increases in CNNs. However, no matter how deep the model is, it reaches satu-
ration after a point. From this point on, detonation occurs and the classification
reports accuracy. Resnet adds shortcuts between layers to resolve this issue. This
method prevents corruption while the CNN deepens. Bottleneck blocks are used
for acceleration training at ResNet. There are several types of Resnet. Resnet
has many varieties, one of which is the winner of the 2015 ImageNet competition.
With 152 layers, this Resnet model reached a top 5 error rate of 3.57% in the
competition. In Resnet model, instead of using 2 (3 × 3) convolution, (1 × 1),
(3 × 3), (1 × 1) convolution layers are used (see Fig. 8). In this study, a smaller
and more frequently used version of Resnet152, Resnet50 model, was examined.

3 Experimental Framework and Results

3.1 Hardware Configuration and Software

We conducted experiments on a device with 2.40 GHz 8 Core Intel 7 4700HQ
CPU, 16 GB of RAM and NVIDIA GeForce GT 750M Graphic Processing Unit
(GPU). We developed our algorithms using Matlab R2018b with Deep Learning
Toolbox. Three CNN models were tested on GPU with Marlab 2018b.

3.2 Dataset Descriptions

We referred to the International Skin Imaging Collaboration: Melanoma Project
(ISIC), public archive of clinical and dermoscopic images of skin lesions [22].
This database consists of 23906 skin lesion images. We selected a subset of 21570
dermoscopic images from this database which consisted of 19373 benign and 2197
malignant diagnostic attributes.

3.3 Data Preprocessing

Both pre-trained models are designed to classify images of specific sizes. AlexNet
accepts 227 × 227 images as input. GoogLeNet and ResNet50 are designed to
classify 224×224 images. In order to retrain each classifiers for different types of
images, the existing dermoscopic images need to be adjusted to the dimensions
accepted by the classifier. Accordingly, each image was resized to fit the input
layers of the CNNs by applying bicubic interpolation.
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3.4 Configuration of CNNs

AlexNet, GoogleNet and ResNet were originally designed for the ImageNet com-
petition to classify millions of images into 1000 different classes. Therefore, the
final softmax layers of both pre-trained CNNs are designed to give 1000 different
probability values of 1000 different classes. In order to apply binary classification
of benign and malignant lesions with those CNNs, we modified the last output
layer and set output size equal to 2, weight learn rate factor to 10 and bias learn
rate factor to 10.

3.5 Training Setup

For the experiments, 80% of 21570 images were randomly allocated for training
and 20% for validation. Both classifiers used the same randomly chosen sets for
training and validation. We also configured the minibatch size equal to 10, the
learning rate to 0.0003, and the number of epoch to 5 for the training setup.

3.6 Classification Performance

As can be seen, ResNet50 and GoogLeNet have achieved more successful classi-
fication accuracy performance results than AlexNet. Table 1 gives detailed infor-
mation about performances of the CNNs. All three models reached these scores
with 8625 iterations in 5 epochs during the training phase. Each epochs lasted
in 1725 iterations. As shown in results all three models, a classification accu-
racy score of which slightly over 90% was achieved at the end of the first epoch
(see Figs. 1, 2 and 3). This score was increased in the next 5 epochs with small
improvements. According to the results, three CNNs which are capable of clas-
sifying images of 1000 categories of different types, may also be useful in the
classification of benign and malignant lesions on dermatology images (see Fig. 4).

Table 1. Classification performance of the three CNNs

Classifier Accuracy Elapsed time

AlexNet 91.40% 239 min 4 s

GoogLeNet 92.70% 283 min 50 s

ResNet50 92.81% 354 min 46 s

3.7 Time Complexity Comparison of Three CNN Models

The CNNs tested in this study were retained in their original state and the
final layers of the models were modified to apply binary classification. All three
models were trained on the same platform with the same data and their perfor-
mances were measured. Among these models, AlexNet calculates approximately
60 million parameters for a picture, GoogleNet calculates 5 million parameters,
and ResNet50 calculates 25.6 million parameters. According to the results the
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Fig. 1. AlexNet’s training accuracy evolution over 5 epochs

Fig. 2. GoogleNet’s training accuracy evolution over 5 epochs

training phase lasted 239 min 4 s for AlexNet, 283 min 50 s for GoogLeNet and
354 min 46 s for ResNet50 on the same 80% sub-data set. The remaining 20%
subset of images used for validation on both CNNs. Validation step lasted in
5 min 17 s for AlexNet, 6 min 52 s for GoogleNet and 8 min 18 s for ResNet50.

Although ResNet’s classification accuracy score is 1.41% better than AlexNet,
it is observed that AlexNet is more advantageous in terms of time complex-
ity. GoogleNet ranked second according to time complexity scores, however it
also missed the first place with a small margin in classification accuracy. In
this case, it can be concluded that GoogLeNet is more advantageous in terms
of costperformance evaluation. ResNet’s first-place achievement of classification
accuracy score was overshadowed by its long computation time.
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Fig. 3. ResNet50’s training accuracy evolution over 5 epochs

Fig. 4. Benign and malignant lesion classification example with AlexNet

Fig. 5. AlexNet model.
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Fig. 6. GoogLeNet model.

Fig. 7. GoogLeNet inception layer.

Fig. 8. ResNet50 model.

4 Conclusion and Future Work

In this study, we compared three different deep learning models in solving the
binary classification problem of melanoma type skin lesions on dermatology
images. These three models are the previous champions of the Imagenet com-
petition and serve as a source for many studies using deep learning models in
the literature. As a result of our experiments, it was seen that all three mod-
els reached 90% classification accuracy scores. The ResNet50 model, with the
highest classification accuracy, lags behind time complexity measurements. The
AlexNet model, which has the lowest classification success, was first-ranked in
time complexity measurements. The GoogLeNet model, which takes second place
in both measurements, can be said to be more balanced model according to the
performance-cost measurements.
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According to some studies carried on pathological diagnosis of melanoma,
a second expert dermapathologist review may change the diagnosis. In a study
of which 567 patients diagnosis report were evaluated, 3% (19) of these cases
diagnosis were changed to benign after a second expert review in contrast to the
initial report [23]. In such a case where there are controversies about pathological
diagnosis, the effective use of computer-aided systems and consequently CNN
algorithms will increase the success of differential diagnosis. Thus, biopsy tests
which are costly for health expendituresor and stressful for patients may not be
requested in some cases.

In addition, considering the promising results of our study and the previ-
ous studies showing that deep learning models give more successful results than
dermatologist diagnoses, it can be predicted that computer-aided diagnostic sys-
tems will be used more in the detection of skin cancer in the following years. The
CNN models, which will be developed in line with this objective, is expected to
achieve high classification accuracy with short calculation time. In our future
studies, we aim to achieve more successful results by modifying some layers of
all three models. The long-term objective is to develop systems that can make
a differential diagnosis for different types of skin lesions on images taken with
mobile phones or digital cameras.
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Abstract. TheHough circle transformhas beenwidely used in pattern recognition
to find circles in images. It, however, has many parameters to be adjusted before
usage. This study focuses on the analysis of the circular size and distribution
density for the images of ball maps in electronic parts. The amounts of projection
of the binary conversion quality in different directions are calculated, and the
parameters required in theHough circle transformare automatically adjusted based
on the amounts of projection. In this way, the time for setting blind tests could be
reduced and the accuracy of pattern recognition could be improved.

Keywords: Hough circle transform · Pattern recognition · Parameter setting ·
Ball map

1 Introduction

In recent years, with the popularization of the information industry,many technical infor-
mation transmission methods have also been converted from traditional paper materi-
als into digital data. The digitized data is also easier to apply and automate the entire
workflow.

In the past, there have been few studies on digitizing electronic component specifi-
cations. Part of scanning the contents of an electric part specification is to convert the
image content in the file into text. For example (Fig. 1), this kind of picture is called
ball map. The ball map contains information about the foot of various electronic parts.
Different images have different sizes of circles and character information. The purpose
of the study was to remove the noise from the round frame and to extract the text [9]. In
this paper, we have found a way to automatically detect the parameters that are suitable
for bringing in, based on Hough Circle Transform, for various images with different
circle sizes. In this way, it is not necessary to manually test each picture to find suitable
parameters [12].

© Springer Nature Switzerland AG 2020
N. T. Nguyen et al. (Eds.): ACIIDS 2020, LNAI 12033, pp. 527–535, 2020.
https://doi.org/10.1007/978-3-030-41964-6_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41964-6_45&domain=pdf
http://orcid.org/0000-0001-7305-6492
https://doi.org/10.1007/978-3-030-41964-6_45


528 P.-Y. Huang et al.

Fig. 1. Converting the pin information map in an electronic part into a form.

The remainder of the paper is organized as follows: In Sect. 2, the related work will
be discussed. Section 3 is devoted to the method we proposed. Section 4 presents the
experimental results and discussion. The conclusion is reported in Sect. 5.

2 Related Work

2.1 Hough Circle Transform

The Hough transform is one of the feature extraction techniques applied to image recog-
nition and analysis. This purpose is going to find lines, circles, and rectangles in the
pictures [11]. The Hough circle transform is a variant of Hough transform for detecting
circles in imperfect image inputs. We know that in two-dimensional space, the equation
of a circle can be expressed as:

(x − a)2 + (y − b)2 = r2,

where a, b are the coordinates of the center of the circle, r is the radius of the circle,
and (x, y) are all parameters that satisfy this equation on the plane. The steps for Hough
Circle Transform are as follows:

(1) The gradient of the points on the circumference points to the position of the center
of the circle. For each point, the count is increased only along the gradient direction,
and the range is defined by themaximum andminimum values of the predetermined
radius. If the threshold is exceeded, the point is the center of the circle.

(2) The distance between the center of the circle and the point is calculated. The
maximum value is the radius of the circle.

2.2 Fully Convolutional Network

In artificial intelligence and machine learning, the most commonly used Convolutional
neural network [10], also known as CNN, CNNs, or ConvNets. CNN’s architecture
consists of three parts: Convolution, Pooling, and Fully Connection. The feature map
describes the corresponding feature data that should be generated for that step.
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In this article, parts of the automated process are used by Fully Convolutional Net-
works. Fully Convolutional Networks (FCN) adjusted the CNN architecture, and the
Pooling and Fully Connection were replaced by Convolution. Also, the text detection
method based on FCN module construction: An Efficient and Accurate Scene Text
Detector (EAST) is a text detector based on deep learning [4]. The main idea comes
from U-Net [6], which uses a U-shaped structure to obtain pixel-level segmentation pre-
diction results and pixel-level geometric prediction results. Based on these two results,
the coordinate values of the four vertices of each bounding box can be calculated. Then
remove the redundant, duplicate bounding box through NMS. EAST is often used for
text detection in natural scenes, so it has excellent text detection results [2]. The natural
scenes that affect text detection include sensor noise, light, blur and angle [1]. Therefore,
we chose the part of the text detection that EAST applied in this study [3].

3 Method

3.1 Flow Diagram

Figure 2 shows the flowchart of automatic conversion. First, the approach imports the
image into the EAST neural network. Second, it uses the previously trained neural
network model for text area detection to identify the area containing characters as text.
Finally, it places the recognized text of the image into the table automatically.

Fig. 2. The flow chart of automatic conversion

Before importing an image into the neural network for text recognition, we use
pre-processing on the image to improve the accuracy of the neural network to find
the text area in the picture. Preprocessing includes binarization, removing frames and
removing circles [8]. Binarization converts the three-channel color map into a black-
and-white image to facilitate subsequent calculation of the pixel quality of the picture
[5]. Removing frames removes the solid outline of the image that affects the projected
waveform, making the numerical analysis more accurate and straightforward. Removing
circles removes the rounded frame from the image, including stable and dashed circles.
It is because in our previous implementations, we found that the edge of the circle is a
severe disturbance for the neural network. Therefore, before the picture is imported into
the neural network, the frame line containing the circle is eliminated.
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3.2 Pixel Projection and Noise Removal

In Removing Circles, we use Hough circle transform. For Hough circle transform, we
need to adjust the appropriate parameters according to the size and density of the circle in
the image, such as the upper and lower limits of the circular diameter and the minimum
distance between two centers of circles.

To automatically find the appropriate parameters as the input value of Hough circle
transform, we first divide the binarized image into the pixel accumulation of the X-axis
and the Y-axis.We then obtain the waveform of both the X-axis and the Y-axis projection
amounts (Fig. 3).

Fig. 3. The waveform projection of the X-axis and the Y-axis. [a] X-axis projection waveform
with a bound. [b] X-axis projection waveform with no-bound. [c] Y-axis projection waveform
with a bound. [d] Y-axis projection waveform with no-bound.

After a preliminary analysis, we found that the waveform of the X-axis projection is
more correlated with the parameters of the Hough circle transform. Then, the waveform
of the X-axis projection amount will be further statistically analyzed. The result is shown
in Fig. 4.

The X-axis projection waveform processed by the module of removing frames
(Fig. 3[b] and [d]) reduces the outliers of the frame projection on the waveform, and
the waveform becomes more regular. We then normalize the waveform, calculate the
continuous length set of the maxima of the binary wave, and estimate the approximate
diameter of the circle. The constant value set of the minimum value of the binary wave
can be used to calculate the distance between the two centers (the median is used as the
estimated value currently).
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Fig. 4. The algorithm for the projection of the X-axis and Y-axis.

4 Experiment and Discussion

Before importing the image into the neural network for text detection, wewill preprocess
the image to get better text detection results. The preprocessing of the image includes
three parts: binarization, removing frames and removing circles.

4.1 Images Binarization

The original color or grayscale image is uniformly transferred to a picture with only
black and white pixel values to calculate the projection amount of the black pixel on the
X-axis.

4.2 Removing Frames Automatically

As shown in Fig. 5, it can be found that the waveform of the X-axis projection without
the frame is more regular than the figure with the frame.
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Fig. 5. The projection waveform of the X-axis and Y-axis. [a] The picture has the frame. [b] The
picture removed the frame

4.3 Removing Circles Automatically

This part normalizes the waveform of the X-axis projection amount (Fig. 6) and auto-
matically calculates the waveform value to obtain the most suitable original diameter
and center-to-center spacing [7].

[a] original waves [b] binary waves

Fig. 6. Converting initial waves to binary waves. [a] original waves [b] binary waves

Then it automatically takes the obtained parameters into the Hedge circle transform
to eliminate the circular edges in the picture (Fig. 7).
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Fig. 7. Removing the frame and circles in the ball map image

4.4 Experimental Result

Compare the results before and after using automatic parameter setting, we can see from
the colored part of Fig. 8[a] that the circles found by Hough circle transform is very
messy. However, using our proposed method, all the circles can be found out without
loss (Fig. 8[b]).

Fig. 8. [a] Hough circle transform using present parameters. [b] Hough circle transform using
automatic parameter setting.

The preprocessed text detection results (Fig. 9[a]) are significantly better than the
original image (Fig. 9[b]). As a result, good image preprocessing can improve the
accuracy of image recognition.



534 P.-Y. Huang et al.

Fig. 9. Removing the frame and circles in the ball map image. [a] The text detection results after
processing. [b] Original text detection result.

5 Conclusion

This article presents an architecture that automatically adjusts the parameters in the
Hough circle transform. The projected waveform is further analyzed by the cumulative
projection of the black pixel quality in the X-axis direction of the picture to find the most
suitable parameter for each photo. Finally, it is applied to eliminate the round frames in
the ball map picture to reduce the impact of noise in neural-network identification. The
automatic parameter setting will improve the effectiveness of the EAST detection. The
F-Score of the text detection increased from 0.23 to 0.91.

In the future, the projection waveform analysis will be more comprehensively calcu-
lated, hoping to remove more noise and find more suitable parameters. Besides, the text
area detection result of the picture will be imported to the character recognition, and the
result of the character recognition will be merged into a table according to the relative
position in the original image.

References

1. Jaderberg, M., Simonyan, K., Vedaldi, A., Zisserman, A.: Reading text in the wild with
convolutional neural networks. Int. J. Comput. Vis. 116, 1–20 (2016)

2. He, T., Huang, W., Qiao, Y., Yao, J.: Text-attentional convolutional neural networks for scene
text detection. IEEE Trans. Image Process. 25, 2529–2541 (2016)

3. Zhou,X., et al.: EAST: an efficient and accurate scene text detector. In: The IEEE International
Conference on Computer Vision and Pattern Recognition, pp. 2642–2651 (2017)

4. Zhang, Z., Zhang, C., Shen, W., Yao, C., Liu, W., Bai, X.: Multi-oriented text detection with
fully convolutional networks. In: The IEEE International Conference on Computer Vision
and Pattern Recognition, pp. 4159–4167 (2016)

5. Long, J., Shelhamer, E., Darrell, T.: Fully convolutional networks for semantic segmenta-
tion. In: The IEEE International Conference on Computer Vision and Pattern Recognition,
pp. 3431–3440 (2015)



Automatic Parameter Setting in Hough Circle Transform 535

6. Ronneberger, O., Fischer, P., Brox, T.: U-Net: convolutional networks for biomedical image
segmentation. In: The 18th International Conference on Medical Image Computing and
Computer Assisted Intervention, pp. 234–241 (2015)

7. Yadav, V.K., Batham, S., Acharya, A.K., Paul, R.: Approach to accurate circle detection:
circular Hough transform and local maxima concept. In: The International Conference on
Electronics and Communication Systems (2014)

8. Bieniecki, W., Grabowski, S., Rozenberg, W.: Image preprocessing for improving OCR accu-
racy. In: The International Conference on Perspective Technologies and Methods in MEMS
Design, pp. 75–80 (2007)

9. Wolf, C., Jolion, J.M.: Object count/area graphs for the evaluation of object detection and
segmentation algorithms. Int. J. Doc. Anal. Recogn. 8, 280–296 (2006)

10. Zhang, G.P.: Neural networks for classification: a survey. IEEE Trans. Syst. Man Cybern.
Part C (Appl. Rev.) 30, 451–462 (2000)

11. Illingworth, J., Kittler, J.: The adaptive Hough transform. IEEE Trans. Pattern Anal. Mach.
Intell. 9, 690–698 (1987)

12. Hardouin, C., Yao, J.F.: Multi-parameter auto-models with applications to cooperative
systems. Comptes Rendus Mathematique 345(6), 349–352 (2007)



Construction of an Intelligent Tennis Coach
Based on Kinect and a Sensor-Based Tennis

Racket

Chun-Hao Chen1, Che-Kai Fan2, and Tzung-Pei Hong3,4(B)

1 Department of Information and Finance Management,
National Taipei University of Technology, Taipei, Taiwan

chchen6814@gmail.com
2 Department of Computer Science and Information Engineering,

Tamkang University, Taipei, Taiwan
kevin03058277@gmail.com

3 Department of Computer Science and Engineering,
National Sun Yat-sen University, Kaohsiung, Taiwan

tphong@nuk.edu.tw
4 Department of Computer Science and Information Engineering,

National University of Kaohsiung, Kaohsiung, Taiwan

Abstract. The purpose of this paper is to develop an artificial intelligence coach
system which can be used to provide beginners a more economical way to learn
tennis and to achieve as similar as the coach to guide the training. To reach the goal,
artificial intelligence coach system is composed of three phases that are (1) Tennis
swing motion data collection, (2) CAST-based swing motion group construction,
and (3) Online tennis swing motion analysis. In the first phase, the tennis motions
are collected using the Kinect and the built sensor-based tennis racket. Then, the
cluster affinity search technique (CAST) and the dynamic time warping (DTW)
are utilized to divide the collected swing motion series data into groups to form
swingmotion groups. In the third phase, using the swingmotion groups, the system
can provide possible tennis motion improvement suggestions. At last, experiments
were also conducted on the real dataset to show the effectiveness of the proposed
system.

Keywords: Clustering technique · Tennis swing motion · Dynamic time
warping · Kinect · Sensor

1 Introduction

As many Taiwanese professional tennis players have become famous in international
tennis competitions, people playing tennis in Taiwan has grown in recent years. As we
all know, to learn how to play tennis is a very difficult task for beginners. Basically, they
can start to practice with different approaches. For example, firstly, they can be trained
by themselves using various assistant tools, e.g., the wall, self-training equipment, or
secondly, they can hire coaches to teach them the tennis knowledge and skills. However,
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when the first approach is adopted, the beginners are easily to practice using the wrong
swing postures that will result in suffering multiple injuries to their body. In addition,
after having the wrong habits of swing posture, it will increase the difficulty of posture
adjustment in the future. On the contrary, hiring coaches to teach tennis knowledge and
swing postures, it will decrease the probability of being injured. But the problem is the
coach’s time is limited and the cost is expensive.

To solve the above mentioned problem, the literature shows that the Kinect is a
commonly device using for the identification of humanbody skeleton, and the application
fields include: gesture recognition [3], exergaming [4], human action detection [6], gait
analysis [1, 8] and physiotherapy [7]. For tennis swing motion analysis, Fan-Chiang
et al. proposed an approach for tennis swing motion recognition based on the Kinect
[5]. It first used the Kinect to retrieve skeleton coordinates to build a three-dimensional
Cartesian coordinate system. Then, based on the body posture of a player detected by the
Kinect, the fore hand or back hand were recognized. The starting and ending timings of
swing motions were set. After receiving the swing motion series data, the dynamic time
warping (DTW) was utilized to compare the received data with the given coach swing
motion data to identify three types of motions that were forehand (backhand) drive,
volley and slice. Finally, the suggestions were given based on the comparison results.
However, the tennis racket face orientation during a swing which could be an important
factor to have a high quality hit is not considered in that approach.

In this paper, the purpose is to provide a more intelligent way for beginners to learn
tennis, and as a result, the artificial intelligence tennis coach (AITC) system which can
provide suggestions like coaches to beginners to learn tennis skill is proposed. To reach
the goal, we first implement a sensor-based tennis racket which can be used to collect
racket face orientation data. Then, theKinect and the designed sensor-based tennis racket
are utilized together to collect six tennis swing motions, including the forehand drive,
forehand volley, forehand slice, backhand drive, backhand volley and backhand slice.
Using the Kinect, the x, y and z axes values of the wrist, elbow and shoulder, totally night
attributes, are recorded. For theMPU6050 sensor (G-sensor) in the tennis racket, the x, y
and z axes values of the sensor, totally three attributes that are used to identify racket face
orientation, are received. Hence, the twelve attributes are employed to represent a tennis
swing motion at a time point. By using the collected tennis swing trajectory series, for
each swing motion, the clustering algorithm, called the cluster affinity search technique
(CAST) [2], is utilized to divide the tennis swing trajectory series into groups to form
the swing motion groups. At last, based on the proposed system, the received tennis
swing trajectory series from a new user can be compared to the swing motion groups to
recognize the swing motion type and provide possible improvement suggestions.

2 Tennis Swing Motion Data Collection

In this section, how to collect tennis swing trajectory series is described. Because the
tennis racket face orientation during a swing motion has a critical impact on the swing
quality, we took it into consideration and built the sensor-based tennis racket to receive
the racket face data. The built sensor-based tennis racket and its related information are
shown in Fig. 1.
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Racket face forward

X Y Z

0.14 -0.01 0.99

Racket face backwards

X Y Z

0.09 0.06 -1.02

Racket face down

X Y Z

0.03 0.96 0.12

Racket face up

X Y Z

0.07 -1.01 -0.03

Racket face stand upright

X Y Z

1.08 -0.07 0.02

Racket face upside down

X Y Z

-0.91 -0.05 -0.07

Fig. 1. The built sensor-based tennis racket.

Fig. 2. The flowchart of tennis motion data collection procedure.

Figure 1 shows that the MPU6050 (G-sensor) was embedded on the ten-
nis racket (left side of the figure). Then, the racket face orientation of the six
swing motions can be identified via the x, y and z axes values. From the right
hand side of the figure, they indicate that when the states of racket face orien-
tation are “forward” or “backward”, the values of z axis are very close to 1 or
−1. When the states of racket face orientation are “down” or “up”, the values of y axis
are very close to 1 or −1. When the states of racket face are “stand upright” or “upside
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down”, the values of x axis are very close to 1 or −1. Hence, using the built sensor-
based tennis racket, the proposed system can provide beginners possible improvement
suggestions based on the data received from users in the online tennis motion analysis
phase.

The flowchart of tennis motion data collection procedure by using the Kinect and
the built sensor-based tennis racket is shown in Fig. 2.

Figure 2 shows that the Kinect is used to collect a player’s skeleton data in a certain
period of time according to the predefined start and end conditions. TheMPU6050 sensor
is employed to receive the tennis racket face data. The twelve dimensions (attributes)
are utilized to represent a swing motion. The first night dimensions are used to store the
wrist, elbow and shoulder data received by the Kinect. The last three dimensions are
utilized to indicate the tennis racket face orientation data received from the MPU6050
sensor. In other words, a tennis swing trajectory series in a period of time is recorded by
a t-by-n matrix, where t and n are the number of time points and number of attributes.
After the first phase, the swing trajectory series are gathered to form the standard motion
dataset.

3 CAST-Based Swing Motion Group Construction

Because swing motions of all participants may difference, it is necessary to divide the
swing motion trajectory series into groups for further analysis after having the standard
motion dataset. To reach the goal, the CAST clustering algorithm which can automati-
cally find groups without the group numbers is employed in the second phase to divide
the trajectory series into groups, and the flowchart of the procedure is shown in Fig. 3.

Fig. 3. CAST-based tennis motion clustering

From Fig. 3, we can know that each of the six swing motions is divided into groups
using the CAST. Taking backhand volley as example, the motions from all players has
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been divided into two swing motion groups that mean the user1, user3 and user4 have
similar backhand volleymotions in clusterC1 aswell as the user2, user5 and user6 inC2.

4 Online Tennis Swing Motion Analysis

In the online analysis phase, the proposed system will be utilized to receive a new user’s
swing motion data via the Kinect and the built series-based tennis racket. Then, the
received swing motion trajectory series is compares to the derived swing motion groups
for identifying swing motion type and finding possible modification suggestions. The
flowchart of the online tennis swing motion analysis phase is shown in Fig. 4.

Fig. 4. Online tennis swing motion analysis phase.

From Fig. 4, after receiving a user’s original swingmotion data, it will be normalized
firstly. Then, the normalized swing trajectory series data will be used to identify whether
the swing motion belongs to forehand or backhand and generate the tennis swing trajec-
tory series matrix. Finally, the derived matrix is compared with the swing motion groups
to identify the type of the swing motion and provide possible modification suggestions
which contain the swing motion and racket face suggestions.

5 Experimental Evaluations

5.1 Dataset Description

In this paper, the six swing motions were collected from the eight tennis players of
university team. Five of them did ten swings for every swing motion, and 300 (= 10 ×
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5 × 6) tennis swing trajectory series matrix were collected. Three of them did twenty
swings for every swing motion. Hence, 360 (= 20 × 3 × 6) tennis swing trajectory
series matrix were collected. In other words, totally 660 tennis swing trajectory series
were used for the experimental evaluations, and each swing motion has 110 tennis swing
trajectory series.

5.2 Evaluations of the Derived Swing Motion Groups

Before using the CAST to derive the swing motion groups, the distance matrix of every
two swing motions is calculated by the DTW. Then, the distance matrix is converted to a
similarity matrix. The range of an element in the similarity matrix is then between [0, 1].
Utilizing the similarity matrix, the swing motion groups for the six tennis swing motions
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Fig. 5. The swing motion groups of forehand volley.
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can be derived using the CAST. Taking forehand volley as an example, the derived swing
motion groups are shown in Fig. 5.

From Fig. 5, we can observe that the tennis swing trajectory series of the eight
players are divided into seven groups. From the results, they indicate that every swing
motion group can map to a specific player, e.g., the representative player of Group1 is
User1, etc. And, the interesting part is the group Group7 which contains tennis swing
trajectory series from User7 and User8. In other words, User7 and User8 have similar
tennis swing trajectory series of forehand volley. Based on the results, in the online
tennis swing motion analysis, when a new user’s tennis swing trajectory series is similar
to Group7, the system can not only identify the swing motion type but also provide
possible improvement suggestions based on the tennis swing trajectory series of User7
and User8.

5.3 Trajectory Analysis and Suggestion of Two Swing Motions

During the analysis of the swing, when the collected trajectory series from a new user,
the DTW was employed to find the most similar swing trajectory series from the swing
motion groups as a coach’s swing trajectory series. The improvement suggestions are
then given based on the obtained series. Themain idea for providing possible suggestions
is by analyzing the difference of elbow angles between the two swing trajectory series.

In the online tennis swing motion analysis, using the DTW, the shortest path sph of
a swing trajectory series received from a user and the coach’s swing trajectory series is
given in Table 1.

Table 1. The shortest path sph of the two series from a user and coach.

(0, 0), (1, 1), (1, 2), (2, 3), (3, 4), (4, 5), (5, 6), (6, 7), (7, 8), (8, 9), (9, 10), (10, 11), (11, 12),
(12, 13), (13, 14), (14, 15), (15, 16), (16, 17), (17, 18), (18, 19), (19, 20), (20, 21), (21, 22),
(22, 23), (23, 24), (24, 25), (25, 26), (26, 27), (27, 28), (28, 29), (29, 30), (30, 31), (31, 32),
(32, 33), (33, 34)

In the Table 1, the length of the path is 35. The two numbers in every parenthesis
represent the matching points of two swing trajectory series, where the first and second
numbers are the data point numbers of coach and user, respectively. Thus, for every
pair, elbow angles of coach and user can be calculated using the law of cosines for
comparison. Taking the pair is (13, 14) as an example, the elbow angles of the two data
points are shown in Fig. 6.

The angle is 127.8 The angle is 137.81

Fig. 6. The elbow angles of the coach and user.
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From Fig. 6, we can know that the user’s angle is larger than coach’s. Because there
are 35 data points, a measurement is defined to check whether user’s swing motion is
correct via the shortest path sph as follows:

angleJudgment(sph) = CorrectNumberOfPoints(sph)/|sph|.
Utilizing the formula, if the value of the formula is larger than a given threshold, the

system will report there is no significant difference between the trajectory series of user
and coach. In order tomake the suggestionmuch easier for the user to understand, a swing
motion is divided into three periods, including the start, during swing and end periods.
When the value of the angle judgment measurement is smaller than the threshold, the
suggestion for during swing period will be provided. When the threshold was set at
0.8, the suggestions for the shortest path received from another swing are illustrated in
Table 2.

Table 2. The suggestions for the user in during swing period.

Data points in during swing period Elbow angle Suggestions

(5, 4) (123.96, 116.36) Correct

(6, 4) (120.57, 116.36) Correct

(7, 5) (122.10, 139.80) Elbow angle: too big

(8, 6) (125.12, 139.19) Elbow angle: too big

(9, 7) (130.44, 128.73) Correct

From Table 2, we can observe that the proposed system indicated that elbow angles
of two pairs (7, 5) and (8, 6) are too big. Thus, based on the reported suggestions, the
user can understand the problem and to improve the swing motion.

6 Conclusions and Future Work

This paper has designed a tennis practice system as the artificial intelligence tennis
coach for beginners to learn tennis swing motions. Using the system, beginners can have
a more economical way to learn tennis skills in a more effective way and to reduce the
probability of body to be injured. To reach the purpose, the tennis swing motion data
collection module was first implemented to collect six swing motions using the Kinect
and the built sensor-based tennis racket. Then, each of the swing motions is divided into
groups by the CAST to form swing motion groups. At last, the received tennis swing
trajectory series from a new user can be compared with the swing motion groups to get
suggestions for improving the swing motion. Experiments were also made on the real
dataset to show the effectiveness of the proposed system in terms of providing useful
suggestions in the middle period of a swing motion. In the future, we will attempt to
find more tennis players to collect their swing motion data to make the swing motion
groups more reliable and tune the conditions for collecting the tennis swing trajectory
series more easily.
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Abstract. In the past, indoor positioning technology was mainly based on pedes-
trian dead reckoning and wireless signal positioning methods, but it was easy to
cause some problems such as error accumulation and signal interference. Position-
ing accuracy still needs to be improved. With the development of neural networks
in recent years, many researchers have successfully applied the neural network
to the indoor positioning problem based on the Convolutional Neural Network
(CNN). This technique mainly determines the position of the image by matching
the image features. CNN faces the same challenges as other supervised learning.
If the “clean” data cannot be collected, the trained model will not achieve good
positioning accuracy. For CNN used for indoor positioning, if someone passes
through in the training data, causing the person to appear in different positions of
the images, the model may think that the images are the same location. To solve
this problem, we propose a data pre-processing method to improve the accuracy
of indoor positioning based on CNN. In this method, the moving objects recog-
nized in training and testing data are modified in different ways. We perform data
pre-processing method based on Mask R-CNN and YOLO, and then integrate the
pre-processing method to PoseNet the famous CNN indoor positioning architec-
ture. Through real experimental analysis, removingmoving objects can effectively
improve indoor positioning accuracy about 46%.

Keywords: Convolutional Neural Network · Indoor positioning · Object
detection · Data pre-processing

1 Introduction

The development of spatial information technology has become more and more rapid in
recent years, and the research and application on Location-Based Services (LBSs) [10]
and route planning [5] related to positioning have attracted more and more attention.
In the outdoor environment, people can obtain accurate surface location information
through GPS and GNSS, and many areas also generate more convenient and appropriate
services due to the emergence of global satellite positioning systems, such as satellite
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navigation systems, smart parking systems, various geodesy, etc. Although the global
satellite positioning system brings convenience to people’s livelihood applications, when
satellite signals are blocked, the positioning applicationwill also fail. For example, indoor
or basement is the most vulnerable to missing signals. Once the signal is blocked, GPS
will not be able to continue to provide location services. Therefore, how to continuously
calculate the position after the satellite signal fails,making indoor positioning technology
a hot spot. Research topics. Indoor positioning is widely used and has high commercial
value. Common application fields include route guidance of stations, AR interaction of
art museums, smart navigation of department stores, and cargo monitoring of factories.
Therefore, more and more scholars explore indoor positioning.

In the past, indoor positioning technology can bemainly divided into PedestrianDead
Reckoning (PDR) [4] and wireless signals [2, 8], but it is easy to cause problems such as
error accumulation and signal interference, and there is still much room for improvement
in positioning accuracy. With the development of neural networks in recent years, in
addition to predicting data and identifying images, many researchers have successfully
applied Convolutional Neural Network (CNN) to indoor positioning technology. It is
regarded as the concept of the human eye, analyzes the environmental characteristics
in the image, and judges the position of the photographer itself by matching the feature
values. CNN faces the same challenges as other supervised learning. If a large amount
of “clean” data cannot be collected, the trained model will not achieve the desired
positioning accuracy. It is easier to collect a large amount of data, but it cannot ensure
that there is no interference in the data. Therefore, it is very important to pre-process the
data.

This paper makes effort on precision improvement of indoor positioning and is
intended to solve the situation of interference in CNN training data. If there is a passerby
when we collect the training data, the passerby will be repeatedly displayed in images in
different positions. Somodelmay consider these images of passerby as the sameposition.
Such a model cannot achieve good accuracy. Therefore, we propose a method for pre-
processing data to improve the accuracy of CNN indoor positioning. Themoving objects
detected in the training and testing data aremodified in different ways. In the experiment,
we are based on Mask R-CNN [7] and YOLO [6] two kinds of CNN networks for data
pre-processing and integration into the famous CNN indoor positioning architecture
– PoseNet [1, 3] improved positioning accuracy.

The remaining of this research is organized as follows. Section 2 reviews relatedwork
on indoor positioning and CNN issues. In Sect. 3, we explain the details of data pre-
processing and CNN-based indoor positioning models. The experimental evaluations
are shown in Sect. 4. Finally, the conclusions and future work are mentioned in Sect. 5.

2 Related Work

In this section, we review some important studies related to indoor positioning issues. To
collect available information for indoor positioning, Lan et al. proposed Pedestrian Dead
Reckoning (PDR) [4] based on IMU technology to track the user’s trajectory and detect
when the user leaves the parking space so that the next user can use the mobile phone
to get the location service for the inquiring parking space. Wireless signal positioning is
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another indoor positioning solution. The common signal type includes infrared,WiFi and
Bluetooth. The calculation method includes proximity positioning, intersection method
and feature comparison. Grossmann et al. set up a wireless network in the museum’s
exhibition hall [2]. The Access Point (AP) of the road, and uses the Received Signal
Strength Index (RSI) to obtain location information. Subhan et al. based on the use of
feature matching in Bluetooth to perform position estimation [8]. The accuracy of the
indoor positioning system depends largely on the parameter values of the comparison
and the measurement results of the surrounding environment.

Convolution Neural Network (CNN) is an effective recognition algorithm that has
been widely used in image recognition, object detection and localization in recent years.
To accurately estimate the attitude of a monocular camera, Kendall et al. proposed the
CNN model PoseNet [1, 3] for regression pose estimation. PoseNet is a CNN indoor
positioning architecture for regression pose estimation. Its network architecture is based
on GoogleNet [9] proposed by Szegedy et al. The input is a color image and the output
is changed to a seven-dimensional pose vector. The paper indicates that PoseNet can
be used for both outdoor and indoor positioning. Ren et al. proposed Mask R-CNN [7]
that is to mark objects identified in the image as masks close to the pixel level. In the
past, the practice of masking was called RoIPooling. When the value was processed, the
nearest interpolation method was used, and the output pixel value was the nearest pixel
value, so that the resulting mask would be offset. The obtained area size is not an integer,
and the mask after taking the integer cannot reach the pixel level. Therefore, the Mask
R-CNN changes the RoIPooling to use the bilinear interpolation method, and performs
linear interpolation in two directions. The output pixel value is a weighted average of
the surrounding pixel intensities, the pixel values are relatively continuous, and the
mask position is more precise, and this method is also referred to as RoIAlign. In Mask
R-CNN, the previous numerical processing method was changed and the pixel-level
mask was achieved. YOLO [6] published by Facebook AI Research (FAIR) emphasizes
not the pixel-level mask, but the actual recognition speed. Themainmethod is to produce
S*S squares, each square predicts the confidence score and type of the contained object
by itself, and finally outputs the highest scored square. YOLO designed the network as
end-to-end, which not only makes training easier, but also speeds up overall.

3 Proposed Method

In this section, we introduce our proposed indoor positioning method that can be divided
into two phases including data pre-processing andCNN-based indoor positioningmodel.

3.1 Data Pre-processing

Training data are very important for supervised learning. The deep learning prediction
model used for indoor positioning requires “clean” data. If there is a passerby when
we collect the training data, the passerby will repeat in images in different positions. So
model may consider these images of passerby as the same position. Such a model cannot
achieve good accuracy. Therefore, we try to identify the moving object in the training
and testing data and modify it in different ways for data pre-processing.
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Data pre-processing is divided into two steps. The first step is to detect the object in
the image. The detected object is a moving object. The techniques used in this step are
YOLO and Mask R-CNN. The difference is that YOLO marks the object in a square,
and the Mask R-CNN is marked according to the shape of the object. Then we paint the
marked area. As shown in Fig. 1, using YOLO and Mask R-CNN to change the moving
object to white, test whether the modified moving object will increase the accuracy
of positioning. Since we found that the results of Mask R-CNN could not completely
cover moving objects. We increased the marked area by ourselves, then test whether the
accuracy was affected.

(a) Result by YOLO (b) Result by Mask R-CNN  (c) Manually increase the 
marked area of Mask R-

CNN 

Fig. 1. Paint the marked area to white.

The second step is to use different strategies to paint the marked area of detected
moving objects. The difference in strategy is mainly the difference in color. Since white
is a subjective setting, it is assumed that white should be replaced with the most color
in the image, as shown in Fig. 2, and whether the altered color affects the accuracy.

(a) Result by YOLO (b) Result by Mask R-CNN  

Fig. 2. Paint the marked area to the most color in the image.

We also tried to adjust the color of the painting to the average color of the image.
From the experiment in the previous step, we found that if the moving object occupies
too much area of the image, it would cause the painting color to approach the color of
the moving object. Therefore, we changed it by calculating the average of all the colors
in the image without the moving object, as shown in Fig. 3.
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Fig. 3. Paint the marked area to the average color in the image.

3.2 CNN-Based Indoor Positioning Model

This article refers to the PoseNet architecture and makes some minor adjustments, using
CNN to directly estimate the camera position from the image training model. Figure 4
shows the PoseNet adjusted by GoogLeNet-based architecture. The main adjustments
are in two parts:

1. Replaces the three multi-classifiers with a regression amp, and each final fully-
connected layer outputs a seven-dimensional pose containing the three-dimensional
position and the quaternion.

2. Before the final affine regression, insert a fully connected layer with a feature size
of 2048 to form a 23-layer PoseNet architecture. This is to generate a positioning
vector that can be explored by PoseNet.

Fig. 4. The network architecture of PoseNet.

We also made some adjustments to the PoseNet architecture. The PoseNet model
finally outputs the location and direction information, but the direction is not needed for
our goal. Our ultimate goal is to let the user use the mobile phone for image position-
ing. The focus is on positional accuracy. The mobile phone itself is equipped with an
accelerometer, gyroscope and magnetometer triaxial sensor. We only need to grab the
information of the gyroscope in the mobile phone to know the direction angle, so we
don’t need to use CNN to estimate the direction. Thus, the loss function also needs to
be adjusted together. The loss function is as shown in Formula (1), where P

∧

and P are
the position prediction value and the position true value, respectively. In the classifica-
tion problem, each output tag contains at least one training sample, but for regression
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problems, the output tags are mostly continuous or infinite.

loss(I) = P
∧

− P (1)

4 Experimental Evaluation

To evaluate the performance of indoor positioning by integrating data pre-processing
and CNN model, a series of experiment are conducted by using the real data. All the
experiments in this thesis are carried out on the Tensorflow platform. The hardware
device used is Geforce GTX 1080 TI, the operating system is Linux Ubuntu 16.04, and
the image source is Samsung Galaxy S7 edge.

4.1 Experimental Data and Setting

The experimental field used in this thesis is our laboratory, as shown in Fig. 5(a). In
the experiment, we define people as moving objects, Fig. 5(b) shows one of the image
samples. There are total 48 images for training, 11 have been painted. And total 24
images for testing, 8 have been painted.

(a) Experimental field (b) Training images with 
moving objects 

Fig. 5. Experimental field and data.

4.2 Experimental Results

In the experiment, the images were altered in different ways and colors, so we combined
different training and testing data to test the positioning error. The total experimental
results are shown in Table 1 (unit: meter). If you use an imagewithout any pre-processing
during training, the average error of positioning will be nearly 4 m, and using YOLO and
Mask R-CNN to change the moving object to white can improve the error, and YOLO
is the most effective. Ok, it can improve nearly 1 m. Since the results of the Mask R-
CNN coating did not completely cover the moving object, the experiment was manually
added to the modification range, and the experimental results were still not as good as
the YOLO correction. The reason may be because YOLO’s modification method is a
complete box, and Mask R-CNN’s method of retouching preserves the contour of the
object so that CNN still regards it as an important feature value.
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Table 1. Comparison of the effects of different data pretreatment methods. Note that the
parentheses represent the colors we used to paint on the moving object. ‘W ’ denotes white; ‘M’
denotes the most color in the image; ‘A’ denotes the average color of the image; and ‘Mask+’
denotes we increased the marked area of Mask R-CNN.

Testing Training

Original
image

YOLO
(W)

Mask
(W)

Mask+
(W)

Mask+
(M)

YOLO
(M)

YOLO
(A)

Original
image

3.8039 2.9908 3.2976 3.0704 2.8247 2.8221 2.0480

YOLO
(W)

4.0789 2.8166 2.5835 3.1854 3.3238 2.5716 2.0548

Mask
(W)

3.6532 2.7910 3.0055 3.2715 2.9972 2.6301 2.0241

Mask+
(W)

3.5441 2.6780 2.9916 3.2618 3.1098 2.6438 2.0993

Mask+
(M)

3.5024 3.0143 3.1918 3.2517 3.1849 2.5623 2.0638

YOLO
(M)

3.5914 2.7731 2.6746 3.2002 3.4788 2.5586 1.9683

YOLO
(A)

3.5750 2.7714 2.6850 3.1673 3.4581 2.5770 1.9799

Painting a moving object to white is personally subjective and unfounded, so the
painted color is adjusted to the most frequently appearing color in the image, but in some
images the moving object occupies too much area and the resulting color is approach to
the object. Therefore, such color did not greatly improve the positioning error. Finally,
the color calculation method is adjusted to the average color in the image except the
moving object. It can be seen from the results that use average color to pre-process
training data can reduce the positioning error in different testing data and can reduce
the error of nearly 2 m compared with the data without any pre-processing. From all the
above experimental results, it can be seen that regardless of the pre-processing method
of the training and testing data, the positioning accuracy can be better than that of the
original data. The best result is to use YOLO to detect moving objects and then paint
them according to the average color of the image.

5 Conclusion and Future Work

This paper verifies the influence of moving objects on Convolutional Neural Network
(CNN) indoor positioning accuracy through experiments. It also proposes to use Mack
R-CNNandYOLO to pre-process the datawith different strategies. The results show that
themodifiedmoving objects can effectively improve the positioning accuracy, regardless
ofwhat kind of strategy can improve accuracy. In addition to the peoplewe havemodified
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in the experiment, similar indoor positioning methods also mentioned that the change
of furniture position will seriously affect the positioning accuracy. In the future work,
we will consider the furniture that change position very often as moving objects too, or
try some different ways of data pre-processing. In addition, we plan to test in a wider
indoor field and try to develop a fully automated indoor field data collection mechanism,
such as the use of drones or customized devices, to improve the overall efficiency of the
experiment.

Acknowledgment. This research was supported byMinistry of Science and Technology, Taiwan,
R.O.C. under grant no. MOST 108-2621-M-006-008 -.
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Abstract. Mining sequential patterns is to find the sequential purchasing behav-
iors for most of the customers in a transaction database. By using sequential
patterns, it is possible to predict which products will be purchased in the future
after the customer purchases certain commodities. Nowadays, transaction data is
continuously added to the database. It is an important issue to update the sequence
pattern efficiently in this environment. The previous efficient approach is to store
the transactions in a tree structure. When the transactions were added, the tree
structure could be updated according to the newly added items. It still needs to
re-find the sequential patterns from the updated tree structure and re-scan the orig-
inal transactions, without using the previous patterns. Therefore, we propose two
algorithms formining andmaintaining the discovered sequential patternswhen the
transactions are added into the database. Our algorithms do not need to re-scan the
original transactions and re-generate the existing sequential patterns, which just
need to process the added transactions to update the existing sequential patterns.
The experimental results also show that our algorithms outperforms the previous
approaches.

Keywords: Data mining · Sequential pattern · Data stream · Transaction
database

1 Introduction

Because the demand of storing data is growing rapidly and the capacity of the storage is
getting larger, data stored in a database become larger in a daily basis. How to discover
the potentially useful information existing in large databases becomes a popular research
field in the computer science.Datamining [1] is the promising technology in discovering
such useful information from large databases in order to enhance the quality of decision
makings for the decision makers in all kinds of practical applications.

First of all, we give some terminologies about sequential pattern. A transaction
database consists of a set of records. A record typically consists of the transaction
identifier, the customer (buyer) identifier, the transaction date (or transaction time), and
the items purchased in this transaction. That is, a transaction contains a set of itemswhich
are bought by a customer at the same time.Mining sequential patterns [2, 9–13] is to find
the sequential purchasing behaviors for most customers from a transaction database. For
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example, there may be a sequential pattern “<{shirts, necktie}{jacket}{shoes}> 70%”
discovered from a transaction database in a department store, which means that seventy
percent of the customers buy jacket after buying shirts and necktie, and then they buy
shoes after buying jacket. We can use this information to predict what products the users
will purchase when they bought some items. Therefore, when a user bought some items,
the seller can recommend or promote the other products which the user is interested in
according to the discovered sequential patterns.

We define more terminologies which are adopted in the process of mining sequential
patterns: An itemset is a non-empty set of items. We say that an itemset X is contained
in a transaction T. A sequence is an ordered list of the itemsets. A sequence s is denoted
as <s1, s2, …, sn>, where si is an itemset. A sequence <a1, a2, …, an> is contained in
another sequence<b1, b2,…, bm> if there exist n integers i1 < i2 < . . . < in, 1� ik �m
such that a1 ⊆ bi1, a2 ⊆ bi2, . . . , an ⊆ bin. A customer sequence is a list of all the
transactions for a customer, which is ordered by increasing transaction-time. A customer
sequence database includes a set of customer sequences. For example, Table 1 is a
transaction database, and Table 2 is a customer sequence database which is transformed
from Table 1.

Table 1. A transaction database

CID Time Item

10 2016/1/1, 10:30 AB

10 2016/1/1, 11:36 ABD

10 2016/1/1, 11:40 BCD

20 2016/2/1, 12:20 AB

20 2016/3/2, 15:36 BD

30 2016/2/2, 09:18 CD

40 2016/1/23, 15:11 BD

Table 2. A customer sequence database

CID Customer sequence

10 <(AB)(ABD)(BCD)>

20 <(AB)(BD)>

30 <(CD)>

40 <(BD)>

The support for a sequence s is the ratio of the number of customer sequences that
contain s to the total number of the customer sequences in a customer sequence database.
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The support count for a sequence is the number of the customer sequences that support
this sequence. If the support for a sequence s satisfies a user-specified minimum support
threshold, then s is called frequent sequence or sequential pattern. The length of a
sequence s is the number of items in the sequence. A sequence of length k is called a
k-sequence, and a frequent sequence of length k a frequent k-sequence. In general, before
generating frequent sequences, we need to generate candidate sequences, and scan the
database to count the support for each candidate sequence to determine if it is a frequent
sequence. A candidate sequence of length k is called a candidate k-sequence.

Since the customer transactions will grow rapidly, the user behaviours will change
from time to time. Some approaches have been proposed for mining sequential patterns
[2, 11–13], but they all assume that the database is static and it requires re-mining
the entire database to obtain up-to-date sequential patterns. Therefore, it is very time-
consuming to re-find the sequential patterns.

In 2004, Han et al. proposed the IncSpan algorithm [3] for mining sequential patterns
when the transactions are added to the database. The authors propose a semi-frequent
sequences which are sequences with support no less than the Buffer Ratiomultiplied by
theminimum support. Thismethodmay be because of toomany or too few semi-frequent
sequences generated, resulting in problems with the storage space or information loss.
In 2012, Ho et al. proposed the IncSpam algorithm [7], which specifies a window size to
find the sequential patterns of the customer’s recent N transactions, and uses the sliding
window to retrieve the stream data and convert it into bit vector array. Although this
method can avoid re-scanning the original database, when the transactions exceed the
window size, the support and the values in the bit vector array must be recalculated.
Furthermore, when the window setting is too large, the computational complexity will
be relatively increased, and the customer’s recent N transactions may be long time ago,
such that it is impossible to find the recent sequential patterns.

Lin et al. [8] proposed a FUSP-tree algorithm, which is based on the FUFP-tree [5]
and find the sequential patterns from the whole tree after the transactions are added.
FUSP-tree algorithm is extended by FUFP-tree algorithm and IncSpan algorithm [3].
However, FUSP-tree algorithm must spend a lot of time updating and adjusting the
structure of the entire tree. Based on the concept of FUFP-tree algorithm, only frequent
items are stored in FUSP-tree. If an item is not frequent in the original database, but
is frequent in the added transaction database, FUSP-tree algorithm must re-scan the
original transaction database. After updating the FUSP-tree, FUSP-tree algorithm uses
FP-Growth algorithm [6] to re-discover all the sequential patterns without using the
original sequential patterns that already exists.

In this paper, we first propose an algorithm SPStream, which retain the sequence
structures of the candidate sequences. When a transaction is added, the sequence struc-
ture is updated directly, and the updated sequential patterns can be generated without
re-scanning the original database and re-generate the existing sequential patterns. How-
ever, SPStream may generate a large number of candidate sequences, causing a burden
on execution time and memory space, and it cannot handle the situation where the
minimum support count will be changed when a new customer sequence is added to
the original customer sequence database. Therefore, we also propose another algorithm
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SPStream_Ins, which can greatly reduce the number of the candidate sequences, and
can handle the situation when the new customer sequences are added.

2 Our Approaches

In this section, we describe our proposed algorithm SPStream and the improved
SPStream_Ins algorithm for maintaining the sequential patterns when the transactions
are continuously added.

2.1 SPStream Algorithm

For a transaction database, we use Di to represent the transaction date. When the date
increases, the value i is also increased. The items in Di are the purchased items on date
Di for a certain customer. Table 3 is a customer sequence database with date for each
customer.

Table 3. A customer sequence database with date

CID D1 D2 D3

1 B C BCD

2 A BE B

3 C BCD C

SPStream creates the sequence structures for the generated sequences day by day.
A sequence structure contains the sequence itself, the support count, and the customer
CID followed by a date string which is an ordered list of dates on which the customer
purchased the sequence. For example, Table 4 is the structure of the sequence <C> in
Table 3, in which the customer CID 1 purchased item C on D2 and D3 (i.e., the date
string is [2, 3]), and customer CID 3 purchased item C on D1, D2 and D3 (i.e., the date
string is [1–3]). Therefore, the support count of item C is 2.

Table 4. The sequence structure for sequence <C> in Table 3

<C>

Count: 2

CID1: [2, 3]

CID3: [1–3]

When the transactions on Di are added, SPStream first creates and updates the
sequence structures of 1-sequences. For example, in Table 3, suppose the minimum
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Table 5. The sequence structures for 1-sequences on D1 in Table 3

<A> <B> <C>

Count: 1 Count: 1 Count: 1

CID2: [1] CID1: [1] CID3: [1]

support is 50%, that is the minimum support count is 3 * 50% = 1.5. When all the
transactions on D1 are added, the sequence structures are created as shown in Table 5.

If the supports of the items satisfy the minimum support threshold, then these items
can be combined each other to generate candidate 2-sequences and their sequence struc-
tures are also created. For the above example, all the items on D1 are not frequent items.
When the transactions on D2 are added, SPStream inserts CID2: [2] and CID3: [2] in
the structure of sequence <B>. CID1: [2] is also inserted in the structure of sequence
<C> which the date string for CID3 is updated, and the structures of sequences <D>
and <E> are also created, which are shown in Table 6.

Table 6. The sequence structures for 1-sequences on D1 and D2 in Table 3

<A> <B> <C> <D> <E>

Count: 1 Count: 3 Count: 2 Count: 1 Count: 1

CID2: [1] CID1: [1] CID1: [2] CID3: [2] CID2: [2]

CID2: [2] CID3: [1, 2]

CID3: [2]

Since 1-sequences <B> and <C> satisfy the minimum support, the candidate
2-sequences <BC>, <CB>, <(BC)>, <BB> and <CC> can be generated and
the sequence structures for these candidates are created. For every two frequent k-
sequences (k � 1), the candidate generation and the sequence structure creation for
SPStream are described as follows: for any two frequent k-sequences X = <x1, x2, …,
xk> and Y = <y1, y2, …, yk> , xi = yi (∀ k, 1 � i � k − 1) and xk �= yk, then the three
candidate (k+ 1)-sequences Z1=<x1, x2,…, xk, yk>, Z2=<x1, x2,…, xk−1, yk, xk>
and Z3 = <x1, x2, …xk−1, (xk, yk) > can be generated, and the candidate sequences
<x1, x2, … xk, xk> and <y1, y2, … yk, yk> also can be generated by the sequence X
itself and Y itself, respectively.

If the sequence structures of the two frequent k-sequences X and Y have the same
CID, in which the date strings are [d1, …, dn] and [e1, …, em], respectively, SPStream
scans the two date strings from left to right. if d1 < ej, (1 � j � m), and there is no ek
(k< j) such that d1 < ek, then the date string of the sequence structure of Z1 for the CID
is recorded as [ej, ej+1,…, em]; If e1 < di and there is no dk (k < i) such that e1 < dk,
then the date string of the sequence structure of Z2 for the CID is recorded as [di, di+1,
…, dn], if di = ej, (∀ i, j, 1 � i � m, 1 � j � n), then di is recorded in the date string of
this CID for the sequence structure of Z3.
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For the two frequent k-sequences X=<x1, x2, …, xi−1, (xi, …, xk)> and Y=<x1,
x2,…, xi−1, (xi, …, xk−1, yk)>, and xk �= yk, SPStream only generates the candidate
sequence<x1, x2,…, xi−1, (xi,…, xk, yk)>; For the two frequent k-sequencesX=<(x1,
x2, …, xk)> and Y = <(x1, x2, …, xk−1), yk)>, only the candidate (k + 1)-sequences
<(x1, x2, …, xk), yk> can be generated. For the above example, The structures of the
candidate sequences <BC>, <CB>, <(BC)> and <CC> are shown in Table 7.

Table 7. The sequence structures of candidate 2-sequences on D1 and D2 in Table 3

<BC> <CB> <(BC)> <CC>

Count: 1 Count: 1 Count: 1 Count: 1

CID1: [2] CID3: [2] CID3: [2] CID3: [2]

When the transactions on D3 in Table 3 are added, SPStream updates the sequence
structures of 1-sequences <B>, <C> and <D> as follows. D3 is added into the date
strings of CID1 and CID2 for 1-sequence <B>, and CID1 and CID3 for 1-sequence
<C>, and CID1 for 1-sequence <D>, which are shown in Table 8.

Table 8. The sequence structures for 1-sequences in Table 3

<A> <B> <C> <D> <E>

Count: 1 Count: 3 Count: 2 Count: 2 Count: 1

CID2: [1] CID1: [1, 3] CID1: [2, 3] CID1: [3] CID2: [2]

CID2:[2, 3] CID3: [1–3] CID3:[2]

CID3:[2]

Since the 1-sequences <B>, <C>, and <D> are frequent sequences, the gener-
ated candidate 2-sequences are <BB>, <BC>, <CB>, <(BC)>, <BD>, <DB>,
<(BD)>, <CC>, <CD>, <DC>, <DD> and <(CD)>. If the sequence structure of
the candidate sequence has been created, SPStream only needs to update the structure of
these sequences. Because customer CID1 purchased items B, C and D on D3, SPStream
updates the sequence structures of the candidate sequences which the last items are B, C
or D. For example, for sequence<CC>, CID1: [3] needs to be inserted into the sequence
structure, and the date 3 needs to be inserted into the date string of CID3, because date 3
is larger than the minimum date in the date string of CID3 in the structure of <C>. For
sequence <BC>, the date 3 needs to be inserted into the date string of CID3, because
date 3 is larger than the minimum date in the date string of CID1 in the structure of
<B>. The updated sequence structures for 2-sequences are shown in Table 9. For the
sequence structure of the candidate sequence has not been created, SPStream creates the
sequence structure for the candidate sequence, which are shown in Table 10.

Because the supports for all the candidate 2-sequences satisfy the minimum support
threshold, that is, all the candidate sequences are frequent sequences, the sequence
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Table 9. The updated sequence structures for candidate 2-sequences

<BC> <CB> <(BC)> <CC>

Count: 2 Count: 2 Count: 2 Count: 2

CID1: [2, 3] CID1: [3] CID1: [3] CID1: [3]

CID3: [3] CID3: [2] CID3: [2] CID3: [2, 3]

Table 10. The created sequence structures for candidate 2-sequences

<(CD)> <CD> <(BD)> <BB>

Count: 2 Count: 2 Count: 2 Count: 2

CID1: [3] CID1: [3] CID1: [3] CID1: [3]

CID3: [2] CID3: [2] CID3: [2] CID2: [3]

structures for the candidate 3-sequences can be created. The structures for the candidate
3-sequences are shown in Table 11, inwhich sequence<C(BD)> is generated by the two
frequent 2-sequences <CB> and <CD>; sequence <C(BC)> is generated by <CB>
and<CC>; sequence<(BCD)> is generated by the sequences<(BC)> and<(BD)>;
sequence <C(CD)> is generated by the sequences <(CC)> and <CD>. Finally, the
structure of the frequent 4-sequence <C(BCD)> can be generated by the two frequent
3-sequences <C(BD)> and <C(BC)>, which is shown in Table 12.

Table 11. The created sequence structures for candidate 3-sequences

<C(BD)> <C(BC)> <(BCD)> <C(CD)>

Count: 2 Count: 2 Count: 2 Count: 2

CID1: [3] CID1: [3] CID1: [3] CID1: [3]

CID3: [2] CID3: [2] CID3: [2] CID3: [2]

2.2 SPStream_Ins Algorithm

SPStream_Ins algorithm improves SPStream algorithm on candidate generation and the
sequence structure as follows. For any two frequent sequences of length k (k � 2), only
one candidate (k + 1)-sequence needs to be generated. For a k-sequence S, let S.first
be the first item of sequence S and S.last be the last item of sequence S. For any two
frequent k-sequences S1 and S2, if the sequence generated by removing S1.first from S1
is the same as the sequence generated by removing S2.last from S2, then S1 and S2 can
be combined into one candidate k-sequence. There are two cases for the combination:
If S2.last is a separate itemset, then the candidate (k + 1)-sequence can be generated by
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Table 12. The created sequence structure of the candidate 4-sequence <C(BCD)>

<C(BCD)>

Count: 2

CID1: [3]

CID3: [2]

adding S2.last to S1 as the last separate itemset. For example, suppose S1 and S2 are
<(1, 2) (5) (6)> and<(2) (5) (6) (7)>, respectively, then S1 and S2 can be combined to
generate a candidate sequence <(1, 2) (5) (6) (7)>. If S2.last is not a separate itemset,
then the candidate (k+ 1)-sequence can be generated by adding S2.last to the last itemset
of S1. For example, suppose S1 and S2 are <(1, 2) (5) (6, 7)> and <(2) (5) (6, 7, 8)>,
respectively, then S1 and S2 can be combined to generate a candidate sequence <(1, 2)
(5) (6, 7, 8)>. However, for two frequent items x and y, it is necessary to generate five
candidate 2-sequences <(x) (y)>, <(y) (x)>, <(xy)>, <xx> and <yy>.

Suppose candidate (k+ 1)-sequence Z is generated by the two frequent k-sequences
S1 and S2. If there are the same CIDs in the two sequence structure of S1 and S2,
and their date strings are [d1, . . . , dn] and [e1, . . . , em], respectively, then there are two
cases to generate sequence structure for the candidate sequence Z: If S2.last is a separate
itemset, d1 < ej, (1 � j � m), and there is no ek (k < j) such that d1 < ej, then the
date string of the sequence structure of Z for the CID is recorded as

[
ej, ej+1, . . . , em

]
.

If S2.last is not a separate itemset and di = ej (∀ i, j, 1 � i � n, 1 � j � m), then di
is recorded in the date string of this CID for the sequence structure of Z. By using this
way, the number of the generated candidate sequences and the time to generate sequence
structures will be reduced.

For example, in Table 3, after processing the transactions on D1, D2 and D3, the
frequent 2-sequences are shown in Tables 9 and 10, in which the two sequences <BC>
and <CD> can generate only one candidate 3-sequence <BCD> according to the
candidate generationmethod for SPStream_Ins. For frequent 3-sequences<C(BC)> and
<(BCD)>, SPStream_Ins generates only one candidate 4-sequence<C(BCD)>. If the
are new customer sequences added, then the minimum support count may be increased,
such that the existing frequent sequence S may turn out to be infrequent sequence. If the
infrequent sequence S is not a candidate sequence, that is, one of the sequences which
generate the infrequent sequence become infrequent, then the infrequent sequence S and
its sequence structure would be deleted.

For the items in added transaction, SPStream_Ins first updates the sequence structure
for the items. If a k-sequence (k� 1) is not frequent, and becomes frequent after updating,
it can be combined with other frequent k-sequences to generate a candidate (k + 1)-
sequence and construct its sequence structure by using the candidate generation method
and the sequence structure construction method described above. If the sequence X is
originally frequent and becomes infrequent after the update, it is stored in the deleted set
DelItemset. SPStream_Ins deletes the (k + 1)-sequence containing X and its sequence
structure, since this (k + 1)-sequence is not a candidate sequence after the update.
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Table 13. The customer sequence database after adding transactions on D4 in Table 3

CID D1 D2 D3 D4

1 B C BCD

2 A BE B C

3 C BCD C B

4 ABE

5 AC

Table 14. The sequence structures for items after processing the transactions on D4

<A> <B> <C> <D> <E>

Count: 3 Count: 4 Count: 4 Count: 2 Count: 2

CID2: [1] CID1: [1, 3] CID 1: [2, 3] CID1: [3] CID2: [2]

CID4: [4] CID2: [2–4] CID2: [4] CID3: [2] CID4: [4]

CID5: [4] CID 3: [2] CID3: [1–3]

CID 4: [4] CID5: [4]

For example, Table 13 shows the customer sequences after adding the transactions
on D4 into Table 3. After processing the transactions on D4, the sequence structures
for all the items can be updated, which is shown in Table 14. Because of the addition
of new customers CID4 and CID5, the minimum support count has been increased
from the original 1.5 (3 * 50%) to 2.5 (5 * 50%). Therefore, the sequence <D> which
is originally frequent turns out to be infrequent, because the minimum support count
is increased, which indicate that the sequence generated by sequence <D> and other
sequences is no longer a candidate sequence. Therefore, sequence <D> is added to the
deleted set DelItemSet. SPStream_Ins deletes the 2-sequence containing the items in
the DelItemSet and its sequence structure, so the sequences <BD>, <(BD)>, <CD>,
<(CD)>, <DB>, <DD>, <DC>, and their sequence structures are deleted.

The two 1-sequences <B> and <C> are still frequent sequences after the update,
so it is only necessary to update the sequence structures of the candidate sequences
generated by <B> or <C>, which are shown in Table 15. The 1-sequence <A> is not
a frequent sequence, but it becomes a frequent sequence after updating. Therefore, it
needs to be combined with other frequent sequences into a candidate 2-sequences, and
their sequence structures can be constructed, which is shown in Table 16.

For the 2-sequences <(BC)>, <CC> and <CB>, they are originally frequent, but
turn out to be infrequent after updating, so they are added to the deleted set DelItem-
Set = {<D>, <(BC)>, <CC>, <CB>}. SPStream_Ins then deletes the 3-sequence
containing the sequence in the DelItemSet and their sequence structures. After the dele-
tion, the structure of the remaining sequence <BBC> can be updated by the structure
of the two sequences <BB> and <BC>. Since there is no frequent 3-sequence, the
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Table 15. The updated structures of the candidate 2-sequences after processing the transactions
on D4

<BC> <CB> <(BC)> <CC> <BB>

Count: 3 Count: 2 Count: 2 Count: 2 Count: 3

CID1: [2, 3] CID1: [3] CID1: [3] CID1: [3] CID1: [3]

CID2: [4] CID3: [2, 4] CID3: [2] CID3: [2, 3] CID2: [3]

CID3: [3] CID3: [4]

Table 16. The constructed sequence structures for the candidate 2-sequences after processing the
transactions on D4

<AB> <BA> <(AB)> <AC> <CA> <(AC)>

Count:1 Count:0 Count:1 Count:1 Count:0 Count:1

CID 1: [2, 3] CID 4: [4] CID 2: [4] CID 5: [4]

4-sequence <C(BCD)> is also deleted. After processing the added transactions on D4,
the generated sequential patterns are <B>, <C>, <BC> and <BB>.

3 Experimental Results

In this section, we compare our proposed SPStream and SPStream_Ins algorithms with
the recently more efficient algorithm FUSP-tree [8] for execution time and memory
usage. We use IBM Data Generator [1, 2] to generate synthetic data set, in which the
number of total transactions is 1000, the number of different items is 1000, the average
number of a transaction for a customer is 4, and the average number of transactions for
a customer is 2.

We increased the transactions from the first day to the 128th day, and set different
minimum support thresholds to evaluate the execution time and memory usage for the
three algorithms. Figure 1 shows the execution time of the three algorithms for the mini-
mum supports from 1.9% to 1.4% by decreasing 0.1% each time. From this experiment,
we can see that the performance gap between FUSP-tree and our algorithms increases
as the minimum support decreases. Because FUSP-tree algorithm spends a lot of time to
update the FUSP-tree, and finally find all the sequential patterns from the whole tree. It
needs to take a lot of time to adjust the tree structure and re-mine the sequential patterns
from the updated tree for FUSP-tree algorithm. Our algorithms only needs to update or
create the sequence structures for the candidate sequences according to the added trans-
actions, and directly generates sequential patterns from the updated sequence structures
without re-mining the sequential patterns. Because SPStream_Ins improves the candi-
date generation method for SPStream, the number of candidate sequences generated
by SPStream_Ins can be reduced and sequence structures can be updated efficiently.
Therefore, SPStream_Ins slightly ourperforms SPStream algorithm.
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Fig. 1. The execution time for the three algorithms

Fig. 2. The memory usages for the three algorithms

Figure 2 shows the memory usage for the three algorithms. Because the smaller the
minimum support, the more the frequent itemsets, the larger the structure of the entire
FUSP-tree, and the more memory space required. While our algorithms also needs to
record CIDs and date strings, it is all digital. In the case of smaller minimum support,
compared with FUSP-tree, our algorithms still saves a lot of memory space.

4 Conclusions

In this paper, we propose efficient algorithms for mining sequential patterns in a data
stream. Our algorithms record sequence structure for each candidate sequence to gen-
erate new sequential patterns, and performs some operations on sequence structures of
frequent k-sequences to generate the sequence structure for candidate (k+ 1)-sequences.
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Our algorithms do not need to re-scan original database and re-generate the previous
sequential patterns when the transactions are added. Besides, it is only necessary to store
the information about candidate sequences without losing any sequential patterns. The
experimental results also show that our algorithms outperform the previous approaches.
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Robust Features to recognize peacocks in images. We also implement the
prototype of this article and conduct a series of experiments to test the
proposed solution. Furthermore, experimental results show the scheme
did improve the accuracy of the complete training model.

Keywords: Data analysis · Image procession · Deep learning ·
Iterative adjustment · Avian inspection

1 Introduction

Computer vision and artificial intelligence (AI) are the most exciting areas in
recent times. Computer vision can be used in certain recognition with the devel-
opment of the Convolutional Neural Network (CNN), such as the face recog-
nition. However, it is still a very challenging task for scientists to design these
different kinds of calculations.

Data set is a most crucial aspect for the object recognition with the deep
learning. However, it can be challenging to collect data for the deep learning. The
data collection for the wild life recognition is more difficult specifically because
it is supposed to take a lot of time to look for the animal and take photos of the
animal from various angles for ensuring the effect of model training.

The training effect of a learning model would be not good with an insufficient
quantity of the data set. Furthermore, sometimes there are a lot of difficulties in
collecting data set because of time and cost. Therefore, the method of this paper
is to correct the identification results on the premise that the model training is
not good because of insufficient data sets.

Actually, we use the trained model to test the new data set. Figure 1 shows a
comparison chart of some recognition results. Each image caption is the number
of seconds showed in the video. It can be observed that the peacock can be
identified in the images 11.jpg, 160.jpg and 537.jpg, but it cannot be recognized
in the images 12.jpg, 161.jpg and 538.jpg.

In order to improve the identification results of the model, this paper builds
an image based feature extraction and the image processing to improve the
identification results with the output of the deep learning model. The data set
used in this paper is the peacock dataset. And the images of the dataset are
captured from a video with peakcock by one second interval. The concept is to
use the output results of YOLOv3. First, the system finds the corresponding
images according to the time. And the system determines the moving object
through the image processing foreground and background separation technique
[5,13–15], and determines the position. Then, the system finds out matching
features on the image by Speeded Up Robust Features [1,10]. If the count of
matching features of the image is conformed with the count of image features of
the identified peacock image. The image can be judged to have a peacock.

The rest of the paper is organized as follows. Section 2 gives the related work.
Section 3 presents the system architecture. And Sect. 4 describes the design of the
system. Then, we conduct experiments and show the results in Sect. 5. Finally,
we conclude the paper in Sect. 6.
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Fig. 1. Deep learning identification results.

2 Related Work

The object detection is a process for detecting certain types of objects (such as
people and animals) on the side of images and videos. The majority of works uti-
lizing the deep learning for object detection use the architecture of CNNs, such
as [6,7,9] (which proposed new def-pooling layers and new learning strategies).
However, others have tried less-used depth models. For example, [2] proposed a
rough target localization method based on saliency mechanism combined with
DBN for target detection in remote sensing images. [8] proposed a new DBN for
3D object recognition, in which the top-level model is a third-order Boltzmann
machine. And the model is trained using a hybrid algorithm which mixes gen-
eration and discriminant gradients. [4] uses fused deep learning methods, while
[3] explores the representation capabilities of deep models in semi-supervised
paradigms.

3 System Architecture

Figure 2 shows the architecture diagram of the whole system. The input of this
system is the image. The system is divided into three modules. The first module
is the deep learning model. And the paper adopts the state-of-the-art object
detection model YOLOv3 [12] as an image recognition method in the system.
Figure 3 shows the architecture diagram of YOLO network version 3, YOLOv3
totally includes 108 convolutional and residual layers, where three scales of pre-
diction features are in the tensor forms (82 × 82, 96 × 96, 108 × 108). The deep
learning model can be arbitrarily replaced with other methods as long as the
output of the model is an image and has an bounding box of the identified
object.

The second module is Gaussian Mixture Model Get Position (GMM-get posi-
tion) which uses an algorithm to find the moving object and cuts the range of
the object from the image without recognizing the object. The output of the
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Fig. 2. System architecture.

module is one image per second. The third module is Speeded Up Robust Fea-
tures Check object (SURF-check object). This module would check whether the
peacock image identified by YOLOv3 and the image cut by the GMM-get posi-
tion module have the same feature in order to confirm that there is a peacock
in the image cut by the GMM-get position module.

Fig. 3. YOLOv3 system architecture.

4 System Design

Figure 4 shows a flow chart of the GMM-get position module. The GMM-get
position module is divided into three parts. The first part of this module would
catch images which might be repaired. The second part of the module would
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extract the peacock position from the bounding box of the image detected by
the YOLOv3 model. The third part would select images that need to be repaired
from the first part. The system uses the foreground and background separation
technique to detect the moving object and cut it down.

Fig. 4. Gmm model flow chart.

The input data are time-series images so the image file name is labeled in
timestamp. The system would find out images that the peacock can be identified
in a time series image, but did not recognize the peacock in the image of the next
time series. Then these two images would be defined to a set of data. The image
with YOLOv3 recognition is called Yolo Peacock Image (YPI), and the image
without recognition result is called No Recognize Image (NRI). The output of
YOLOv3 has the information including the bounding box. According to the
information of the bounding box, the system cuts out the peacock area from
YPI and this area is called Yolo Peacock Position (YPP).

The NRI would be cut out the location of the peacock because the set of
images is continuous and is the same background. The Gaussian Mixture Model
[11] is used to process the foreground and background separation technology. The
Gaussian model composed of Gaussian components represents the probability
distribution model of the pixel in the time domain.

The probability that the pixel j in the image takes the value xj at the time
t, as in the Eq. (1)

P (xj) = ΣK
i=1w

i
j,t · η(xj , μ

i
j,t, Σ

i
j,t) (1)

Where wi
j,t represents the weight of the i-th Gaussian component in the

Gaussian Mixed Model of the pixel j at time t. The μi
j,t and Σi

j,t = (σi
j,t)

2

respectively represent the mean and covariance of the i-th Gaussian component.
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The σ is the standard deviation, I is the identity matrix, and η is the Gaussian
probability density function, as in Eq. (2), where d is xj dimension.

η(xj ;μi
j,t, Σ

i
j,t) =

1

(2π)
d
2

∣
∣Σi

j,t

∣
∣
1
2
× exp

[

− 1
2
(xj − μi

j,t)
ᵀ(Σi

j,t)
−1(xj − μi

j,t)
]

(2)

As the scene changes, the Gaussian Mixed Model of each pixel needs to be
continuously updated. The method is to sort the K-th Gaussian components in
the mixed muse model according to wi

j,t/σi
j,t from large to small, and then use

the current value xj of the pixel. The K-th muse in the mixed muse model is
compared with current values one by one, if the difference between the mean μi

j,t

of xj and the i-th muse component is less than δ times the standard deviation
of the muse σi

j,t (δ is set to 2.5–3.5 usually), then the Gaussian is updated by
xj , and the remaining Gaussian remains unchanged. The update equation is as
follows: Eqs. (3), (4), (5), (6)

wi
j,t+1 = (1 − α)wi

j,t + α · (M i
j,t) (3)

μi
j,t+1 = (1 − ρ)μi

j,t + ρ · xj (4)

(σi
j,t+1)

2 = (1 − ρ)(σi
j,t)

2 + ρ(xj − μi
j,t)

ᵀ(xj − μi
j,t) (5)

ρ =
α

wi
j,t

(6)

Where α is the learning rate of the model. If the i-th Gaussian component
matches xj , then M i

j,t is 1, otherwise 0. If xj and pixel j of gaussian ingredient
in the K-th Mixture Gaussian model is not match. Then the last Gaussian in the
pixel-Gaussian Mixed Model is replaced by a new Gaussian, the new Gaussian
mean is xj , the initial standard deviation and the weight are set to σint and wint,
after the update is completed. The value is normalized so that ΣK

i=1w
i
j,t+1 = 1.

The Gaussian Mixed Model of pixel j describes the probability distribution
of its eigenvalue xj in the time domain. In order to determine which Gaussian
components in the Gaussian Mixed Model of the pixel to be generated by the
background, the order is based on the ratio of the weight of each Gaussian
component to its standard deviation. After that, the system would take the
Bj Gaussian components as the background distribution, and Bj is calculated
according to Eq. (7).

Bj = argmin(Σb
i=1w

i
j,t+1 > T ) (7)

The threshold T measures the minimum proportion of the background Gaus-
sian component in its overall probability distribution. When T is small, the back-
ground is represented by a single-mode distribution. When T is constant, it can
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represent the background of the multi-mode distribution. The image removed
background is recorded, and the position of the moving object is recorded. The
NRI is cut at the position of the moving object, and the new image is called No
Recognize Image (NRI). Figure 5 shows the effect after GMM, we can clearly see
the position of the moving object on the image which makes this coordinate on
the NRI for cutting.

Fig. 5. A result obtained with GMM.

Figure 6 shows a flow chart of the SURF-check object module. The SURF
Check object module is divided into two components. The first component would
calculate the matching feature number kp for NRI and YPP using Speeded Up
Robust Features. The second component would calculate the feature distribution
of YPI. If there are matching features, it would be confirmed that it is the same
as the object, the coordinate range of the NRI is drawn on the NRI completion
mark.

Speeded Up Robust Features have invariances such as scale, translation, rota-
tion, and brightness, so we use Speeded Up Robust Features to detect feature
points in the image. The Speeded Up Robust Features algorithm is divided into
two steps: (1) feature point detector: use a box filter approximating the Gaussian
filter to obtain a simplified Hessian matrix, as Eq. (8). For a point on the image
x = (x, y),H(x, σ) is the Hessian matrix of the σ scale at the x point.

Therefore, the characteristics of the integral image can be used to accelerate
the computation time of the DoH (Determinant of Hessian) in order to establish
the scale space. That the operation efficiency is higher when detecting the feature
point. (2) The feature point descriptor: the feature point detected in the previous
step is the Harr Wavelet Filter. The system filters the neighboring regions of the
feature points to find the main direction of the feature points, which is the
gradient direction. In the main direction, the neighboring region is also filtered
by the Harr Wavelet Filter to obtain the feature point descriptor. The integral
image acceleration operation is also used.

H(x, σ) =
[

Lxx(x, σ) Lxx(x, σ)
Lxx(x, σ) Lxx(x, σ)

]

(8)
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Fig. 6. SURF model flow chart.

5 Case Study

In this chapter we input a peacock data set shot in a fixed background to the
system. There are 242 images in the dataset. The time interval between each
image is one second. The deep learning model adopts YOLOv3, and the model
mainly processes peacock identification training. Figure 7 shows a modification
of the YOLOv3 identification results. Initially, the image of the peacock was
unrecognizable. But the peacock could be recognized in the image after using
the system presented in this paper.

Fig. 7. Modification of YOLOv3 identification results.

Table 1 is a statistical result comparing the output of YOLOv3 with the
output of this paper method in accuracy. When only the YOLOv3 identification
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model is used, 176 pieces of peacock images are identified from 242 images in
the data set, the accuracy rate is 73%. After the YOLOv3 output the results,
the method of this paper is used to refer to the output of YOLOv3. The method
would catch corresponding images and mark them. The position of the mark was
similar to that of the identified peacock image, and it would be judged to be the
post-peacock mark. As a result, 203 images were identified. The accuracy of the
deep learning model identified result was improved to 83%.

Table 1. Comparison of YOLOv3 and the method presented in this paper.

YOLOv3 result Paper result

Ident peacock 176 203

Total data 242 242

Accuracy 73% 84%

6 Conclusions

In this paper, we present a system based on the Gaussian Mixture Model and the
Speeded Up Robust Feature to identify peacocks in images. This system has three
main components. This first component is a deep learning training module. The
second component is GMM get position module for finding the moving object,
and third component is SURF-check object module for proving that the moving
object is a peacock. We also implement the prototype of this article and conduct
a series of experiments to test the proposed solution. The Experimental results
show that the system improves the accuracy of the complete training model. If
the deep laerning model which first module can not identify the object because
the object changes its angle, this system can optimize the result that the model
can’t identify.
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Abstract. In lifelong machine learning, the determination of the hypotheses
related to the current task is verymeaningful thanks to the reduction of the space to
look for the knowledge patterns supporting for solving the current task. However,
there are few studies for this problem. In this paper, we propose the definitions for
measuring the “close domains to the current domain”, and a lifelong sentiment
classificationmethod based on using the close domains for topic modeling the cur-
rent domain. Experimental results on sentiment datasets of product reviews from
Amazon.com show the promising performance of system and the effectiveness of
our approach.

Keywords: Close domain · Lifelong topic modeling · Close topic

1 Introduction

The acquisition, representation and transferring domain knowledge, as well as focusing
on learning bias approaches are the key scientific concerns that arise in lifelong machine
learning (LML) [14]. The determination of only hypotheses related to the current task,
instead of selecting all existing ones, is very meaningful thanks to the reduction of the
space used to extract the knowledge patterns supporting to solve the current task (as
depicted in Fig. 1). The datasets of previous tasks are of base-level hypothesis space.
Determining previous tasks related to the current task in LML is very useful, not only effi-
cient (i.e., computation complexity) but also effective (i.e., the performance of problem
solving). The problem is also considered in the open-world machine learning (OWML),
which is a form of LML. Open world recognition is a kind of OWML [8]. There are
some studies for determining the previous tasks related to the current task, i.e., Bendale
and Boult [1] proposed a solution for open world image recognition; Fei and Liu [10],
Shu et al [12] focused on open world text classification.
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Lifelong topic modeling (LTM) is a kind of lifelong unsupervised learning [8] based
on using the hidden topic model [2, 3]. Chen, Z. & Liu, B proposed two algorithms
for lifelong topic modeling. While LTM is suitable for the case the dataset of the
current task is large enough [4], Automatically generated Must-links and Cannot-links
(AMC) is suitable for the case the current dataset is small [5]. LML and AMC, in partic-
ular lifelong topic modeling, are very suitable for sentiment analysis (opinion mining)
[9, 15].

Fig. 1. H4 is superior to all others: Ho, H1, and H4 include F completely, however, H2 and H3
do not; H4 is smaller than H1 and Ho (H4 ⊂ H1 ⊂ Ho) [14].

In this paper, we propose a lifelong sentiment classification framework based on a
close domain lifelong topic modeling method (CLTM), which uses only the data and
knowledge from some of the previous domains (called close domains) for topicmodeling
the current task. This paper has three main contributions: (i) refine the topic modeling
method on the domain level [11], (ii) propose a new definition of closeness measure
between domains, (iii) and an application framework for sentiment classification.

The rest of this paper is organized as follows: In next section, two definitions of
close domain are showed. A lifelong sentiment classification framework and proposed
close domain lifelong topic modeling method are described in Sect. 3. Section 4 shows
the experiments and result evaluations. Some related works are analyzed and compared
with this paper in Sect. 5. In the last section, we present conclusions and future work.

2 Close Domain

Let S be a text analytic system using lifelong machine learning. Let T i be history tasks;
andDi be the corresponding dataset of T i, where i = 1, 2, .., N . Let B be the knowledge
base, which includes all knowledge, information from N previous tasks. B is empty
when N = 0.

Let TN+1 be the current task with its dataset DN+1. The problem is to determine a set
Dclose including previous datasets that are similar to DN+1 (called by “close datasets”
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or “close domains” with DN+1), then apply the knowledge (in B) related to Dclose for
solving the current task TN+1.

A measure of topic-based close domain was defined based on the closeness in three
levels of vocabulary, top word and topic [11]. This paper proposes a new classifier-based
close domain measure.

Assume that the ith previous task T i be a binary classification problem with the
classifier mi, i.e., mi is a model to predict whether a new review in ith domain is a
positive review or not. The idea for determining the previous domains that are related to
the current domain in [1, 8, 10] is stated by two below definitions.

Definition 1. Let x be a document belonging to the current dataset DN+1. The ith

previous dataset Di is called close to x with respect to classifier mi iff mi (x) is positive.

Definition 2. (previous dataset Di close to the current dataset DN+1). The ith previous
dataset Di is called close to dataset DN+1 with respect to classifier mi iff

|x ∈ DN+1 ∧ mi (x) is posi tive|
|DN+1| ≥ θclassi f ier , (1)

where θclassi f ier is a predefined threshold for deciding whether two datasets are close
to each other or not.

3 A Lifelong Sentiment Classification Framework Based on a Close
Domain Lifelong Topic Modeling Method

3.1 Problem Formulation

Let S be a sentiment classification system with T1, T2, . . . , TN be N previously solved
sentiment classification tasks in various domains. Let Di, Vi, and Topicsi be the dataset,
the vocabulary, and the output topic set of T i, correspondingly.

Let TN+1 be a new sentiment classification task (called the current task), with a
dataset DN+1. The problem is to solve the new sentiment classification task TN+1 by
exploiting the previous knowledge base in B.

3.2 A Lifelong Sentiment Classification Framework

Figure 2 describes the proposed lifelong sentiment classification framework, in which
sentiment documents in DN+1 are represented on an enriched topic set TopicsN+1 by
a Close domain Lifelong Topic Modeling process (denoted by CLTM) as described in
detail in Subsect. 3.3.

The hidden topic set TopicsN+1 constructed by CLTM is used to build a new feature
set for the texts, i.e., a word in a document is replaced by its corresponding topic. For
avoiding any exception leaks from the future, the testing Dataset Dtest is not used in
CLTM phase, i.e., for enriching the current topic set TopicsN+1. This solution has an
important meaning in a lifelong machine learning, because the testing data should be
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Fig. 2. The proposed lifelong sentiment classification framework

considered as they will be coming in the future. With the support of the knowledge from
previous domains, the hidden topic set TopicsN+1 is adjusted and improved to be better
than those extracted from LDA [6, 9].

Finally, a sentiment classifier is built to classify new documents.

3.3 Close Domain Lifelong Topic Modeling Method

Figure 3 describes a five-step procedure CLTM, which refines the procedure in [11].

Fig. 3. The close domain lifelong topic modeling method

In the first step, the dataset DN+1 for the current task TN+1 is received. Step 2, if
B is empty (i.e., N = 0), build a hidden topic model H on from DN+1 by using the
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LDA solution, then H is used for solving the current task. After that, B is added all the
information and knowledge gained from TN+1.

In the case of N > 0, the knowledge base B is not empty, then hidden topic model
H is enriched by exploiting B. Based on approach of learning bias on the domain level,
only the information and knowledge of close domains to TN+1, denoted B*, is used for
enrich hidden topic model H.

Step 3, select all the dataset Di (from N previous datasets) which is close to DN+1
(topic-based or classifier-based), and exploit these datasets aswell as their corresponding
knowledge to form the temporary knowledge base B* for improving the current hidden
topic model H. In case there is not any previous dataset close to DN+1, the whole
knowledge base B plays the role of the temporary knowledge base B*.

In Step (4), the hidden topics TopicsN+1 are adjusted by the knowledge base as in
AMC [5] with twomodifications of using the proposed close topic measure and previous
topics to mine must-links and cannot-links. The main refining of this framework (as
compared to the framework in [11]) includes in two points: (1) It uses new close domain
measure to determine whether two domains are close or not. (2) The dataset DN+1 is
not taken part in the Step (4) to ensure that the hidden topics TopicsN+1 are adjusted
only by the previous knowledge.

After being built and enriched, TopicsN+1 and dataset DN+1, are added to
knowledge base B, and available as the input for other application. In other words, after
the TN+1 has been solved, all of the knowledge found by it also be added to knowledge
base B.

4 Experimental Results

4.1 The Datasets

Table 1. The names of 20 product domains and the proportion of the negative reviews in each
domain.

Domain The proportion
negative reviews

Domain The proportion
negative reviews

Alarm Clock
Baby
Bag
CableModem
Dumbbell
HomeTheaterSystem
Jewelry
Keyboard
MagazineSubscriptions
MoviesTV

30.51
16.45
11.97
12.53
16.04
28.84
12.21
22.66
26.88
10.86

Flashlight
GPS
Gloves
GraphicsCard
Headphone
Projector
RiceCooker
Sandal
Vacuum
VideoGames

11.69
19.50
13.76
14.58
20.99
20.24
18.64
12.11
22.07
20.93

We use the dataset of 20 domains including the reviews from different types of
products crawled from Amazon.com as in [9] to compare with their approach. The
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dataset information is listed in Table 1, in which, 19 domains are used as previous
knowledge and the remaining domain is used as the current domain.

In [9], the authors spent 1000 reviews each domain and created two kinds of datasets
of natural class distribution and balanced class distribution of the positive and negative
reviews. For evaluation, they treated each domain as the target domain, and all the 19
remaining domains as the past domains. In our paper, we consider the case of naturally
skewed class distribution and we use the same 19 datasets for the prior knowledge,
however the dataset for the current domain is treated differently.

When analyzing all the 20 domains, we notice that the minimum and maximum
number of positive reviews are 624 and845 respectively; and theminimumandmaximum
number of negative reviews are 101 and 274 respectively. Therefore, the proportion of
positive reviews per total reviews is around 69% to 89%. In an approximate way, we
consider the positive reviews are as four times as the negative ones.

In our experiments, we do not use all 1000 reviews for the current domain. We
create 5 different datasets with 20, 40, 60, 80 and 100 reviews for training to illustrate
the effectiveness of the proposed approach with small amount of labeled data. In these
datasets, the rate of positive is four times negative reviews. The only one testing dataset
created from 100 reviews is used in all experiments.

4.2 Experimental Scenarios

For each current training dataset of 20, 40, 60, 80, 100 reviews, we perform three
experimental scenarios:

• We extract features of hidden topic distribution fromLDAmodel in the current dataset
without using prior knowledge (from previous tasks). This scenario is considered as
the baseline for comparison.

• We use all 19 domains as previous domains. This scenario illustrates the use of all
prior knowledge without choosing meaningful information, i.e., the close domains.

• We find out the close domains, then use them as the previous knowledge instead of all
19 domains. This scenario is implemented to evaluate the idea of using close domain
with valuable information to form knowledge base for the lifelong learning model.

In each scenario, we configured the number of hidden topics for the LDA and AMC
models with different values, i.e., 10, 15 and 25. We also built different sentiment
classification algorithms, i.e., Decision trees, k Nearest Neighbor (kNN), MultiLayer
Perceptrons (MLP), and Naïve Bayes.

In our experiments, the popular measure of F1-scores is used to evaluate the
performance of the system of sentiment classification.

4.3 Experimental Results and Discussions

The experimental results are shown in the Tables 2, 3, 4 and 5 in which the first scenario
of using only the current domain with LDAmodel is denoted as LDAwith the number of
topics, i.e., LDA10, LDA 15, and LDA25; the second scenario of using all 19 domains
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for Lifelong model is denoted as LL_ALL with the number of topics, i.e., LL_ALL10,
LL_ALL15, and LL_ALL25; and the last scenario of using found close domains for
Lifelong model is denoted as CLTMwith the number of topics, i.e., CLTM10, CLTM15,
and CLTM25. The current domain is denoted as Cwith the number reviews of 20, 40, 60,
80 and 100. The results were collected in groups of scenario, classification algorithm,
and the size of the current domain dataset. The best performance of the system when
applying the proposed method are formatted in bold. The experiments, in which the
baseline scenario using lifelong learning (with previous knowledge) outperform the
scenario using only current domain (without previous knowledge), are highlighted with
grey color.

Table 2. The experimental results (in F-measure) of the three scenarios with different
configurations of Decision Trees classification algorithm and current domain dataset size.

Methods
Current domain dataset size 

C=20 C=40 C=60 C=80 C=100 
LDA10 76.62% 71.90% 74.12% 80.13% 75.09% 
LL_ALL10 81.46% 81.41% 83.58% 85.11% 82.49% 
CLTM10 75.30% 81.45% 84.69% 84.03% 83.48% 
LDA15 76.74% 81.16% 80.26% 75.63% 75.90% 
LL_ALL15 78.77% 81.17% 81.95% 82.52% 84.02% 
CLTM15 78.33% 81.31% 81.40% 85.99% 84.83% 
LDA25 71.41% 79.67% 84.31% 77.79% 79.43% 
LL_ALL25 78.80% 81.81% 79.57% 82.42% 80.94% 
CLTM25 77.94% 79.59% 83.53% 84.20% 83.11% 

The results show that the two Lifelong models outperform the baseline in lots
of experiments. And in many cases, the proposed method using only close domains
improves the performance of system in comparison with the approach of using all 19
domains for the Lifelong model. This demonstrates that the prior knowledge from close
domains may provide more meaningful contribution for the classification. The close
domains may also remove noise, i.e., the data that is not related to current domain,
hence, they help to improve the performance of the classification system. Because the
reviews of products are often short sentences, and we use the current domain with quite
small amount of reviews (from 20 to 100), the number of topics should be not too small
or too big. The classification using MLP and Naïve Bayes algorithms in the proposed
approach archives the best performance, especially with the number of topics of 15.
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Table 3. The experimental results (in F-measure) of the three scenarios with different
configurations of Naive Bayes classification algorithm and current domain dataset size.

Methods
Current domain dataset size 

C=20 C=40 C=60 C=80 C=100 
LDA10 63.33% 59.20% 52.73% 53.09% 54.51% 
LL_ALL10 82.95% 80.19% 78.86% 79.95% 77.88% 
CLTM10 81.28% 79.50% 78.05% 77.56% 78.57% 
LDA15 67.66% 67.23% 59.99% 50.01% 53.25% 
LL_ALL15 82.95% 74.01% 73.88% 76.92% 72.68% 
CLTM15 82.31% 78.32% 77.04% 77.30% 79.80% 
LDA25 70.56% 73.51% 69.26% 60.13% 59.02% 
LL_ALL25 84.50% 78.96% 78.46% 74.17% 72.61% 
CLTM25 84.75% 78.36% 75.84% 76.38% 74.11% 

Table 4. The experimental results (in F-measure) of the three scenarios with different
configurations of k Nearest Neighbours classification algorithm and current domain dataset size.

Methods
Current domain dataset size 

C=20 C=40 C=60 C=80 C=100 
LDA10 83.87% 81.36% 81.96% 85.17% 78.97% 
LL_ALL10 86.91% 84.46% 83.47% 84.97% 83.83% 
CLTM10 85.14% 84.47% 84.74% 84.61% 83.77% 

LDA15 76.68% 84.88% 82.03% 85.64% 81.68% 
LL_ALL15 86.25% 84.46% 83.30% 85.17% 84.42% 
CLTM15 87.33% 84.65% 84.24% 85.35% 84.70% 
LDA25 80.54% 86.72% 87.06% 80.42% 82.58% 
LL_ALL25 87.06% 87.39% 84.76% 85.20% 84.50% 
CLTM25 86.91% 85.14% 84.83% 85.27% 85.23% 

When the current domain dataset is increased (to 80 and 100 reviews), the proposed
method may get lower performance than baseline because the bigger amount of training
data leads to more useful features than features from other domains. These results also
illustrate the effectiveness of using the close domains (i.e., the reasonable amount of
previous knowledge) instead of using all 19 domains (all previous knowledge) to support
lifelong topic modelling.
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Table 5. The experimental results (in F-measure) of the three scenarios with different
configurations of MLP classification algorithm and current domain dataset size.

Methods
Current domain dataset size 

C=20 C=40 C=60 C=80 C=100 
LDA10 79.75% 84.46% 83.47% 81.15% 78.91% 
LL_ALL10 80.45% 81.36% 83.65% 84.68% 82.63% 
CLTM10 78.28% 81.53% 82.45% 84.78% 84.67% 
LDA15 80.31% 84.71% 74.68% 77.09% 72.05% 
LL_ALL15 80.30% 76.77% 76.62% 81.58% 80.77% 
CLTM15 79.42% 78.75% 80.53% 84.72% 84.86% 
LDA25 77.14% 80.77% 79.57% 78.57% 81.72% 
LL_ALL25 82.75% 79.00% 79.30% 79.85% 76.80% 
CLTM25 83.00% 78.58% 78.67% 78.78% 80.22% 

5 Related Works

Chen, et al. [6, 9] proposed a lifelong supervised learning approach to sentiment classifi-
cation (LSC: Lifelong Sentiment Classification) based on Naive Bayes. They exploited
probability characteristics for constructing the Past Information Store (PIS) component.
Two kinds of knowledge (document-level knowledge and domain-level knowledge) are
calculated and used. The concept of domain-level knowledge is a form of close domain.
Our paper also focuses on the idea of “close domain” of the current task, however, it uses
an unsupervised learning approach for enriching hidden topic model based on learning
bias domain-level as [11].

Bendale, Boult [1], Fei, Liu. [10] also considered the previous domains, however,
they used the classifiers of previous tasks to determine “close domain” (This paper
formalizes their idea in Definition 1 and Definition 2). Some forms of SVM algorithm
are used for open-world classification.

Our work is also related to transfer learning [16–18]. However, in [16, 17], transfer
learning is used for traditional supervised classification. And [18] using labeled data to
build better fitting topic models. We only use previous knowledge to adjust current topic
model without using any information of target labeled and unlabeled data as in general
transfer learning.

This paper is considered as an upgraded version of [11] by adding a new classifier-
based close domain measure. We also implement a lifelong topic modeling for enriching
features of topic distribution for the current dataset. In addition, we provide another
measure for determining the close domain based on classifier and set of thresholds learnt
from past knowledge. The method mines the information of the label set of training data
and the relationship among label and features.
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6 Conclusions and Future Work

In this paper, we provide a lifelong sentiment classification framework based on a close
domain lifelong topic modeling method (CLTM) as learning bias approach on domain
level. In which, the close domain measure based on classifier is proposed with two
definitions of the closeness in classifier between dataset and an element and between
two datasets. The experimental results on 20 domains of product reviews crawled from
Amazon.com, which are published availably and used in many researches demonstrate
the effectiveness of the proposed method.

More experiments should be implemented on balanced class distribution datasets to
evaluate the impact of training on the performance of system and compare the two close
domain measures. We will take more consideration on designing a more robust solution
that can still work well when the training dataset is small.
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Abstract. Learning from imbalanced data is a vital challenge for pat-
tern classification. We often face the imbalanced data in medical decision
tasks where at least one of the classes is represented by only a very small
minority of the available data. We propose a novel framework for train-
ing base classifiers and preparing the dynamic selection dataset (dsel)
to integrate data preprocessing and dynamic ensemble selection (des)
methods for imbalanced data classification. des-knn algorithm has been
chosen as the des method and its modifications base on oversampled
training and validations sets using smote are discussed. The proposed
modifications have been evaluated based on computer experiments car-
ried out on 15 medical datasets with various imbalance ratios. The results
of experiments show that the proposed framework is very useful, espe-
cially for tasks characterized by the small imbalance ratio.

Keywords: Dynamic ensemble selection · DES-KNN · Data
preprocessing · Imbalanced data · Oversampling

1 Introduction

Learning classifiers from imbalanced data remains the focus of intense research
due to its compliance with real-world decision tasks [10], where the most impor-
tant or interesting classes are usually strongly underrepresented [11]. For exam-
ple, only 3.59% of the patients suffer from heart disease, then a deterministic
classifier which always decides that the patient is not sick may achieve an accu-
racy of 96.41% while having 0% sensitivity [8].

This work is an attempt to connect two of the important research directions,
i.e., classifier ensemble approach [18] as well as imbalanced data analysis. We will
concentrate on the classifier ensemble selection methods [1], which employ the
idea of overproduce-and-select, i.e., for a given classification task we have more
classifiers at our disposal and we are trying to exploit their local competences to
classify an incoming sample. It needs to propose how these abilities of selected
classifiers could be discovered. Basically, two approaches have been proposed:

c© Springer Nature Switzerland AG 2020
N. T. Nguyen et al. (Eds.): ACIIDS 2020, LNAI 12033, pp. 589–599, 2020.
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Fig. 1. Idea of des (dynamic ensemble selection).

• Static selection, where a feature space is prior divided into competence areas
and the decision about a new instance is made by a classifier assigned to
the decision area, which includes the instance. The idea of Classifier and
Selection algorithm has been formulated by Kuncheva [12]. Then AdaSS
(Adaptive Splitting and Selection) has been proposed by Jackowski et al. [7],
who employed an evolutionary algorithm to find the best feature space split
and classifier assigning to each created partition.

• Dynamic Selection does not divide the feature space before classification [16],
but it looks for the best classifier for each incoming instance. Dynamic Ensem-
ble Selection (des) [5] uses the notion of competence to select the best models
to classify a given instance. Usually, the competence of a base classifier is esti-
mated on the basis of dynamic selection dataset (dsel). The idea of des is
presented in Fig. 1. There are several popular strategies for employing des,
as:

• KNORA-E forms the ensemble based on classifiers which can correctly
classify all samples within the local region of competence, while KNORA-
U decides based on weighted voting, where the weight assigned to each
base classifier equals to the number of correctly classified samples in
desl [9].

• DES-KNN [17] ranks individual classifiers according to their prediction
performance and then the fixed number of the best classifiers are first
selected. The final ensemble is formed based on the fixed number of the
most diverse preselected individuals.

• DES-Clustering [17] employs the K-means to define desl, then the most
accurate and diverse classifiers ale selected for the ensemble.

This paper also focuses on the data imbalance. One of the most popular and
efficient approaches to combat this phenomenon is data preprocessing. One has to
mention random replication of minority class examples (Random Oversampling)
or random removing the majority class example (Random Undersampling), but
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the most popular method is smote (Synthetic Minority Over-sampling Tech-
nique) [3], which generates new instances from existing minority samples in their
neighbourhoods. In this work smote is used to oversample the training and/or
validation sets for des-knn.

To summarize, this work is focusing on dynamic ensemble selection based
on des-knn used to mitigate the difficulties related to skewed class distribution
using data preprocessing approach. In a nutshell, the main contributions of this
work are as follows:

• Presentation of several des-knn modifications, which employ oversampled
training and/or desl (dynamic selection dataset).

• Experimental evaluation of the discussed approaches based on imbalanced
medical datasets.

2 The Proposed Framework

Let’s shortly present the proposed modifications of des-knn:

• The original version of des-knn, where training set used to train the base
classifiers and desl are not preprocessed (denoted as des-knn I).

• des-knn which uses oversampled training set by smote but desl is not
modified (denoted as des-knn II).

• des-knn which uses oversampled desl and original training set. The pseu-
docode of this modification is presented in Algorithm 1 (denoted as des-knn
III).

• des-knn which uses oversampled desl as well training set (denoted as des-
knn IV).

Let’s shortly describe pseudocode of des-knn III presented in Algorithm 1.
The desl is modified only in the case if at least two minority samples are
found in the neighbourhood of a classified instance x. It should protect against
homogeneous region of the majority class oversampling. The algorithm checks
as many oversampled versions of dsel as many minority samples are found in
the neighbourhood. As the parameter to sampling strategy (oversampling ratio)
the exp_IR (presented in line 7) is used (the minimum value 0.75 has been
set experimentally). The algorithm chooses the best dsel according to gmean
metric [2].
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Algorithm 1. Pseudocode for the DES-KNN III (where DESL is overampled)

Input:
VS − validationset
x - instance to be classifier
k - number of neighbours for DSEL

1: gmean ← 0
2: label ← majority_class
3: DSEL ← k nearest neighbours of x from VS
4: if number of minority class instances in DSEL >1 then
5: for each minority instance xi in DESL do
6: xj ← nearest neighbour of xi in DSEL from minority class
7: exp_IR ← min

(
0.75, 3d(xi,xj)

2(d(xi,xj)+1)

)

8: DSELt ← SMOTE(DSEL, exp_IR)
9: labelt ← DES_KNN(x,DSELt)

10: gmeant ← gmean of DES_KNN using DSELt on VS
11: if gmeant > gmean then
12: gmean ← gmeant

13: label ← labelt
14: end for

return label

3 Experimental Evaluation

The objective of the experiment is to analyze how the combinations of des-knn
and oversampling perform in terms of classifying medical imbalanced data with
various imbalance ratios.

3.1 Experimental Setup

For training and testing of examined classifiers, we employed a stratified 10-fold
cross validation. We evaluate the performance of classifiers on medical imbal-
anced data using four dedicated skew-insensitive metrics: g-mean (the geometric
mean of sensitivity and precision), precision, sensitivity (recall), and F1 Score
(the harmonic mean of precision and sensitivity). Additionally, accuracy was
calculated for each model.

To offer a more detailed comparison among methods, we have conducted
the statistical tests of significance. For pairwise comparison we have employed
Wilcoxon signed rank test [6] used confidence level α = 0.05.

Experiments were implemented in Python programming language and the
following libraries: scikit-learn [15], DESLib [4], NumPy and Pandas. The source
code is available on Github1.

Neighborhood size for des-knn methods is k = 13.

1 https://github.com/makonwencjusz/praca_magisterska.

https://github.com/makonwencjusz/praca_magisterska
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Table 1. Datasets description

Id Dataset #instances #attributes #min/#maj IR

1 Cardiovascular disease 70000 10 34979/35021 1,00

2 Diabetic retinopathy debrecen 1151 19 540/611 1,13

3 EEG eye state 14980 14 6723/8257 1,23

4 Heart disease 270 13 120/150 1,25

5 MRI and Alzheimers 336 10 146/190 1,30

6 Breast cancer wisconsin (diagnosis) 569 30 212/357 1,68

7 Breast cancer wisconsin (original) 683 9 239/444 1,86

8 Pima Indians diabetes 768 8 268/500 1,87

9 Yeast1 1484 8 429/1055 2,46

10 Indian liver patient records 579 10 165/414 2,51

11 SPECT heart 267 22 55/212 3,85

12 Thyroid disease (new_thyroid1) 215 5 35/180 5,14

13 Thoracic surgery 470 16 70/400 5,71

14 Ecoli3 336 7 35/301 8,60

15 Cervical cancer risk 725 30 50/675 13,50

To ensure an appropriate diversity of the classifier pool we decided to use
the following different models of base classifiers:

• 3 Nearest Neighbours,
• 5 Nearest Neighbours,
• SVM with linear kernel and penalty C = 0.025,
• SVM with linear kernel and penalty C = 1,
• SVM with RBF kernel and γ = 2 and penalty C = 0.025,
• Gaussian Process Classifier based on Laplace approximation with RBF kernel

and γ = 2,
• Decision Tree (CART) with the maximum depth = 5,
• Random Forest with a pool of 10 Decision Trees (CART) with maximum

depth = 5,
• MultiLayer Perceptron,
• AdaBoost using Decision Tree (CART) with maximum depth = 5 as a base

classifier.

The proposed framework was evaluated using 15 benchmark data sets form
medical domain and their description is presented in Table 1.

The results of experiments are presented in Tables 2, 3, 4, 5 and Fig. 2. The
statistical evaluation based on Wicoxon signed-rank test is shown in Table 6.

3.2 Lessons Learned

Based on the statistical analysis, we may see that oversampling can improve
the prediction performance of des-knn, especially if desl is preprocessed.
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Table 2. Predictive performance qualities of original DES-KNN (ds stands for
dataset id according to Table 1)

ds Accuracy g-mean Precision Sensitivity F1 score

1 0.63 (± 0.01) 0.62 (± 0.01) 0.66 (± 0.01) 0.52 (± 0.02) 0.58 (± 0.01)

2 0.76 (± 0.06) 0.76 (± 0.06) 0.80 (± 0.08) 0.74 (± 0.06) 0.77 (± 0.06)

3 0.76 (± 0.02) 0.75 (± 0.02) 0.74 (± 0.02) 0.87 (± 0.02) 0.80 (± 0.02)

4 0.86 (± 0.08) 0.85 (± 0.08) 0.85 (± 0.11) 0.91 (± 0.07) 0.87 (± 0.07)

5 0.99 (± 0.01) 0.99 (± 0.01) 0.98 (± 0.03) 1.00 (± 0.00) 0.99 (± 0.02)

6 0.96 (± 0.03) 0.95 (± 0.05) 0.97 (± 0.03) 0.93 (± 0.10) 0.95 (± 0.06)

7 0.97 (± 0.02) 0.97 (± 0.02) 0.96 (± 0.04) 0.97 (± 0.04) 0.96 (± 0.02)

8 0.82 (± 0.04) 0.74 (± 0.08) 0.83 (± 0.08) 0.60 (± 0.14) 0.69 (± 0.10)

9 0.79 (± 0.04) 0.61 (± 0.10) 0.81 (± 0.08) 0.40 (± 0.13) 0.53 (± 0.11)

10 0.74 (± 0.06) 0.85 (± 0.20) 0.74 (± 0.06) 0.97 (± 0.02) 0.84 (± 0.04)

11 0.77 (± 0.10) 0.73 (± 0.13) 0.78 (± 0.16) 0.78 (± 0.24) 0.75 (± 0.15)

12 0.99 (± 0.02) 0.98 (± 0.06) 1.00 (± 0.00) 0.97 (± 0.10) 0.98 (± 0.06)

13 0.85 (± 0.06) 0.14 (± 0.22) 0.30 (± 0.46) 0.07 (± 0.12) 0.11 (± 0.18)

14 0.96 (± 0.05) 0.69 (± 0.38) 0.70 (± 0.40) 0.62 (± 0.40) 0.63 (± 0.37)

15 0.96 (± 0.03) 0.79 (± 0.30) 0.71 (± 0.29) 0.74 (± 0.33) 0.69 (± 0.28)

Table 3. Predictive performance qualities of original DES-KNN II (ds stands
for dataset id according to Table 1)

ds Accuracy g-mean Precision Sensitivity F1 score

1 0.63 (± 0.01) 0.62 (± 0.01) 0.66 (± 0.01) 0.51 (± 0.02) 0.58 (± 0.01)

2 0.75 (± 0.07) 0.75 (± 0.07) 0.85 (± 0.08) 0.65 (± 0.09) 0.74 (± 0.08)

3 0.77 (± 0.01) 0.78 (± 0.01) 0.83 (± 0.02) 0.73 (± 0.04) 0.78 (± 0.02)

4 0.86 (± 0.07) 0.85 (± 0.08) 0.85 (± 0.11) 0.90 (± 0.07) 0.87 (± 0.08)

5 0.99 (± 0.01) 0.99 (± 0.01) 0.98 (± 0.03) 1.00 (± 0.00) 0.99 (± 0.02)

6 0.96 (± 0.03) 0.95 (± 0.04) 0.95 (± 0.03) 0.95 (± 0.08) 0.95 (± 0.05)

7 0.97 (± 0.02) 0.97 (± 0.02) 0.95 (± 0.03) 0.97 (± 0.03) 0.96 (± 0.03)

8 0.81 (± 0.05) 0.78 (± 0.08) 0.69 (± 0.10) 0.75 (± 0.15) 0.72 (± 0.11)

9 0.77 (± 0.04) 0.76 (± 0.05) 0.61 (± 0.06) 0.73 (± 0.10) 0.66 (± 0.05)

10 0.70 (± 0.05) 0.72 (± 0.05) 0.88 (± 0.06) 0.68 (± 0.07) 0.76 (± 0.04)

11 0.75 (± 0.09) 0.72 (± 0.13) 0.72 (± 0.20) 0.69 (± 0.21) 0.69 (± 0.19)

12 0.99 (± 0.02) 1.00 (± 0.01) 0.97 (± 0.10) 1.00 (± 0.00) 0.98 (± 0.06)

13 0.83 (± 0.06) 0.54 (± 0.14) 0.48 (± 0.18) 0.34 (± 0.15) 0.38 (± 0.16)

14 0.91 (± 0.05) 0.94 (± 0.05) 0.53 (± 0.28) 0.97 (± 0.10) 0.63 (± 0.22)

15 0.97 (± 0.03) 0.90 (± 0.14) 0.75 (± 0.22) 0.85 (± 0.23) 0.77 (± 0.18)
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Table 4. Predictive performance qualities of original DES-KNN III (ds stands
for dataset id according to Table 1)

ds Accuracy g-mean Precision Sensitivity F1 score

1 0.92 (± 0.06) 0.92 (± 0.06) 0.97 (± 0.06) 0.87 (± 0.10) 0.91 (± 0.07)

2 0.92 (± 0.06) 0.92 (± 0.07) 0.92 (± 0.08) 0.93 (± 0.08) 0.92 (± 0.06)

3 1.00 (± 0.00) 1.00 (± 0.00) 1.00 (± 0.00) 1.00 (± 0.00) 1.00 (± 0.00)

4 0.91 (± 0.09) 0.90 (± 0.12) 0.92 (± 0.11) 0.93 (± 0.08) 0.92 (± 0.08)

5 1.00 (± 0.00) 1.00 (± 0.00) 1.00 (± 0.00) 1.00 (± 0.00) 1.00 (± 0.00)

6 0.98 (± 0.03) 0.98 (± 0.03) 0.99 (± 0.03) 0.98 (± 0.04) 0.99 (± 0.02)

7 0.99 (± 0.03) 0.97 (± 0.09) 0.99 (± 0.04) 0.95 (± 0.15) 0.96 (± 0.10)

8 0.92 (± 0.07) 0.92 (± 0.07) 0.97 (± 0.07) 0.87 (± 0.12) 0.91 (± 0.08)

9 0.89 (± 0.07) 0.87 (± 0.08) 0.91 (± 0.12) 0.84 (± 0.13) 0.87 (± 0.09)

10 0.76 (± 0.09) 0.62 (± 0.23) 0.72 (± 0.09) 0.95 (± 0.08) 0.82 (± 0.07)

11 0.79 (± 0.09) 0.76 (± 0.12) 0.84 (± 0.16) 0.68 (± 0.19) 0.74 (± 0.16)

12 0.99 (± 0.02) 0.99 (± 0.02) 1.00 (± 0.00) 0.99 (± 0.04) 0.99 (± 0.02)

13 0.76 (± 0.15) 0.27 (± 0.36) 0.40 (± 0.49) 0.20 (± 0.31) 0.25 (± 0.34)

14 0.91 (± 0.08) 0.58 (± 0.42) 0.67 (± 0.47) 0.52 (± 0.40) 0.57 (± 0.42)

15 0.92 (± 0.08) 0.72 (± 0.37) 0.67 (± 0.38) 0.68 (± 0.39) 0.65 (± 0.35)

Table 5. Predictive performance qualities of original DES-KNN IV (ds stands
for dataset id according to Table 1)

ds Accuracy g-mean Precision Sensitivity F1 score

1 0.93 (± 0.05) 0.94 (± 0.06) 0.97 (± 0.07) 0.92 (± 0.09) 0.94 (± 0.05)

2 0.91 (± 0.08) 0.90 (± 0.08) 0.96 (± 0.07) 0.86 (± 0.12) 0.90 (± 0.08)

3 1.00 (± 0.00) 1.00 (± 0.00) 1.00 (± 0.00) 1.00 (± 0.00) 1.00 (± 0.00)

4 0.90 (± 0.09) 0.90 (± 0.09) 0.91 (± 0.12) 0.92 (± 0.09) 0.91 (± 0.08)

5 1.00 (± 0.00) 1.00 (± 0.00) 1.00 (± 0.00) 1.00 (± 0.00) 1.00 (± 0.00)

6 0.98 (± 0.05) 0.98 (± 0.05) 0.97 (± 0.08) 0.99 (± 0.04) 0.98 (± 0.06)

7 0.99 (± 0.02) 0.99 (± 0.02) 0.99 (± 0.04) 1.00 (± 0.00) 0.99 (± 0.02)

8 0.91 (± 0.07) 0.91 (± 0.07) 0.92 (± 0.09) 0.91 (± 0.11) 0.91 (± 0.07)

9 0.93 (± 0.06) 0.93 (± 0.07) 0.89 (± 0.13) 0.96 (± 0.06) 0.92 (± 0.08)

10 0.77 (± 0.12) 0.69 (± 0.27) 0.87 (± 0.10) 0.70 (± 0.22) 0.76 (± 0.17)

11 0.78 (± 0.09) 0.73 (± 0.12) 0.81 (± 0.18) 0.73 (± 0.24) 0.73 (± 0.16)

12 0.99 (± 0.02) 1.00 (± 0.01) 0.95 (± 0.15) 1.00 (± 0.00) 0.97 (± 0.10)

13 0.83 (± 0.12) 0.74 (± 0.20) 0.86 (± 0.19) 0.62 (± 0.29) 0.68 (± 0.25)

14 0.81 (± 0.12) 0.78 (± 0.28) 0.52 (± 0.33) 0.87 (± 0.31) 0.60 (± 0.31)

15 0.95 (± 0.07) 0.87 (± 0.29) 0.69 (± 0.34) 0.90 (± 0.30) 0.76 (± 0.30)
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Fig. 2. Comparison of the proposed methods for 5 different metrics and each
dataset.

Table 6. Wilcoxon rank test results. Yellow color denotes that the first model
statistically significantly outperforms the second one, while green color denotes
that the second model is significantly better than the first one, and the red color
means that no statistical difference between models is confirmed.

Accuracy g-mean Precision Sensitivity F1

DES-KNN I vs DES-KNN II 0.0490 0.0124 0.7835 0.3822 0.4406
DES-KNN I vs DES-KNN III 0.0549 0.0131 0.0109 0.0952 0.0353
DES-KNN I vs DES-KNN IV 0.0300 0.0010 0.0279 0.0156 0.0183
DES-KNN II vs DES-KNN III 0.0213 0.5720 0.0533 0.3304 0.0734
DES-KNN II vs DES-KNN IV 0.0173 0.0411 0.0097 0.0071 0.0062
DES-KNN III vs DES-KNN IV 0.0679 0.4558 0.6888 0.0864 0.2710
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Interestingly, there are no statistically differences if only training set or desl
is oversampled (des-knn II vs. des-knn III and des-knn III vs. des-knn IV).
But, if both training set and desl are modified then it is possible to outperform
methods based on oversampled training set only.

In general, the order of the presented approaches in terms of performance,
starting with the worst, is as follows: (1) des-knn without the use of any pre-
processing methods (des-knn I) → (2) des-knn using oversampled training set
(des-knn II) → (3) des-knn using oversampled DESL (des-knn III i IV).
There are no significant differences between des-knn III and IV.

Analyzing the radar charts we may observe, that the higher the imbal-
ance ratio, the smaller the differences between approaches. For high imbalanced
datasets the predictive performances among tested methods are not clearly vis-
ible. Probably, in such cases, the generated synthetic instances cannot allow to
better estimate the minority class distributions, because smote uses to small,
non-representative sample or instances from the minority class may form small
clusters of an unknown structure that are scattered [13].

The experimental results allow us to conclude that using oversampled train-
ing set and/or DSEL can improve the predictive performance of des-knn, espe-
cially for the datasets characterized by not so high imbalance ratio.

4 Conclusions

The main goal of this work was to propose a novel framework for training base
classifiers and preparing the dynamic selection dataset (dsel) for the dynamic
ensemble selection employing des-knn for imbalanced data classification.

The computer experiments confirmed the effectiveness of the proposed frame-
work and based on the statistical analysis we may conclude that des-knn cou-
pled with smote is statistically significantly better than the approaches that do
not combine both of these concepts.

This work is a step forward towards the use of dynamic ensemble selection
using preprocessing techniques for imbalanced data classification tasks. Results
obtained in this study encourage us to continue works on alternative approaches
to oversampling imbalanced data, with a special focus on the following issues:
• Using different methods of data preprocessing, as smote extensions or

method of data undersampling.
• Adapt the proposed concept to different classifier ensemble selection methods

as knora-u, knora-a, etc.
• Employ imbalance distribution metrics (taxonomy based on 5-Nearest Neigh-

bours) to improve the efficiency of the data oversampling [14].
• Evaluate how the proposed framework is robust to label and feature noise.
• Employing proposed concept to non-stationary data stream analysis [19,20].
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Abstract. This paper presents the problem of calculating the value
of the scoring function for weak classifiers operating in the sequential
structure. An example of such a structure is Gentle AdaBoost algorithm
whose modification we propose in this work. In the proposed approach
the distance of the object from the decision boundary is scaled in decision
regions defined by the weak classifier at first and later transformed by the
log-normal function. The described algorithm was tested on sixth public
available data sets and compared with Gentle AdaBoost algorithm.

Keywords: Gentle Boost algorithm · Distance to the decision
boundary · Score function

1 Introduction

In general, the classifier maps the feature space into a set of class labels. The
class label is not only one of the possible types defined as the classifier out-
put. Another type of the classifier output is the classifier score or the support
function. In the case of a linear classifier, in particular a linear SVM, the classi-
fier score is proportional to the distance between the instance and the decision
boundary. A support function represents a certain value that refers to the degree
of membership of the instance in a class label.

Classifier calibration is concerned with the scale on which a classifier’s scores
are expressed. In general, the calibration converts scores function into a support
function, or more precisely transforms classifier outputs into values that can be
interpreted as probabilities. The sigmoidal transformation maps the score of a
classifier to a calibrated probability output as was proposed by Platt [1].

Ensemble learning (or ensemble of classifiers - EoC) combining several
machine learning models into one predictive model. The reasons for the use
of EoC include for example, the fact that single classifiers are often unstable
(small changes in input data may result in creation of very different decision
boundaries).

The three main stages in the process of building EoC include the acquisi-
tion of the empirical material (i.e. collection of examples used in the process
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of creating the system), creation of base classifiers, and their selection for the
ensemble [5]. The final stage of the operation of the classifier ensemble is integrat-
ing the responses of ensemble’s members in order to obtain a clear-cut decision
about the membership of an object in a given class label [3]. It should also be
emphasized that the selection is optional and is not always considered when
building complex classification systems.

The information obtained at the output of a base classifier can be divided
into two groups [2]:

– Abstract level (response space)—the output of the base classifier Ψ is the
class label assigned to the instance x.

– Support level (support function space)—the base classifier output represents
a certain value that refers to the degree of membership of a class label in the
input data of the classifier that is the instance x. An example of this type of
an output is a posteriori probability that determines the membership of an
object in a given class label.

With respect to the levels presented here, in the literature there are many
proposals of methods for combining the outputs of base classifiers in order to
obtain a single class label. In relation to the response space, it is worth to men-
tion, for example, the following works [3–5]. Integration in the support function
space is discussed in many works—both of the analytical nature [6–8] and prac-
tical nature [9,10].

Another way to categorize EoC is by the structure of how weak learners are
combined. In the parallel structure EoC the base learners are generated parallelly
and usually heterogeneous weak learners are used. The boosting approach [11]
is an example of sequential EoC where a base learner depends on the previous
ones. This relationship is represented by a classification error that is measured
in the individual iteration of the algorithm. In particular, incorrectly classified
objects are assigned greater weights in the next iteration of the algorithm. Vari-
ous concepts based on the boosting idea were presented in many papers [12–16]
also in articles on practical applications [17–19].

In this paper we consider a modification of Gentle AdaBoost algorithm where
the proposed modification concerns the calculation of the scoring function. The
value of the scoring function depends on the modified distance of the object
from the decision boundary defined by the linear base classifier. In addition, no
method of transforming the score function to the support function is used and
in each iteration of the proposed algorithm each competence region defined by
the weak classifier of boosting algorithm is scaled to range [0, 1].

This paper is organized as follows: Sect. 2 presents the details of our modifica-
tion of Gentle AdaBoost algorithm. In Sect. 3 the experiment results comparing
Gentle AdaBoost with our algorithm are presented. Finally, some conclusions
and the proposition of future work are presented.
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2 Gentle AdaBoost Algorithm with Distance Score
Function

Gentle AdaBoost is a type of the boosting algorithm and it calculates weak mod-
els by optimizing the weighted least square error iteratively [20]. In this section,
we proposed the modification of Gentle AdaBoost algorithm. In particular, the
method of calculating the weights of objects as well as the weights of the basic
classifiers is not changed. However, base classifiers are not calculated by opti-
mizing the weighted least square error iteratively. We propose that each base
classifier has a scoring function, which depends on the distance to the decision
boundary defined by this base classifier. Additionally, each competence region
defined by the weak classifier in each iteration of boosting algorithm is scaled
to range [0, 1]. Considering that the features are also normalized the maximum
distance of the object x to the decision boundary is equal 1. In order to calculate
the value of the scoring function, the distance d(x) of the object x to the decision
boundary is transformed by the function

SF (x) =
1

3
√

2πd(x)
exp

(
− ln((d(x)) − μ)2

4

)
(1)

Fig. 1. An example of SF function for three different µ parameter values

The converting function (1) is similar to the lognormal function, however
our goal is not to provide a probabilistic interpretation of the scoring function.
Additionally, the scoring function is not calibrated to actual probability. The
meaning of the function (1) is as follows: an object x very close to the decision
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boundary has a very small value of the scoring function, the value of SF increases
quite quickly as the object’s distance d(x) from the decision boundary increases,
then the value of SF decreases, but not as fast as it increased. The SF function
for three different values of μ parameter is shown in Fig. 1.

Algorithm 1: Gentle AdaBoost algorithm with distance score function
Input: Sequence of N labeled instance, Number of iteration T , Parameter µ of

the algorithm
Output: The ensemble classifier decision

1 Scale all features into the range [0, 1]
2 Set the initial weights w1,1 = ... = w1,n = 1/N
3 for t := 1 to T do
4 Train a base classifier ft using weights wt,1, ..., wt,n

5 Scale all decision regions defined by ft into the range [0, 1]
6 Compute for each object xi distance to the decision boundary defined by

d(xi)
7 Transform the distance d(xi) using SF function

8 Update the observations weights: wt+1,i =
wt,i exp(−ytSF (xi)t)∑

wt,i exp(−ytSF (xi)t)

9 end

10 return Output the final ensemble classifier: ŷ(xi) = sign
(∑T

t=1 SF (xi)t

)
.

Table 1 presents in detail the variables used by the proposed Algorithm 1.

Table 1. Notation of Gentle AdaBoost algorithm with proposed modification

i Instance number, i = 1, ..., N

t Stage number, t = 1, ..., T

ft The weak classifier at the tth stage

wt,i The weight of the ith observation at the tth stage,
∑

i wt,i = 1

d(xi) Distance to the decision boundary for object (instance) xi

µ Smoothing parameter of the proposed algorithm

sign(x) = 1 if x ≥ 0 and = −1 otherwise

In the paper [21] we present an algorithm in which the transformation
function is based on the normal distribution. In the algorithm presented in
Algorithm 1 step 5 regarding scaling decision regions defined by each weak clas-
sifier has also been added.
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3 Experiment Setup

The main aim of the experiments was to compare the proposed modification
Gentle AdaBoostM algorithm with the original one Gentle AdaBoost, which is
described in [22]. For Gentle BoostM algorithm the value of parameter μ was
set to value μ = 0.1, μ = 0.5 or μ = 1. The aim of the experiments was also
to examine the influence of parameter μ on the quality of classification. In this
experiment, ID3 algorithm with one split is used as the weak classifier.

In the experimental research we use 6 publicly available binary data sets from
UCI and KEEL repository.

Table 2. Properties of the data sets used in the experiments

Data set Attributes Classes Examples

Cancer 8 2 699

Parkinsons 23 2 197

Phoneme 5 2 5404

Pima 8 2 768

Sonar 60 2 208

Wdbc 30 2 569

Table 2 presents the properties of the data sets which we used in the exper-
iments. In order to obtain four most informative features the feature selection
process [23–25] was performed. Additionally, we use the 10-fold-cross-validation
method to obtain a learning and testing sets.

4 Results and Discussion

The results of our experiments are shown in Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12
and 13. The results were obtained for thirty iterations of the boosting algorithm
and two classification evaluation metric – classification error and kappa statistic.
Figures 2, 3, 4, 5, 6 and 7 show the results for a classification measure which is
a classification error, while Figs. 8, 9, 10, 11, 12 and 13 show the results for
kappa statistic. Each figure shows the results for Gentle AdaBoost algorithm
GentleB [22] and the modification of this algorithm proposed in the article
GentleBM .

Overall, the results obtained depend on the data set used in the experiment.
For example, for the Cancer data set, the proposed algorithm modification is
almost always better than the original algorithm, regardless of the algorithm
iteration, parameter value μ and classification evaluation metrics (Figs. 2 and 8).
Similar observations apply to Wdbc data set, but only in the case of the first 15
iterations of the algorithm and evaluation metric – classification error. In subse-
quent iterations, there is practically no difference between the algorithms tested
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Fig. 2. Cancer – classification error.

Fig. 3. Parkinsons – classification error.

Fig. 4. Phoneme – classification error.
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Fig. 5. Pima – classification error.

Fig. 6. Sonar – classification error.

Fig. 7. Wdbc – classification error.
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Fig. 8. Cancer – kappa statistics.

Fig. 9. Parkinsons – kappa statistics.

Fig. 10. Phoneme – kappa statistics.
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Fig. 11. Pima – kappa statistics.

Fig. 12. Sonar – kappa statistics.

Fig. 13. Wdbc – kappa statistics.
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(Figs. 7 and 13). In the case of Pima data set, the proposed algorithm proved
to be much worse taking into account the kappa statistic measure, regardless of
the value of μ parameter (Fig. 11). In the case of a quality measure, which is
the classification error, the improvement in classification quality depends on the
selection of μ parameter value and the algorithm iteration (Fig. 5). For example,
for iteration 14–16, the proposed modification of Gentle AdaBoost algorithm
with value μ = 1 improves the quality of the classification by about 1.5%, when
in case of μ = 0.1 it worsens by 1.0%. However, in the case of Sonar data
set, the results depend in particular on the iteration of the algorithm. Figure 8
shows that for the initial iterations the Gentle AdaBoost algorithm is better,
while for iterations above 22 better results are for the proposed modification of
the algorithm.

For the other two data sets Parkinsons and Phoneme, the results are no
longer so unambiguous. However, Fig. 5 shows that for iteration 13–16 the base
algorithm achieves a worse classification result about by 2% than the modifica-
tion proposed in the work.

5 Conclusions

In this paper we presented the modification of Gentle AdaBoost algorithm. In
particular, a method for determining the scoring function has been proposed,
which depends on the distance of the object from the decision boundary and
the value of the smoothing parameter. The proposed method of calculating the
scoring function assumes that objects near the decision boundary and objects
far for the decision boundary obtain a lower value of this function than objects
between the extreme values. The value of the scoring function depends on the
smoothing parameter μ.

The conducted experiments indicate that the proposed modification of Gen-
tle AdaBoost [22] algorithm may improve the quality of this reference algorithm.
Generally speaking, the results depend on the data set and the algorithm itera-
tion. Therefore, in future work we want to use real data sets [26,27] and select the
number of the algorithm iterations and μ parameter value for a specific problem.
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ture selection with a genetic algorithm for classification of brain imaging data.
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Abstract. We introduce a technique to automatically colorize natural grayscale
images that combines both local and global features. Automatic colorization is
a hard problem of computer vision and usually requires user interactions such
as human-labelled color scribbles or reference images to achieve proper results.
Based on Convolutional Neural Networks (CNN), our model is trained in an end-
to-end fashion and can process images of any resolution. We improve the model
of Iizuka et al. [1] by adding edge detection network and adjusting the input of the
loss function. We also compare our model with the state of the art and show some
improvements. Furthermore, we try colorizing ink wash paintings and achieve a
special style.

Keywords: Colorization · Convolutional Neural Network · Self-supervised
learning

1 Introduction

Colorizing grayscale images seems impossible because so much information (two out
of three dimensions) has been lost. However, the semantics of the image provides mean-
ingful information such as the sky is typically blue, the clouds are typically white. We
can not recover the ground truth color, so we try to produce plausible results. Traditional
approaches require significant user interaction to produce plausive colorization results
while deep learning approaches have provided automatic methods with outstanding
results recently. But deep learning models are still facing the problems of color bleeding
and desaturation. The deep learning model of Iizuka et al. [1] provides good results and
is currently one of the best colorization models; however, the colorized images are not

Fig. 1. Colorization results of some natural images
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vibrant. Beside local features and global features (classification information) like the
model of Iizuka et al. [1], we add Canny edge information. Local features are computed
from small patches, provide information about low level to middle level of the images.
Global features include classification information and Canny edge information. Classifi-
cation information helps the model to know if the image is about forest or sea, indoors or
outdoors, etc., while Canny edge information helps the model to reduce color bleeding
over object boundaries. We will show that the model with edge information outperforms
the model without edge information (Fig. 1).

Our contributions in this paper are in two areas. First, we adjust the model of Iizuka
et al. [1] at some layers and introduce edge detection network that helps reduce color
bleeding. Second, we change the input of theMSE loss function to make the colorization
results more vibrant.

2 Related Work

Traditional approaches fall into two categories: scribble-based and transfer-based.
Scribble-based methods, introduced by Levin et al. [2], require user to input color scrib-
bles then solve a quadratic cost function derived from differences of intensities between a
pixel and its neighboring pixels. It is assumed that adjacent pixels with similar luminance
should have similar color. Huang et al. [3] improve thismethod by adjusting loss function
and images will be processed by edge detection algorithm then each segmented region
will be processed by colorization algorithm. Luan et al. [4] use the texture similarity to
reduce user interactions.

Transfer-based methods require user to provide reference image(s). Welsh et al. [5]
proposed a technique to colorize grayscale images by creating a set of sample pixels
then each pixel in grayscale image will be scanned to find the best matching pixel in
the set and transfer chrominance from sample pixel to the target pixel. Finding suitable
reference image(s) is difficult for the user so Chia et al. [6] proposed a method that
allows user to input the semantic label for each object in the scene then automatically
download suitable images from the internet and apply colorization algorithm.

Recently, Larson et al. [7] proposed automatic colorization method based on deep
convolutional neural network. They treat the problem as classification instead of regres-
sion and modify VGG-16 model to predict hue and chroma distributions for each pixel.
Zhang et al. [8] proposed simple CNN architecture but they introduce annealed-mean
to keep the vibrancy of the mode while maintaining the spatial coherence of the mean
of the distribution. Iizuka et al. [1] introduce CNN architecture where global and local
features are learned in parallel. They introduce fusion layer to fuse global and local
features efficiently to achieve proper colorization results.

In conclusion, traditional methods require significant user interaction for proper
colorization results. Automatic methods using CNN do not require any input but still
face some problems such as desaturation and color bleeding.

3 Approach

We add edge detection network to the CNNmodel of Iizuka et al. [1], adjust some layers
and change the input of the loss function. We use CIE Lab and HSV colorspaces, the
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input of the model is L and the output is a and b then a and b will be fused with L to
form the output image. HSV is used to adjust the saturation of input images. The model
is trained on about 200,000 natural images, validated on about 20,000 natural images
of Places database and tested on natural images database of Massachusetts Institute of
Technology. Activation function is ReLU, only the last convolutional layer uses tanh
function. To help the model learn complex features and make the computation more
effective, we use 3 × 3 filter.

3.1 Architecture

There are four main parts in themodel: a local features network, a classification network,
an edge detection network and a colorization network. The local features, classification
information and edge information are fused at “fusion layer”. Fusion layer is introduced
in the paper of Iizuka et al. [1] and really efficient in colorization problem. We improve
the model of Iizuka et al. [1] by adding edge detection network and adjusting the input
of the loss function as well as some layers (Fig. 2).

Fig. 2. Overview of our model for automatic colorization of natural grayscale images

Classification Network. The input is L channel and the output is 1000-dimensional
vector. Classification information plays an important role in colorization results; for
instance, the green colors of leaves will be different between day and night. However,
determining the exact class of the image is not necessary in colorization problem. Iizuka
et al. [1] suppose there are only 256 classes but we suppose there are 1000 classes in the
dataset to make the model more adaptive (Table 1).
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Table 1. Architecture of classification network

Layer Filter Stride Outputs

Convolution 3 × 3 2 64

Convolution 3 × 3 1 128

Convolution 3 × 3 2 128

Convolution 3 × 3 2 256

Convolution 3 × 3 1 512

Convolution 3 × 3 1 256

Convolution 3 × 3 1 128

Convolution 3 × 3 1 32

Convolution 3 × 3 1 8

Convolution 3 × 3 1 1

Fully-connected _ _ 1024

Fully-connected _ _ 1500

Fully-connected _ _ 1000

Edge Detection Network. The input is canny edge image extracted from grayscale
image, the output is just a small 32 × 32 × 8 matrix because when edge detection
network output is bigger it will affect how the model uses colors for objects and make
the colorization results desaturated (Table 2).

Table 2. Architecture of edge detection network

Layer Filter Stride Outputs

Convolution 3 × 3 2 8

Convolution 3 × 3 2 8

Convolution 3 × 3 2 8

Canny edge is used because it is the most popular algorithm, strictly defined and
provides reliable detection. Furthermore, we can adjust the width of the Gaussian, the
low and high threshold for the hysteresis thresholding. Edge detection network can
reduce color bleeding and make colorization results more vibrant and realistic (Fig. 3).

Local Features Network. Low level and middle level features will be extracted at this
network. The input is L channel and the output is 32 × 32 × 256 matrix. Local features
network is responsible for colorizing details in images. This network is similar to the
combination of the low-level features network and middle-level features network of
Iizuka et al. [1] but we eliminate the last two layers of their low-level features network
because we train our model on smaller dataset (Table 3).
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Fig. 3. Colorization results with and without edge information. Color bleeding improvements are
in yellow bounding boxes (Color figure online)

Table 3. Architecture of local features network

Layer Filter Stride Outputs

Convolution 3 × 3 2 64

Convolution 3 × 3 1 128

Convolution 3 × 3 2 128

Convolution 3 × 3 2 256

Convolution 3 × 3 1 512

Convolution 3 × 3 1 256

Colorization Network. The input is the output of fusion layer and the output is 256×
256 × 2 matrix. The output represents a and b channel. To increase the resolution of
the output by a factor of 2, upsampling layers consisting of using the nearest neighbor
approach are used (Table 4).

Fusion Layer. The output of classification network is 1000-dimensional vector, this
will be cloned 32 × 32 times then arranged to form 32 × 32 × 1000 matrix. Then it
will be fused with the output of edge detection network (32 × 32 × 8 matrix) and local
features network (32 × 32 × 256 matrix) to form 32 × 32 × 1264 matrix.
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Table 4. Architecture of colorization network

Layer Filter Stride Outputs

Convolution 3 × 3 1 256

Convolution 3 × 3 1 128

Upsampling _ _ 128

Convolution 3 × 3 1 64

Upsampling _ _ 64

Convolution 3 × 3 1 32

Convolution 3 × 3 1 16

Convolution 3 × 3 1 2

Upsampling _ _ 2

3.2 Loss Function

With N is the number of samples, Y = [
y1; y2; . . . ; yN

]
is the expected matrix with

each row represents (a, b) from a ground truth image, Y
∧

= [
y
∧

1; y
∧

2; . . . ; y
∧

N
]
is the

model’s output matrix, MSE function used in the paper of Iizuka et al. is (1):

E = 1

N

∑N

i=1

∥∥yi − y
∧

i

∥∥2 (1)

To make colorization results more vibrant, we will use Y ′ instead of Y . We first
convert input images to HSV then increase S by multiplying with a constant T, shown
in (2). Then we convert them back to Lab to get Y ′, so our loss function becomes (3).
We found that T = 1.8 provides the best results (Fig. 4).

S′ = T × S (2)

E = 1

N

∑N

i=1

∥
∥y′

i − y
∧

i

∥
∥2 (3)

Fig. 4. Colorization results affected by T
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4 Experiments

See Fig. 5.

Fig. 5. Some colorization results of our model

4.1 Computation Time

Our model is trained on CPU using an Intel Core i5-8400 2.8 GHz with 6 cores, GPU
using NVIDIA GeForce RTX 2060 6 GB. Each epoch takes about 6,000 s to complete.
It takes about 2.5 s to colorize a 256 × 256 grayscale image and about 3 s to colorize a
1920 × 1080 grayscale image. We reach the best model after 14 epochs.

4.2 Compare with Models of Zhang et al. and Iizuka et al.

We compare our model with the models of Zhang et al. [8] and Iizuka et al. [1]. Our
model performs well on natural grayscale images and can not only reduce color bleeding
but also make the results more vibrant and realistic. We do a survey on 45 candidates,
ask them to choose the “better” image between the one colorized by our model and the
one colorized by the model of Iizuka et al. [1] in 50 couples of images. The survey’s
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result shows that our model achieves better results on 68% of the couples of images
(Fig. 6 and Table 5).

Fig. 6. Compare our model with the models of Zhang et al. [8] and Iizuka et al. [1]

We also do another survey on 30 candidates, ask them to recognize which one is the
artificial image between the image colorized by our model and the ground truth image in
10 couples of images. The candidates are classified into 3 groups:Art (including people
who have artistic jobs such as graphic designer, architect),Technology (including people
who are familiar with digital images) and Other. The result shows that the candidates
can recognize 5.6 artificial images in 10 artificial images .

4.3 A Try on Ink Wash Paintings

We also try colorizing ink wash paintings and achieve a special style. Ink wash paintings
do not require many colors and typically about natural scenes so our model performs
well (Fig. 7).
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Table 5. The result of the survey on how good our model is

Group The number of candidates The number of right answers (per
10)

Art 3 4.3

Technology 14 6.1

Other 13 5.4

Total 30 5.6

Fig. 7. A try on ink wash paintings

5 Conclusion

Our model has improved the model of Iizuka et al. [1]. Edge detection network helps
the model reduce color bleeding while the adjustment in the input of the loss function
helps the model achieve more vibrant colorization results. Our deep learning model can
process images of any resolution and is trained in an end-to-end fashion. Our model
is applied for natural grayscale images only but this can be extended by enlarging the
dataset. Automatic colorization is a challenging and an interesting problem that needs
more researches to achieve plausible results.
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Abstract. The main purpose of the paper was to conduct a comparative analysis
and examine the usability of selected methods and patterns of data entry in web
systems and websites. A dedicated web application was developed as an experi-
mental tool for conducting remote unmoderated usability tests. Implemented data
entry design patterns and tested with real users included various alignment of
labels on forms, entering of logical values, small numbers, dates and time. The
metrics collected during the test comprised: time to complete a task, a number
of mouse clicks, number of errors committed, the Single Ease Question survey,
closed and open questions regarding the subjective assessment of tested patterns.
Based on the collected results, recommendations for the best patterns andmethods
of data entry in the specific context of use were formulated.

Keywords: User experience · Remote usability testing · Data input · Design
patterns ·Web applications

1 Introduction

Usability testing is one of the most popular methods of assessing usability of web sites
andweb applicationswhich consists in examining the interface by real users according to
a previously developed task scenario. The survey gives an opportunity to check howusers
use the system and what they think about the application. The method has many variants
due to the type of product tested and the purpose of testing.Basically there are twogeneral
categories of usability testing methods, namely conventional on-site and remote ones.
To perform the traditional usability testing the participants who are selected as the testers
and the test evaluator are required to be in the same place at the same time. On the other
hand, the remote usability testing method is the opposite of the conventional method
[1]. By remote usability testing the participants are separated in space and/or time from
the evaluators. We can distinguish between moderated (synchronous) and unmoderated
(asynchronous) remote usability testing. With a remote synchronous method the users
and evaluators are separated only in space whereas with a remote asynchronous method
the users and test evaluators are separated both in space and time [2].
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Remote tests are most often performed via the Internet and special tools designed for
this purpose. All data collected during tests are saved by the software used during the test
and sent to the researchers. The researcher does not have to meet the participants and the
users do not have to perform tests in a special laboratory. The biggest advantage of remote
usability testing is its low cost, because often users voluntarily perform tests or their
salary is small. The environment in which the tests are carried out is also important. The
user performs tests in his daily environment, in the conditions in which he/she functions
at a convenient moment of his choice. The big advantage of testing is the opportunity
to acquire a diverse group of respondents in geographical, age or social terms. The
disadvantages of remote testing are problems with data confidentiality and security of
the site, website and in unmoderated tests, lack of control over users and the inability to
observe their behaviour and reactions [3]. According to [4] asynchronousmethods do not
facilitate the use of observation data and spontaneous verbalization records during remote
usability testing sessions. Qualitative data can only be recorded using self-application
forms or post-audit questionnaires. However, asynchronousmethods allow you to record
the activities of a large group of users.

The authors of the paper have conducted several studies in recent years on the usabil-
ity of responsive applications in laboratory conditions [5, 6] and in real conditions [7].
They also examined the usability of data entry patterns devised for web [8] and mobile
applications [9]. In both cases, dedicated applications were developed for the needs of
the research and used for moderated on-site testing.

The goal of this paper was to examine the usability of selected data entry patterns in
web applications that are commonly used in web forms. In order to conduct experiments,
a dedicated web application was prepared that enabled remote unmoderated testing
along with data collection and analysis. In his paper we present a part of obtained results
covering data entry patterns for label alignment, entering logic values and small numbers
as well as date and time input. The second part of the research results, which concerned
alternative and auxiliary data entry methods, such as speech recognition, input masking,
autocompletion, autosuggestion, and geolocation was published in [10].

2 Related Works

Alghamdi et al. [11] conducted a benchmarking study comparing the two sorts of remote
usability testing methods, i.e. synchronous and asynchronous ones. Authors evaluated
the usability of a website to compare the effectiveness of the two methods. Three points
of comparison were involved: the overall task performance, satisfaction of participants,
and the type and number of detected issues.

In turn, Madathil and Greenstein study [12] came up with a new methodology for
organizing and carrying out synchronous remote usability studies utilizing a three dimen-
sional virtual usability testing laboratory constructed using theOpenWonderland toolkit.
The virtual laboratory methodology was compared with two other frequently applied
synchronous usability test methods: WebEx, a web-based screen sharing and conferenc-
ing approach as well as normal traditional lab approach. The three methodologies were
analyzed taking into account the usability defects identified, severity of these usability
defects and time taken to accomplish the tasks.
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In addition, Chynal and Sobecki [13] designed a new hybrid usability testing method
that facilitated the experimenter to conduct unmoderated remote usability testing of web
based systems. The method operated as a software injected into the web pages and
collected data from users while doing certain tasks on the website. To evaluate the
efficiency of this method, authors designed a benchmark website with intentionally
implemented specified number of different usability issues.

Furthermore, Sauer et al. [14] investigated the impact of utilizing non-identical extra
laboratorial usability testing procedures. Three experiments were performed employing
various artefacts, namely a fully functioning smartphone, computer simulated mobile
phone, and website. A comparison was made between various techniques in field test-
ing: asynchronous and synchronous remote testing as well as classical field testing with
laboratory testing under various operational conditions. The usability testing typical out-
come variables weremeasured, includingworkload, perceived user-friendliness, number
of clicks, and task execution time.

Yudhoatmojo et al. [1] in their study, concentrated on the remote asynchronous
method. Under this method, authors compared and examined the utilization of diary
and forum techniques to perform the usability testing. The objective of this research
was to determine which one of these two techniques is the most effective in identifying
the usability issues, and also to figure out the disadvantages and advantages of the two
techniques.

Tullis et al. [15] presented findings of two studies comparing the remote Web based
usability testing with traditional lab-based usability testing. Two websites were used for
the test: a financial informationwebsite and an employee benefits website. An automated
technique was employed for the remote tests whereby the users participated in the test
from their ordinarywork locations using their regular browsers.High correlation between
lab and remote tests for the task completion data and the task time data was showed.
Both techniques allowed for detection of the most critical usability issues with the web
sites.

Wei et al. [16] argued that the traditional lab-based usability testing studies should
be complemented by the web-based and remote research studies, testing users on their
personal devices at their convenient time. The authors aswell outlined the various remote
testing tools and methods for empirical experiments and remote usability studies.

Thompson et al. [17] came upwith a study that describedmethodologies for effective
and efficient remote testing environments and identified appropriate tools to be utilized
during such test. Commercial tools were examined to establish their cost-effectiveness
and usefulness for classroom and then an empirical study was carried out to compare
remote usability and traditional testing of a web site using one of selected tools.

In addition, Scholtz [18] debated on the approach taken in developing usability
testing tools that are rapid, automated, remotely usable and helpful in providing more
usability information in a shorter time frame and in a form that can be without hesitation
useful to usability professionals.

3 Web Application for Usability Testing

In order to receive a better understanding of the problem that is presented in this paper
a series of usability tests with a group of participants was performed. The process was
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greatly accelerated due to the access to theweb application that was designed specifically
for this research.

The source code of the application was written with the usage of modern web tech-
nologies including HTML, CSS, Sass, JavaScript, React, PHP etc. The program was
designed as an single-page application thus the interaction with the user was based
mainly on rewriting contents of the web page. Though the application development
included preparingmostly front-end solutions on the user side, the implementation of the
back-end logic played the critical part when it comes to storing the data and controlling
the way the program worked.

The main goal of the application was to enable usability testing of the data entry
designpatterns thatmight be seenon the Internet. Therefore, the idea of creating amodern
web tool that would consist of as many design patterns as possible appeared to be the
right direction. In practice, the implemented application contained various input fields
that differed in style, the way of working and the possible use case; nonetheless all of
them were derived from real web pages and applications. The prepared set of data entry
design patterns was extended to the alternative or auxiliary methods of gathering input,
such as speech recognition, autosuggestion and word completion.

The usability testing tool worked somewhat similarly to the web questionnaire or
the survey: the participant answered simple questions, usually by choosing one of a few
available options. Each task performed by the user related to one data entry design pattern
or input method and involved transferring (e.g. retyping) the exemplary values stored
in the table rows to the corresponding input fields. These tasks, called also exercises,
were grouped by context of use in consecutive scenarios. Each scenario was preceded
by a short introduction describing the fictional situation in which the given input field or
method could be used. All the exercises and scenarios were also summarised by short
sets of questions referring to the patterns and methods already tested by the user. In the
final stage of the application the participant was asked to fill an additional questionnaire.
User satisfactionwas likewisemeasured throughout different self-reportedmetrics based
on miscellaneous usability ratings, e.g. the Single Ease Question, expectation measures
and open questions.

When using the application, the participant performed certain actions that were
analysed and registered in the background. Among the metrics collected during the test
were: numbers of clicks done during each exercise, numbers of errors (i.e. numbers
of times when the user tried to validate the data that was not correct) and time on
exercise. Every new information was sent to the back-end after completing an exercise
or a scenario.

There were two parallel versions of the content for the application; they primarily
differed in data entry design patterns and input methods they were using. Both of them
consisted of nine scenarios including 18 exercises in total. The tool was fully compatible
with Google Chrome; other modern web browsers, i.e. Mozilla Firefox, Opera and
Microsoft Edge were having issues with some of the solutions used in the application.

The access to the application was restricted; one could see the interface only after
getting a randomized string generated by the system, however the code was valid only
for a limited amount of time. Such limitations were made so as to assure that results
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of the test would be credible and reliable. Last but not least, the order of exercises and
scenarios was completely arbitrary, making each instance of the test unique.

4 Setup of Usability Tests

The goal of usability study was to explore various data input techniques and methods
developed for web applications. To this end, a dedicated application was developed that
was used to collect data on how users fill out web forms depending on the context,
the chosen data entry scheme and the data entry method. The collected data was then
analyzed in order to evaluate the usability of individual patterns and data entry methods,
and to formulate a recommendation of the best solution for a specific application case.
A total of 36 different data entry patterns were tested with real users. It this paper we
present only part of the results obtained for 20 patterns of 36 including label alignment,
input of logic values and small numbers as well as entering dates and time.

The usability testing tool functioned somewhat similarly to the web questionnaire or
the survey. The participant answered simple questions, usually by choosing one of a few
available options. Each task performed by the user related to one data entry design pattern
or input method and involved transferring (e.g. retyping) the exemplary values stored
in the table rows to the corresponding input fields. These tasks, called also exercises,
were grouped by context of use in consecutive scenarios. Each scenario was preceded
by a short introduction describing the fictional situation in which the given input field or
method could be applied. All the exercises and scenarios were also summarised by short
sets of questions referring to the patterns and methods already tested by the user. In the
final stage of the application the participant was asked to fill a personal questionnaire.

While using the application, the participant performed specific activities that were
analyzed and recorded in the background. The measures collected during the test
included: time spent on performing individual exercises, number of left-clicks made
during each exercise, number of errors made, i.e. the number of cases in which the user
tried to verify data that was not correct. User satisfaction was also measured by var-
ious self-reported indicators based on different usability assessments, e.g. single easy
question (SEQ) [19], expectations measures and open questions.

Two parallel versions of the application were developed; they differed mainly in the
data entry patterns and the data entry methods applied. Both consisted of five scenarios,
including a total of 10 exercises. Access to the application was limited, the interface
could only be seen after obtaining a random string generated by the system, but the
code was only valid for a limited time. Such restrictions were introduced in order for the
test results to be reliable. Finally, the order of exercises and scenarios was completely
arbitrary, making each instance of the test unique.

The experiment was conducted with 40 people who were randomly partitioned into
two smaller subgroups of 20 people each and assigned to one of two application versions.
All tests were carried out remotely. When the users were ready to take part in the study,
they received access codes andwere able to do exercises on their own personal computers
or laptops within one hour. This forced the user to focus on the session and complete all
scenarios in this time window.

Most participants, i.e. 67.5%, were under 25 years old, and the remaining part, i.e.
32.5%, were at most 35 years old. The users were relatively well educated because
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75% of them had a master’s degree and 25% completed high school. The whole group
was composed of 23 men (57.5%) and 17 women (42.5%). The participants did a wide
variety of jobs - they worked as IT specialists, graphic designers, teachers, advertising
agency employees, lawyers, engineers, economists, philologists, office workers, jour-
nalists and entrepreneurs. Some users described themselves as students or admitted to
being unemployed. Almost all participants claimed to have used internet applications
at least once a day. In turn, only two people (5%) said they do it once a week or more.
On the other hand, differences can be seen when considering the main reason for using
web applications; while for 10 participants (25%) the most important factor was reading
news and articles online, slightly less people also mentioned about entertainment, fast
searching for information and work. A minority of users said that social contacts, learn-
ing or hobbies were the most common reasons for using internet applications. Although
the participants were diverse at many levels, they proved to be very similar in terms
of the most commonly used pointing devices. The mouse, which was recalled by 28
participants (70%), only seven users (17.5%) mentioned the touchpad. Other answers to
this question, i.e. a touch screen, digitizer or other unspecified device, were chosen by
one, one and three participants respectively.

5 Results of Usability Tests

Label Alignment. We wanted to examine how the way labels are positioned relative
to the text input fields influences the performance of users filling out web forms. We
asked the participants to overwrite a fictitious postal address. Each user had to do two
exercises based on similar data but varied in the alignment of the input labels. In total
we tested four different patterns: right-aligned labels (LA1), left-aligned labels (LA2),
placeholders (LA3), and floating labels (LA4).

The efficiency, effectiveness, and satisfactionmeasures for this scenario are shown in
Figs. 1 and 2. It turned out that time of filling out a form depended on the label alignment:
while LA1 helped lower time needed, LA2 and LA4made users act significantly slower.
LA3 became the most engaging in terms of the number of mouse clicks and the most
error-prone data entry design pattern. On the other hand, the participants were the most
satisfiedwhen using LA2 and LA4. It might be possible that such a decrease of efficiency
was a result of the way in which LA3 works, i.e. when the field contains a value, its label
disappears.

Authors’ Recommendations: While filling a form, it is important to ensure that the
user sees all the input fields and their description until the end of the process; therefore
LA3 ought to be rather avoided. The other data entry design patterns are safer to use;
the choice between one of them depends mainly on the context of use, i.e. the type of
the form data and the size of the screen.

Entering Logic Values. Sometimes it is necessary to make a decision and choose one
of two options – “yes” or “no”, zero or one etc. This is a kind of a situation in which the
possible values are mutually exclusive and the selection is mandatory. The purpose of
this scenario was to determine which data entry design pattern is the best for entering
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Fig. 1. Average time (left) and number of clicks (right) for label alignment

Fig. 2. Number of errors (left) and average SEQ score (right) for label alignment

logic values: a radio button (LV1), toggle switch (LV2), drop-down list (LV3) or toggle
button (LV4) and the results are presented in Figs. 3 and 4.

Only a few users needed longer time to accomplish tasks interacting with LV3 and
LV4. What is more, LV4 was on average the easiest pattern to use while LV1 and LV3
became the hardest. Surprisingly, many users had a completely contradictory attitude
and, according to their comments, they preferred the classic solution (LV1) to themodern
one (LV4) due to its misleading behaviour. When considering the average number of
mouse clicks, the differences between the patterns tested were not large; nevertheless
LV2 turned out to be more effective than LV1. For all patterns the total number of errors
made by the participants was very small: only one for LV1 and LV2 and only two for
LV3 and LV4.

Authors’ Recommendations: Choosing only one of a few values is sometimes critical
for the output of the form and has to be done wisely. Seeing that the users like the
solutions that they well know, we recommend using LV1 since its way of working is
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rather obvious. On the other hand, implementing LV2 may be interesting due to its good
performance and a broader possibilities when it comes to styling.

Fig. 3. Average time (left) and number of clicks (right) for entering logic values

Fig. 4. Number of errors (left) and average SEQ score (right) for entering logic values

Entering Small Numbers. In general, entering numerical values to fill out web forms
is not much different from entering standard strings. Inserting numbers and letters using
the keyboard on the desktop looks exactly the same There are certainly some design
patterns that allow the user to enter numbers more easily (especially smaller ones, e.g.,
from zero to nine), but they often assume the presence of a mouse or other pointing
device, and therefore are usually less effective to use. In this scenario, we employed a
drop-down list (SN1), and an input field that cannot be modified directly, but have two
separate buttons to increase and decrease the current value (SN2), a conventional text
field (SN3), and a range slider (SN4).
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The results are illustrated in Figs. 5 and 6. As it turned out, SN3 was not only the
simplest data entry design pattern but also the most time-efficient approach for entering
small numeric values. The drop-down list SN1, was not much worse, but according to
some users it was not useful. In turn, SN4, turned out to be the most time-consuming
solution. In terms of the number of actions required to complete the task, SN2 proved
to be the worst method of entering small numbers, while SN3 revealed to be the best.
For all patterns the total number of errors made by the participants was very small: only
one for LV1 and LV4 and only two for LV3 and LV4. According to user assessments,
the easiest to use patterns for entering small numbers were SN1 and SN3, while SN4
was not rather perceived as user-friendly.

Authors’ Recommendations: Again it seems clear that the most obvious and classic
approach (SN3) remains the best way to enter the input data, and therefore we advise
to use it wherever it is possible. The available alternatives, SN2 and SN4, lack some
efficiency but would work well if there was a need to prevent the user from entering
small numbers from the keyboard.

Fig. 5. Average time (left) and number of clicks (right) for entering small numbers

Fig. 6. Number of errors (left) and average SEQ score (right) for entering small numbers
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Entering Dates. The ubiquity of dates might be seen on the Internet; everything we plan
to do, from booking a hotel room to buying a ticket to the cinema depends on a specific
day, a month and a year. One could argue that inputting dates is nontrivial. However,
there are many ways to write them and plenty of design patterns that make picking dates
possible. We tested four different ways for entering a date into a web form: a group of
three text fields (DA1), a calendar picker (DA2), a multi-input field consisting of a text
field for a day, a drop-down list for a month and a text field for a year (DA3), and finally
an automatically formatted text field (DA4).

The results are depicted in Figs. 7 and 8. The general conclusion is that simpler
design patterns worked better than their more sophisticated equivalents. DA1 and DA4
were less time-engaging while DA3 and DA2 worked worse. Moreover, the participants
rated DA2 as the most difficult exercise of this scenario; in turn, DA4 was assessed to
be the easiest. These findings are supported by the numbers of clicks and errors done
during the exercises: DA2 required using the mouse much more frequently than DA4.
Only on error was made using DA2, the other design patterns prevented the users from
making mistakes.

Authors’ Recommendations: The choice of the method of entering the date depends
mainly on the context of use. Although DA2 seems to be attractive for choosing days,
months and years, it often requires a lot of effort to find the right date, especially when
it is distant in time. For most cases DA4 could be the best way to enter dates, however
it has to be complemented by an additional label indicating the date format.

Fig. 7. Average time (left) and number of clicks (right) for entering dates

Entering Time. Time in a web form could be inserted using the keyboard or the mouse.
In this scenario, we asked users to enter the time in GG: MM format using two drop-
down lists (TI1), a text field with two arrow buttons to set the time 10 min forward or
backward (TI2), a text field without any additional facilities (TI3) and a table containing
all hours and minutes divided by five (TI4).
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Fig. 8. Number of errors (left) and average SEQ score (right) for entering dates

The results are shown in Figs. 9 and 10. Again, the simple text field (TI3) became the
best solution; in this case, it was over 30% better than the design patterns that encouraged
the participant to use a pointing device, i.e. TI2 and TI4. However, from the point of
view of the difficulty level, the TI4 was as easy to use as the TI3, although the former
was unknown to most participants before the test. Moreover, TI4 was often described
as difficult to understand. The results from the time metric goes along with the numbers
of mouse clicks during the scenario: TI3 was the least engaging, while TI2 required
many moves from the user. TI3, despite its obvious simplicity, was too vague for some
participants resulting in a relatively large number of errors.

Authors’ Recommendations: From the point of view of desktop users, it is important
not to force them to overuse the pointing device to complete the form, as this can have
a disastrous effect on the efficiency of the process. Although it can be argued that TI3
may not be good enough for all possible data types, we are convinced that it works well
with time values and can be easily improved using a predefined input mask.

Fig. 9. Average time (left) and number of clicks (right) for entering time
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Fig. 10. Number of errors (left) and average SEQ score (right) for entering time

6 Conclusions and Future Works

In this paper, we studied the usability of data entry patterns and techniques that are used
inweb applications employing the remote usability testing approach. For this purposewe
designed and implemented a web application composed of several scenarios presenting
sample forms which consisted of various sets of input fields. The application enabled
the users to use various data entry patterns and allowed for collecting the results of
their activities, analyse and present them. The tool we created was then tested by a
group of people invited to take part in remote usability tests. Four different measures of
usability: time to complete the task, number of clicks, number of errors made, and SEQ
score allowed us to gather useful information about how the given patterns and methods
work in practice. Based on the collected results, we proposed recommendations on the
selection of forms and methods of data entry design in various application contexts.

Usability tests were carried out by 40 invited participants with different experience,
expectations and approach to applications andweb forms.We asked participants to do 18
exercises grouped into nine scenarios. In total, we checked how 36 patterns and methods
of data entry design work in interaction with real users. The results we collected were not
always consistent with our assumptions; As it turned out, sometimes the best solution
for a given use case was the simplest. Test participants preferred traditional text fields
that can be filled with any input device to complex design patterns that were often more
engaging than they should be. We also noticed that some modern methods of data entry
did not reduce the time needed to complete the form; on the contrary, the users were
often much slower. Among the possible explanations for this contradiction, we found
the ambiguity of the method, its lack of usability, low popularity, and even some kind of
distrust of users.

The recommendations we presented in our studywere based not only on the quantita-
tive datawe collected during usability tests, but also on comments and remarks submitted
directly by our study participants. For each of the scenarios, which actually reflected the
most popular input types, we tried to find the best pattern or design method for entering
data for a given application context and justify our choice. We believe that our insights
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can be really helpful for everyone involved in the web development process, because
web forms are an essential part of majority of web applications. It is very important that
the path to fill the form is simple, clear and as short as possible.

The usability of web forms and their components is a broad issue and covers many
aspects. Therefore, our research does not exhaust the topic. For example, our usability
tests can easily be extended to other aspects and areas, including testing the behaviour of
already proven patterns and methods of designing data entry on mobile sites, increasing
the number of participants, adding other ways of completing web forms, including new
usability measures and various categories of users, e.g. grouping results by age, gender,
and occupation. A study could be conducted on existing websites and applications,
assessing the usability of their forms, or testing parts of the user interface.
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Abstract. The paper presents methods of modeling the real estate market using
trend functions reflecting changes in real estate prices over time. Real estate trans-
action prices that are used to create data-driven valuation models must be updated
in line with the trend of their change. The primary purpose of the first part of
the study was to examine the extent to which splines are suitable for the trend
function compared to polynomials of the degree from 1 to 6. In turn, the second
part was to compare the performance of prediction models built on the basis of
updated data with various trend functions: splines and polynomials. The experi-
ments were conducted using real data on purchase and sale transactions of res-
idential premises concluded in one of the Polish cities. Four machine learning
algorithms implemented in the Python environment were used to generate prop-
erty valuation models. Statistical analysis of the results was carried out using
non-parametric Friedman and Wilcoxon tests. The study showed the usefulness
of applying splines to model trend functions.

Keywords: Prediction models · Machine learning · Real estate appraisal · Trend
functions · Spline functions

1 Introduction

Property valuation is carried out by licensed property appraisers and requires specialized
knowledge and sufficient data. One of the most common approaches to determining the
market value of real estate is the comparative method. To apply this approach, it is
necessary to have transaction prices of real estate sold whose attributes are similar to
the assessed one. If good comparable transaction examples are available, it is possible
to obtain reliable estimates. Professional standards require data on real estate located
close to the evaluated property. In addition, real estate purchase and sale transactions
concluded in the recent past are the most reliable, e.g. one or two years before the
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valuation. Regardless of the period from which the valuation data is downloaded, real
estate transaction prices must be updated in line with the trend of their changes.

However, property appraisers often have major problems obtaining adequate data on
purchase and sale transactions for similar properties, as they are in most cases scarce or
lacking in themarket. To solve this problem, the authors proposedmethods for determin-
ing and combining similar zones to obtain homogeneous areas covering more examples
of data. The expert algorithm presented in [1, 2] consisted in searching for zones in the
city in which trends in real estate price changes over time were similar and then combin-
ing these zones into one homogeneous area. Thanks to this operation, one common price
prediction model could be determined for several merged zones. It has been shown that
such a model is more effective and reliable because a larger number of transactions was
used in its construction. To determine the similarity of trends, the authors divided the
period into a number of smaller intervals and for each of them individually determined
linear trends of changes in property prices.

To date, many different approaches to property valuation have been proposed; rang-
ing from statistical techniques, through operational research, to computational intelli-
gence methods. In the rich literature on the subject, various techniques can be found,
including models created using multiple regression and neural networks [3–5], linear
programming [6], decision trees [7], and rough set and fuzzy systems [8, 9].

Our previous research in the field of real estate valuation was inspired by such
approaches to machine learning as ensemble learning [10–12], hybrid methods [13],
including evolutionary fuzzy systems [14] and evolving fuzzy systems [15]. We devel-
oped several models built using various resampling techniques including bagging with
decision trees, support vector machines, artificial neural networks, and fuzzy systems
implemented in KEEL [16, 17] as well as bagging with genetic fuzzy models [18, 19].
Evolving fuzzy models constructed over cadastral data revealed a relatively good perfor-
mance [20]. We have also investigated the ensembles of genetic fuzzy systems applied
to predict from a data stream of real estate purchase and sale transactions [21].

The main purpose of the study reported in this paper was to examine the extent
to which splines are useful to model the trend functions compared to polynomials of
the degree from 1 to 6. In turn, the second goal was to compare the performance of
models built over updated data on purchase and sale transactions according to the vari-
ous trend functions. The experiments were carried out using real data on purchase and
sale transactions of residential premises concluded in one of the Polish cities. Four
machine learning algorithms implemented in the Python environment were used to gen-
erate property valuationmodels. They included linear regression, random forest, bagging
of decision trees, and gradient boosting. The obtained results were statistically analyzed
using non-parametric Friedman and Wilcoxon tests.

2 Spline Trend Functions for Updating Transactional Prices

There are many concepts for data set interpolation. One of the simple methods is linear
interpolation, which divides the domain into intervals and creates straight lines between
node points. Node (or knot) points are calculated at the beginning and end of each interval
by the method of 2D nearest neighbors [22]. This method is straightforward and fast, but
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it is not precise between nodes, and the interpolant is not differentiable at nodal points.
Achieving greater precision is possible by searching domain cutting points instead of
allocating intervals and is known as the NURBS method [23].

The next idea uses higher-order polynomials as interpolants. It is well known that
precisely one polynomial of degree n− 1 or less passes through n points [22]. Polynomial
interpolation, in contrast to linear interpolation, is differentiable and can estimate local
extrema, but errors occur near the endpoints due to the Runge’s phenomenon [24]. It is
illustrated in Fig. 1.

Fig. 1. Illustration of the Runge’s phenomenon near the endpoints of the interval

Splines combine both of these ideas. Similar to linear interpolation, the domain is
divided into smaller parts, but each part is interpolated by a polynomial [23, 25]. To
minimize oscillations of the Runge phenomenon, the degree of a polynomial should be
as low as possible. However, it cannot be too small to be able to be differentiated at nodal
points. Finally, spline building is an optimization problem to find domain intervals as
large as possible, keeping errors (i.e. mean square error) and degree of polynomial at
low values. The de Boor’s algorithm is an efficient method for evaluating spline curves
[23, 26].

Modeling and analysis of the trend functions, especially the spline function, required
the development of a tool that enabled both automatic and manual parameter selection,
as well as a direct view of the modeled functions. The application has been programmed
in Python using the following libraries: SciPy, NumPy, pandas, Matplotlib, scikit-learn,
PyYAML and PyQt5. It employed the UnivariateSpline spline function model using the
Gauss kernel with an automatically matched sigma parameter of σ = 2

√
n, where n is

the number of observations in the group.
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3 Setup of Evaluation Experiments

The evaluation experiment consisted of two parts. The main purpose of the first part
was to examine the extent to which splines are suitable for trend functions compared to
polynomials. In turn, the second part of experiments aimed to compare the performance
of models built over data updated with various trend functions: splines and polynomials
of degrees ranging from 1 to 6.

3.1 Setup for Examination of Matching Trend Functions to Data

The real-world data used in the study comprised real estate purchase and sale transac-
tions derived from a cadastral system in one of the big Polish cities. The initial dataset
contained 83,523 records of transactionmade in the city within from 1998 to 2015. How-
ever, not all transactions were used. First of all, non-market transactions were removed,
and only those carried out on the free market and tender were left. In order to obtain
segments in which the prices of premises change similarly over time, two partitions of
the area of the city were intersected. The first one was the partition into 69 administrative
cadastral regions, as shown in Fig. 2. Within the city, cadastral regions are delimited by
districts and housing estates, as well as by streets, rivers, railways, etc. The second one
was the partition into 250 zones based on maps of the land-use plan worked out by the
municipality as illustrated in Fig. 3. The 31 most numerous segments were selected for
the experiment, which covered from 314 to 2074 transactions concluded in the same
cadastral region and land use zone.

Fig. 2. Area of a city partitioned into cadastral regions

Root relative squared error was used as a fit measure, as shown in Formula 1, where
yi is the i-th data point, i.e. the actual price of a property, f(xi) – the estimated value for
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Fig. 3. Area of a city partitioned into zones based on a land-use plan

the i-th data point, ȳ – the arithmetic mean of all prices, and n denotes the number of
data points.

RRSE =
√
√
√
√

n
∑

i=1

(yi − f (xi ))2

(yi − y)2
(1)

The relative measure to express the distance of actual data points from the modeled
curves had to be employed due to different price levels in different samples. At the same
time, the shape of spline curves at the end of the considered period of time gives much
better extrapolation capabilities, since polynomial functions tend to increase or decrease
radically.

The tested spline function was compared to six other trend functions: linear function,
square function and polynomials of degree three, four, five, and six. During the work
four different tests were carried out:

(a) matching the trend functions generated on the entire data set of a given segment,
(b) matching the trend function within six months after the last transaction in a given

segment,
(c) matching the trend function within a year after the last transaction in a given

segment, as shown in Fig. 4, where the one-year test period is marked in pink,
(d) matching the trend function within two years after the last transaction in a given

segment.
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Fig. 4. Illustration of the method of testing the adjustment of the trend function to the data

3.2 Setup for Comparison of Models Built Over Updated Data

The most numerous data segment containing 2074 records was used to conduct compar-
ative testing of machine learning models built over data updated with individual trend
functions (see Fig. 5). Machine learning models were examined using a sliding time
window, whose width was set at three years and the following year as a test set. This
window was moved each time for a year, generating 14 three-year training data sets
(from 1998–2000 to 2011–2013) each with a one-year test set (from 2001 to 2014). All
transaction prices within each time window were updated on the last day of that time
window using individual trend functions generated on the entire data set of the selected
segment. The Delta method, described in our earlier article [20], was used to update
transaction prices. Machine learning models were built over the updated transactional
data of each time window. In turn, the accuracy of the models was calculated based on
data from one year following a given time window.

Four machine learning algorithms to generate property valuation models were
implemented using the scikit-learn library:

(1) REG - Model Linear Regression (sklearn.linear_model.LinearRegression),
(2) FOR - Random Forest Regressor (sklearn.ensemble.RandomForestRegressor),
(3) BAG - Bagging Regressor (sklearn.ensemble.BaggingRegressor),
(4) GRA - Gradient Boosting (sklearn.ensemble.GradientBoostingRegressor).

Four input features: the usable floor space of the apartment (Area), the age of the
building structure (Age), the number of floors in the building (Stories), the distance of
the building from the city center (Center), and the price per square meter (Price) as the
input variable were adopted for the construction of models.
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Fig. 5. Trend function graphs generated for the selected data segment

The accuracy of the models was measured with Root Mean Squared Error (RMSE)
according to Formula 2, where yai and y pi denote the actual and predicted values
respectively, and n is the number of transactions in the test set.

RMSE =
√
√
√
√

1

n

n
∑

i=1

(

y pi − yai
)2

(2)

4 Analysis of Experimental Results

4.1 Results of Examination of Matching Trend Functions to Data

The average RRSE values for 31 segments expressing the degree of matching individual
trend functions to data within entire segments and a six-months, one-year, and two-year
period after the last transaction in individual segments are presented in Table 1. The
following denotation was used in Tables 1, 2, 3, 4, 5, 6, 7, 8 and 9: Poly-1, Poly-2, …,
Poly-6 stand for the polynomial trend functions of degree from 1 to 6, respectively.

The Friedman test followed by the paired Wilcoxon signed-ranks test were used
to examine the statistically significant differences between individual trend functions
in terms of RRSE. The average rank positions of the spline and polynomial functions
determined during the Friedman test are shown in Table 2. Ranks generated by the
Friedman test mean that the lower the rank value, the more the given trend function is
matched to the data.

The results of the non-parametricWilcoxon signed-rank test for pairwise comparison
of the degree of matching individual trend functions to data are given in Table 3. The
zero hypothesis stated there were no significant differences in RMSE between individual
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pairs of functions. In Table 3, + denotes that the trend function in the row revealed
significantly better match than the function in the corresponding column, – means that
it was significantly worse match, and ≈ signifies that it was statistically equivalent. In
turn, / (slashes) separate the results for individual data period. A significance level of
0.05 was set to reject the null hypothesis.

Analyzing the data in Tables 1, 2 and 3, the following general conclusions can be
drawn. For entire data from segments, the spline trend function shows significantly better
fit to the data only compared to the linear function and the square function. In turn, for
a six-month, one-year and two-year period, it significantly surpasses the polynomial
functions of the degree four, five, and six.

Table 1. Degree of matching the trend functions to data in terms of the average value of RRSE

Spline Poly-1 Poly-2 Poly-3 Poly-4 Poly-5 Poly-6

Entire 0.77 0.83 0.80 0.78 0.77 0.77 0.77

Six-month 1.18 1.47 1.20 1.44 1.62 1.66 1.65

One-year 1.23 1.40 1.27 1.51 1.70 1.71 1.71

Two-years 1.44 1.60 1.59 2.44 3.00 3.58 3.54

Table 2. Average rank positions of tested functions determined during the Friedman test

Spline Poly-1 Poly-2 Poly-3 Poly-4 Poly-5 Poly-6

Entire 4.06 6.83 5.64 4.41 2.32 2.32 2.38

Six-month 3.27 4.72 3.51 3.17 4.31 4.51 4.48

One-year 2.93 4.06 3.75 3.13 4.44 4.65 5.00

Two-years 2.58 2.69 3.48 3.24 4.62 5.41 5.96

Table 3. Results of the Wilcoxon test for the Entire/Six-month/One-year/Two-year intervals

Spline Poly-1 Poly-2 Poly-3 Poly-4 Poly-5 Poly-6

Spline +/+/+/≈ +/≈/≈/+ ≈/≈/≈/+ ≈/+/+/+ ≈/+/+/+ ≈/+/+/+

Poly-1 −/−/−/≈ −/≈/≈/+ −/−/≈/≈ −/≈/+/+ −/≈/+/+ −/≈/+/+

Poly-2 −/≈/≈/− +/≈/≈/− −/≈/≈/≈ −/≈/+/+ −/+/+/+ −/+/+/+

Poly-3 ≈/≈/≈/ +/+/≈/≈ +/≈/≈/≈ −/+/+/+ −/+/+/+ −/+/+/+

Poly-4 ≈/−/−/− +/≈/−/− +/≈/−/− +/−/−/− ≈/≈/≈/+ ≈/≈/≈/+

Poly-5 ≈/−/−/− +/≈/−/− +/−/−/− +/−/−/− ≈/≈/≈/− ≈/≈/+/+

Poly-6 ≈/−/−/− +/≈/−/− +/−/−/− +/−/−/− ≈/≈/≈/− ≈/≈/−/−

4.2 Results of Performance Comparison of Models Built Over Updated Data

The results of accuracy of models generated by REG, FOR, BAG, and GRA algorithms
in terms of RMSE are presented in Tables 4, 5, 6, and 7, respectively. The values of
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the RMSE measure differ significantly from year to year due to the different level of
property prices in different years.

Table 4. Results of accuracy of REG models in terms of RSME for individual trend functions

Year Spline Poly-1 Poly-2 Poly-3 Poly-4 Poly-5 Poly-6

2001 626 626 626 626 626 626 626

2002 1020 1149 1420 1142 1089 1089 1090

2003 763 1010 1314 705 713 713 713

2004 795 1027 1459 795 794 794 794

2005 805 890 1045 853 845 846 846

2006 1799 2035 2425 2176 2121 2121 2121

2007 1972 1971 2172 2174 2136 2136 2137

2008 2813 3541 3055 2688 2772 2771 2771

2009 1452 2588 2130 1547 1595 1595 1595

2010 1066 1829 1658 1105 1107 1107 1107

2011 1872 2458 2417 1975 1966 1966 1966

2012 1263 1142 1150 1212 1238 1238 1238

2013 1425 1440 1390 1507 1535 1535 1535

2014 1285 1360 1314 1294 1294 1294 1294

We employed the Friedman test followed by the paired Wilcoxon signed-ranks test.
The average rank positions of the REG, FOR, BAG, andGRAmodels determined during
the Friedman test for RMSE are shown in Table 8. Ranks generated by the Friedman test
mean that the lower the rank value, the better the model. The results of nonparametric
Wilcoxon signed-rank test to pairwise comparison of the model performance are placed
in Table 9. The zero hypothesis stated there were not significant differences in accuracy,
in terms of RMSE, between given pairs of models. In Table 9 + denotes that the model
in the rowworked significantly better than the model in the appropriate column, – means
that it was significantly worse, and≈ signifies that it was statistically equivalent. In turn,
/ (slashes) separate the results for individual machine learning algorithms. The level of
significance taken into account when rejecting the null hypothesis was 0.05.

The models generated using data updated with spline trend functions outperformed
significantly the other models only for Model Linear Regression. For other machine
learning algorithms no significant differences in model performance were observed
despite different rank positions provided by the Friedman test. In turn, the models built
over data updated with linear and square trend functions performed generally signif-
icantly worse than the models created on data updated with splines and higher order
polynomials.
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Table 5. Results of accuracy of FOR models in terms of RSME for individual trend functions

Year Spline Poly-1 Poly-2 Poly-3 Poly-4 Poly-5 Poly-6

2001 517 518 524 518 527 512 522

2002 963 957 951 961 956 959 958

2003 662 652 671 650 646 652 646

2004 845 1058 1066 836 849 809 809

2005 627 609 641 627 590 615 611

2006 1594 1648 1548 1582 1591 1579 1607

2007 2049 2212 2061 2145 2133 1995 2081

2008 1357 1400 1419 1374 1372 1383 1386

2009 1130 1542 1625 1190 1270 1262 1222

2010 1003 1063 1028 992 1010 953 1044

2011 1550 1605 1552 1510 1524 1507 1518

2012 1248 1326 1257 1284 1322 1274 1252

2013 1271 1248 1260 1326 1307 1305 1276

2014 1174 1319 1184 1143 1157 1126 1134

Table 6. Results of accuracy of BAG models in terms of RSME for individual trend functions

Year Spline Poly-1 Poly-2 Poly-3 Poly-4 Poly-5 Poly-6

2001 527 517 538 519 525 526 519

2002 952 972 955 951 961 967 951

2003 647 669 681 681 672 676 676

2004 881 1081 1083 868 823 893 847

2005 590 621 631 605 604 609 610

2006 1599 1649 1570 1564 1597 1617 1594

2007 1992 2215 2082 2101 2046 2077 2039

2008 1391 1382 1319 1379 1385 1381 1403

2009 1103 1485 1460 1197 1268 1207 1207

2010 1032 1057 1018 963 987 976 1007

2011 1540 1650 1533 1525 1474 1529 1482

2012 1259 1282 1300 1325 1216 1205 1287

2013 1296 1254 1228 1334 1303 1330 1291

2014 1170 1240 1169 1161 1158 1156 1084
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Table 7. Results of accuracy of GRA models in terms of RSME for individual trend functions

Year Spline Poly-1 Poly-2 Poly-3 Poly-4 Poly-5 Poly-6

2001 559 554 557 552 565 575 568

2002 912 921 895 930 925 942 953

2003 656 652 709 738 691 683 686

2004 972 1468 1031 851 952 963 995

2005 679 595 663 638 618 639 630

2006 1538 1558 1653 1527 1508 1563 1520

2007 1988 2025 2010 2063 2235 1956 1968

2008 1352 1372 1463 1355 1442 1400 1374

2009 1119 1342 1528 1264 1409 1332 1325

2010 958 1040 1064 954 951 936 955

2011 1549 1940 1674 1618 1547 1555 1553

2012 1274 1531 1554 1227 1242 1301 1352

2013 1269 1259 1286 1264 1313 1249 1261

2014 1134 1079 1063 1062 1022 1010 1065

Table 8. Average rank positions of compared models determined during the Friedman test

Spline Poly-1 Poly-2 Poly-3 Poly-4 Poly-5 Poly-6

REG 2.64 5.00 5.57 3.64 3.64 3.71 3.79

FOR 3.57 5.29 4.86 3.93 4.07 2.71 3.57

BAG 3.79 5.29 4.79 3.57 3.29 4.00 3.29

GRA 3.57 4.21 5.50 3.36 3.71 3.64 4.00

Table 9. Results of the Wilcoxon test for REG/FOR/BAG/GRA models

Spline Poly-1 Poly-2 Poly-3 Poly-4 Poly-5 Poly-6

Spline +/+/+/≈ +/≈/≈/+ ≈/≈/≈/≈ +/≈/≈/≈ +/≈/≈/≈ +/≈/≈/≈
Poly-1 −/−/−/≈ ≈/≈/−/≈ ≈/−/−/≈ ≈/−/−/≈ ≈/−/−/≈ ≈/−/−/≈
Poly-2 −/≈/≈/− ≈/≈/+/≈ −/≈/≈/− −/≈/≈/≈ −/−/≈/− −/≈/≈/−
Poly-3 ≈/≈/≈/≈ ≈/+/+/≈ +/≈/≈/+ ≈/≈/≈/≈ ≈/−/≈/≈ ≈/≈/≈/≈
Poly-4 −/≈/≈/≈ ≈/+/+/≈ +/≈/≈/≈ ≈/≈/≈/≈ ≈/−/≈/≈ ≈/≈/≈/≈
Poly-5 −/≈/≈/≈ ≈/+/+/≈ +/+/≈/+ ≈/+/≈/≈ ≈/+/≈/≈ ≈/≈/≈/≈
Poly-6 −/≈/≈/≈ ≈/+/+/≈ +/≈/≈/+ ≈/≈/≈/≈ ≈/≈/≈/≈ ≈/≈/≈/≈
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5 Conclusions and Future Work

Modeling trend functions brings a lot of benefits. A property appraiser, having at his
disposal tools illustrating the trends in the real estate market, is able to estimate their
values more accurately. The same applies to models that, thanks to the price update
process, are more able to predict the value of valued properties.

The analysis of the obtained results of the function tests does not give an unequivocal
answer as to the decisive superiority of the spline functions over the other functions. For
data from entire segments, the spline trend functions showed a significantly better fit to
the data only compared to the linear function and the quadratic function. In turn, given
the intervals of six months, one year and two years at the end of the considered period
of time, the spline trend function significantly exceeds only the polynomial functions of
the fourth, fifth and sixth degrees.

Models generated using data updated using the spline trend function significantly
outperform the other models only for linear regression. For other machine learning
algorithms, no significant differences in model performance were observed, despite the
different ranking positions given by the Friedman test. In turn, models built on data
updated using the linear and quadratic trend functions generally performed much worse
than models created on data updated using higher order splines and polynomials.

The study showed the usefulness of using splines to model trend functions. The use
of the spline trend function would be beneficial in automatic valuation systems.
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20. Trawiński, B.: Evolutionary fuzzy system ensemble approach to model real estate market
based on data stream exploration. J. Univ. Comput. Sci. 19(4), 539–562 (2013). https://doi.
org/10.3217/jucs-019-04-0539
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