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Chapter 13
Standards for Developing Assessments 
of Learning Using Process Data

Sandra Milligan

Abstract  Digital technology is changing assessment of learning. Digitised assess-
ment can be more administratively efficient, more easily scaled, more effectively 
targeted to individual levels of performance, more integrated into the learning envi-
ronment, more interactive, and it can support more imaginative, colourful, interac-
tive and timely feedback. However, in this chapter, it is argued that ‘more, faster and 
prettier’ is only part of the assessment story of the first quarter of the twenty-first 
century. Education institutions are also being pressed to make distinctive shifts in 
what is learned and thus in what is assessed. Students now need to establish mastery 
of complex learning outcomes that extend beyond the cognitive domain, and beyond 
mastery of content knowledge, to mastery of competence and skill, including soft 
skills, or general capabilities. This chapter explores this assessment frontier, exam-
ining whether and how large quantities of digital, process-oriented data generated 
from learning management systems and other digital learning tools can be used to 
make reliable and valid judgments about the degree to which student have mastered 
complex general capabilities. It is argued that ‘metrolytic’ standards for develop-
ment of assessment tools can be applied to ensure the requisite validity and reliability.

13.1 � Introduction

Shifts in thinking about assessment are not new. Assessment practice has always 
been responsive to the educational and social concerns of the day (Pellegrino 1999). 
For instance, the contemporary methods of psychometrics can be traced back to the 
interest in individual differences of anthropologists and eugenicists in the nine-
teenth century. The statisticians of the day, including Fisher, Spearman, and Pearson 
developed methods to manage evidence of individual attributes, many of which are 
still routinely applied. The multiple choice question was introduced in the early 
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twentieth century, in the attempt to improve objectivity and fairness into wide-scale 
assessments of applicants, to rank them reliably for positions in the US military. 
During the 1980s and 1990s, community demand for fairer selection methods, and 
greater accountability for student learning resulted in refinement of standardized 
testing methods. Statistically sophisticated methodologies were used with auto-
mated administration in support of large-scale ranking and monitoring, usually 
focused broadly on assessing ‘scholastic aptitude’, or mastery of basic learning like 
literacy, or numeracy.

Today, digital tools used in university teaching are visibly changing assessment 
practice, and the character of the relationship between assessor and assessed. 
Teachers have embraced digitally mediated tools to set assessments, scaffold stu-
dent response to them, monitor cheating, harvest responses, mark responses, pro-
vide feedback, grade, compile and report. Digitisation of assessment procedures is 
administratively efficient, allows for scaling to accommodate large classes, allows 
more effective targeting to individual levels of student performance, is more interac-
tive, and it can support more imaginative, colorful, interactive and timely feedback 
and faster more direct reporting. Digital scaffolding of assessment makes feasible 
assessment methods that require complex administration, including for example, 
peer and self-assessment (see Tai and Adachi, Chap. 15, in this volume). Embedding 
assessment into the learning environment of digital learning management systems 
allows better integration of teaching and learning and supports formative assess-
ment practices. Digital mediation of teaching and assessment via ubiquitous learn-
ing platforms is now common, even in small on-campus classes. These forms of 
technological enhancement have arguably enabled assessment processes to become 
more efficient, faster and prettier, more responsive, more formative, more timely.

However, a further frontier for assessment is emerging that goes beyond techno-
logical enhancement of teacher assessment practice, to exploring the use of power-
ful digital technologies and digital data, particularly process data, to better assess 
and report on the growth in learning, particularly learning of complex competencies 
and general capabilities. This chapter focuses on this frontier, describing the diffi-
culties associated with generating valid and reliable assessments. It argues that new 
standards for development of assessment tools—metrolytic standards—are required. 
These standards draw on methods used in the learning analytics community, com-
bined with those commonly used in educational measurement, to provide a frame-
work designed to ensure that any assessment can be trusted to have the required 
level of reliability and validity to warrant use for educational purposes.

13.2 � Contemporary Pressures on Assessment Practice

The frontier arises directly from contemporary pressures on universities to change 
what students learn and how they learn it, which consequently changes what teach-
ers assess and report (Griffin and Care 2015). The core idea is that the ‘4th industrial 
revolution’ is in train, requiring educators to produce learners with different skills 
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and capabilities than required by generations past (Tremblay et  al. 2012; OECD 
2018; Milligan et al. 2018). No single, simple driver can be identified. A range of 
factors are involved, including the ubiquity of digital communications and comput-
ing technology, the rapid expansion of knowledge, the impact of globalisation, and 
the increasing commitment to ensuring sustainable, equitable development for 
human wellbeing. All of this is redefining how we live and work in the twenty-first 
century. The net effect on education institutions is that they are being pressed to 
redefine what learners need to know, and to produce graduates who can demonstrate 
attributes other than just mastery of knowledge in a content domain. Students are 
now required to demonstrate knowhow in a domain of study, as well as content 
mastery. Curricula are being altered to supplement the cognitive outcomes of tradi-
tional disciplines with requirements that learners develop the constellations of 
knowledge, values, attitudes, skills and beliefs required for competent performance 
in any field (Dreyfus and Dreyfus 1980). This is sometimes characterised as a shift 
from content to competence in curricula (Griffin 2007). In this context, curriculum 
outcomes are extended beyond mastery in discipline or professional domains, to 
encompass attributes variously referred to as ‘soft’ or ‘21st Century skills’ or ‘trans-
versal skills’, or (as referred to in this chapter) ‘general capabilities’, that might be 
applied in any field or domain (Asia-Pacific Education Research Institutes Network 
2015; Griffin and Care 2015). For instance, the World Economic Forum (2015) 
described a range of required general learning capabilities, including critical think-
ing skills, communication, creativity, collaboration, scientific and ICT literacy, per-
sistence and curiosity, amongst others.

A related shift requires that students develop skills as lifelong learners (Bransford 
et  al. 2003). The argument is that it is not enough that students can learn when 
directed by teachers, in formal educational settings. They must also be able to learn 
by their own initiative. In modern times, this ability to learn is not considered to be 
a matter of IQ or any innate ability – it is more to do with the mastery of a set of 
knowledge, skills, understandings and beliefs about learning that equip individuals 
to a greater or lesser degree with the capability they need to learn (Milligan and 
Griffin 2016).

Formal inclusion of these general capabilities in curricula represent a profes-
sional challenge for teachers, especially in courses which use traditional approaches 
to higher education assessment, such as summative assessments made at the end of 
course, based on the evidence presented to a teacher via student essays. Now, the 
challenge is to assess the degree to which a learner has also mastered general 
capabilities.

Assessment of this sort is several degrees more difficult than assessment of mas-
tery of content knowledge in the cognitive domain. It is a new field for teachers, and 
is especially challenging in large classes where teachers do not necessarily know 
their students. Assessment tasks that enable individuals to demonstrate complex 
capabilities are usually themselves complex, and often need to be conducted in non-
standardized environments, involving performances or building of artifacts, or 
working with peers, sometimes in teams. Mastery of these capabilities usually takes 
time and practice, often in ‘authentic’ learning environments unlike traditional 
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lecture halls. Feedback on performance is required at various stages of develop-
ment, enabling learners and other stakeholders to chart the learner’s gradual increase 
in mastery. Thus, in parallel with changes in curriculum, there are requisite changes 
in the purposes and methods of assessment. Assessments need to assist learners and 
teachers to determine the degree to which a learner has mastered complex general 
capabilities in a domain of learning. Important methodological frontiers for assess-
ment are opening in this area.

13.3 � The Promise of Big Data to Assess General Capabilities

Scardamalia et al. (2013) reported on the findings of a large, international research 
project established to explore how best to assess these general capabilities. They 
concluded that the best assessments are “embedded in the technologies used in the 
learning environment, concurrent and transformative” (p. 34). They pointed out that 
embedded technologies can generate automatic feedback, provide on-demand 
assessments, and prevent or reduce the separation of assessment from the learning 
experience. Response rates are unproblematic, as participant activities are always 
reflected in the log stream, and data collection requires no additional effort by par-
ticipants. Use of digital traces of learner activity for assessment purposes has the 
potential to provide real-time calculation of scores, and could provide greater time-
liness in calculation and feedback to participants during a course.

On the face of it, this approach seems feasible. There are copious quantities of 
learning-related digital information now available, including click stream data that 
captures every mouse click, swipe, or keyboard action of every learner as they use 
digital learning applications. Other information can be obtained from sophisticated 
digital data sensors in classrooms that capture anything from eye-gaze direction to 
heart-rate, from speech to physical movement. The capacity to ‘see’ what students 
say, do, make, or write in learning environments is vastly enhanced. Available data 
goes well beyond the inputs to traditional university assessments, such as observa-
tions by teachers in classrooms, or responses to assessment tasks, or results from 
standardized tests. Data now systematically captures information on the process of 
learning not just the outputs from it.

Such data can also be interrogated for meaning by a plethora of modern analyti-
cal methods, including, for example social network analysis, text analysis and vari-
ous forms of data mining. These enable the construction of statistics that can, in 
theory, be used as indicators of performance, for assessment purposes. Teachers can 
‘see’ the degree of connectedness to others in the class (from network analysis), the 
focus of a student’s interests (from text analysis), the systematicity of study habits 
(from time-series analyses) and so on. Techniques of data mining and artificial intel-
ligence can be applied to these indicators (He et al. 2016) potentially adding value. 
Data or analyses of this sort are now routinely presented in digital dashboards, or 
otherwise provided as feedback to teachers and learners (Corrin and DeBarba 2014).
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Researchers early into the learning analytics field (Carmean and Mizzi 2010; 
Gasevic et al. 2015; Siemens and Long 2011; Greller and Draschler 2012) expected 
that such data would have many benefits for learners and teachers, making visible 
the process of teaching and learning, supporting reflection on practice by learners 
(on their learning) and by teachers (on their teaching); predicting and modeling 
learning, leading to better intervention; and making possible personalization of 
learning through real-time tracking and analysis of each individual. If backed with 
artificial intelligence tools, it is argued, digital responders might become more capa-
ble than their human predecessors in assessing learning.

This optimism was supported by belief that use of big data was not only possible, 
but it is the preferred option when it comes to assessing individuals’ performances 
in the kind of complex general capabilities which are now the focus of curriculum 
(Scardamalia et al. 2013). The traditional techniques for assessing individuals’ attri-
butes or capabilities include use of self-report scales, direct observation by experts, 
employing think-aloud protocols, analysing artifacts like respondent diaries, and 
using micro-analytic approaches involving codification of behaviours such as eye-
gaze or facial expression to infer an individual’s level of an attribute (Cleary et al. 
2012). But, such techniques are impractical for use in real learning environments. 
They are too costly and labour-intensive, leading teachers and assessors to look for 
better, more practical approaches. Naturally, they look to the possibility of using 
big, digital data, derived from sensors embedded in the learning environment, that 
provide systematic evidence about the process of learning used by learners.

13.4 � The Need to Ensure Validity and Reliability

While the optimism is high, there are acknowledged difficulties. Scholars of learn-
ing analytics have always been quick to point out that that bigger digital data gener-
ated as a by-product of learning is not always better data (Greller and Draschler 
2012; Siemens and Long 2011). A key question not yet convincingly answered is 
whether or not these digital traces can be used to construct indicators of learning, or 
whether they merely record processes that may or may not reflect the degree of 
learning attained. In addition, it is not clear whether the process data embodies suf-
ficient information: perhaps missing elements may be exactly those required to 
explain learning. Platforms or digital sensors cannot capture all ‘off-line’ activity 
such as reflection or note taking, or what student are thinking, but these missing 
elements might be vital (Gunnarsson and Alterman 2013). Big natural databases 
tempt the search for interesting relationships based on correlations, or factor and 
cluster analysis. When interesting patterns are found, as they are bound to be, and if 
they attain statistical significance, the temptation is to impute explanatory value, 
and to infer meaning about learning. But it is not at all clear that these interesting, 
statistically significant patterns are a suitable basis on which to judge an individual’s 
learning. The patterns may in reality be products of chance, or be inconsequential 
for learning, and may not evidence an underlying phenomenon with explanatory 
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value. Statistical relationships demonstrate only that discovered relationships are 
unlikely to be random, which is an insufficient basis for interpreting any numbers as 
measures of learning for an individual.

The most robust of the contemporary work using process data to assess and 
report on the growth in complex competencies and general capabilities uses a com-
bination of analytics methods and the methods of educational measurement 
(Buckingham Shum and Deakin Crick 2016; Griffin and Care 2015; He et al. 2016; 
Milligan and Griffin 2016; Shute and Ventura 2013; Wilson et al. 2016; Polyak et al. 
2017). Measurement principles and techniques such as those that underpin Wilson’s 
(2005) Constructing Measures approach, or the Evidence Centered Design approach 
(Mislevy and Haertel 2006) are designed to engender trust in assessments by ensur-
ing that scores measure something of value, to a requisite standard. A careful, 
methodical, iterative, curriculum-focused process is used to develop scores for indi-
viduals, involving the development of constructs and evidence maps, sampling of 
evidence using rules and procedures, and so on. The measurement sciences estab-
lish standards that evidence claims that measures are appropriately used to assess 
learning – that is, they are valid and reliable, and can safely be used to judge an 
individual’s learning progress.

It is notable that researchers who have adapted traditional measurement tech-
niques to analytics-based process data tend to be cautious, reflecting a growing 
awareness in the assessment and analytics communities that such work is still in its 
infancy. The key to understanding the difficulties associated with this frontier is 
that, when constructing measures of complex constructs from digital data, assump-
tions crucial to quality of assessment need to be made explicit, and tested (Wright 
and Masters 1982). For instance, assessment of learning is based on an assumption 
that individuals can possess different amounts of an attribute being assessed, and 
that a description of that attribute should provide the basis of assessment. The 
underlying attribute must make sense and be plausible, and there should be practical 
benefit in assessing it. The attribute must have dimensionality and it must be possi-
ble to understand how it is that people can have more or less of it. ‘More’ or ‘less’ 
must be capable of consistent representation as a progression for all individuals, 
using units of equal value, and the units should be additive and repetitive. Although 
attributes cannot be directly observed, it must be possible to understand how differ-
ent levels of performance is explained by differences in observable behaviour of 
individuals: what individuals do, or say, or make, or write (Glaser 1994a, 1994b). 
The behavioural differences must have explanatory value, and it should be possible 
to infer from these observed differences in behaviours the amount of the attribute 
that a person has. Such assumptions need to be tested and evidence and argument 
presented to satisfy stakeholders that the use of assessments for educational pur-
poses are warranted. An important source of thinking about the standards that 
should apply can be found in discussion of validity in measurement science 
(Cronbach and Meehl 1955; Kane 2013; Messick 1995; Wolfe and Smith 2007) and 
in discussion of quality in learning analytics (Dringus 2012; Greller and 
Draschler 2012).
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Table 13.1 outlines a set of indicative ‘standards’ that might be used to interro-
gate the quality of any score, before it is used to make decisions about an individual. 
These standards are derived from both the practice of measurement science and 
learning analytics. They are best described as metrolytics standards, derived from 
the Greek words metron, which is the root of the word measurement and means 
limited proportion, and analutikós, meaning to analyse. In an ideal world, the stan-
dards would provide the basis for presentation by an assessment designer of evi-
dence and argument to support the validity and reliability of any assessment 
constructed from process data, in exactly the same way that high-stakes test devel-
opers are required to present arguments as to the validity and reliability of their 
tests. A set of indicative standards is presented in Table 13.1.

Recently, the learning analytics community expressed concern about the bur-
geoning array of analytics apps, and whether or not there is a sufficient evidence 
base about the use of analytics to warrant trust by stakeholders (Bergner et al. 2017; 
Ferguson and Clow 2017). The concerns intensify when the results are used to con-
trol or shape the treatment a person receives, as is often the case in assessment of 
learning. It would not be unreasonable for stakeholders (learners, teachers, employ-
ers, professional associations), to mistrust that an instrument can assess complex 
attributes, especially if it combines a variety of data types and utilizes complex data 
transformation or algorithms.

Adoption of metrolytic standards provides one way to address this issue, requir-
ing methods that ensure that an assessment has utility for the intended purpose. The 
standards provide the framework for presenting the evidence and argument to 
engender trust in the assessments. In this, it is important that evidence presented 
should not merely defend the interpretation of an assessment. Rather, it should be 
capable of convincing a reader that the assessment design or method tested the 
assumptions on which it was based, and that no other plausible alternative interpre-
tations of what is being assessing are supported. This involves imaginatively identi-
fying and examining potentially disconfirmatory evidence as well as confirmatory 
evidence, to address what are the risks that could apply to a particular assessment.

13.5 � Methodological Frontiers

Consideration of the metrolytics standards outlined in Table 13.1 highlights some of 
the practical difficulties facing analysts attempting to build reliable and valid assess-
ments of complex general capabilities using process data. For instance, the standard 
requires as a prerequisite clarity about what is to be assessed. In traditional classrooms, 
what is to be assessed is usually operationally defined as ‘what has been taught’, often 
content-based. Assessments of the newer general capabilities require a similarly clear 
view of what is being assessed. In practice, this demands specification of the 
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Table 13.1  Indicative metrolytics standards for assessments derived from digital process data

Utility There is a clear purpose for making assessment(s) that are of value to stakeholders.
There is clarity about the nature of the attribute There exists a clear definition of the attribute 
being assessed, expressed as the constellation of knowledge, understandings, skills, beliefs, 
attitudes, and values required for mastery, differentiated at each level of mastery. This definition 
should be understandable and acceptable to stakeholders, including teachers and learners.
The attribute has dimensionality It is plausible to assume that individuals have more or less of 
the attribute of interest, and can be arrayed along an underlying continuous scale from more to 
less. Ideally, the scale reflects typical learning trajectories of learners’ progress from level to 
level as their mastery grows. These trajectories, typically called ‘progressions’ or ‘learning 
continua’ must make sense to learners and teachers alike.
Data relates to learning behavior Selected data comprises representations of what learners say, 
do, make or write when learning. Data does not include characteristics or status of individuals 
that might be related to learning, (such as dispositions or social or demographic features) but 
which do not reflect learning gains in a particular environment.
Process data is ‘clean’ and understood Data husbandry methods are used, including, for 
instance: checking plausibility of the range and distribution of values; transforming raw log 
stream data into variables, counts or categories; identifying and mitigating corrupt, incomplete, 
misleading or miscoded data; ensuring that data definitions do not change over time; ensuring 
data definitions are stable and uniform; ensuring granularity matches the purposes to which data 
were being put (e.g., in time series studies, should analyses be precise to the second, to the hour, 
to the week or to the year); adopting analytical and sampling techniques to manage high 
volume; and so on.
Data is mapped to the levels of progression using statistical indicators The data elements 
selected to construct the assessments should be capable of generating stable behavioural 
indicators for each learner. For instance, when using network analysis, interactions between 
students might generate statistical indicators of connectedness. Differences in behavior of 
individuals on each behavioural indicator should plausibly explain different levels of attribute of 
an individual.
Interpretation of indicators is stable Direct comparability of scores over time is maintained. 
This is especially important when machine learning is used to construct scores or indictors. If 
the algorithms change indicators, the construct being measured might change. Any teaching 
policy changes are identified which may change inferences that can be made from data: for 
instance, voluntary participation in forums might normally reflect student engagement, but, if it 
is compulsory to post, it might reflect compliance.
Attribute is fully represented The behavioural indicators comprising the score together provide 
a balanced and full representation of the attribute along the full range of levels; indicators are 
not skewed by missing or irrelevant data; there are no important features missing. For instance if 
off-line work is vital to a process, it is difficult to see how an online automated assessment can 
be other than skewed.
Scoring and data transformation is transparent There is a transparent audit trail describing 
each stage of the transformations of data to indicators to scores. Metrics and algorithms at all 
stages of development are transparent.
Technical quality is adequate The psychometric qualities of accuracy, discrimination and 
reliability of indicators and scores are demonstrated: the indicators cohere with a simple 
developmental integrity, generating a scale with even intervals, and the criterion of conjoint 
measurement applies, there are no biases evident for sub groups. These characteristics can be 
examined by testing fit to a measurement model.

(continued)

S. Milligan



187

Table 13.1 (continued) 

Scores are interpretable There is no other plausible interpretation of the assessments other than 
that they reflect differences between individuals in the level of competence or capability they 
possess.
Alternative methods are canvassed There are no simpler, alternative methods for arriving at 
assessments.
Unintended consequences are identified There are likely to be no unintended negative 
consequences arising from use of the assessment that arise from shortcomings of the assessment.
Appeals are possible There is a process of appeals for review, important if assessments are the 
product of complex algorithms that are difficult for stakeholders to understand.

constellation of knowledge, understandings, skills, beliefs, attitudes and values that 
define different levels of mastery, based on understanding of typical trajectories or 
progressions described by learners as they learn. One difficulty for assessment design-
ers seeking to use process-based data is that there are as yet not many examples of such 
progressions that describe the development trajectories for general capabilities. The 
first task of teachers or analysts seeking to design assessments is, therefore, to define a 
progression that plausibly describes the likely patterns of behaviours of individuals 
who have more or less of the attribute, so that they be arrayed along an underlying 
continuous scale from more to less. Defining a progression is not a simple task, and is 
often neglected by analysts or teachers keen to skip straight to the data. Unfortunately, 
without a theoretical progression on which to base empirical work, there is no means 
of determining the validity, utility or interpretability of assessment scores.

There are also difficulties in assessing individual performance when the indi-
vidual is performing with others in a group. This is especially difficult for assess-
ment of general capabilities like teamwork and collaboration, since such attributes 
are exhibited only in social environments. Teachers understand this, and work 
through it every time they assess group work. The relationship between perfor-
mance of the group and the performance of the group member is complex. This 
complexity is endemic in data derived from digital forum participation, or collab-
orative work, or multi-user interactive activities. Current measurement and assess-
ment methodologies struggle to untangle the complexities sufficiently to support 
individual assessments from confounded data of this sort. It is notable that, after 
reviewing the last 10 years of years of solid, large-scale psychometrically-based 
work on the topic of assessment of collaborative problem solving capacity, a recent 
report for the prestigious National Assessment of Educational Progress (NAEP) in 
the US acknowledged that the world is not yet in a position to a confidently make 
claims to be able to measure the collaborative problem solving ability of students 
(Fiore et al. 2017). Solutions to this problem are still developing (Wilson and Scalise 
2016). A non-technical approach is to recognise that when the performance of a 
group in a domain is at issue, it is appropriate to focus assessment on the perfor-
mance of the group rather that the performance of the individual. This approach 
would involve assessors taking seriously a socio-centric view of knowledge genera-
tion rather than a psycho-centric view of it. A more technically oriented team (von 
Davier and Halpin 2013) noted that the confounding effects of group membership 
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are traditionally treated as ‘random error’ in assessments. They have proposed turn-
ing this around, psychometrically, so that indicators of the degree of error in indi-
vidual measurement might be used to indicate presence of group capacity 
independent of individuals’ skill.

Further work is also required to determine whether or not an individual’s capac-
ity to perform at particular levels on measures of general capabilities such as prob-
lem solving, or communication, or persistence, are generalisable, and thus worth 
assessing in one context or domain, because they are transferable to another. For 
example, will a learner who demonstrates good problem solving skills in a chemis-
try classroom demonstrate good problem solving skills in workplace, or in a physics 
lab? Will a student who collaborates well in online games be a good collaborator in 
face-to-face groups? Early research suggests that in general, transfer of these gen-
eral capabilities, with some notable exceptions, is low (Perkins and Salomon 1992). 
The interpretations of scores relating to complex general skills in any given context 
or domain might need to be treated circumspectly, regarded as being context depen-
dent, and used in a way that recognises their limits.

Teachers or assessment designers needing to collect evidence about complex 
competencies may decide to combine diverse evidence sources (such as peer, self 
and teacher assessments of portfolios, or combining patterns of participation in 
forums and in lectures). Unfortunately, when the relationship between diverse indi-
cators is unexamined, it may be that the combined results are of poor quality. Unless 
each indictor taps into the same underlying attribute, the resultant assessment is 
likely to be characterized by poor validity, low reliability, inaccuracy and poor 
utility.

A legitimate response to technical difficulties is to question whether some gen-
eral capabilities might best be left unmeasured, creating no-go zones for individual 
assessments. For instance, Masters (2018) gives the example of ‘creativity’, notori-
ously difficult to assess in any environment. He suggests that it may be appropriate 
to question whether there exists a generalisable attribute called ‘creativity’ that can 
be assessed, even in a specific domain. Unless it is possible for the community of 
stakeholders to reach agreement on a clear definition and progression, it may not be 
possible to assess.

In addition, the construction of measures that meets metrolytic standards is time 
consuming, expensive and demands technical skill. It becomes economically feasi-
ble only when used at scale. This in itself is likely to limit use of these methodolo-
gies in the short term.

This discussion highlights some of the practical difficulties associated with using 
process data to generate high quality assessments of general capabilities. 
Methodological challenges include that there is a paucity of clear, empirically 
derived progressions for these capabilities which need to underpin assessment, the 
scores generated may lack generalisability, there are questions about feasibility, and 
technical methodologies are currently limited when it comes to disentangling the 
effects of group membership on achievement. Further there are dangers in combin-
ing scores. Even the robust methodological tools of measurement science may fall 
short, for a range of technical and transparency reasons. Skepticism is warranted 
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that any particular assessment tool will have basic qualities such as reliability, valid-
ity, accuracy, utility or interpretability.

13.6 � Conclusion

The contemporary frontier for assessment focuses on whether and how to use pow-
erful digital technologies to make use of digital data, particularly process data, to 
better assess and report on the attainment in learning, particularly of general capa-
bilities. The underlying danger is always that ‘data’ will be mistaken for ‘assess-
ments’. This area of assessment is challenging, and it is still uncertain to what 
degree the new, big data sets, especially process data, will support valid and reliable 
assessment of learning. It is also uncertain whether current analytical methodolo-
gies are up to the task, or whether stakeholders (including learners, teachers and 
employers) will trust the results. Because of the technical complexity often associ-
ated with use of process data, including complex algorithms and data transforma-
tion, there are inevitable questions about whether these data have utility for 
assessment. The impact on learners of inaccurate, unreliable and invalid assess-
ments of general capabilities should not be underestimated in the digital, automated, 
self-regulated world. Feedback and reporting generate powerful, real-life conse-
quences for learners, which can be positive, but which can also be negative or 
destructive (Hattie and Timperley 2007). This concern is likely to be acute when 
assessments are automated to shape the treatment a person receives, and especially 
if there is no obvious appeal to an independent person who is familiar with the work 
of the assessed.

Metrolytic standards provide a framework for building confidence in assess-
ments that use process data. It might be that the expected level of rigour inherent in 
the standards is too great to be feasible. The standards embody quality requirements 
for reliability or validity, accuracy, or interpretability of the sort normally only 
applied to high stakes, scaled assessments such as PISA, or SAT or GMAT. However, 
the application of metrolytic standards is one option available to those working at 
this assessment frontier, combining the methodological strengths of learning analyt-
ics and measurement science, and underpinned by a solid understanding of assess-
ment and its role in learning.
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