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Foreword

v

As this book moves into final production, most educators are in the midst of shifting 
all assessment into online mode, due to the COVID-19 pandemic gripping the globe. 
Prompted by the unprecedented fear of loss of life in modern times, the entire edu-
cation sector has lurched into the digital. Assessment traditions hundreds of years 
old have been set aside. Exams and practical assessments are being reworked so that 
they can be meaningful for our disembodied, digitally mediated world. We believe 
that in the years to come, this unsought but seismic shift in people’s understanding 
of digital learning, teaching and assessment will have untold side effects.

This is a time for reimagining. The danger is that in our rush to convert our prac-
tices from embodied to digital, that we will simply replicate what has been done. 
The opportunity is that a whole cohort of educators and students – not the early 
adopters or tech whizzes – will contribute to the shape of digital learning by sheer 
necessity. And through this, our sense of what is normal will have changed. We may 
well discover ways of working with assessment that we have not thought of before.

We hope that we emerge from this crisis – and tragedy – with new ideas about 
assessment, which take full advantage of digital possibilities. This book offers 
directions, examples and conundrums to provoke new ways of thinking about 
assessment in what has become an inescapably digital world.

Melbourne, VIC, Australia  
March 2020
	 Margaret Bearman 

Phillip Dawson 
Rola Ajjawi 

Joanna Tai 
David Boud 
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Chapter 1
Introduction

Phillip Dawson, Rola Ajjawi, Margaret Bearman, David Boud, 
and Joanna Tai

Abstract  This brief introductory chapter outlines how this book, Reimagining 
University Assessment in a Digital World, explores the implications, opportunities 
and challenges of the digital world for assessment in higher education.

This is a book about the implications, opportunities and challenges of the digital 
world for assessment in higher education. It has been produced as a collaboration 
between international researchers, catalysed by a 2017 symposium at the Centre for 
Research on Assessment and Digital Learning (CRADLE) at Deakin University in 
Melbourne, Australia. At that symposium, we set a challenging brief for our col-
leagues: to fundamentally reimagine the intersection of assessment and digital 
learning in higher education.

When we say university assessment, we refer to a broad and inclusive conceptu-
alisation. Assessment serves multiple purposes, and this book emphasises the need 
for assessment to prompt and sustain learning as much certifying achievement. 
While the authors in this book take a range of views about assessment and focus on 
various purposes or aspects, these align with the broadest view: assessment as mak-
ing judgements about what someone is capable of, based on some sort of demon-
stration or product. This ranges from high-stakes examinations to low-stakes 
formative tasks, and it includes judgements made by educators, students, their peers, 
and others. Assessment is therefore also concerned with the feedback information 
that is produced as consequence of these judgements.

When we say the digital world, we mean a world where the digital is pervasive and 
all around us. This isn’t a naïve ‘digital natives’ style argument; we don’t think stu-
dents are magically wonderful with technology, nor that we should pander to some 
imagined desire for high-tech learning. We do however recognise that life in general, 
and education in particular, has been changed as our world has become more digital.

P. Dawson · R. Ajjawi · M. Bearman (*) · D. Boud · J. Tai 
Centre for Research in Assessment and Digital Learning (CRADLE), Deakin University, 
Melbourne, VIC, Australia
e-mail: margaret.bearman@deakin.edu.au

© Springer Nature Switzerland AG 2020
M. Bearman et al. (eds.), Re-imagining University Assessment in a Digital 
World, The Enabling Power of Assessment 7, 
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The digital world offers a range of technologies that can enable us to do things 
we’ve always wanted to do with assessment at a massive scale. It also enables us to 
assess differently, or make sense of masses of data to understand the efficacy of 
existing approaches. This book explores these and other potential benefits of the 
digital world for improving assessment.

The digital world also poses fundamental challenges not just to how we assess, 
but to what we assess. As artificial intelligence advances, computers are increas-
ingly able to undertake tasks that were once the domain of humans. As students 
engage with social media, they become exposed online in ways that previously only 
applied to media figures or celebrities. This poses challenges for assessment, which 
are explored in this book.

Assessment in a digital world is thus a broader concept than the narrower con-
cept of ‘e-assessment’ that tends to occupy the intersection between technology and 
assessment. E-assessment is largely concerned with technologized assessment, and 
at its best it leverages what new technologies can do to enable new forms of assess-
ment that are better for learning and judging what students can do. While there is 
benefit in making assessment digital, we think that there are much greater opportu-
nities and challenges posed by the digital world for assessment. Some of these may 
not even involve technologized assessment at all; instead they may involve prepar-
ing learners for tasks that are distinctly human. These are concerns beyond the tradi-
tion of e-assessment, and they require a broader set of disciplinary voices. This book 
features chapters by scholars from the disciplines of philosophy, computer science, 
media studies and psychology (to name but a few) – as well as assessment and edu-
cational technology.

This book is broken up into five parts; this chapter and the next comprise Part I: 
Introduction. You can read the chapters in any order, however we strongly encour-
age you to read the next chapter first. That chapter provides some foundational 
concepts about how assessment can or should change to suit the digital world. It 
situates the question of university assessment within broader debates about the 
place of technology in the university and the place of the university in a digital world.

Part II: The changing role of assessment in the digital world asks what shifts are 
required of assessment in order for it to be fit for purpose in the new digital world. 
Two of its chapters deal with the ethics of re-imagined assessment: one with a focus 
on the new and emergent ethical issues posed by the digital world (Bearman et al., 
Chap. 3), and the other revealing challenges of inequity that persist despite the digi-
tal world (Harris and Dargusch, Chap. 8). Keeping with the theme of persistent 
challenges, this part also explores how feedback might not actually have been re-
imagined as it has been technologized (Pitt and Winstone, Chap. 7). This part also 
includes two chapters that focus on artificial intelligence: one which focuses on the 
different roles people and computers will play in assessment, and what really needs 
to be assessed in a world of artificial intelligence (AI) (Bearman and Luckin, Chap. 
5); and another which asks how student use of AI tools should be incorporated into 
assessment (Dawson, Chap. 4). A final theme in this part is how assessment spans 

P. Dawson et al.

https://doi.org/10.1007/978-3-030-41956-1_3
https://doi.org/10.1007/978-3-030-41956-1_8
https://doi.org/10.1007/978-3-030-41956-1_7
https://doi.org/10.1007/978-3-030-41956-1_5
https://doi.org/10.1007/978-3-030-41956-1_4
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the boundaries between learners’ digital work, study and social worlds. How learn-
ers portray themselves online, and the role assessment has in mediating this, is the 
focus of one chapter (Ajjawi et  al., Chap. 6); this complements a focus on how 
assessment can represent the realities of digital design work and shift away from the 
textual bias so present in current assessments (O’Donnell, Chap. 9).

Part III: The role of big data in reimagining assessment asks how data can be 
used to improve assessment. A view of big data as ‘augmenting’ assessment and 
feedback practices is presented in this part (Knight, Chap. 10), in which analytics 
support (but not supplant) the human players in assessment. The next chapter asks 
how the huge datasets generated by online students can be used to identify problems 
with assessment (Rogaten et al., Chap. 11). The following chapter identifies ways 
technology can broaden the repertoire and scaling possibilities for assessment, and 
how it can help assessors observe learning processes (Pardo and Riemann, Chap. 
12). The part ends with a chapter on ‘metrolytics’, a combination of educational 
measurement and learning analytics approaches (Milligan, Chap. 13). Where the 
previous part was focused on possibilities of what could or should be (as well as 
what should not be), this part explores the bleeding edge of what is possible with 
data and assessment.

Part IV: Practical exemplars provides a grounded snapshot of what expert edu-
cators are already doing in reimagining assessment, and what is possible with cur-
rent technology. It begins with a chapter focusing on self and peer assessment in 
self-paced online courses (Corrin and Bakharia, Chap. 14). This is followed by a 
chapter exploring what is currently possible in self and peer assessment, including 
a table showing the capabilities of current tools (Tai and Adachi, Chap. 15). The 
next chapter gives an exemplar of a reimagining of assessment in support of con-
structive alignment that would only be feasible through technology (Cain et  al., 
Chap. 16). One implication of the digital world on assessment has been increasingly 
open-ended tasks, and the next chapter in this part explores the challenges this poses 
for educators and students (Apps et al., Chap. 17). This is followed by a chapter 
documenting how assessment can be not just reimagined, but redesigned through 
play (Kim and Rosenheck, Chap. 18). This part ends with a chapter on how the 
representation of assessment can be reimagined through digital credentials (Jorre de 
st Jorre, Chap. 19). Common throughout this part is a focus on what is possible, 
through practical exemplars educators can explore.

The book concludes with Part V, a chapter that builds on common threads from 
throughout the book to establish an agenda for future work on assessment in a digi-
tal world.

As you read this book, we would like to issue you with the same challenge we 
issued the chapter authors: to broaden your thinking about the intersection of tech-
nology and assessment beyond just e-assessment toward fundamentally reimagin-
ing assessment in a digital world.

1  Introduction

https://doi.org/10.1007/978-3-030-41956-1_6
https://doi.org/10.1007/978-3-030-41956-1_9
https://doi.org/10.1007/978-3-030-41956-1_10
https://doi.org/10.1007/978-3-030-41956-1_11
https://doi.org/10.1007/978-3-030-41956-1_12
https://doi.org/10.1007/978-3-030-41956-1_13
https://doi.org/10.1007/978-3-030-41956-1_14
https://doi.org/10.1007/978-3-030-41956-1_15
https://doi.org/10.1007/978-3-030-41956-1_16
https://doi.org/10.1007/978-3-030-41956-1_17
https://doi.org/10.1007/978-3-030-41956-1_18
https://doi.org/10.1007/978-3-030-41956-1_19
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Chapter 2
New Directions for Assessment in a Digital 
World

Margaret Bearman, David Boud, and Rola Ajjawi

Abstract  Assessment exists within a series of pedagogical, administrative and 
technological legacy practices. It tends therefore to reflect the needs and concerns of 
a previous time. However, this does not align with a digitally enabled world with 
rapidly expanding information and an increasingly dynamic view of knowledge. 
This chapter explores how to reimagine assessment in a time of digital change. 
Firstly, it investigates how assessment designs can draw on technology to move 
beyond the status quo, providing an example of a programmatic e-portfolio. Next, it 
introduces the idea that assessments should enable graduates to work in the digital 
world. This is discussed through an illustration of how students can build effective 
digital personas, including social media profiles, within their assessments. Finally, 
it looks to the inter-relationship between assessment and knowledge in a digital 
world, suggesting co-construction as a guiding principle. Often assessment is over-
looked in discussions of educational technology. Reimagining university assess-
ment is a key way to make teaching and learning applicable to a digital world.

2.1 � Introduction

Traditions cast long shadows. No matter when you were educated, you would find 
many aspects of today’s typical university assessments familiar, if not identical, to 
those held within your alma mater. Even if you attended university in the 1960s, you 
would find that many of the current undergraduate exams and the essays are still 
similar to the ones completed in your youth. However, many things have changed in 
the last 50 years outside of university assessment. Teaching and learning is being 
transformed. The collective content of the academy has exponentially expanded, 
particularly in the last two decades. The advent of many different technologies 

M. Bearman (*) · D. Boud · R. Ajjawi 
Centre for Research in Assessment and Digital Learning (CRADLE), Deakin University, 
Melbourne, VIC, Australia
e-mail: margaret.bearman@deakin.edu.au; david.boud@deakin.edu.au;  
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means that work and lifestyles found in the post-World War II period are distant 
memories. So it remains curious that even though universities may use digital tech-
nologies to conduct assessment, it is often in the same form as in previous genera-
tions, albeit more efficiently, at distance and at scale.

The digital era we live in has been called the ‘fourth industrial revolution’ 
(Schwab 2016, p. 26). There is no question that computing power and digital con-
nectivity have fundamentally changed our daily lives and our civic institutions. 
There has never been so much information available to so many, nor so many oppor-
tunities to disseminate individual views. The digital technologies that underlie these 
changes have much to offer university assessment. However, as described, traditions 
are remarkably persistent and new tools have tended to reinforce the same educa-
tional practices (Selwyn 2014, 2016). While exciting innovations exist, these mostly 
occur outside of mainstream educational practice. The dominant modes of univer-
sity assessment remain much as they were: demonstrations of knowledge, such as 
quizzes, tests or essays, which can be easily compared and graded. In a time where 
it is easy to access information rapidly and accurately, our assessments appear to be 
somewhat missing the point. They too often require a high degree of recall and offer 
little opportunity for student input or choice. Our overall impression is, in higher 
education, the digital has locked in an old set of ideas about assessment.

New paradigms of assessment are helping chart new directions, but these conver-
sations can be absent from most implemented educational technology systems. 
Contemporary views, familiar to most, suggest that high quality assessment should 
promote learning through demonstrated attainment that meets standards (Boud 
2017). Therefore well designed assessment requires well designed feedback prac-
tices that support diverse student trajectories throughout their courses of study and 
across their working life (Bearman et al. 2016). However, there is little discussion 
regarding how these contemporary views of assessment can mesh with the now 
ubiquitous digital technologies, educational or otherwise. Assessment is often over-
looked in educational technology conversations despite its pivotal role within the 
academy. As we explore later, institutions and educators reveal their values both by 
what is assessed and how (Knight 1995). We suggest that significant questions 
remain largely unaddressed: How can technology support forms of assessment that 
emphasise learning? How can assessments support living and working in a digital 
era, with its networked and rapid access to both people and information?

This chapter considers what reimagining assessment might look like in a time of 
digital change. In order to leave behind unhelpful legacies, we need to create a space 
to imagine what more we can do. Otherwise, our assessments and hence our univer-
sities may become increasingly misaligned with the digital world in which we all 
live and work. We commence by taking a closer look at what Selwyn calls the “digi-
tal university”: institutions enmeshed in both mundane and innovative technologies 
at a time when “historical changes in the processes of production of knowledge 
[are] characterised by high velocity and dizzying excess…” (Dahlgren 2018). We 
then offer three types of reimagining that can help shape new ways of assessing and 
hence learning in this digital world. We firstly consider reimagining the status quo: 
how we can design our assessment processes better to make use of the technology 

M. Bearman et al.



9

we currently have. The second type of reimagining explores reimagining new 
assessment designs that take account of the digital world. Finally we consider rei-
magining assessment designs for new ways of knowing.

2.2 � The Need to Reimagine

Technology has always been a part of human existence and technologies have both 
shaped and been shaped by social relations. In this sense, humanity swims in a sea 
of technology and for the most part we are blind to it. However, new digital tools 
have profoundly changed higher education: imagine a university without electronic 
journal access, electronic time sheets and learning management systems. Moreover, 
university students are constantly engaging with their own digital worlds (Aagaard 
2015); students’ digital selves are necessarily omnipresent during their studies. 
When they graduate they will likely draw on artificial intelligence (AI) to supple-
ment work and leisure activities. University staff, students and alumni alike live and 
work in the digital economy. So, higher education cannot avoid digital technologies, 
irrespective of whether deliberate attempts to harness technology to improve educa-
tion are successful.

So how are universities coping in this new digital era? Two scholarly works dis-
cuss how universities can situate themselves in the emerging technological land-
scape. The first deliberately situates in a kind of realpolitik pessimism to explore 
how technology and the university mutually shape each other. The second orients 
itself within a productive optimism and concerns itself with the role of the univer-
sity during a time of epistemic crisis. Both illuminate the challenges facing the 
university due to the rise of digital technologies.

In his 2014 book, Digital Technology and the Contemporary University: Degrees 
of Digitisation, Selwyn interrogates the current status of technology within the uni-
versity. He writes: “the pessimistic commentator [accepts] that digital technology is 
not bringing about the changes and transformations that many people contend…” 
(p. 18). He calls for “the very difficult conversations that need to take place about 
what digital higher education is, and what digital higher education should be.” From 
Selwyn’s perspective, technology is not neutral: it serves a variety of different and 
often competing agendas. He notes, as we have, that digital technologies tend to 
maintain the status quo. Most of the book dissects the often grim realities of digital 
technologies in our universities and outlines a range of ways in which administra-
tive and educational technologies “reproduce long-standing and deep-rooted struc-
tures and arrangements” (p. 141). However, in closing, Selwyn suggests we need to 
reimagine higher education in this digital era. He calls for changes in how we talk 
about educational technology, the physical spaces surrounding technologies, and 
the need for guiding principles which outline moral rules of engagement.

The second scholarly work of interest is Barnett and Bengtsen’s 2017 paper: 
Universities and Epistemology: From a Dissolution of Knowledge to the Emergence 
of a New Thinking. In contrast to Selwyn’s pessimistic stance, the authors “argue 
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that an optimistic university is a university-in-the-world and thinks the future from 
the world.” However, this call for optimism is set against an acknowledgement of 
how the digital age is shifting the notions of knowledge and truth: “…with the onset 
of digital reason, perhaps a new kind of truth value is emerging. What is in evidence 
in this regime is unstable truth, flickering truth, pictorial truth, and truth as digital 
picture, always likely and instantaneously to be replaced by another digital picture 
of the world” (p. 6). If the very notions of truth and knowledge have changed, then 
this necessarily impacts upon institutions whose core purpose is knowledge produc-
tion. The authors therefore suggest that the university has a mandate to assist broader 
society to make sense of digital knowledge and truth. In line with both this and 
Selwyn’s work, we suggest that reimagining assessment in a digital university is 
about considerably more than technology. It is about new forms of truth and knowl-
edge and what this means for our students’ learning, our own pedagogical practices 
and the place of the university in society.

We offer three different approaches to reimagining assessment pedagogies. We 
firstly consider how educators might redesign status quo assessment, with a particu-
lar focus on reimagining administrative systems more than pedagogy or technology. 
The second line of exploration considers the kind of assessment needed to take 
account of living in a digital world; we provide an example that focusses on the 
types of skills necessary to manage a professional social network. The final approach 
considers the place of assessment pedagogies in a broader context of changing truth 
and knowledge in a digital age, using the example of institution-student co-
construction of assessment.

2.3 � Reimagining the Status Quo

What is the pedagogical work that we want assessment to do but which seemed 
impossible prior to technological enablement? As educators and course designers, 
we have been shaped by administrative systems that were originally bounded by the 
constraints of paper communication. However, many of these constraints now exist 
purely by organisational convention. This can limit possibilities both for what we 
can do and what we can imagine as possible. Assessment within a university occurs 
within a series of administrative as well as pedagogical legacy systems. For exam-
ple, systems may require a mark out of 100, even when this is invalid or no longer 
appropriate. This is in part because universities have highly regulated themselves 
and assessment has many (sometimes unnecessary) policy restrictions. This has cre-
ated layers of bureaucracy, which are slow to shift. This is further compounded by 
some assessments being reified in technologies, such as Learning Management 
Systems (LMSs), which themselves become legacy systems almost as soon as they 
are rolled out into practice.

This is fundamentally a question of redesign and focusses on bringing together 
what it is we currently wish assessment to do, the affordances of the latest technol-
ogy and looking beyond the limitations of current administrative structures. There 
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are many potential examples of this. We consider one in particular: electronic sub-
mission of work that spans a course and how we could improve assessment pedago-
gies as a consequence of this ubiquitous change in university assessment.

Example: Reimagining Marks Through the Electronic Learning 
Portfolio  Students once had to physically submit assignments and collect the 
marked copies, usually from departmental offices, with marks manually entered 
into ledgers. Now electronic submission of assignments and submission of grades is 
taken-for-granted. This enables: submission by students at any time and in any 
place; composing and delivering comments without faculty or students having to go 
to a physical location; and grades and comments which are kept as a permanent 
record, avoiding loss of work. Pedagogically, this represents almost no change from 
a paper-based system. The gains have been efficiency-based: electronic submission 
greatly adds to the convenience of all parties and potentially saves each consider-
able time and effort on travel and handling. In addition to convenience, there are 
also organisational benefits: in the case of queries, dates of submission and return 
are precisely recorded and there is a permanent record of both student work and 
tutor response. However, this very capacity to electronically submit work and com-
ment and retain it have far reaching pedagogical implications, which we are yet to 
take full advantage of.

At the simplest level, the tracking of students’ performance occurs through the 
collection of marks for different assignments, their weighting and averaging for 
each course unit and the assembling of these across a course, ultimately leading to 
a final student transcript. However, this administrative system has not yet taken 
account of courses that are standards-based, which is now required by most organ-
isations. Instead, the legacy recording of grades and a grade point average provides 
normative data when criterion-based data is needed (Boud 2017); these marks do 
not represent attainment of a particular standard but rather a questionable statistical 
representation across a collection of non-commensurate tasks. If courses and course 
units are organised around course and unit learning outcomes, then it is attainment 
relative to these that need to be tracked. Currently, we use grades, which in them-
selves are merely weighted averages of marks on discrete assessment activities, 
with no account taken of whether they can be meaningfully combined. Dressel’s 
(1957, p. 6) critique of grades from 60 years ago still stands: “… an inadequate 
report of an inaccurate judgement by a biased and variable judge of the extent to 
which a student has attained an undefined level of mastery of an unknown propor-
tion of an indefinite amount of material.”

Once performance on learning outcomes for each course unit can be recorded, 
then it becomes possible for both students and educators to see progress towards 
overall learning outcomes across a program of study. This is entirely possible at 
present. Digital tools, such as ReView™, enable students and tutors to track perfor-
mance for every criterion on every assessment task for an entire degree program and 
for these to be displayed visually for students both in terms of their tracking towards 
course-level learning outcomes while also providing feedback information for each 
task (Thompson 2016). Thus, students can direct their attention to those program 
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learning outcomes most in need of development. This form of tracking also enables 
self-assessment to be readily incorporated and for students to receive feedback 
information on their judgements as well as their substantive performance over time 
(Boud et al. 2013).

This is clearly not a significant technological challenge. Many contemporary 
LMSs can be configured to allow much better tracing of assignments and feedback 
information than is possible with paper-based approaches. For example, students 
and educators should be able to readily see information provided to a student on 
previous assignments. Therefore, what is most urgent is to conceptualise how 
assessment can be constructed over an entire program. While pedagogy is the focus, 
this also involves an administrative reimagining – how might we think of assess-
ment that spans a program rather than a unit? How can assessment be reimagined in 
order to provide coherence to the student about what they are trying to achieve and 
how? The technological fix is trivial compared to the imaginative one. We illustrate 
both this triviality and complexity with the example of the course-wide electronic 
learning portfolio.

Learning portfolios are based on an old idea that has renewed merit. The keeping 
of portfolios by students is a long-standing practice in the expressive disciplines, but 
they have now been taken up across the board. At their most basic, portfolios are 
repositories of student work curated for various purposes. They are used to aid 
learning as well as to demonstrate progress, for example, through the approach 
known as a patchwork text in which students weave together existing written work 
collected as a new work to form a capstone achievement (Winter et  al. 2003). 
Originally, these were physical portfolios, often overly voluminous and difficult to 
manage. Such portfolios are rapidly being displaced by those stored electronically 
(albeit with material objects sitting behind images where necessary), often 
within an LMS.

Such electronic portfolios or e-portfolios can take a variety of forms but they are, 
generally, digital repositories of student work, some of which has been validated by 
formal assessment and some of which has not. The collection permits additional 
opportunities for students to manipulate, comment upon and curate materials con-
tained in it. Secondary processing is much easier within the digital space: students 
can select from readily available and previously assessed work, which demonstrate 
how they have met learning outcomes. This kind of secondary processing is the key 
to the e-portfolio and where redesign can be maximised. In addition to students 
selecting material that meets learning outcomes, they can also assemble representa-
tions of their achievements that they can curate and annotate for different purposes: 
applying for a job or gaining a research scholarship or developing a digital persona. 
They can add new meta-cognitive texts to these curated objects, which include 
thoughts in relation to the artefacts. In this way students can access and monitor 
their own work over time, both to observe their own progress in achieving greater 
competence in a particular professional area, to reflect on it, and to gain insight into 
what further work is needed to attain particular outcomes (Clarke and Boud 2018). 
However, the main barrier to the enhanced use of eportfolios is not the technology, 
nor educational design. It is the procedural structures of the university (such as 
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modularised self-contained units of study) which impede coherence across courses. 
A programmatic approach to the e-portfolio would allow a degree of student control 
across their course through their own choices in sourcing and manipulating repre-
sentations of their work across their program. It also allows students to track their 
own progress over time, without reliance on marks.

This example illustrates the challenges facing redesign. In many cases, the tech-
nology is available but also requires thoughtful pedagogy and most importantly, 
ways of rethinking how assessment is conducted beyond a single course unit. This 
means we need reimagined administrative and governance structures.

2.4 � Reimagining Assessment to Take Account 
of the Digital World

Society exists within a constantly connected and partially automated digital net-
work. Traditional assessment designs, which have tended to emphasise knowledge 
and recall, may no longer be suited to this dynamic and networked digital world. 
This is emphasised by the focus on the so-called twenty-first century skills such as 
problem-solving, teamwork and communication (see for example Griffin and Care 
(2014)). Application of knowledge rather than recall is deemed more critical in an 
era where information is so readily available. There is an opportunity to look beyond 
accustomed assessment designs to reimagine assessments for entirely new ways of 
thinking and working. For example, our assessments should take account of our 
smartphone tools or the algorithms that already guide our thinking through search 
engines. We provide one particular example here: the need to portray a digital self 
and the implications for assessment.

Example: Reimagining Assessment to Incorporate Constructing 
Personas  Creating a digital presence allows individuals to represent themselves 
within their various personal and professional online communities and it is increas-
ingly critical that individuals and employees have the skills to present digital perso-
nas. As is developed further in Ajjawi, Boud and Marshall (Chap. 6, this volume) a 
digital persona can be conceptualised as a series of portrayals within various social 
networks. As with any celebrity or linkedin profile, these representations are both 
real and constructed. A persona is not merely a digital presence, it is the perfor-
mance of the person within and to the social network.

This notion of deliberately constructing a persona within a social or professional 
network prompts different kinds of assessment designs. One such design could 
invite students to portray their self, image and achievements in digital assessment to 
different audiences, therefore changing what they choose to include in order to align 
with expectations of the particular network. Such strategic constructions of persona 
can be encouraged to distinguish individual student accomplishments rather than to 
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conceal their achievements through aggregation within a grade. Constructed perso-
nas represent achievement in a way that a transcript cannot.

Assessment designs that support persona development could encourage students 
to engage with different social media platforms across the span of their degree. This 
might start with limited tasks for smaller audiences, then expand in complexity and 
across wider networks as the student nears graduation. Consider the portfolio design 
described in the previous section. There are a number of social media performance 
artefacts that could contribute to the patchwork. In early years, students could pro-
duce a short video oriented to their colleagues talking about themselves, expecta-
tions of the degree and aspirations for their future. As they progress through their 
degree, students might ‘follow’ leading figures on Twitter and thereby identify the 
kinds of groups they wish to associate with professionally. They might analyse 
social media conversations to identify what matters to such groups and the ways in 
which the leaders and other represented there are positioned within it. This may 
prompt critical thinking with respect to joining such conversations. Closer to the 
end of their degree, students could present their own personas, emulating relevant 
others’ digital constructions on applications such as LinkedIn. The portfolio could 
be selectively opened for feedback comments from peers, educators and/or industry 
partners.

Another way of thinking about personas, is how the assessment artefacts within 
a portfolio represent the student to particular audiences. To give a discipline-specific 
example, an education student might develop a teaching plan utilising professional 
craft knowledge and their own teaching philosophies. The plan will then form part 
of their portfolio, engaging feedback information from peers and the educator. As 
students then undertake a placement later in their degree, they introduce the revised 
plan to their supervisor, discuss its applicability and then enact it in the placement. 
Reflection on the enactment and the students’ developing teaching philosophy 
might then be constructed as another blog post for the next work-placement, which 
could be made open to comment to a wider audience. Yet another part of the portfo-
lio could include students’ reflections on how they use different hashtags in com-
municating with their networks, what aspects of self are advanced and why. While 
these artefacts do not necessarily constitute a ‘profile’, they nonetheless represent a 
digital presence.

This iterative interaction with digital artefacts, industry and academia distributed 
through the portfolio enables students to construct different personas as they develop 
and reconstruct their achievements for different audiences. As illustrated, the influ-
ence of different networks on students’ identity construction and who has access to 
what can be explicitly discussed and reflected on through the design of the assess-
ment tasks. The use of modelling – both as a pedagogy and a practice – can become 
explicit and distributed. This alerts students to how personas are created within 
workplaces and encourages them to take account of the ‘rules of the game’. By 
encouraging students to portray themselves as part of their assessment they become 
more agentic, although still bounded by sociocultural constraints, and therefore can 
begin to influence their positioning for future opportunities. This allows them to 
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graduate with greater awareness of their role in the strategic construction of self and 
what they can offer their professional communities.

2.5 � Reimagining Assessment for New Ways of Knowing

The previous examples illustrate that assessments prescribe more than what stu-
dents should know, they also denote how they should come to know as well as show-
ing what they know and can do with this knowledge. In the nineteenth century, 
knowledge was seen as a relatively static truth, and assessments reflected this (Perry 
1968). In the twentieth century, there was a shift to multiple ways of knowing and 
relative truths; assessments reflected this societal shift (Perry 1968). Now, in the 
early twenty-first century, views of knowledge and truth are also changing with the 
rise of social media, algorithms and instantaneous information (Barnett 2017). This 
has implications for universities and university students. While the previous sec-
tions have described how reimagined assessments might take account of new tech-
nologies and emerging digital practices, this section explores the dynamic 
relationship between knowledge and assessment before illustrating the implications 
for assessment in a digital world.

Assessment exerts what Tan (2004, p. 654) calls “epistemological power”, as it 
presents a particular view of knowledge and the students’ relationship to that knowl-
edge. Compare the patchwork portfolio with the multiple choice question examina-
tion, which is still highly emphasised in some disciplines.

…By utilizing multiple choice questions, assessors are predetermining that the knowledge 
in a given field can be demonstrated through restrictive means and that students should not 
or need not be given the option to express their fuller views on the said question. This con-
fines the student to a closed interaction and reinforces the idea that someone else knows the 
answers to the question, so original interpretations are not expected. The teacher exercises 
epistemological power over the student by stipulating a fixed number of outcomes the stu-
dent can consider and by insisting that only one of the options is valid. (Tan 2004, p. 656).

Underlying the multiple choice format – and often the typical compare-and-contrast 
essay – is a singular premise: the student passes the assessment when they repro-
duce the correct way of knowing. However, as mentioned previously, this is often 
(but not always) an ill fit for our current era, where information can be plentifully 
provided with a single click. The patchwork portfolio or activities that involve per-
sona construction demand that students must manipulate presentations of knowl-
edge, which is arguably a highly important skill for the digital age.

These examples draw attention to the possibly outdated pedagogical assump-
tions that underlie our assessment processes. In the current era, we contend that 
assessments should help students navigate dynamic knowledge and truth structures 
which are the hallmark of the digital world. Next, we provide an example of an 
assessment pedagogy suited to the digital world to illustrate our contention: co-
construction of assessment in criteria.
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Example: Co-construction of Assessment Criteria  Different perspectives on co-
construction exist. However, two key tenets of co-construction are collaborative 
problem solving and a shared problem space. Both activities require constant nego-
tiations and expansion of meaning (Reusser and Pauli 2015). This process is inher-
ently fragile and often asymmetric, none more so than during assessment activities 
where power dynamics come most into play. To do it well, pedagogy needs to posi-
tion students as proactive thinkers, ones who make judgements about the quality of 
their own work and progress rather than relying on unilateral judgements of their 
teachers (Tai et al. 2018).

Co-construction promotes: knowledge as dynamic; educators as knowledgeable 
but not all-knowing; and students as capable of making their own judgements about 
quality of work. For example, when students work with educators to develop criteria 
for assessment, such as co-constructing a rubric (Kilgour et al. 2019), it may pro-
vide an opportunity to understand how notions of quality are constructed (Bearman 
and Ajjawi 2018). However, these types of activities are less common in technology-
mediated assessment. This is an irony: the pedagogies we most need to account for 
the digital world are the ones least likely to be presented in online only spaces and 
are limited to single unit solutions. However, co-construction of assessment criteria 
could also occur in virtual spaces. There is no reason that small online discussion 
groups can work on identifying criteria, which are then presented to the wider 
cohort. These could be the source of debate and reflection for both students and 
educators through a series of online activities. Finally, a mix of voting and educator 
selection could identify final criteria. While this might be logistically challenging 
within a large cohort, it is achievable through the affordances of digital technology. 
Through doing this, these types of pedagogies become accessible beyond single 
units and can become integrated into course designs at a larger level.

As this example illustrates, co-construction of assessment allows students to 
contribute to shared understandings of knowledge. This provides students with an 
opportunity to navigate learning and knowledge in ways that will serve them well 
throughout their lives. Meaning is derived through dialogues; the mutuality of 
exchange forms a key part of living and working in the digital world. It is about who 
is convinced as much as what is said; the act of persuasion changes both you and 
those around you.

2.6 � Conclusions: Assessment Reimagined

In this chapter we have sketched a range of reimagining that underpins ways we can 
think about assessment. As with all works of the imagination, what we propose 
necessarily builds on what is currently possible. Indeed, there are examples in all 
universities that have come a good way towards many of the ideas presented within 
our examples. It remains a challenge to shift from the small change within a unit, to 
a broader change across courses. However, it is increasingly imperative that we 
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reimagine how we design and administer our assessments. Without doing this, our 
assessments will become increasingly irrelevant to the digital world.
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Part II
The Changing Role of Assessment  

in the Digital World

Phillip Dawson 

This section deals with the fundamental shifts in assessment that are afforded, 
required or made inevitable by the digital world. It deals with questions that are of 
interest to practitioners, researchers and society at large: what should we assess in 
the age of artificial intelligence? Who owns the outputs of digital assessment? Is 
technology just providing a repackaging of traditional educational practices? How 
can we bridge the online worlds of education and the professions? These are ques-
tions that go beyond a technological determinist view of assessment and educational 
technology. Rather than just asking “what cool things can we do with technology?”, 
this set of chapters examines the broader social, ethical and pedagogical implica-
tions of the digital world.

There are four sub-themes in this section. The first deals with ethical matters. 
The second addresses feedback. The third, artificial intelligence. And the fourth, 
matters of digital practices and portrayals.

�The Ethics of Re-imagined Assessment

In society more broadly, the digital world has both led to new ethical challenges and 
the exacerbation of existing ethical challenges. This pattern applies to assessment as 
well, perhaps even more so, due to power differentials, high stakes, and the signifi-
cant time invested by educators and students. Bearman, Dawson and Tai (Chap. 3) 
offer an exploration of the moral, ethical and social dimensions of assessment in this 
new world. Their chapter prompts us to question how much agency learners and 
educators really have in digital assessment, and who owns assessment products 
when platforms of education are corporatized. They also raise concerns about diver-
sity, including the ‘invisible’ barriers that educational technology presents to learn-
ers. This last point is further expanded in Harris and Dargusch’s chapter, which 
draws on a study with low socioeconomic status undergraduate students at an 
Australian university (Chap. 8). They argue that assessment inequity existed before, 
and it appears to persist in the digital age due to three key causes. Firstly, student 
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self-efficacy with respect to assessment appears to still be a powerful factor in the 
digital world. Secondly, the digital world has not obviated the challenges of pre-
paredness for study amongst diverse cohorts. Thirdly, students continue to have a 
diverse range of other roles outside the university, and these still place pressure on 
their ability to participate in assessment. Taken together, these two chapters urge us 
to not just focus on the new ethical challenges posed by the digital world, but to also 
carefully consider any claims that old challenges have been technologized away.

�Feedback in a Digital World

Being both the site of immense dissatisfactions, and a key driver for learning, feed-
back has been the topic of much educational technology research and development. 
But how far have we really come? Pitt and Winstone (Chap. 7) focus on the subset 
of the technology enhanced feedback literature that studies audio, video and screen-
cast feedback. They identify three dilemmas. Firstly, they ask if these new forms of 
feedback are really about enabling feedback dialogues, or if they are largely about 
replicating existing monologic feedback practices. Secondly they ask if this tech-
nologizing of feedback is driven by pedagogy, or practical and logistical realities. 
Thirdly, they ask if these new feedback modalities really lead to improvements in 
student learning, or if they are largely just a way to improve student satisfaction. 
While their chapter focuses on feedback, its fundamental questions are useful more 
broadly in considering assessment in a digital world, as they question why we do 
what we do, and how we evaluate our practices.

�Artificial and Human Intelligences in Assessment

In a world where people are legitimately concerned that robots will take their jobs, 
we must ask: will robots take our assessments? These two chapters consider what 
the role of humans and computers will be as artificial intelligence becomes increas-
ingly sophisticated and able to take on roles previously done by people, both teach-
ers and students. Bearman and Luckin (Chap. 5) begin by exploring and defining 
what artificial and human intelligences are, and what they are good at. They provide 
examples to show the roles computers can play in assessing student learning, and 
what sorts of learning still need to be assessed in a world where computers can do 
so much. They provide an exemplar assessment task that requires students to dem-
onstrate uniquely human capabilities, and conclude by arguing that artificial intel-
ligence may force us to focus on what really counts in assessment. This theme is 
taken up by Dawson (Chap. 4), who focuses on cognitive offloading, which occurs 
when people use physical actions to make mental tasks easier; this can be as simple 
as writing something down to remember later, or it can involve more sophisticated 
technologies like translation tools or equation solvers. The chapter asks if students 
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should be allowed to use cognitive offloads in assessment, and if so, how they 
should be incorporated into assessment designs. Four principles for cognitive 
offloading in assessment are proposed. Firstly, that learning outcomes should be 
scoped with respect to the cognitive offloads allowed. Secondly, that lower-order 
outcomes should be allowed to be offloaded once mastered. Thirdly, that capability 
with cognitive offloading should be considered a desirable learning outcome. And 
finally, that students should learn how to evaluate the quality of the products of 
cognitive offloading. The view presented by these two chapters is not one of a robo-
pocalypse for assessment in a digital world, instead, it is one of optimism and con-
sideration for what makes humans special.

�Assessment as Digital Portrayal and Digital Practice

In an era of social media and technologized work, the boundaries between learners’ 
work, study and social worlds are becoming blurred. This sub-theme argues that the 
digital world demands a re-casting of assessment: as an act of portrayal, and as a 
digital practice. Ajjawi, Boud and Marshall’s chapter argues that digital assessment 
places great demands on how students present themselves (Chap. 6). Drawing on 
celebrity and persona studies, they suggest that learners strategically negotiate the 
versions of themselves they present in different contexts, including in assessment. 
Students need support to navigate their public and private online worlds and identi-
ties. Scaffolding students to manage their personas through assessment might act as 
a ‘bridge’ between higher education and the world of the discipline, profession and 
workplace. O’Donnell’s chapter (Chap. 9) also focuses on the digital world of 
assessment as a connector to the world of work, through authentic tasks. While 
assessment is already routinely digital, O’Donnell argues that much practice is sim-
ply the computerisation of existing approaches to assessment, which are heavily 
biased toward text; this echoes Pitt and Winstone’s arguments about digital feed-
back modes (Chap. 7). Instead of continuing to privilege composition, the chapter 
argues we should employ real-world digital design tasks. A detailed example is 
provided of a digital design task involving blogging. Common to both chapters is a 
concern for digital assessment as a way to support students in being and becoming 
members of their profession or discipline.
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Chapter 3
Digitally Mediated Assessment in Higher 
Education: Ethical and Social Impacts

Margaret Bearman, Phillip Dawson, and Joanna Tai

Abstract  As assessments become increasingly mediated by technology, we tend to 
focus on the immediate benefits of digital innovation. However, by utilising technol-
ogy, assessment is itself changing and this has implications for society at large. 
What are the social impacts, moral responsibilities and ethical dilemmas presented 
by digitally mediated assessments? There are likely to be real challenges for stu-
dents, individual educators and institutions. As assessments are increasingly deliv-
ered with technology, it is worth considering: who controls assessment work; who 
might be excluded by the new forms of assessment; and who benefits from assess-
ment labour. This chapter reviews the broader social and ethical landscape of digi-
tally mediated assessments and presents practical propositions to help navigate 
pressing ethical challenges.

Every day we see the emergence of new technologies. And every day we see a widening gap 
between progress and society’s ability to cope with its consequences. Klaus Schwab (2016)

3.1 � Introduction

New technologies present social and ethical challenges. Technology is not neutral; 
the interaction of people with technologies creates new ways of perceiving, think-
ing, doing and relating. Higher education assessment is no exception; old assump-
tions cannot be relied upon and a range of hitherto unforeseen ethical and social 
dilemmas are emerging as universities slowly embrace technology-mediated assess-
ment. This chapter explores the social impacts associated with overlay of assess-
ment and digital technologies and considers some of the ethical choices afforded to 
us as academics, assessors, researchers and learners. Ethical considerations perme-
ate all higher education contexts; while they may not be anyone’s initial and 
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immediate concern when thinking about assessment, they are important to ensure 
we are not harming our students, ourselves and our societies.

Society is being changed by digital technologies. We live in a digital world, 
where technology is often heralded as being innovative, exciting and future-oriented. 
At the same time, chatbots tweet offensive and malicious falsehoods (Neff and 
Nagy 2016) and Facebook data can be used without consent (Solon 2018). Reflecting 
this tension, discourses of technology in higher education polarise into doom and 
hype (Selwyn 2014). However, irrespective of pessimism or optimism, “digital edu-
cation is undeniably a ‘big deal’” (Selwyn 2016, p. xviii) Moreover, not all tech-
nologies are necessarily educational; university students’ off-task use of technology 
may be ubiquitous (Aagaard 2015). In short, digital technologies are both impactful 
and omnipresent in higher education settings.

Assessment also has significant impacts upon students, albeit of a more tradi-
tional kind. Assessment’s importance is illustrated by the often repeated mantra 
“assessment drives learning”. However, this nostrum doesn’t capture the social 
complexity underpinning assessment and assessment practices of both educators 
and students. Assessment concerns standards, knowledge and certification. As such, 
it shapes university students in many different ways (Hanesworth et al. 2018) and 
similarly, it also shapes academics (Raaper 2017). Assessment also ‘legitimises’ 
certain forms of knowledge (Shay 2008). At a simple level, assessment acts as a 
‘gate’ – to pass an assessment may provide entry to future employment, status and 
other opportunity. In short: assessment is power. It legitimises knowledge and has 
the capacity to include, exclude and ‘discipline’ (to borrow Foucault’s term) stu-
dents and academics alike (Raaper 2016).

The intersection of assessment (powerful) and technology (omnipresent) there-
fore deserves close scrutiny. Waelbers (2011, p. 138) suggests there is a need to take 
moral responsibility: to “take up the task of enquiring into the social impacts of 
technologies”. Others have taken up this challenge with respect to the ethical and 
moral use of technology in higher education (e.g., Selwyn 2014) with possibly the 
strongest focus in the area of data analytics (Slade and Prinsloo 2013), which argues 
that there is a moral imperative to act as well as to avoid using student data (such as 
assessment data) without permission. There is also a substantial literature on critical 
digital literacies, which reveal significant and diverse thinking about the ethical, 
political and ideological nature of digital literacies across all levels of education 
(Pangrazio 2016; Potter and McDougall 2017). However, we seek to conceptualise 
issues particularly pertinent to the intersection of technology and university assess-
ment, which we believe have not been discussed elsewhere.

We think this is particularly pressing due to the tremendous power exerted by 
assessment. At the same time, this is not an easy task because new technologies 
mean there are no precedents. Waelbers (2011, p. 67) notes: “falling back on estab-
lished moral rules is difficult when developing new technologies or employing new 
technologies in new manners.” She exerts us to use our “moral imaginations”. 
Therefore, we encourage readers, as they consult other chapters in this book, to be 
mindful of what else might occur, outside of the promising and positive results, and 
to think of alternate scenarios which might eventuate within different contexts. If 
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we are not looking for the challenges, the barriers, the equivocal results and the 
potentially damaging outcomes, then these unanticipated and undesired conse-
quences may become invisible.

The aim of this chapter is to explore some of the social impacts, moral responsi-
bilities and ethical dilemmas presented by digitally mediated assessments. These 
affect students, educators, administrators, policy makers, software developers, 
researchers and the broader communities which the academies seek to enhance. 
Ethical frameworks in healthcare are concerned with notions of the capability of 
individuals to make decisions about themselves; seeking to provide benefit and 
avoiding harm; and the just distribution of benefits (Beauchamp 2007). We see these 
having particular relevance to digitally mediated assessment in higher education 
around three topics: a) agency, b) diversity and c) labour. Embedded within these, 
we present three practical propositions to inform ethical design and implementation 
of digitally mediated assessments. Our concerns and propositions are clearly not 
exclusive, there are many others and there are many deeper philosophical and moral 
readings of our current digital world (see for example Waelbars (2011) or Pangrazio 
(2016)). Our thoughts are strongly influenced by its framing within our own context 
(higher education in metropolitan Australia) and we suggest readers could explore 
the social and ethical conundrums within their local contexts.

3.2 � Agency: Managing the Challenge of the ‘Black Box’

In higher education as in healthcare, the ability of individuals to make decisions 
about themselves is an important ethical principle. Recognising the interdependent 
nature of higher education, we believe this goal is better framed as agency. In gen-
eral, agency is practiced when individuals or their communities “exert influence, 
make choices and take stances in ways that affect their work and/or their … identi-
ties” (Eteläpelto et al. 2013, p. 62). We regard agency for students as being a peda-
gogically and socially important aspiration. It is not controversial to suggest that 
students should have a degree of agency over their assessment work in accordance 
with calls for students as “responsible partners” in assessment (Boud and Associates 
2010). This also aligns with Slade and Prinsloo’s discussion of ethical learning ana-
lytics (2013). They contend that student data and associated conditions should 
always be made known to students and students should be given a degree of agency 
over how this data is generated, manipulated and used (Slade and Prinsloo 2013). So 
there is general agreement from both the assessment and technology literatures that 
student agency is both desirable and necessary.

Enacting these principles presents significant challenges. Technology-mediated 
assessment are not necessarily enabling better practices. The affordances and con-
straints provided by particular platforms are frequently obscured. We suggest there-
fore that with respect to technology-mediated assessment, agency is not just a matter 
for students but also for educators.
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Educators can struggle to understand educational technologies. Sometimes edu-
cators are aware of an explicit ‘black box’, such as automated marking software (see 
Bearman and Luckin, Chap. 5 this volume). More frequently, the constraints of the 
system simply become part of the taken-for-granted nature of technology. For 
example, learning management systems and plagiarism software can implicitly con-
strain both educators and students through enabling certain (often simpler) types of 
assessment and making it more challenging to innovate or expand different kinds of 
assessment. Thus quizzes become even easier and groupwork becomes even harder 
to implement. In general, the constraints of technology may not be apparent to aca-
demics who have a complex and sometimes romantic view of technology in assess-
ment (Bennett et  al. 2017). If educators are struggling to acknowledge and 
understand the technologies or algorithms underpinning their assessments, how can 
they begin to explain them to their students? We contend that a necessary step 
towards agency is for both educators and students to sufficiently understand tech-
nology and assessment to make informed choices.

3.2.1 � Proposition 1: Build Necessary Skills and Literacies 
Within Technology-Mediated Assessment

In order to make informed choices about technology-mediated assessment, educa-
tors and students must be able to ‘read’ both the technology and the assessment 
formats. There is an urgent need for such capabilities. As highly complex forms of 
technology such as automated marking become more prevalent, the opportunity for 
“black box” algorithms becomes greater, which increases the risk of unknowing 
inappropriate use, particularly as educators and students do not have any prior expe-
riences with these digital innovations. Our choices as educators and students are 
generally predicated on previous experiences of assessment. For example, an educa-
tor who has only ever set paper tests for undergraduate school-leavers may have a 
reduced set of design considerations, when compared to a colleague who has spent 
time considering the assessment needs of a diverse cohort, with a blend of online 
and face-to-face students. Similarly, a student who does not understand what a wiki 
is nor why it might be used for assessment, may struggle to approximate the specific 
genre presented to them, and therefore resort to mechanistic approaches in order to 
maximise achievement. In this way, the data created by learning analytics or auto-
mated marking processes have the potential to be misunderstood and misapplied by 
all parties as there are no prior contexts to help shape understanding.

Building skills and literacies is a means to promote greater agency for both edu-
cators and students. In this way, educators and students can both draw from a full 
repertoire of choices when doing assessment work. For the educator, it avoids the 
trap of developing assessments according to technological imperatives rather than 
pedagogical purposes. For the student, it provides increased ownership over the 
assessment process.
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So what might these skills and literacies look like? At a simple level, ‘literacy’ 
can be considered the ability to ‘read’ and ‘write’. Elmborg (2012, p. 80) writes: 
“…To read something skilfully is to be literate. To be able to write something is to 
master the literacy.” We refer to this notion of literacy broadly as “skills”. At a more 
complex level, Freire and Macedo discuss how literacy is about reading “the world”; 
that being literate should permit “learners to recognize and understand their voices 
within a multitude of discourses in which they must deal” (Freire and Macedo 2005, 
p. 97). Literacies can be seen as a form of social change as much as skill develop-
ment (Freire and Macedo 2005; Pangrazio 2016). This is a significant point and we 
don’t wish to promote a ‘transmission’ model of assessment or digital skills. Instead 
we take the view that digital and assessment literacies are about understanding the 
plurality of meaning within assessment forms and digital technologies. Literacies 
therefore are necessarily about social, ethical and political concerns within a context 
of skill development.

Students and educators already come with varying degrees of digital and assess-
ment skills but it is important not to make assumptions. There is a view that digital 
skills are somehow different across generations. The myth of the “digital native” has 
been busted several times over (Bennett 2016; Margaryan et al. 2011; Selwyn 2009) 
and we should avoid misguided opinions of what “young people” like and are famil-
iar with. However, what students and educators need to know about digitally-
mediated assessment may not be easily itemised. Joint orientation to, and discussion 
of, technology and its purposes and functions in the assessments provides a useful 
way forward. However, building skills and literacies development into our assess-
ment pedagogies may produce better traction.

We offer two contrasting examples to illustrate both the possibilities and the 
limitations. The first example – PeerWise –has been extensively scaled and serves 
to develop both digital and assessment skills. The second example – the Learning 
Analytics Report Card (LARC) – is a smaller scale approach, but which develops 
critical digital- and assessment-literacies.

The PeerWise software develops assessment skills through engaging students in 
the process of making and refining multiple choice questions (MCQs) (Denny et al. 
2008). In this system, MCQs are used for learning purposes. All MCQs are student 
generated, and feedback can be provided to the question writers if there are errors 
within the question. When provided with such agency to contribute to assessment 
tools (albeit in a formative setting), students demonstrated the ability to detect errors 
and also agreed with faculty on the quality of questions (Denny et  al. 2009). 
Subsequent work identified that students who participated more frequently in the 
process of creating MCQs also performed better on end-of-semester assessment 
(which did not contain MCQs) than those with low participation. This association 
was present for both high and low achieving students (Bates et  al. 2012). The 
involvement of students in assessment creation is therefore likely to contribute to 
shared knowledge regarding assessment. The advantage of this approach is it devel-
ops skills regarding MCQs as well as how technology can mediate student contribu-
tions; the limitation is that it perpetuates a traditional form of assessment, which 
comes with many drawbacks.
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The LARC is an example of building digital literacies that may hold promise for 
assessment (Knox 2017). In short, 12 students were given access to limited learning 
analytics about their behaviours during the course (e.g., attendance, interactions, 
time on task) and the capacity to manipulate what was presented back to themselves 
and at what time. The LARC offered regular reports, with language that deliberately 
lacked nuance and therefore had the air of being slightly provocative: e.g., “you 
have usually been extremely social during the course but in week 12 you interacted 
less with others.” The students were offered an opportunity to reflect on each ‘report’ 
and through this make personal meaning regarding the potential for this type of 
assessment. The LARC pilot aimed “to highlight the entangled and complicit condi-
tions of data capture and surveillance, and to offer ways for students to both experi-
ence and reflect on forms of participation within the [learning analytics] process…” 
(Knox 2017, p. 50). The pilot data suggests that educators and students alike learnt 
through the LARC – about the constraints and affordances of learning analytics and 
computer generated feedback on assessment tasks. Indeed, the literacies are more 
than shared, they can be considered ‘co-constructed’ or jointly developed. However, 
the LARC is designed for those studying technology and society; this may limit its 
broader application.

These two examples indicate how skills and literacies inform agency with respect 
to technology-mediated assessments. They enable informed choices, both in the 
short and longer term. We suggest that it is worth considering the following when 
researching or designing technology-enabled assessments. See Box 3.1.

Box 3.1: Practical Considerations Regarding Skills and Literacies That 
Promote Agency with Respect to Technology-Enabled Assessment
•	 What do educators and students know about the constraints and opportu-

nities of the technology – and the assessment design?
•	 What do educators and students understand about the broader social con-

structions of technology-mediated assessments?
•	 How can low skill levels be accounted for?
•	 What opportunities do educators and students have to build their skills? 

How about their literacies?
•	 What impact might technological and assessment skills and literacies have 

on how assessment is designed, implemented and undertaken in a digi-
tal world?
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3.3 � Diversity: The Challenge of Inclusive 
Technologically-Enhanced Assessments

The promise of technology is that it can ensure greater access to higher education 
(Devlin and McKay 2016), particularly to those who have been excluded on the 
basis of: class, race, ethnicity, gender, disability, citizenship status or rurality. 
Technology-mediated changes such as online learning or text-to-voice readers may 
reverse some of this exclusion. However, there appears to be limited evidence gath-
ered to date to support some claims. In other words, the availability of technology 
does not automatically enable diversity, although there certainly is the potential to 
reach greater audiences.

Many universities now have policy on accessible design for technologies. This is 
often based on the considerable literature exploring universal design for learning. 
Universal design offers both principles and processes for designing inclusive and 
fair assessments through thinking flexibly and providing alternatives to accommo-
date individual differences (Almond et  al. 2010). This is important and laudable 
work but it may not be enough; over a decade ago, Hanafin et al. (2007, p. 438) 
wrote in the disability literature: “[higher education] assessment has both intended 
and unintended consequences, and consequences are greater for some students than 
for others.”

Unintended consequences are difficult to track, especially in relation to assess-
ment. Discrimination already occurs in assessment; for example Esmail and 
Roberts’ (2013, n.p.) study of over 5000 candidates sitting a postgraduate medical 
examination indicated that “subjective bias due to racial discrimination …may be a 
cause of failure…” Such biases may be ‘invisible’ to educators and other students 
and therefore there is particular danger when it comes to technology. Moreover, 
technology itself can be a source of discrimination, as technology is not cheap and 
while there is an assumption that it is ubiquitous, this is only an assumption.

The power imbalance inherent in the system is unlikely to facilitate diverse stu-
dents’ ability to appeal against or even point out these concerns by themselves. This 
power imbalance may be exacerbated by a rise in computational support to generate 
grades or provide feedback, as the underpinning algorithms tend to be derived from 
historical data. Though we consider the digital to be a facilitator of inclusivity, arti-
ficial intelligence tends to determine solutions according to previously submitted 
work. Thus it may continue to disadvantage diverse populations who do not fit pre-
vious patterns of achievement. How can we meaningfully ensure that inclusion is 
built in to our technology-mediated assessments and ensure that access to higher 
education is as broad as possible?
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3.3.1 � Proposition 2: Community Engagement Helps Identify 
‘Invisible’ Barriers

Inclusivity benefits all (Hanafin et al. 2007). However, educators may be unaware of 
the potentially deleterious impact of our assessments, due to the necessary con-
straints of individual experiences as well as institutional systems. This means ethi-
cal frameworks such as the Open University’s call for data modelling and analysis 
to be: “sound and free from bias” (Prinsloo and Slade 2017) have some limitations. 
In plain terms, we do not know what our own (inevitable) biases are. It is therefore 
important to work with all potential stakeholders to consider potential barriers to 
participation, which may be the result of digitally mediated assessments. The 
engagement of diverse lay people in the design and implementation of technology 
mediated assessment – most likely at a course or departmental level – may help take 
account of those ‘invisible’ cultural and contextual factors. There is a long tradition 
of lay involvement in health care (Entwistle et al. 1998) and there may be lessons 
for higher education. Lay people may be better able to illuminate and question prac-
tices which are taken for granted within the academy, but less so in general society. 
Of course, consultation should also include students, across the demographics of the 
enrolled cohort, and faculty, such as tutors/markers, academic developers, technol-
ogy support staff, lecturers, administrators and so on.

In addition to lay perspectives, the academy may also usefully seek information 
from industries outside education to inform better technology-mediated assessment 
practices. Health, military and other high-stakes fields have ongoing assessment 
requirements (Bennett Jr. et al. 2002; Castanelli et al. 2016), so may have innovated 
different forms of assessments which better deal with particular access issues. In 
some areas, they may gain from insights into university processes and so such con-
sultation may provide bidirectional benefits. However, the ‘industry of assess-
ment’ – the private enterprises who seek to make a profit out of assessment – also 
may present barriers to community engagement. Not all assessment is controlled by 
educators or even universities. For example, outsourcing assessment or grading to 
private enterprise is increasingly common. We suggest that the university sector 
must consider how to engage with these providers.

In summary, educators and institutions must examine themselves, in order to 
identify crucial dilemmas and potential pitfalls. This is not a fixed state as social 
norms shift and change; we may find old barriers fall and new ones emerge. Under 
these circumstances, the most ethical approach may be through repeatedly and gen-
uinely interrogating technology mediated assessment practices.

This proposition leads to three questions for all those involved in digital assess-
ment as outlined in Box 3.2.
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Box 3.2 Practical Considerations Regarding Identification of ‘Invisible’ 
Barriers to Diversity in Technology-Mediated Assessments
•	 What does enabling access really mean for technology-mediated 

assessment?
•	 How do we prevent ourselves from promulgating entrenched discrimina-

tions in the process of developing or implementing technology-mediated 
assessment?

•	 What opportunities are there for diverse stakeholders, including those out-
side of the academy, to have involvement in our assessment processes?

•	 How do we support our increasingly diverse cohorts through technology-
mediated assessment?
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3.4 � Labour: The Challenge of Assessment Products 
in a Digital Landscape

Assessment has traditionally involved students engaging in academic labour, the 
fruits of which were seen by educators and then kept by the student or discarded. 
Technology has changed this, by making it easier to store and duplicate the work 
students produce. This has created opportunities for software vendors to use student 
work to enhance the assessment process. However sometimes these players have 
additional motives. For example, academic integrity software vendors provide text-
matching services, which have greatly reduced incidence of copy-paste plagiarism, 
however to do so they have kept copies of student work. Students have taken legal 
action against this practice, unsuccessfully claiming that it infringed upon their 
intellectual property (Bennett 2009). Business models are also being built around 
students sharing their assignments online with their peers; concerns have been 
raised about the legality of those approaches and the boundary between the stu-
dent’s property and the university’s property (Rogerson and Basanta 2015). Both of 
these cases raise the question of who should be allowed to profit from students’ 
assessment labours.

In a digital world, students’ assessment labours can have effects beyond the 
boundary of the academy, and even beyond the domain of education and technol-
ogy. While it is heartening to see students’ work have an impact for the community, 
this impact is not always positive. For example, Wikipedia has seen many student 
contributions, and there is a small body of literature investigating the effects of con-
tributing to Wikipedia on students (Di Lauro and Johinke 2017). Despite the noble 
intent of those setting Wikipedia assignments, students often do more harm than 
good to Wikipedia, creating enormous work for long-term Wikipedians 
(Wikipedia 2018).
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Assessment is intended to evidence what students are capable of, however stu-
dents may need to be aware that in a digital world it may also form a permanent 
record of their mistakes. There may be secondary uses of this evidence against stu-
dents. This has been recently illustrated by the case of Dr. Bawa-Garba, a junior 
doctor whose reflections collected as part of an educational e-portfolio may have 
influenced a court case regarding lack of fitness to be a medical practitioner (Dyer 
and Cohen 2018). This case illuminates the potential consequences when asking 
students to post on Twitter, create websites, or upload videos to YouTube for assess-
ment purposes. Future employers of those students, and indeed, society, may look 
favourably or unfavourably upon these artefacts, depending on their content and 
tone. How then can we manage the social and commercial impacts of assessment 
labour, in a way that minimises their harms and maximises their benefits to students 
and society?

3.4.1 � Proposition 3: Technology Mediated Assessment Should 
Inform, and Be Informed by, Institutional Policies

Unlike other challenges discussed thus far, questions of the ownership, access to, 
and impacts of assessment products are generally answered through institutional 
policies. These are essentially legal questions and concern intellectual property (IP) 
arrangements. With respect to IP the World Intellectual Property Organization 
(http://www.wipo.int/portal/en/) offers comprehensive access to IP policies across 
countries that describe how institutions manage IP arising from assessments. On a 
related note, these institutions generally describe strict privacy protocols as well.

However, there are still pitfalls. The use of technology for assessment will be 
constantly developing and changing well into the future and some types of uses (and 
potential benefits and harms) will not be covered by current policies. Innovative 
educators who work with technologies outside their institutionally provided tools 
can find themselves in grey areas as policy catches up (Bennett et al. 2017). There 
are also points where the university policy is relatively powerless. For example, a 
range of software, including plagiarism detection software and learning manage-
ment systems have end user license agreements that require the “donation” of stu-
dent data. In these situations, students do not have full control of their intellectual 
property. Moreover, legal frameworks are not the same as ethical frameworks. 
Recent events such as the Facebook and Cambridge Analytica data breach (Solon 
2018) are clear examples of the evolution of what is considered appropriate to share, 
and the realisation that data are not as private or safe as they were thought to be. 
Constant vigilance may be required to stay abreast of new developments and modi-
fications to license agreements.

Through considering the questions in Box 3.3, we urge educators and designers 
of digitally mediated assessments to think about how the digital products of assess-
ment labour are being used.
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Box 3.3 Practical Considerations Regarding Assessment Labour, 
Institutional Policies and Technology-Mediated Assessment
•	 What interactions do students have with the broader community as part of 

this technology-mediated assessment?
•	 What digital work do students produce as a consequence of this assess-

ment and who else might see this?
•	 What are the institutional policies, ethical or legal frameworks that may 

influence how this technology-mediated assessment is implemented and 
how assessment products are stored?
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3.5 � Conclusions

Technology will continue to mediate and influence the format and processes of 
assessment into the future. One of the greatest challenges facing those who work 
with technology, is how they take account of an ever innovating landscape. 
Technological determinism might suggest that all human actors are shaped by tech-
nologies (Oliver 2011) and that the digital controls us, rather than the other way 
around. We reject this view. Our belief is that individuals have many opportunities 
to exercise agency, and therefore should seek to be moral, and to ‘do good’ through 
their practices.

In this chapter we have presented three concerns facing us as academics, asses-
sors and learners. There are many others. Readers may wish to invoke their “moral 
imaginations” to apply these to the other chapters within this book, or other work 
about assessment and technology. As you do so, we suggest you ask yourself three 
questions: Who controls? Who accesses? Who benefits?
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Chapter 4
Cognitive Offloading and Assessment

Phillip Dawson

Abstract  Cognitive offloading refers to using tools like notes, calculators or spell-
checkers to reduce the cognitive demands of a task. Assessment has a patchy history 
in attending to cognitive offloading. In some settings, such as exams, there are 
explicit rules that relate to cognitive offloading, such as the allowance or prohibition 
of textbooks and notes. However in other settings, particularly authentic open-ended 
tasks there is less clarity. This chapter proposes principles for incorporating cogni-
tive offloading into assessment, with a focus on transparency, programmatic assess-
ment, evaluative judgement and authentic assessment.

When you write something down to remember it later, you are engaging in ‘cogni-
tive offloading’: “the use of physical action to alter the information processing 
requirements of a task so as to reduce cognitive demand” (Risko and Gilbert 2016, 
p. 677). Although the term ‘cognitive offloading’ is relatively new, people have been 
cognitive offloading for a long time, with tools like pencils, calculators and word 
processing software. Assessment has also long been designed to allow or prohibit 
various forms of cognitive offloading, for example, an examination might allow or 
prohibit students to bring notes or other memory aids.

However, recent developments in both assessment and cognitive offloading tech-
nologies have created problems. Assessment has been shifting away from highly 
controlled and contrived tasks like in-person invigilated (proctored) pen-and-paper 
examinations toward other forms which are performed at a time and place of the 
student’s choosing under circumstances that are less tightly controlled. This pro-
vides many more opportunities for students to use cognitive offloading tools outside 
of the view of their assessor, making it difficult to know if the work students pro-
duce was done independently or with the help of tools.
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Our current digital world is characterized by rapid advancements in artificial 
intelligence and related technologies, which are providing more cognitive offload-
ing tools. One example is Computer Algebra Systems (CAS), which can be used to 
offload the solving of algebraic problems. Recent media reports have highlighted 
situations where students have used CAS tools against their assessors’ wishes 
(Biddle 2017). Similarly, students who have difficulty in paraphrasing sources can 
use online tools instead, ranging from translation software (Jones and Sheridan 
2015) to custom-made paraphrasing software (Lancaster and Clarke 2009; Spinbot.
com 2016). These tools enable students to be certified as having met outcomes they 
have not demonstrated themselves, and which they may not be capable of demon-
strating at that particular point in time. Premature or inappropriate use of these tools 
also poses a real threat to students developing those skills. Without guidance, stu-
dents may become dependent on these tools, but unable to make judgements about 
the quality of the outputs they provide.

At present a limited range of learning outcomes can be offloaded to tools. 
However, one of the long-term goals of the field of artificial intelligence is the 
‘Robot College Student Test’: the development of software that is capable of inde-
pendently completing the requirements of an undergraduate degree (Goertzel et al. 
2012). As progress toward this goal is made, further cognitive offloading tools are 
likely to become available that are capable of performing the work to demonstrate 
achievement of a larger range of increasingly sophisticated learning outcomes.

Given the threats cognitive offloading poses to assessment and learning, it may 
be tempting to ban some cognitive offloading tools. However, this may be mis-
guided given the increasing role that cognitive offloading is having in the work-
place. With the rise of artificial intelligence and other technologies, employees are 
increasingly concerned that their jobs may be taken by these systems (Brougham 
and Haar 2017). Although media have hyped the prospect of job losses, some pro-
fessions are instead reconsidering what the role of human professionals will be as 
technology starts to take on roles that were traditionally human. For example, Jha 
and Topol (2016) suggest that radiologists and pathologists may shift toward being 
‘information specialists’ who exercise judgement on the results of work undertaken 
by computers. This broader societal trend suggests that blanket bans on cognitive 
offloading at university may stymie the preparation of students for working in a 
world where artificial intelligence is rapidly developing. If assessment is to prepare 
students for a digital world where cognitive offloading is the norm, assessment 
needs to embrace it.

The challenge then is not how to stop students from undertaking cognitive 
offloading, but how to design assessment in such a way that it: (a) still ensures valid-
ity of judgements made about what students can do; (b) uses cognitive offloading to 
help students achieve broader and deeper outcomes; and (c) helps students make 
judgements about the products of their cognitive offloading. This chapter uses a set 
of familiar assessment concepts to develop principles for addressing cognitive 
offloading in a digital world. It commences with a review of some fundamental 
concepts and findings from cognitive offloading research.

P. Dawson
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4.1 � Cognitive Offloading

Cognitive offloading research is largely situated within the field of cognitive psy-
chology. Most of the research so far has been concerned with two key questions 
(Risko and Dunn 2015, 62): how do people decide if they are going to cognitive 
offload or not, and what are the effects of cognitive offloading on cognitive process-
ing. Most of what can be said empirically about cognitive offloading thus falls under 
those two broad questions.

Much cognitive offloading research has come from the perspective that the 
human mind is cognitively lazy (Risko and Dunn 2015). If given the choice to use 
our minds, or to offload, we’ll usually choose to offload, even if this means we need 
to expend physical energy. Several research studies have been designed using the 
‘choice/no-choice’ paradigm (Risko and Gilbert 2016), where participants are either 
required to cognitively offload (no-choice external), required to not cognitively 
offload (no-choice internal), or free to choose if they cognitively offload (choice). 
When given the choice, people usually opt to cognitively offload, even for very 
undemanding tasks where there is no benefit to offloading. For example, when 
asked to remember two letters of the alphabet (e.g., “PJ”) for a few moments, many 
participants opted to write the letters down despite little benefit to doing so (Risko 
and Dunn 2015). One assessment implication of this sort of cognitive laziness is that 
if we give students the choice they may be likely to cognitively offload even if they 
expect performance will not improve.

While it is possible to observe physical actions that result from choosing to cog-
nitively offload – like writing down a series of characters – cognitive offloading 
involves both the physical action and the non-use of mental resources. For example, 
participants who typed information into a computer remembered much less of the 
information if they thought the information would be saved (Sparrow et al. 2011); 
the physical action was the same, but participant belief that they did not need to 
remember resulted in cognitive offloading. However this result is not uniform across 
all media: in another study, participants who took a photograph of an object remem-
bered it worse than those who did not take a photograph, even when the participants 
immediately deleted the photograph (Soares and Storm 2017). Other studies have 
similarly found that for different types of tasks, requiring different mental capabili-
ties, decisions to cognitively offload work differently (Eskritt and Ma 2014). Current 
thinking in cognitive offloading research is that both cognitive laziness as well as 
metacognitive beliefs about performance drive decisions to cognitively offload or 
not (Risko and Dunn 2015). If someone thinks cognitive offloading will be less 
mentally taxing, or result in better performance, they will likely choose to do it.

Cognitive offloading can also take the form of deferring, if we know that some-
one or something else will do the work for us. In one study, participants who were 
tasked with solving anagram problems performed much more poorly and were less 
persistent if they were told that the answers would be available to them (Risko et al. 
2017). However, they did not believe this affected how persistent they were. This 
suggests that the common formative assessment design of asking students to solve 
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problems, and letting them check the solutions themselves, may lead to students 
choosing cognitive offloading in the form of checking the answer when the mental 
effort required becomes too high.

A danger in cognitive offloading is that we can start to believe we are capable of 
more than we actually are. If we know we can search the Internet for the answer, we 
may think we actually know the answer ourselves. In one study involving nine 
experiments, participants who had searched for information themselves remem-
bered it much more poorly than people who had information provided to them 
(Fisher et al. 2015). The participants who searched also had an over-inflated sense 
of competence with the information. The researchers made the suggestion that the 
search participants never bothered to truly learn because they felt they could find the 
information themselves. This suggests there may be a tendency to include cognitive 
offloads in judgements about one’s own capabilities.

Cognitive offloading has some similarities with earlier work on cognitive tools. 
That body of literature was focused on tools that support learning and it informed 
the development of educational designs and technologies (Jonassen 1992; Herrington 
and Parker 2013; Iiyoshi et al. 2005). Cognitive tools research is largely situated 
within the educational technology research literature. In contrast, the cognitive 
offloading literature is largely concerned the use of tools that have not been chosen 
for their educational merits, and the use of such tools outside of a formal educa-
tional setting. Where cognitive tools presented opportunities for educational design-
ers to build better courses, cognitive offloading presents assessors with the challenge 
of students themselves choosing to use tools that may hamper the effectiveness of 
the task.

There are two significant gaps in the cognitive offloading research that serve as 
caveats for the arguments in this chapter. Firstly, the majority of the empirical work 
on cognitive offloading has focused on memory or performance in small-scale tasks 
in lab settings; cognitive offloading is rarely studied in the context of large complex 
tasks that are used in authentic assessment. Secondly, although the research has 
much to say about how individuals choose to cognitively offload, it is relatively 
silent about how the choice should be made by someone else (e.g., an assessor). 
This chapter thus takes the conceptual core of cognitive offloading as a tool to 
explore contentious issues like the rise in artificial intelligence and outsourcing of 
work, rather than a set of empirically-derived propositions.

4.2 � Cognitive Offloading and Assessment

As a term in education, ‘assessment’ has a variety of meanings, and these meanings 
have shifted over time (Cookson 2017). This chapter takes Joughin’s definition that 
assessment means “[making] judgements about students’ work, inferring from this 
what they have the capacity to do in the assessed domain, and thus what they know, 
value, or are capable of doing” (Joughin 2009, p. 16). However it is also important 
to note that assessment serves multiple purposes (Boud 2000), and that cognitive 

P. Dawson



41

offloading may have different implications for formative, summative and sustain-
able assessment. This section considers the implications of cognitive offloading on 
different purposes and concepts within assessment.

4.2.1 � Cognitive Offloading and Summative Assessment

Assessment’s summative or certification purpose involves making valid and reliable 
judgements about what students are capable of based on what they have demon-
strated. When students use cognitive offloading in ways not intended by the assess-
ment designer, they threaten the accuracy of those judgements; for example, if an 
engineering assignment is meant to be solved without a Computer Algebra System 
(CAS) tool, but a student uses one, the judgements made about that student may be 
inaccurate. This relates to the choice/no-choice paradigm in cognitive offloading 
research. Given the results about cognitive laziness and the overall preference for 
cognitive offloading people appear to have, if assessment designers implicitly intend 
for students to do a task themselves (a ‘no-choice internal’ design) but students 
know they can cognitively offload, they probably will do so.

While cognitive offloading researchers design experiments around choice/no-
choice and internal/external binaries, summative assessment is only sometimes con-
ducted with explicit rules for these binaries. The most common example of explicit 
rules is in exams, which are typically conducted in a no-choice internal design (for 
closed-book exams) or a limited-choice design (for open-book exams), or even 
designs that allow for much more choice, such as open-book, open-web exams 
(Williams and Wong 2009) that are choice designs. Cognitive offloading may pro-
vide a useful construct for educators in choosing between closed and open book 
exams; students are less likely to remember the information in their textbook if they 
can bring it with them into the exam, however by offloading the remembering of 
information to the textbook they may be able to use cognitive resources to demon-
strate learning outcomes that cannot be offloaded to a textbook.

Outside of the context of examinations, the rules around cognitive offloading in 
summative assessment are somewhat less clear. Take, for example, the common task 
of paraphrasing information from a source. Paraphrasing is a core academic skill, 
and it is essential to be able to produce many genres of academic writing. However, 
it is easier to copy-paste text into online tools like ‘SpinBot’ (Spinbot.com 2016) 
and have the text instantly paraphrased than it is to actually do the paraphrasing 
yourself. It may also produce higher quality paraphrasing if your own paraphrasing 
skills are not well developed. There are dozens of other ways to cognitively offload 
academic skills, including approaches we may now think of as relatively benign, 
like bibliography generation, spell checking and grammar checking. The rules 
around which cognitive offloads are acceptable and which are not acceptable are 
rarely made explicit to students.

The primary purpose of summative assessment is to certify that students have 
met particular learning outcomes. However, if assessments are designed in such a 
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way that we do not know the extent to which the student has cognitively offloaded, 
we do not know if the student themselves has actually met the outcome. The prac-
tice of specifying learning outcomes without reference to the people or tools 
involved means that we generally do not know if the learning outcome was meant to 
be achieved with or without cognitive offloading. This is akin to certifying that 
someone can change gears in a car by testing them in their choice of a car with an 
automatic or manual transmission. For maximum transparency, where students are 
given choice with respect to cognitive offloading the learning outcomes and assess-
ment need to specify this.

4.2.2 � Cognitive Offloading and Assessment for Learning

The simplest definition of assessment for learning is that it is assessment which 
privileges assessment’s learning purpose over other purposes (Carless 2017). Given 
previous results from cognitive offloading research suggest (a) that people will 
offload if given the chance, (b) that offloading hurts performance in short-term 
memory tasks when the offloads are unavailable, and (c) that it can lead to blind 
spots in knowledge, cognitive offloading may pose a threat to assessment for learn-
ing. For example, imagine an English-speaking student who is learning Spanish, 
and undertaking a piece of formative assessment which requires them to translate a 
paragraph of text. Automatic translation tools like Google Translate are becoming 
more ubiquitous and the quality of the translations provided has increased to the 
point that they approach the quality required for admission to university, even for 
long and complex texts (Groves and Mundt 2015). There is concern that use of these 
translation tools may hamper student development in language learning, and also 
that policy is not keeping pace with technological development (Mundt and Groves 
2016). However, tackling this problem on its own will not address the broader threat 
that cognitive offloading poses for assessment for learning.

The cognitive offloading literature would suggest that, given the choice, students 
are going to offload assessment for learning tasks. In the presence of tools that will 
solve the entire problem like Google Translate, or problem solutions at the back of 
the book, students may persist with difficult problems for less time, and not even 
know they are being less persistent (Risko et al. 2017). This suggests that the choice/
no-choice paradigm may be very useful: if students are to use assessment for learn-
ing to develop skills that could actually be offloaded, then they need to be told not 
to use those offloads.

However, cognitive offloading may also offer benefits to assessment for learning 
in that it may increase the efficiency of students when undertaking work that cannot 
be offloaded. If students have already mastered some particularly time-consuming 
algebra that is fundamental for the assessment of a more advanced learning out-
come, then offloading the time-consuming algebra could support students in spend-
ing more time on the advanced learning outcome.
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4.2.3 � Cognitive Offloading and Sustainable Assessment

Boud’s (2000) concept of sustainable assessment proposes that assessment needs to 
serve students in the long term, and that our short-term obsession with marks and 
grades can lead to a long-term dependence on others to evaluate our performance. A 
core concept in sustainable assessment is the development of ‘evaluative judge-
ment’, which is students’ understanding of what quality work looks like and their 
ability to see quality in their own work and the work of others (Tai et al. 2018). 
Where cognitive offloading may threaten assessment’s learning purposes, it may 
actually help assessment’s sustainable purposes through requiring students to make 
regular judgements about the quality of the work produced from offloading. For 
example, as CAS tools become more sophisticated, students will need to be trained 
more in determining if the solution they have been provided actually addresses the 
problem; their ability to make sound evaluative judgements may become more 
important than their ability to do the work themselves.

However, if evaluative judgement itself is offloaded, this may similarly disrupt 
students’ development of this capability. The artificial intelligence community has 
long worked toward developing systems that can conduct evaluative judgements; 
examples include Google’s PageRank system that evaluates web pages, or auto-
mated essay scoring systems that mark student work (Dawson 2018). If students 
start to depend on these systems to understand if their work is good enough, they 
may become unable to judge the quality of work in the absence of such support.

4.2.4 � Cognitive Offloading and Authentic Assessment

When given the opportunity to cognitively offload, people tend to do so. This 
includes not only students, but also professionals. How, then, should the decision be 
made to permit students to undertake cognitive offloading or not – to set assess-
ments as choice or no-choice tasks? Authenticity may serve as a useful lens to view 
this decision through; the argument being that cognitive offloading should be per-
mitted to students to the extent that professional practitioners themselves engage in 
cognitive offloading.

Gulikers et al. (2004, p. 69) define authentic assessment as “assessment requiring 
students to use the same competencies, or combinations of knowledge, skills, and 
attitudes, that they need to apply in the criterion situation in professional life.” They 
proposed a five-dimensional framework, with one of the dimensions, ‘physical con-
text’, having potential for the inclusion of cognitive offloading. Gulikers et al. argue 
that the physical context of an authentic assessment task should reflect the tools and 
resources that practitioners use when conducting the same work. While not explic-
itly mentioned, cognitive offloading could be considered as part of the physical 
context of a task because it is part of the resources a practitioner may use. There is 
thus room to accommodate cognitive offloading as part of authentic assessment. An 
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authentic assessment view of cognitive offloading suggests that students should be 
allowed to engage in cognitive offloading if professionals do so. Taking the meta-
phor of choice/no-choice from cognitive offloading research, choice is authentic, 
and no-choice is inauthentic.

4.2.5 � Cognitive Offloading and Programmatic Assessment

Taking a programmatic view of assessment involves broadening thinking about 
assessment beyond just the immediate task or unit of study toward the entire degree 
or program of study (Schuwirth and Van der Vleuten 2011). Programmatic assess-
ment is concerned with scaffolding students toward achieving degree-level out-
comes, and certifying that students have achieved those outcomes. A programmatic 
view allows assessment designers to reduce over-assessing, by identifying instances 
where outcomes have already been sufficiently demonstrated. Taking a program-
matic assessment perspective on cognitive offloading, students need not do all of 
every task themselves. As long as an outcome is sufficiently assessed in the degree 
program without cognitive offloading, students should be free to use cognitive 
offloading at other times.

One way to incorporate cognitive offloading in programmatic assessment may be 
to use it as an instructional scaffold. At the start of a degree, students may be freer 
to choose the cognitive offloading they want to use, but by the end of a degree they 
may be required to do the entirety of a task by hand. Alternatively, a reverse-
scaffolding approach (Chase and Abrahamson 2015) could be taken, whereby stu-
dents are only allowed to use cognitive offloading once they have mastered particular 
outcomes. This might enable the achievement of more challenging learning out-
comes because the lower-level tasks have been offloaded; this is similar to primary 
school students learning their times tables before being allowed to offload them to 
calculators so they can solve more complex problems. Differing approaches may 
need to be taken with respect to different outcomes within a program, depending on 
the level of automaticity and consistency expected of a graduate with respect to the 
outcome: are they expected to demonstrate an outcome without help quickly and 
correctly every time, or is the ability to undertake that outcome at all enough?

4.2.6 � Cognitive Offloading and Academic Integrity

Academic integrity could be fruitfully rethought through the lens of cognitive 
offloading. In addition to the ethical element of academic integrity that is usually 
focused on (Bertram-Gallant 2015; Davies and Howard 2016), there may also be a 
cognitive offloading element. In the future, students may be required to cite not only 
the materials they have read, but also the cognitive offloading they engaged in. 
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Rather than focusing on each possible academic integrity blunder students can 
make, academic integrity as a field could usefully abstract away to the concepts of 
choice/no-choice and internal/external. Is there any difference from an integrity per-
spective if a student has purchased a bespoke essay from a website, or if they have 
used a computer program to produce one? These are both examples of students 
undertaking a no-choice internal task as if it were a choice task.

Returning to the ‘Robot college student test’ discussed earlier (Goertzel et al. 
2012), there are significant implications for academic integrity if this goal is met; 
any task a student is expected to do will be offloadable to technology. This again 
suggests the need to act in a principles-based way rather than separately responding 
to translation tools, CAS, paraphrasing tools and other offloads individually. When 
a computer can meet any learning outcome on behalf of students, which learning 
outcomes do students still need to meet?

4.3 � Five Principles for Incorporating Cognitive Offloading 
into Assessment

This chapter has argued that cognitive offloading is an unavoidable part of learning 
and working in a digital world, and that assessment should be designed with cogni-
tive offloading in mind. This section proposes five principles for researchers and 
assessment designers to apply cognitive offloading to their assessment work.

	1.	 Specify learning outcomes and assessment with reference to the cognitive 
offloading allowed

Clear specification of learning outcomes and assessment is fairer and safer for 
students, assessors, and the community (Biggs and Tang 2007). The current practice 
of specifying outcomes without reference to the assistance allowed is not transpar-
ent, and will become less transparent as cognitive offloading technologies become 
more sophisticated. Learning outcomes need to make mention of what sort of cogni-
tive offloading is allowable. Disciplines, institutions or departments may wish to 
establish lists of acceptable cognitive offloads for particular levels of study and 
make mention of these in official course documentation and in marketing the out-
comes of degree programs.

	2.	 Programmatically offload lower-order outcomes once mastered

Cognitive offloading is a natural partner to programmatic assessment, because it 
provides a vehicle to avoid repetitive over-assessment of some lower-level out-
comes. Taken together, cognitive offloading and programmatic assessment imply 
that once mastery has been demonstrated to the level required of the degree pro-
gram, the student should be free to offload. This raises the challenge of specifying 
the level of automaticity and consistency required of students before they are 
assessed as having reached the required level of mastery to offload an outcome.
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	3.	 Treat capability with cognitive offloading as an outcome

If assessment is to prepare students to function in a digital world, students need 
to learn about cognitive offloading. This includes not just learning how to use par-
ticular tools, but developing a conceptual understanding of cognitive offloading as 
applied to their discipline. In our students’ lifetimes the capability of cognitive 
offloading technology will likely continue to progress, so their ability to make deci-
sions about which tools to use, when to offload and when to do it themselves is key. 
Learning about cognitive offloading is not a purely technical skill and may include 
concepts like privacy, attribution of work and efficiency.

	4.	 Extend the development of evaluative judgement to include the products of cog-
nitive offloading

More complex cognitive offloading tools undertake work on behalf of students, 
such as paraphrasing or algebra solving. For students to use these tools effectively 
they need solid evaluative judgement, otherwise they risk building their own work 
on a foundation of incorrect or poor-quality offloaded work. Evaluative judgement 
has previously been defined as “the capability to make decisions about the quality 
of work of self and others” (Tai et al. 2018, p. 471). The term ‘others’ could be seen 
to imply persons, however if students are to master cognitive offloading they will 
need to learn to apply evaluative judgement to the work of computers as well.

	5.	 Use cognitive offloading authentically

Echoing earlier arguments about authentic use of technology in education (e.g., 
Herrington and Kervin 2007), cognitive offloading needs to be thought of as an 
authentic part of work. For an assessment to be considered authentic in a digital 
world, by default it should allow the same cognitive offloading that a professional 
would use.
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Chapter 5
Preparing University Assessment 
for a World with AI: Tasks for Human 
Intelligence

Margaret Bearman and Rosemary Luckin

Abstract  Artificial intelligence (AI) is changing how people work and live. There 
is an urgent need for higher education to recognise this change and respond. 
Assessments are key to this response. Old models of assessment draw on pattern 
recognition and recall, which will be of considerably less use to newer forms of 
employment. This chapter defines artificial and human intelligences, then distin-
guishes between them, outlining the things that humans can do that machines can-
not and vice versa. In particular, we suggest personal epistemology (“meta-knowing”) 
and evaluative judgement (making judgements about quality of work) are peculiarly 
human. Consequently, higher education assessments should focus on these capabili-
ties. We offer the example of a critical appraisal assessment as an illustration. By 
deliberately focussing assessments on areas where humans think better than 
machines, we can enhance graduates’ abilities to navigate through an 
AI-enabled world.

5.1 � Introduction

Artificial intelligence (AI) is currently changing the face of professional work. 
For example, tax companies employ deep learning systems to compile tax returns 
(IBM 2018) and police use facial recognition to identify suspects (Anthony 
2017). If future employment relies on a possibly exponential integration of intel-
ligent machines into the workplace, then it is critical that universities recognise 
this both in their curricula in general and in their assessment in specific. This 
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chapter explores the implication of the rise of AI for assessment in higher 
education.

The authentic assessment literature suggests that assessment should correspond 
to real-life conditions, thereby developing a relationship between the university and 
the workplace (Villarroel et al. 2018). AI is already part of this authentic landscape. 
Moreover, sustainable forms of assessment are those that develop skills which can 
be used into the future, not just for immediately passing the unit (Boud and 
Associates 2010). Ideally, completing any assessments should increase learners’ 
long-term capacity to work and learn. Therefore it is critical that assessments also 
reflect future employment and practice environments, which will be supplemented 
with AI.

Given the considerable implications of AI, this chapter takes some time to con-
sider the broad landscape. The first section defines both AI and machine learning 
and provides a concrete example of the current use of AI in assessment: automated 
marking. Next, we turn to describe human intelligence, and from this discussion 
focus on assessments that can develop meta-intelligences. In particular, we focus on 
assessments that develop both students’ understanding of knowledge itself (per-
sonal epistemology) as well as their understanding of what constitutes quality (eval-
uative judgement). Finally, we provide an example of a re-imagined assessment that 
would prepare learners for a society, where AI is integrated into the fabric of work-
ing and living.

5.2 � AI and Machine Learning

5.2.1 � What Is AI?

AI is a term that is frequently used but not always understood. As Scherer (2015) 
notes, it is very difficult to define AI, partly because we lack a good definition of 
“intelligence”; consequently, there is little consensus. A Wikipedia entry on AI 
notes that it is simply “intelligence demonstrated by machines” (Wikipedia 2018). 
By this definition, almost every technological device we own may be considered 
intelligent from our old-fashioned calculators to our map apps on our smartphones. 
The intelligence of these machines is constrained by their hardware as well as their 
software.

In this chapter, we focus on a particular type of ‘more intelligent’ AI, which 
demonstrates what Russell and Norvig (2016) might call ‘rational’. This type of AI 
seeks to take the “best possible action in a situation” (Russell and Norvig 2016,  
p. 30). We can intuitively understand the difference between using a calculator to 
compute a statistic (designed to be a tool) and software that implements a statistical 
calculation without input from humans (designed to take the best possible action). 
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In AI terms, this is also reflected in the fact that we have two basic implementations 
of AI: AI that does not learn and the actions that must be programmed in advance by 
the system developer; and AI that learns and that can change its behaviour on the 
basis of new information. The latter systems use “machine learning” techniques. 
Machine learning refers to those algorithms and systems that “improve their knowl-
edge or performance with experience” (Flach 2012, p. 3). Machine learning is fre-
quently reported in the popular press. Examples include AIs that beat humans at 
games such as go or chess, or that drive autonomous vehicles, or are able to respond 
to our spoken requests using Natural Language Processing, or can decide  if the 
photo of us taken in the e-passport gate at the airport is the same person as our pass-
port photo. Machine learning is also used by almost every email provider to filter 
spam; every email we receive has some kind of intelligent software that is con-
stantly identifying new forms of ‘junk’. 

Turing once famously proposed an “imitation game” whereby an interrogator 
had to judge from a transcribed response whether a machine was imitating a human, 
or was in fact a human (Turing 1950). However, this masks some of the more impor-
tant features of AI.  Machine learning is not the same as human learning, nor is 
machine intelligence the same as human intelligence. There are fundamentally three 
main components to machine learning AIs. Firstly, there are data about concepts or 
phenomena to be learnt, which act as input to a computational system containing 
one or many learning algorithms. Secondly, the system iteratively calculates out-
puts, based on these inputs, often many millions of times, and thirdly, the system 
uses necessary power and memory capacity, frequently entailing modern processing 
and cloud storage. It is this ‘perfect storm’ of the coalescence of advanced machine 
learning algorithms, large data sets and affordable powerful computer processing 
and memory that has resulted in the surge of AI applications being scaled across 
the globe.

These three components that comprise machine learning may be easiest to under-
stand with the example of email filters, which are so pervasive that we barely notice 
them. All incoming email forms the data. The software classifies email (inputs) as 
either ‘junk’ or valid communication (outputs) based on its learning from millions 
of emails, keywords and email features. The system classifies email many millions 
of times, drawing on necessary computational power and memory capacity. During 
this process, users can flag “junk” and the email filter will take account of this. 
However, while AI outputs can ‘imitate’ human outputs (and vice versa) this does 
not mean that human intelligence and AI are equivalent. In our email filter example, 
if we were to scan by hand, we might remove more junk but be significantly less 
efficient as we would be overwhelmed by the amount of junk email we would 
receive. It is a task well suited to AI not human intelligence. It is AI’s capacity to 
undertake certain tasks more effectively and efficiently, that is shaping how 
humans work.
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Work is being irrevocably changed by AI and machine learning. The popular 
press sometimes predict a fearful future: “…advances in AI are disrupting industries 
and posing a threat to the job security of millions of workers worldwide. The jobs 
of office clerks, receptionists, customer service reps, analysts, marketers, doctors, 
attorneys, underwriters and creatives could be replaced by AI in the next decade” 
(Kucheriavy 2018). While there is no question that there is digital disruption, this 
underplays the advantages we have enjoyed thus far (such as the email filters). We 
would like to take a more nuanced approach and outline the relative advantages of 
the different types of intelligences.

5.2.2 � The Value of AI and Machine Learning

AI works at scale and at speed. Given appropriate infrastructure, AI is always avail-
able and can be responsive at any time at a constant cost. AI can draw from, what is 
for humans, unimaginably large data sets. Likewise, machines can perform tasks – 
and therefore learn  – seemingly endless repetitions. Additionally, AI is not con-
sciously bounded by social norms or prepared to be satisfied with notions of ‘good 
enough’ outcomes, which can limit human thinking (Scherer 2015).

Given these broad advantages, there are particular characteristics of tasks that are 
likely to be supplemented or replaced by machine learning. These are tasks that 
have large scale data availability, are useful to many people and have clear condi-
tions denoting success. The latter may be identified via rules (as with games such as 
go or chess) or it may be available through other means such as analysis of a large 
amount of human data. The criteria for success however may be more nuanced than 
first appears and we humans need to ensure that we make very careful and thought-
ful judgements about success. For example, Alpha Go built by Google Deepmind 
beat world champion go player Lee Sedol (Newcomb 2016). By this we mean that 
Alpha Go won more games. However, if go is a game that is about building social 
relationships with other people in one’s community, then one might legitimately ask 
if AlphaGo did in fact ‘win’. In other words, if we look beyond the scoring of games 
to the broader cultural contextualisation of the game then we may judge AlphaGo to 
have been less successful, since it did not build any social relationships with fellow 
go players or build cultural capital beyond AI.

Despite the rapid rise of AI, the fundamental principles and therefore the funda-
mental limitations underpinning machine learning have not changed a great deal 
over many years. In our view, the AI revolution has been prompted by: a vast 
improvement in physical computational power; the overall shift to a digital land-
scape enabling large stores of data; and innovations in developing simultaneous 
computational processes. While there is no question that AI continues to expand its 
capabilities, there is as yet, no indication that AI can do everything the same as or 
better than we humans. Of course, we cannot account for the future, however we 
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speculate that the next shift in AI will not be to make machines more human, but to 
provide additional capability for us humans that we cannot yet envisage.

5.2.3 � Example of AI in Higher Education: Machines 
as Assessors

Machine learning is already having a radical impact on higher education assessment 
processes. Possibly the most prominent use of machine learning is with respect to 
the automated scoring of written texts, a field that is around two decades old. We 
will use this as an example to illustrate the relative merits of machine learning and 
human intelligence and why reimagining assessment is so important in the age of AI.

Automated essay scoring is based on machines learning the characteristics of 
essays associated with grades through a corpus of already marked material. A sub-
mitted essay is compared with this pre-defined set. The essay is given a numerical 
grade based on linguistic similarities between the submission and the corpus of 
material (Kovanović et al. 2015). Under these circumstances, automated essay scor-
ing is shown to be comparable, and possibly better than, human graders (Landauer 
2003). More recently, work is using similar types of systems to provide information 
to students about their work; the key advantage here is that the student does not have 
to wait for a human to have time for human feedback, they can get comments as they 
need it. A study of 1.3 million student essays indicated that providing students with 
formative feedback scores is correlated with an improvement in essay quality (as 
marked by the automated system) (Foltz and Rosenstein 2015). This indicates both 
the potential for such systems and the scale of their reach.

The limitations of automated scoring systems are considerable. There needs to 
be a relatively constrained stable set of responses, which means that the essay 
prompts have to be restricted to particular topics and tasks. A recent study suggests 
that such systems are bounded by the quality of the original data that was used to 
train the machine to associate grades with certain linguistic patterns (Wind et al. 
2018). Finally, the algorithms cannot provide an explanation or justification of the 
grade: and this accountability is often one of the  key demands of educators 
(Luckin 2018).

Taken together, this snapshot of a field of research indicates the strengths and 
weaknesses of current approaches to machine learning for use in education. With 
respect to strengths, machine learning techniques can be very accurate and used at 
very large scales to both assess and improve student essays. The efficiency gains 
and the capacity for information-as-needed are key advantages. On the other hand, 
as the systems are based on patterns derived from a particular data set, these advan-
tages are subject to the topic and task being amenable for this type of grading and 
the original human grading to be appropriate. This means that this approach is not 
useful for assessing innovative or unique types of thinking and the in-built biases of 
humans may become amplified in grading processes. Further, feedback is 
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conceptualised as a score, and does not involve a contextualised explanation of the 
reasons for the score. Finally, and possibly most importantly, automated essay scor-
ing illustrates how current machine learning approaches align with the assessment 
we already do, rather than promoting the assessment we will need into the future.

5.3 � Human Intelligence

While AI approaches to current assessment may help us deliver the assessment we 
are already doing, this chapter is concerned with exploring assessment that will be 
useful to us in an AI world. It is worth taking a slight detour to reflect on what 
human intelligence has to offer, particularly in an increasingly digital world.

Intelligence is an altogether tricky term. On the one hand, it has traditionally 
been cast primarily as a “mental ability”, even when taking account of environmen-
tal factors (Sternberg 1997). However, in the era of AI, it forces us to consider 
‘mental’ as being somewhat different to an abstract cognitive state. As humans, our 
thinking intersects with our perceptions, emotions and experiences. We have often 
over-emphasised the rational (Buchanan 1992); our most productive and creative 
thinking is sometimes unconscious (Lawson 2006). While we sometimes think of 
our bodies as limiting (being tired or angry or stressed), they also provide huge 
advantages. Humans have sensory inputs that allow them to experience and think 
differently at different times, and respond to different contexts. Human intelligence 
is intertwined with lived experience, thinking draws on memories, interpersonal 
relationships as well as an infinite array of materials and contexts. Today’s thinking 
becomes yesterday’s memory. Altogether this means that human thinking is remark-
ably diverse with influences depending on the time of day, the state of the body and 
the social pressures of the era.

In 2018, Luckin proposed a model of human intelligence with seven interwoven 
elements, which takes account of the differences between people and machines. She 
writes  (Luckin 2018, p. 64): “… I use the word element because it characterises 
something that is essential and significant. Each element in this interwoven intelli-
gence model does not come with expectations of being a particular size or shape, or 
of fixed dimensions. Throughout our lives we develop our intelligence within and 
across the seven elements that I propose, some more quickly than others. I must 
stress that these are not separate intelligences, but different elements over a complex 
interwoven whole.” Luckin’s model includes academic intelligence or ways of 
understanding and applying knowledge and social intelligence or how interacting 
with others helps us understand and apply knowledge, both as individuals and as 
communities. It also proposes five forms of meta-intelligences  – ways through 
which we develop and regulate a knowledgeable understanding of ourselves (Luckin 
2018). These are what allow us to: direct our efforts; reflect on our experiences; set 
goals for the future and explain these goals to others; and identify deficits or 
strengths. The five meta-intelligence elements are: meta-knowing (knowing what 
knowledge is and how to use it); meta-cognition (knowing and directing our mental 
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activity); meta-subjective intelligence (knowing and regulating our motivations and 
emotions); meta-contextual intelligence (knowing how our physicality interacts 
with our particular context); and perceived self-efficacy (judging how well our intel-
ligence can equip us to succeed in particular situations). Looking at this list, it is 
clear that human and computer intelligence are very divergent.

One clear attribute of human intelligence, which is not shared by AI, is being 
able to define what constitutes success. While algorithms can alter themselves, and 
hence derive new and innovative combinations, machines as yet can’t define and 
defend quality. Machine learning achieves ‘best possible’ through pre-defined indi-
cators or by deriving indicators based on patterns of previous human behaviours. 
Success therefore, depends on what is already known or what has already happened. 
On the other hand, humans create indicators of success in the present, with an eye 
to the future. Human intelligence can reconcile competing views of success by find-
ing a new solution, and then persuade others as to why this is better. This presents 
us with some guidance as what might be useful to assess in humans, as we explore 
in the next section.

5.4 � Assessing Human Intelligence

Many assessments are drawn from a time when machines could not perform any 
cognitive functions and focus therefore on academic intelligence alone. While aca-
demic intelligence still holds a very important place in working and learning, the 
relative emphasis by assessments on this single element of intelligence presents a 
particular misalignment with modern life. AI and machine learning’s strengths are 
in applying knowledge – and machines are increasingly better at this than humans. 
But they have significant limitations in other areas. We suggest therefore that we 
should be directing our students towards things that they can do better than machines.

Students adapt their behaviours because of their assessments (Swanson et  al. 
1995). If we want students to develop certain intelligences then it is highly impor-
tant that we assess these. More than this, we want sustainable assessment: assess-
ment that will assist the student learn into the future (Boud and Associates 2010). 
Together, this leads us to ask: what elements of human intelligences should we be 
assessing and why?

The meta-intelligence elements seem like a good place to start. These elements 
are the conscious direction of our own selves. They allow us to project from the past 
and the present to think or act differently into the future. We think two elements in 
particular are very useful: meta-knowing and perceived self-efficacy.
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5.4.1 � Meta Knowing

Meta-knowing is essentially what is called ‘personal epistemology’ or thinking and 
beliefs about “knowledge and knowing” (Hofer 2001, p. 355). Perry’s 1968 seminal 
work on intellectual development in liberal arts college students was one of the first 
studies to explore how personal epistemologies develop. He described intellectual 
shifts; most students went from thinking about knowledge as absolute and authori-
tative to assume a more nuanced understanding that knowing is complex, relativistic 
and ambiguous. This general development from a more naïve to a more sophisti-
cated understanding of knowledge has been marked by many others (Luckin 2018). 
A sophisticated personal epistemology is considered important to our intellectual 
advancement. We need to understand what knowledge is in order to know what it 
means to know something. We need to recognise what evidence means – with all its 
flaws and limitations – and how to make judgements based on that evidence in a 
complex and ambiguous situation in order to construct our knowledge. A personal 
epistemology is also very human – unique, contextualised, based on past experi-
ences and full of personal meaning. It enables us to make decisions about what we 
wish to know and how we come to know it. It is hard to imagine an AI with a per-
sonal epistemology.

Interestingly, Perry (1968) also noted that the assessment practices themselves 
had exponentially changed in the first half of the twentieth century, from involving 
one frame of reference to requiring consideration of two or more frames of refer-
ence. This illustrates two things: firstly, personal epistemology development and 
assessment are strongly inter-related; and secondly, that what we require from intel-
lect and assessment alike can shift radically across time.

5.4.2 � Perceived Self-Efficacy and Evaluative Judgement

Luckin (2018, p. 56) suggests that perceived self-efficacy may be the most impor-
tant element contributing to human intelligence. She notes that perceived self-effi-
cacy: “requires an accurate evidence based judgement about our knowledge and 
understanding, our emotions and motivations and our personal context. We need to 
know our ability to succeed in a specific situation and to accomplish tasks both 
alone and with others. …” Luckin’s formulation of perceived self efficacy has 
strong parallels to the idea of ‘evaluative judgement’. Evaluative judgement is “the 
capability to identify the quality of work of both self and others” (Tai et al. 2018, 
p. 467). In other words it’s how we assess work, determine whether a piece of work 
is ‘good’ or ‘bad’ and why. It is increasingly seen as a purpose for assessment: that 
is, doing assessment should develop students’ evaluative judgement so that they can 
continue to do the work into the future.

Evaluative judgement differs slightly from perceived self-efficacy. In particular, 
it links understanding quality in our own work with the notion of understanding 
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quality in general. That is to say, we can’t assess how well we are doing unless we 
can judge what we are striving for. Overall, we propose that a high level of per-
ceived self-efficacy is required to make good evaluative judgements. Conversely, an 
ability to make evaluative judgements reflects a sophisticated perceived 
self-efficacy.

Higher education by its very nature builds students’ evaluative judgement capa-
bilities. For example, at the end of a science degree, a student can recognise what 
constitutes rigour in a scientific experiment. They can critique their own work and 
that of their peers; identify deficiencies and remedies. Through doing their degree 
– critically reading papers, doing simulations and conducting experiments – they 
may come to learn what quality means for a scientist and how this quality is repre-
sented in their own work. However, ‘evaluative judgement’ is not necessarily about 
the ‘best possible’ – it is about interrogating what constitutes ‘best’ within a particu-
lar situation. Both perceived self-efficacy and evaluative judgment are discipline or 
context dependent (Luckin 2018; Bearman 2018): that is, they are not ‘generic’ 
capacities. Possessing strong perceived self-efficacy or evaluative judgement in art 
history does not imply that there is any link to an equivalent intelligence or capabil-
ity in carpentry.

5.4.3 � Assessments That Build Personal Epistemologies 
and Evaluative Judgement

Personal epistemology and evaluative judgement are strongly linked. In order to 
determine what constitutes ‘good’ work, a student has to possess a sophisticated 
series of beliefs and thoughts about what knowledge is and how it can be applied. 
These are uniquely human approaches, and produce uniquely human outputs. It 
shifts the focus from being successful (yes or no), to coming to understand how suc-
cess is constituted. By focussing on both developing personal epistemologies and 
also evaluative judgement, we can graduate students who will understand how to 
identify and qualify ‘success’. In other words, our assessments can more overtly 
interrogate the links between quality, knowledge and the work of themselves and 
others. Our students will come to manage subjectivity, variance and diversity.

Assessments that build evaluative judgement through judging the work of self, 
peers and experts are described in the literature (Boud et al. 2018). Assessments that 
measure epistemic development are also reported (Hofer 2001). What we are pro-
posing is that, in a time of AI, a proportion of our assessments should both assess 
and develop personal epistemology and evaluative judgement. We will explore what 
this explicit approach might look like through the example of a critical appraisal 
assessment in an undergraduate health sciences degree.

Critical appraisal assessments and similar are provided in many courses but are 
often seen as peripheral rather than core foundational knowledge. We suggest this 
does not reflect the needs of the digital age, when the exams or essays which test 
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academic knowledge should become increasingly less important in higher educa-
tion. Critical appraisal develops personal epistemology (coming to understand what 
a scientific knowledge is) and builds evaluative judgement (capability to identify 
quality of scientific trials). Critical appraisal is not only a scientific phenomenon, 
similarly, students could be appraising or critiquing a short story or software code 
or a legal argument or an architectural drawing. However, we propose that critical 
appraisal is not a ‘one off’ assessment, but a series of tasks over time, which develop 
in complexity as the student develops their capabilities.

5.5 � Example: Critically Appraising Scientific Papers 
in the Health Sciences

Assessing if a scientific study is high or low quality is not just about rules. It is about 
more complex notions; it is possible for a study to meet all the rules (be well 
designed, randomised, etc) but still be fundamentally meaningless (Bearman 2016). 
Therefore, our assessments should also draw on these more complex ways of engag-
ing with knowledge. In order to do this, students need to develop their personal 
epistemologies. When students start a science degree, they may initially hold all 
scientific papers as authoritative. Over time, as they become more expert, they come 
to realise that not all studies are good studies, and further, what constitutes scientific 
knowledge is contestable. However, teachers may make assumptions that this devel-
opment in thinking will be osmotically absorbed through the discourses, words and 
environment. Assessment – coupled with teaching of course – can provide deliber-
ate opportunities to extend personal epistemologies.

In many ways, assessments are arbiters of what the student sees as important. We 
suggest that assessments can and should prompt students to extend their meta-
intelligences, particularly meta-knowing. Students can always be asked to articu-
late: what type of knowledge is held within this task? What meaning does it have for 
others? What meaning does it have for me? We also suggest that these ideas should 
be accompanied by clear rationales as to why these types of reflections are impor-
tant. This will assist students to see both: (1) value developing their personal episte-
mologies and evaluative judgements; and (2) simultaneously building their 
understanding of their future in a digital age. In other words, students should be 
made aware that part of what these reflections are doing is articulating what parts of 
the task are better completed by machines and what is better done by humans.

In our example, which is set in an undergraduate health sciences degree, we pro-
pose three linked critical appraisal tasks across three years of study (see Fig. 5.1). 
At first year, the expected level of personal epistemology is lower  and we 
wouldn’t anticipate a good understanding of what constitutes a high quality scien-
tific study. The first year student is supplied with a publication, say a randomised 
controlled trial of a medication, and a standardised checklist of features that indicate 
study design quality (such as the CONSORT statement (CONSORT 2010)). 
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Assignment 1 Critically appraise a 
paper using a checklist
Gradable tasks

Discuss how knowlege is
constituted in this task
Discuss what a machine could do
and why in this task

Assignment  2: Critically appraise 
a paper using a checklist and 
compare your appraisal with the 
work of peers and experts
Gradable tasks
Identify differences between 
perspectives and reasons for 
them

Consider how you might change 
your own perspctive and why

Assignment 3: Critically appraise 
a paper using a checklist and 
compare your appraisal with 
peers
Gradable tasks

Outline how you would change 
the checklist and why

Fig. 5.1  Three linked critical appraisal tasks across 3 years of study

Examples of checklist items might be: is the trial randomised? if so, is it ‘double 
blinded’? and so on. The student may work through the checklist and see if they can 
see these features. In doing so, they are learning to identify scientific knowledge and 
its markers of study design quality. However, this assignment doesn’t ask a student 
yet to do anything an AI can’t do. This first part of the assignment is about rules-
based processing. However, the second part of the assignment targets building per-
sonal epistemologies and evaluative judgement.

In the second half of the assignment, we propose adding a reflective task. The 
reflection should be framed by a primer which outlines the differences between fol-
lowing the rules and understanding the content. This brief should also outline that, 
while graduates need a degree of competency with respect to rules, following rules 
and recognising patterns are areas where AIs should be able to assist. On the other 
hand, the human intelligence contribution is to be found within a series of reflective 
prompts on completion of the checklist itself. These prompts could commence with 
formative reflections: What do I learn from this paper and how? What do I learn 
from this task and how? These might feed into two gradable reflections: What parts 
of this task are based on rules? What sort of interpretation is required and why? 
Another possibility is to ask students: what part of the task you have just done might 
be performed by machines and why?
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In second year, students are provided with a similar task. As before, students 
have a rules-based checklist, and a personal reflection, exploring how they made 
meaning of the task. This time the task is increased to take account of social intel-
ligence. The students are asked to compare their checklist and their reflections with 
that of peers and experts. The gradable tasks might be: (a) identifying differences 
between self, peer and expert work; (b) articulating reasons for these differences; 
and (c) considering how they would rework their checklist and reflections and why. 
This type of assessment deliberately builds evaluative judgement, which necessarily 
develops a deeper understanding of both the content and of the foundations of dis-
ciplinary knowledge. It is also possible to include AIs as a reference point; for 
example, in the future, the students could compare their checklist with those of an 
AI as well as peers and experts.

In third year the task might look quite different again. Students might be given a 
range of papers, and a checklist. Tasks now should ask students to critique and com-
pare but then subsequently to generate work. For example, students may be asked to 
critique the checklist itself; to propose alternative items and any doubts or ambigui-
ties associated with these changes. In this way, they come both to understand what 
the standards are, and also to think about the concept of standards in general.

5.6 � Pedagogical Features That Focus on Human Intelligence

This example has three pedagogical features that can be replicated in other assess-
ments, which explicitly seek to build human intelligence. Firstly, teachers provide 
rationales for the assessment through a primer. This models a very human attri-
bute – providing reasons for actions. Part of this rationale is a deliberate focus on 
distinguishing what students, as humans, can contribute that AI, as machine intelli-
gence, cannot. Next, students are asked to make – and later defend – their evaluative 
judgements about the quality of their own work and others, with a view to under-
standing their role in developing criteria for success. This is not a concern for being 
‘correct’, rather it is about coming to understand what constitutes quality in a par-
ticular domain. Again, this is a human endeavour: while algorithms can alter them-
selves, and hence derive new and innovative combinations, machines as yet can’t 
meaningfully set parameters for success or quality. Finally, students are asked to 
describe how knowledge is constituted in the task at hand. The focus on knowledge 
in the particular task is important: it avoids students tokenistically repeating a the-
ory of knowledge without considering how it applies to a particular domain. This is 
real intellectual work, and it may require us to think about grading differently. It is 
likely that quality work will show itself in divergence rather than convergence.

These three pedagogical features – teacher rationale, make and defend evaluative 
judgements, reflection on how knowledge is constituted in the task at hand – are 
already part of the assessment landscape. We are suggesting three particular innova-
tions here. Firstly, that these three features jointly present an assessment landscape 
that maximises human endeavour. Secondly, that these types of assessments tend to 
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be secondary (10% reflections, 10% critical appraisals), while we are suggesting 
that they need to be primary. Finally, we propose that at every step, students are 
directed to distinguish what they can contribute and what machines can do. In this 
way, we can offer preparation for an employment landscape that may look radically 
different.

This type of approach is not a recipe for assessment in a time of AI. Other assess-
ments may focus more on, say, social intelligence or meta-cognition, or the other 
forms of intentional ‘meta’ intelligences outlined earlier. These may be best assessed 
through creative or embodied tasks, which produce outputs that are qualitatively 
distinctive rather than quantitatively equivalent. If there is one thing that our com-
parison between AI and human intelligence reveals, it is that AI can follow reci-
pes better.

5.7 � Conclusions

In this chapter we have compared AI and human intelligence. AI works at scale and 
at speed. However, human intelligence is complex and multi-faceted. It includes our 
physicalities, experiences and relationships as well as our individual capacity for 
reason. Additionally, the ability to direct and regulate ourselves is key to human 
intelligence. However, many assessments focus mainly on our academic intelli-
gence. This is not a new critique but one that is becoming more urgent, given the 
shift in technology and employment opportunities.

The advent of AI therefore offers as many opportunities as it does challenges. It 
may be the catalyst that forces us to focus on what really counts. Perry’s (1968) 
work demonstrates how liberal arts assessments changed between 1900 and 1960, 
to take account of multiple perspectives. This paralleled – or possibly enabled – a 
shift in society towards embracing multiplicity of perspectives. We have an oppor-
tunity to develop assessments that create a future workforce that not only are 
employable, but also can contribute to broader shifts of living in a digital world.
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Chapter 6
Repositioning Assessment-as-Portrayal: 
What Can We Learn from Celebrity 
and Persona Studies?

Rola Ajjawi, David Boud, and David Marshall

Abstract  Graduates must learn to present a version of themselves that aligns with 
the expectations and norms of their discipline or profession, organisations in which 
they might work and the public at large; and to be able to adapt as they change 
careers and workplaces. Persona studies offers a lens for reimagining more authen-
tic forms of assessment design, ones where students can strategically construct their 
persona in different media and for different audiences through meaning making in 
relation to the worlds of work and study. We do this by mapping new possible path-
ways of assessment as portrayal across dimensions of persona offering specific 
examples of design.

The digital permeates what we do at work, altering fundamental aspects such as 
where work is done, by whom and how. Whereas in the past individuals might enact 
their professional identities mainly in the confined spaces of the workplace and the 
profession, the membrane between professional and private life has become more 
porous (e.g., flexible work patterns, accessing emails anywhere, etc.). The land-
scape of work is also rapidly changing to become less stable and more transient, 
with short-term contracts, requiring individuals to assume responsibility for their 
own career management and employability (Sullivan and Baruch 2009). Careers 
have become more fluid with individuals changing direction, not only out of neces-
sity, but also to accommodate new interests or to seek better opportunities. Together 
these have resulted in a greater need to construct public identities visible wherever 
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they operate. Workers increasingly create online profiles and/or portfolios to present 
themselves and their achievements to potential employers.

Students’ ability to strategically navigate the personal-public permeable spaces 
and construct public identities is now fundamental to being career-ready. Assessment 
plays a critical role in career-preparedness through ensuring that not only do stu-
dents meet the course outcomes but that graduates can meet the expectations of vari-
ous stakeholders (including future employers). Graduates must learn to present a 
version of themselves that aligns with the expectations and norms of their discipline 
or profession, organisations in which they might work and the public at large; and 
to be able to adapt as they change careers and workplaces (Oliver 2015).

Universities have responded to these challenges through developing alternative 
forms of assessment that bring university and industry into closer alignment, for 
example, through the use of authentic tasks, work-integrated learning (WIL) assess-
ment, portfolio-based assessment and digital credentialing. These advances in 
assessment tend to provide opportunities for students to portray their achievements 
in distinctive and more diverse ways. Therefore, we are already seeing a shift 
towards what we have termed ‘assessment-as-portrayal’ (Boud and Ajjawi 2019). 
Assessment-as-portrayal, by design, propels a more strategic form of portrayal of 
self for the digital world. These types of assessment tasks provide the possibility for 
students to construct a representation of their personal and professional selves, their 
achievements, their image, and how these may be conveyed into different potential 
work settings.

In this chapter, we seek to revisit assessment-as-portrayal using the lens of per-
sona studies. Persona studies has evolved from studying how celebrities construct 
their strategic identities to a wider exploration of how we all navigate the public 
world (Marshall 2016). We propose here that the concept of persona can provide a 
productive way to understand the contemporary configuration of identity in digital 
assessment tasks. Through using key elements of persona studies, we wish to start a 
conversation about how existing assessment portrayals can be reimagined by draw-
ing on the insights that have come from studies in quite different domains. By exam-
ining assessment portrayals we seek to understand how students can strategically 
construct their persona through different media and for different audiences through 
meaning making in relation to the worlds of work and study. Further, we borrow 
from research into persona studies in order to rethink how we might judge the qual-
ity of portrayals for future work. In the process, we draw critically on concepts from 
persona studies both to raise useful ideas about how we might think about portrayal 
and to avoid falling into the trap of legitimising strategies, used by celebrities and 
others, to deliberately create what might be argued to be ‘false’ personas.

We start by discussing the changing forms of portrayal students develop through 
schooling to university. We explore some of the contemporary drivers of assessment-
as-portrayal and then reposition assessment-as-portrayal using the lens of persona 
studies to integrate personal and professional identities into assessment and assess-
ment products, which hitherto have typically valued conformity over distinctive-
ness. Helping students to construct their public personas in relatively safe and 
scaffolded environments ahead of graduation better prepares them to negotiate the 
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communities they seek to join. Finally, we highlight areas of tension, affordance and 
future development that may assist in better preparing students for their future 
trajectories.

6.1 � Changing Forms of Portrayal for Students

One of the transitions that students make as they progress in their education, is in 
terms of how and to whom they present their work. In primary school, their focus is 
on their teacher; as they proceed through high school they present themselves and 
their work to multiple teachers and finally to an external assessment which ratifies 
their achievement and enables them to progress to higher education. There they are 
confronted with producing work for multiple lecturers and tutors and increasingly 
to an external audience in professional placements and internships. In some courses, 
they are expected to produce a portfolio, and this may be curated by them as a new 
form of presentation of self. Interestingly, assessment as portrayal is becoming 
increasingly popular in schooling as students are encouraged to use portfolios and 
blogs to speak with peers, parents and their teachers. This sequence represents what 
we might call the official pathway of (re)presentation: at each level different parties 
view the work of the student and on occasions, pass judgement on it in the form of 
marks or grades which are at various stages inscribed in an assessment transcript.

Alongside this official pathway, students learn to present themselves to the world 
in many other ways. Initially to their peers and then through a range of organisa-
tions – sporting clubs, community organisations, etc. – and importantly, through 
social media. They create a view of themselves to others in the informal lifeworld. 
A characteristic of these presentations is their diversity: the students are not all in 
the same course, or working on the same assignments or even doing the same things: 
they have their own interests, their networks and contacts. They may present them-
selves quite differently to different audiences. As they move beyond their family 
and school into the wider world, these contacts and sites of activity proliferate.

Over time, as students get closer to the world of work, some take the opportunity 
to use other forms of presentation, through twitter,  blogs or personal websites. 
Sometimes these are oriented towards hobbies or professional work, sometimes to 
the informal world. They communicate to others and they are in turn influenced by 
them. Problems can arise of course when the activities of these two worlds become 
comingled: access to digital media has seen a conjunction of the formal and infor-
mal worlds. Students want to present themselves to the world of employment, to 
differentiate themselves from the many hundreds of graduates who have the same 
degree and have met the same learning outcomes. They want to show what they can 
do and portray themselves as an attractive proposition in the world of work through 
a combination of curricular and co-curricular activities and artefacts.

We foresee a dilemma in gaps between presentations of self. The formal por-
trayal validated through grades and transcripts is an austere presentation, which is 
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poor at differentiating between individuals, and poor at providing descriptions for 
people other than educators. The informal portrayal through social media has an 
audience of friends and acquaintances and uses colloquial forms of discourse, which 
continues its original purpose of connecting friends and family. The common form 
of presentation of social media does not communicate much of interest to employ-
ers, nor does it use language and images that they identify as professional, or even 
appropriate to work. Furthermore, the traditional transcript does not portray stu-
dents’ achievements for each of the stipulated competencies or graduate learning 
outcomes, omitting specific achievements that might appeal to different employers. 
The limitations of traditional spaces creates opportunities for new possibilities: 
forms of presentation which draw on digital media familiar from the informal and 
public spaces alongside verified information presented in ways that show what a 
student/graduate can do. The use of such space can draw on the model of the learn-
ing portfolio in which products are assessed and validated – either conventionally or 
through digital credentials – but located in a user-friendly form curated by the stu-
dent for particular purposes. It goes beyond the typical professional curriculum 
vitae or portfolio (collection of evidence of achievement) through allowing and 
incorporating more expressive and unverified representations of the self that can 
paint a picture of an actor in the world who has achieved recognised outcomes but 
who is also a more rounded individual engaged beyond the course with aspirations 
to do more. Thus, the presentation can be a hybrid between the formal – ratified by 
authority – and the informal, unratified but curated to suit a professional representa-
tion, e.g., blog entries, multimedia created resources, professional network maps. 
While the technology for this should already exist in courses that extensively use 
portfolios; what needs to be developed are various assessment protocols and prac-
tices that can be adopted to suit the varying ends of the producer.

6.2 � Assessment, Portrayal and Persona

As assessment design faces the challenges of portrayal, it is also grappling with 
more basic concerns. In 2014, Vu and Dall’Alba foreshadowed an ontological turn 
for assessment design that integrates knowing, acting and being. They argue that 
assessment design must be considered in more sophisticated ways than ‘do the tasks 
have “real-life value”?’ if we want them to prepare students for the future. Drawing 
on Heidegger’s work, they propose that authenticity should not only be an attribute 
of tasks – which is how the term is often used in assessment – but a quality of edu-
cational processes that engages students in becoming more authentic. To be consid-
ered authentic, assessment processes should engage the whole person; to integrate 
what students know, how they act and who they are. Becoming can be thought of as 
how we are in the world, the self in relation to others and things; it has personal and 
public dimensions (Vu and Dall’Alba 2014). Hager and Hodkinson (2009) used the 
metaphor of ‘learning as becoming’ to take account of both the individual (learning 
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as acquisition) and the relational (learning as participation) aspects of learning and 
the interdependence of both when designing educational courses.

Arising from a different set of concerns, persona studies evolved through the 
study of celebrities and their construction of a public persona. It now focuses more 
broadly on how we all develop an external persona. Persona can be considered a 
strategic identity: “a fabricated reconstruction of the individual that is used to play 
a role that both helps the individual navigate their presence and interactions with 
others and helps the collective to position the role of the individual in the social” 
(Marshall and Henderson 2016, p. 1). In this post-structural sense, each of us has 
multiple, intersecting and constructed identities, e.g., private and public, personal 
and professional. It is the melding of the private and public selves for a public audi-
ence that is of interest here. This is a strategic construction (conscious and active) 
that shifts and changes depending on the audience, the purpose, and the form of the 
media. Persona is a social construct that requires individual agency in the negotia-
tion and construction of a strategic identity into a collective world (Marshall and 
Henderson 2016).

The drivers for making public the self in contemporary culture are not unique to 
celebrities. Indeed, in our own lifetimes we have seen radical changes to the presen-
tation of work personas through portfolios and CVs made available to the public 
online through professional websites such as LinkedIn™. These encourage the stra-
tegic presentation of self as a brand to future employers – referred to as the ‘branded’ 
self (Marshall 2014). Other media outlets include Twitter™ where professional con-
versations can be tracked through hashtags such as #meded or #highereducation. 
For researchers, engagement with research outputs and dissemination through 
online portals are now part of performance indicators. Research suggests that alt-
metrics (alternative metrics) coming from mentions in social media, blogs and news 
outlets have a stronger correlation with citations compared to journal citations 
scores (Costas et al. 2015) and thus legitimizing social media and online blogging 
as forms of research engagement and knowledge exchange. Academic work is just 
one example of portfolio culture where we seek to (re)present ourselves to the out-
side world in mediatized forms. Transformation of forms of social connection and 
networking via new technologies enables individuals in this ‘gig’ economy to show-
case themselves and their distinctiveness as well as adapt and repackage their skills 
and experiences (and selves) to fit the changing workforce. It is becoming an essen-
tial feature and process for increasing types of work in contemporary society.

In recent persona studies research, several elements of persona construction have 
been advanced. Along with the dimensions we deal with in greater detail below, it is 
useful to understand that the qualities of the construction of our online public self 
will involve a number of forms of communication – from text and image to moving 
images, emojis, and sometimes shared sophisticated professional quality sound and 
video. This online environment is a site of what persona studies identifies as “inter-
communication” (Marshall 2016) where we blend the most interpersonal types of 
relating with the most highly mediated. And to negotiate this world, students need 
to become adept at the way that social media platforms construct an environment for 
us: in other words, students need to have well-developed digital and media literacy 
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as they work to produce their online and professionally-linked persona. The curricu-
lum, including its assessment structures, can provide students with the opportunity 
to try on or perform particular personas with intercommunicative adeptness for the 
profession they seek to join or the kind of employment to which they aspire.

6.3 � Reimagining Assessment Using Persona Studies

New assessment task designs are emerging in response to the employability agenda 
and the drivers outlined above (see also Jorre de St Jorre, Chap. 19, this volume). 
These enable students to portray their achievements in more public ways that com-
municate with future employers or clients directly and that are controlled by the 
student. Portfolio assessment and validated digital credentials are two prominent 
examples of this shift to assessment-as-portrayal. We define portfolios as the sys-
tematic collection and presentation of digital artefacts and reflections that are 
curated and managed by the learner as evidence of their achievements, as well as a 
representation of learners’ personal and professional identities (Holt et al. 2016). 
Digital credentials (also known as digital badges) allow evidence of achievement to 
be more detailed and contextualised and to be shared more broadly than is possible 
through grades and transcripts (Miller et  al. 2017). These encourage and engage 
students in curating evidence for employability, including workplace experiences 
and guidance on employer expectations (Jorre de St Jorre and Oliver 2018).

In the next part of this section, we consider these methods of portrayal (portfolios 
and credentialing) and ask how persona studies might help us to extend the scope of 
what is included in assessment. Specifically, we do this across five dimensions of 
persona studies – (1) public, (2) mediatized, (3) performative, (4) collective, and (5) 
intentional value. We describe these in turn, discussing how each dimension can 
provide a pathway for rethinking assessment.

	1.	 Public

The public dimension refers to the “extended social network of the individual 
that includes personal friends, professional associates, plus their networks, and the 
systems and platforms that connect them all” (Moore et  al. 2017, pp. 2-3). This 
spectrum of publicness might range from a tight group of friends to a massive and 
global audience. Our starting point in relation to assessment, is to bring students to 
an acceptance of their need to construct this public dimension and how they can 
think about what is needed when any artefact is presented publicly. If in the past, 
summative assessment was understood to be about the representation of knowledge 
achievements, the purposes of these new forms of assessment portrayals also need 
to be made explicit.

Possible directions in terms of assessment for students include building an online 
persona archive: students could chart their different public identities related to the 
various social media and other sites where they have a presence. Students then 
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justify ways that they have organised their identities related to their particular areas 
and disciplines and their associated profession. For example, one piece of evidence 
for a portfolio might include a reflective report using different media in which stu-
dents discuss the different forms of social media they are using and how their use 
might be differentiated in relation to their personas as student and/or becoming 
professional. Students might be encouraged to evidence the various networks devel-
oped and the types of discourses and engagements promoted in each and how these 
might be viewed and adapted to different employers. Presentation decisions might 
include the type of blending of personal and private selves into this public identity. 
There are strategic decisions to be made here about an individualised and recogni-
sable public identity. Some effort may be needed to ensure that the particular per-
sona constructed is not blended with too much personal information that is not 
related to the nature of this particular persona. This emphasis might be particularly 
valuable as, for example, students have been found to include compromising images 
of themselves on Facebook without sufficient privacy controls (MacDonald et al. 
2010). Students might be progressively scaffolded to ‘expose/construct’ their port-
folios starting with their cohort of students in their discipline and then with the key 
figures in the work community of relevance as they test out different forms of their 
developing professional identity. This is the building of what could be termed a 
‘micro-public’  – a particular grouping of people online that are connected to a 
shared interest or practice (Marshall 2014, pp. 163–164).

	2.	 Mediatized

The second dimension relates to the mediatized quality of online persona. A 
“mediatised persona operates under the modulation of commercial interest and cor-
porately governed structures that individuals have become acclimatised to, many in 
the hope of sharing in the benefits of a widely proliferating self-image that was once 
only the province of individuals in film, television, print, and radio” (Moore et al. 
2017, p.  3). Over time, mediatized identities of online persona are accumulated 
through digital fragments.

There is no question that individuals and the platforms used construct multiple 
identities via different uses of online social media and other online locations. These 
different personas are built from the array of related text, images and shared media 
that an individual surrounds themselves with in these online spaces. Indeed, stu-
dents construct texts about themselves online that contribute to their identities well 
before they join university. These formations of persona may or may not match the 
way in which a particular profession or form of work uses media to express them-
selves individually or collectively. What can be encouraged is developing the skills 
to curate these non-professional personas and ensure their separation from the 
developing professional persona.

In order to foster the development of paralleling and linking with professional 
personas beyond their personal and non-professional personas, we might consider 
the forms of media and forms of address that are commonplace and accepted within 
particular disciplines, professions or domains of work that help legitimate a practi-
tioner. These general protocols of mediatized behaviour then dictate the forms and 
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level of sophistication developed in relation to textual communication and informa-
tion sharing. Certain professions privilege particular forms of display and exchange: 
students would have to facilitate themselves with this reconfiguration of their online 
identity for these different paths. In addition, sources of information within a pro-
fession and its online rearticulation are varied and need regular exploration and 
student-related interpretation (Marshall et al. 2019). A nascent form of assessment 
fostering portrayal includes an initiative titled ‘me in a minute’ this digitally aided 
video capture encourages students to pitch their knowledge, capabilities and experi-
ence to prospective employers (Jorre de St Jorre et al. 2017). The video as an arte-
fact can then be embedded and broadcast by students in different forms of social 
media attracting comments from family, friends and potential employers.

	3.	 Performativity

The third dimension relates to performativity where the public performance of 
the self should not be considered entirely ‘real’ nor entirely ‘fictional’, but rather a 
collection of multiple staged performances that require agency but may also become 
ritualised (Moore et al. 2017). The public performativity of a persona in our context 
takes into account previous, university and future worlds of work but oriented to the 
public world requiring interpretation of what you do and who you are for an authen-
tic audience. Here we recognise that students are always in the middle, with previ-
ous and current identities that matter and future identities they are working towards. 
Assessment-as-portrayal might seek to leverage different identities for different 
purposes. For example, more students now work during their degree (Baik et al. 
2017) so they will have personal, student and worker identities amongst others. 
These concurrent identities may be leveraged to promote engagement in the idea of 
persona and performativity, whilst testing out their future personas. Students need 
to learn how to blend their different identities for different audiences in appropriate 
ways whilst remaining authentic. This allows for a powerful transition for students 
from scholastic life to real-world scenarios. To begin with, the learning environment 
could be developed as a public simulation (e.g., an online portfolio or blog site that 
is password protected and only accessed within a unit of study); it could then be 
extended beyond the classroom cohort into the public world in the latter years of 
study through, for example, publicly accessible sites. Of course, students them-
selves will perhaps take these identities, their professional student personas, and 
launch them publicly in various forms at earlier stages. This prompts a question 
about how to manage public construction in sanctioned and controlled ways. Who 
can be trusted? How do we ensure safety for the students when engaging in public 
debates and discussions within their emerging professional networks? This requires 
supporting students to use the language, rhetoric and discourses of the profession to 
build credibility within it.

	4.	 Collective

The fourth dimension of persona is one that “works to produce, seek out, and 
move between connections, resulting in a collective” (Moore et al. 2017, p. 5). The 
use of the term ‘collective’ avoids normative notions of community and realises 
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there are patterned relations within a particular and related group. It offers a valu-
able notion of how collective identity is a key feature of online culture.

By thinking about the collective in assessment, students might consider what 
types of collectives they might like to be involved with through their portfolio. The 
conversation here is around raising awareness about the norms and expectations of 
these particular collectives outside of the academy. These collectives play a power-
ful role in professional/disciplinary socialisation; however, students need to also 
question what is taken for granted in these communities in developing their own 
authentic selves (Vu and Dall’Alba 2014). Alternatively, we might engage different 
industry stakeholders around considering criteria for judging digital credentials in 
relation to networks and group-related exchanges built through their online public 
identity. Students might engage in curating hashtags in relation to their future disci-
plines or professions – these might belong to different communities. They might 
reflect on how they use different hashtags in communicating with these collectives 
and what aspects of self are advanced and why. Beginning the process of network-
ing is a key element of employability where educational practices may be designed 
to begin this process in a safe and scaffolded way. It is related to micro-publics, as 
mentioned earlier, and their specific connection to professions. Students have to 
develop an expertise about what kinds of micro-publics are necessary for their 
future careers and what remain part of their personal and private experience.

	5.	 Value

This dimension recognises that personas are created with a desire for construct-
ing value and reputation: they are intentional and strategic in garnering some form 
of attention, but also respect within a particular collective. If our objective is to have 
students develop workable but also valuable identities within a work and profes-
sional culture, it would be useful to integrate into our earlier digital credential exam-
ple ways in which students, academics and the related industry work together to 
decide on criteria by which their work on building their portrayal and persona iden-
tity is judged. A constant through this journey is the student, and in previous work 
we have argued that assessment should work towards developing students’ evalua-
tive judgements. In other words, students need to  learn to make effective judge-
ments about the quality work in order to improve their own (Tai et  al. 2018). 
However, students’ work needs to relate to accepted notions of what makes for 
‘good’ or ‘good enough’, whether it’s in the academic community or the workplace.

Disciplinary and professional notions of quality are not necessarily stable; they 
are dynamic and shifting. To further complicate this, when the public community is 
evoked, the range of views of quality that students might need to judge, integrate 
and calibrate become even more diverse. What kind of assessment of relevant 
impact can be used to make sense of the emerging work on a professional reputa-
tion – do we use the online ones of impressions/shares/followers – or do we look for 
the strategic reading of these kinds of reputation? In the case of the portfolio of 
social media activity (and related sites) these are updated regularly as to their value 
and influence for the personal direction of developing a useful and valued persona 
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that connects to their future career. A potential assessment task is where students are 
encouraged to follow a leading online identity related to the profession and disci-
pline, mapping their impact across various criteria and numerical readings. Another 
example is where students chart their own impact through the circulation of particu-
lar posts and determine connections with the discipline. As students invest further in 
their specialisation and their potential future profession, they can develop thresh-
olds of connections that are more discerning as they progress in their studies.

6.4 � Tensions, Affordances and Future Development

6.4.1 � Tensions

No conversation about assessment is complete without paying attention to the domi-
nant discourse of grading, reliability and validity (Orr 2007). Adopting a post-
structural perspective on identity that privileges strategic and situated construction 
is in opposition to commonly held psychometric discourses in assessment. Through 
persona studies we seek to recognise the dynamic and constructed nature of identi-
ties while preserving context. Certification, validation, peer review – online culture 
operates under different forms of validation. Summative assessment opens up even 
more risk and tension. What aspects of portrayal can and should be summatively 
judged, and under what circumstances? In certain professions, such as Medicine, 
there is already a call for assessing professional identity formation (Cruess et al. 
2016). What do you give marks to in relation to identity? Attempts to measure iden-
tity seem misguided and slippery as they imply both a static possessed identity and 
one that can be reduced to a decontextualized artefact.

As a form of assessment for learning, this approach enables feedback conversa-
tions in relation to becoming, drawing on a wider audience base. For example, we 
may seek to explore the social networks that students subscribe to publicly and to 
provide feedback on relevant professional networks within social media (Marshall 
et  al. 2015). When feedback comments are offered by staff as part of the online 
university community there is a level of trust inherent to and sanctioned within that 
community and within educational relationships. However, there are different struc-
tures of trust within the sharing economy (Sundararajan 2016). Therefore, how do 
we establish an effective relationship to a public world? And how are those relations 
monitored by teaching staff? These are complex but vitally important dimensions of 
activity that will need to be negotiated and developed in advancing at least a par-
tially accessible public portrayal approach to student work and assessment in, ulti-
mately, safe ways.

Moving student work and community into the public domain or wider commu-
nity requires judgements about readiness and audience and the types of scaffolding 
needed. These go from satisfying the teacher, to portrayal for a wider range of 
teachers, to even wider domains beyond the course. Expectations related to 
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portrayal would need also to be adjusted and recalibrated as a student advances 
through their course of study. Connections to related work and professional net-
works are not necessarily stable and they transform over time: the approach to inte-
grating this public portrayal work into student assessment will require innovation in 
course design and content and some related transformation in the role of the univer-
sity in shepherding this student development.

Managing risk for students and the institution when students’ work is public is 
important to consider. This requires developing clear policy directions for technol-
ogy, including identifying different forms of media that may be leveraged. These 
policy statements may then give rise to conversations with students about the ethics 
of portrayal of personas.

6.4.2 � Affordances

The current environment of assessment in higher education offers us particular 
affordances such as increasing technologies of portrayal. As mentioned, there is a 
shift that is already occurring where students do need to portray themselves to the 
world of work and want to distinguish themselves from others in their class. Authors 
such as Clarke and Boud (2016) position portfolios as curation of evidence for feed-
back becoming more sophisticated as students progress through their degree, afford-
ing more public portrayal of competencies and learning. We add a focus on portrayal 
of self through persona to this agenda; one which promotes learners’ questioning 
of who they are and what they stand for.

The availability of technologies for portrayal enable the crowdsourcing of feed-
back towards publicly displayed and sanctioned credentials. An example of this is 
establishing networks with future employers and receiving feedback from them. 
Another example, is one from a digital media subject where students shared their 
work publicly as it was being created, rather than privately when completed, garner-
ing comments from peers, community members and industry practitioners in order 
to improve their work (assessment for learning case study http://newmediaresearch.
educ.monash.edu.au/feedback/case-studies-of-effective-feedback/case-study-4/). 
Students in this unit may reflect on the comments they receive and any resultant 
learning. In a further example, students are encouraged to contribute to Wikipedia 
entries as part of their assessment task thus developing the ability to analyse source 
material critically and to advance their research, writing and digital literacy (Cole 
2009). A reflective wrapper may be added considering the self in relation to the 
community they seek to join and how the knowledge and skills they are learning can 
become significant and meaningful to them into the future. Assessment can there-
fore “increase students’ awareness of who they are becoming, as well as about what 
is required of them to act in defining their stand” (Vu and Dall’Alba 2014, p. 789).

Another affordance of the digital environment is that at the same time as students 
produce their identities, they can lurk to observe others’ constructions and how they 
do it. They can see exemplars of the private/public construction of the same person 
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on different media over time. Students may be encouraged to look closely at a num-
ber of profiles within the discipline. As they try on different personas they come to 
understand their relationship to the profession in a strategic way, including perhaps 
that this may not be an authentic pathway for them to take in life.

6.4.3 � Future Development

Throughout this chapter we have attempted to sketch some possibilities for 
assessment-as-portrayal through the lens of persona studies. Future research should 
seek to explore where and how such opportunities already appear within curricula, 
seeking to unpick the affordances of such portrayal at individual and structural lev-
els. We might study how students relate their online identity to their student identity 
and their developing professional/disciplinary identity as they progress through 
their degree. Further, we may ask how students conceptualise their online personas 
relative to their future profession and how these shift, develop and change as stu-
dents progress through their education. Practical work is needed to understand how 
criteria and quality descriptors might be sufficiently loose to allow for creation and 
creativity, enabling diversity rather than conformity of presentation.

6.5 � Conclusion

In this chapter, we have sought to reimagine assessment through the lens of persona 
studies. This is a much larger endeavour than the space a chapter affords. Yet we 
hope to have started a conversation, and many more need to occur to build a diver-
sification of purposes into assessment practices in higher education that incorporate 
becoming rather than acquisition or participation (Hager and Hodkinson 2009). 
This requires a reconfiguration of the university around different ways of knowing. 
It seems to us this shift in assessment practices to incorporate more contextual por-
trayals of achievements is already occurring. To capitalise on this shift, we propose 
a repositioning of these assessment practices such that portrayal is considered to be 
one of private and public selves strategically negotiated for particular audiences. It 
would be useful to see the quality of what could be deemed a professional persona 
emerging through the process of university education and assessment. What this 
means is developing ways of fostering and evaluating the building of a coherent 
public identity that is seen as identifiable and externally valuable to a profession/
area of work and activity. Such construction requires student agency, judgements 
about what is appropriate in the social world they wish to join where they ‘try on’ 
different personas, and building of social networks prior to graduation. This lens 
enables us to engage students’ multiple identities in the educational process whilst 
creating broader networks, therefore, building better bridges between the relatively 
safe higher education communities and the workplace.
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Chapter 7
Towards Technology Enhanced Dialogic 
Feedback

Edd Pitt and Naomi Winstone

The essence of feedback processes with technology should 
be …dialogic, focused on student engagement with feedback, 
and with the aim of facilitating student self-monitoring of their 
own progress.
Carless (2015, p. 199)

Abstract  In this chapter, we view technology-enhanced feedback (specifically 
audio, video and screencast feedback) through the lens of Carless’s (High Educ 
69(6):963–976, 2015) ‘old’ versus ‘new’ paradigm postulates. We explore the 
potential factors that may facilitate audio, video and screencast feedback promoting 
dialogue in a new paradigm approach to feedback. We identify three ‘dilemmas’ 
that may need to be addressed to facilitate such dialogue. In exploring this territory, 
we draw upon examples from the research literature and how this may inform our 
developing understanding of feedback dialogue within the digital world.

7.1 � Framing Feedback in Higher Education

Prior to the massification of higher education, dialogue was central to the feedback 
process (Nicol 2010). Written comments on students’ drafts would often be accom-
panied by synchronous discussion in tutorials, following which students could enact 
feedback information prior to submitting the assignment for grading. With the 

E. Pitt (*) 
Centre for the Study of Higher Education, University of Kent, Canterbury, UK
e-mail: E.Pitt@kent.ac.uk 

N. Winstone 
Department of Higher Education, University of Surrey, Guildford, UK
e-mail: n.winstone@surrey.ac.uk

© Springer Nature Switzerland AG 2020
M. Bearman et al. (eds.), Re-imagining University Assessment in a Digital 
World, The Enabling Power of Assessment 7, 
https://doi.org/10.1007/978-3-030-41956-1_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41956-1_7&domain=pdf
mailto:E.Pitt@kent.ac.uk
mailto:n.winstone@surrey.ac.uk
https://doi.org/10.1007/978-3-030-41956-1_7#DOI


80

increase in cohort sizes and modularisation of units of study, came a shift away from 
this approach, towards one where “written feedback, which is essentially a one-way 
communication, often has to carry almost all the burden of teacher–student interac-
tion.” (Nicol 2010, p. 501).

Nicol’s paper served as a ‘call to arms’, following which many prominent schol-
ars in the area of assessment and feedback have promoted a shift in practice, away 
from a focus on the transmission of comments, towards a focus on student engage-
ment with feedback, and the impact of feedback on students’ learning. David 
Carless terms the transmission-focused approach as being the ‘old paradigm’ of 
feedback; in contrast, the more dialogic approach represents what can be seen as a 
‘new paradigm’ (Carless 2015). The importance of the new paradigm lies in the 
recognition that the monologic transmission of feedback comments does not on its 
own facilitate learning (Boud and Molloy 2013); instead, “it is what the students can 
do with feedback rather than how the teacher provides it which is crucial” (Carless 
2015, p. 28), because “information becomes feedback only when it is used produc-
tively” (Carless 2015, p. 192). This emphasis on student engagement and action 
represents ‘student uptake’ of feedback as conceptualised by Carless and 
Boud (2018).

Central to the new paradigm is the importance of ongoing dialogue in the feed-
back process. Dialogue in this sense gives primacy to the role of the student in the 
process, whereby they are encouraged to seek and discuss information (from mul-
tiple sources) that enables them to develop their understanding of what constitutes 
quality, and empowers them to take action on feedback. In this regard, Carless 
argues that:

Dialogic feedback involves iterative processes in which interpretations are shared, mean-
ings negotiated, and expectations clarified in order to promote student uptake of feedback. 
(Carless 2015, p. 196)

In this chapter, we view technology-enhanced feedback (specifically audio, video 
and screencast feedback) through the lens of Carless’s (2015) ‘old’ versus ‘new’ 
paradigm postulates. In particular, we explore how the technology-enhanced feed-
back literature has conceived of dialogue between lecturers and students. Central to 
our discussion is an exploration of the discourse and conclusions drawn by research-
ers in this field and how this may inform our developing understanding of feedback 
dialogue within the digital world.

7.2 � The Role of Technology in Feedback

A search in the Scopus database for publications on the use of technology in assess-
ment and feedback in higher education shows that the number of publications per 
year increased by 700% between the years 2000 and 2017. The proliferation in the 
number of publications on this topic represents a growing interest in the potential 
for technology to enhance assessment and feedback processes, alongside increasing 
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availability of freely available technological tools that can be used to assess and 
provide feedback to learners (Yuan and Kim 2015).

The use of technology has been suggested for the provision of formative feed-
back (Hennessey and Forrester 2014), and the facilitation of peer-to-peer feedback 
(Van der Pol et al. 2008). Learning analytics have also been used to facilitate the 
generation of individualised feedback for learners (Pardo et al. 2017). Hepplestone 
et al. (2011, p. 123), reported that “a growing number of studies support the hypoth-
esis that technology has the potential to enhance student engagement with feed-
back”. Similarly, in their systematic review of the literature on students’ engagement 
with feedback, Winstone et al. (2017a) found that the primary purpose of techno-
logical feedback interventions was to enable students to become more motivated to 
engage with feedback. Further, it is claimed that the use of technology can facilitate 
personalisation of feedback and foster relationships between student and teacher 
(Yang and Carless 2013), which seems crucial if we consider that feedback might 
not be most effective if provided on an anonymous basis (Pitt and Winstone 2018).

The most common uses of technology involve digital delivery of feedback infor-
mation, using audio, video, and screencast technology. Uploading audio files of 
comments on students’ work is thought to be beneficial because more detailed com-
ments can be provided than might be possible through the more traditional written 
medium (Merry and Orsmond 2008). Furthermore, students may perceive audio 
feedback as more personalised than written feedback (Gould and Day 2013), find it 
easier to comprehend (Merry and Orsmond 2008), and consider it to be more sup-
portive in tone than written feedback (Ice et al. 2007). Perhaps because of these 
affordances, student engagement with audio feedback is often described as superior 
to engagement with written feedback; for example, 78% of students in Mayhew’s 
(2017) study reported that they would be more likely to take action or revisit audio 
feedback in comparison to written feedback.

Students often interpret audio feedback as a form of dialogue (Nicol 2010), per-
haps because non-verbal cues such as prosody, emphasis, and tone can all be com-
municated through audio feedback in ways that are simply not possible with written 
feedback (Mahoney et al. 2018). Indeed, Mayhew (2017) argues that social interac-
tions are not always afforded in written feedback. Video feedback however, affords 
greater individualisation and personalisation than written feedback (Henderson and 
Phillips 2015), and screencast feedback (where the markers verbal comments are 
accompanied by an annotated visual display of the student’s work) has the further 
benefit of markers being able to pinpoint the locus of their comments (Mayhew 
2017), and demonstrate how to correct errors (Stannard 2007). As discussed later in 
this chapter, factors such as these can lead students to feel more motivated to 
improve their work (Henderson and Phillips 2015).

So how might these technologies afford dialogic approaches to feedback? In this 
chapter, we explore the potential factors that may facilitate audio, video and screen-
cast feedback (hereafter referred to collectively as ‘technology-enhanced’ feedback 
where appropriate) promoting dialogue in a new paradigm approach to feedback. 
We identify three ‘dilemmas’ (see Fig. 7.1) that may need to be addressed to facili-
tate such dialogue. We recognise that technology-enhanced feedback could be used 
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Fig. 7.1  Positioning technology-enhanced feedback within old and new paradigm approaches to 
feedback

in ways that merely replicate old paradigm principles within a digital environment; 
however, this is not the intent of the next section.

In exploring this territory, we draw upon examples from the research literature 
and qualitative research data. We did not undertake a systematic literature review; 
rather, we utilised a snowballing technique involving backward and forward citation 
chasing from a number of highly cited papers on technology-enhanced feedback. 
The qualitative data consisted of a series of semi-structured interviews with 28 aca-
demic staff (17 female) from universities across the UK that we thematically anal-
ysed. The participants represented a broad range of disciplines (Social Sciences 
n = 7; STEM n = 12; Health/Medicine n = 4; Arts/Humanities n = 5). Participants 
were recruited via opportunity sampling, and interviews lasted 30 minutes on aver-
age. Within these interviews, participants were encouraged to reflect upon their cur-
rent feedback practices, and to discuss their perceptions of potentially using 
technology-enhanced feedback methods in the future. The purpose of these ques-
tions was to surface general perceptions about these methods across a broad spec-
trum of academics, such that our exploration of the use of technology-enhanced 
feedback, and recommendations for dialogic use of these methods, might be 
informed by perceptions ‘on the ground’. In the section that follows, we explore 
each of these dilemmas in turn.
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7.3 � Dilemma 1: Monologic Transmission or 
Dialogic Interaction?

Although technology-enhanced feedback methods give precedence to the spoken 
rather than written word, this does not automatically make them dialogic. Whilst 
this may appear obvious, we begin with this point of clarification in recognition of 
that fact that “a major challenge for the development of effective feedback processes 
is the predominance of a view of feedback as the transmission of information, often 
in the form of a monologue” (Carless 2015, p.  192). In order for technology-
enhanced feedback to facilitate dialogic interaction, the practice needs to be used in 
ways that move beyond the transmission of feedback comments, towards student 
uptake of feedback. Many discussions of the role of technology in feedback espouse 
that technology has facilitated advances in practice (Marriott and Teoh 2012), even 
initiating a paradigm shift in the giving of feedback information (Fish and Lumadue 
2010). Our initial exploration of the dialogic use of technology in feedback practice 
led us to consider the models of feedback being communicated via the use of lan-
guage. If such practices are being adopted to facilitate dialogic interactions, then we 
might expect to see these practices being framed in ‘new paradigm’ terms; that is, 
in ways that emphasise the engagement and active contribution of students.

Evident was an emphasis on ‘conversation’ or the ‘conversational nature’ of 
technology-enhanced feedback (Cranny 2016). Whilst ‘conversation’ can be seen as 
a synonym for ‘dialogue’, it is important to question whether this reflects dialogic 
approaches to feedback according to the definition we have adopted. Central to the 
argument promoting technology-enhanced feedback to increase conversation 
between lecturers and students is that it facilitates a stronger lecturer and student 
relationship. All students, but particularly those who consistently find study diffi-
cult, may benefit from strong relationships with their educators (Pitt et al. 2019). 
Further, relational elements of the feedback process increase personalisation, 
emphasising pertinent points through nuances in tone of voice, and by providing a 
more informal and engaging delivery (Carruthers et al. 2015).

Students often report that technology-enhanced feedback ‘feels’ like a real con-
versation, as emphasised by a student in Lunt and Curran’s (2010) study on screen-
cast feedback: “[The feedback] was a personal address to me and my coursework, 
quite like sitting in John’s office and getting him to explain what I need to do” 
(p. 764). This narrative reflects what has been described as the ‘enhanced presence’ 
of the lecturer (Hennessy and Forrester 2014, p. 784). As far back as 2007, Stannard 
argued that screencast feedback synthesised the processes of returning work with 
detailed annotations, and actually meeting the student to discuss their work. 
Stannard argued the screencast feedback process felt more ‘human’, but was the 
interaction between lecturer and student dialogic or monologic? In Lunt and 
Curran’s (2010) study, the student received a more personalised form of feedback in 
terms of tone and contextual content, but in an asynchronous, non-discursive manner.
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Within the literature that we reviewed, there was some evidence of a focus on 
dialogic framing of technology-enhanced feedback, where it was recognised that 
such practices can enhance students’ engagement with and uptake of feedback. For 
example, Crook et al. (2012) suggested that:

An appropriate technological application has the potential to encourage staff to reflect on 
their current feedback practices so that they can provide more detailed, comprehensible and 
engaging feedback. Technologies may also provide the innovative edge that can help stu-
dents engage more effectively with their feedback. (p. 2)

The nature of engagement as presented here requires careful scrutiny. In some 
cases, students are described as showing stronger engagement with technology-
enhanced feedback simply because of its novelty (Crook et  al. 2012). Enhanced 
motivation to engage with the contents of feedback may be a useful end in and of 
itself, but may not necessarily lead to uptake of the feedback. Nevertheless, given 
that a commonly-reported barrier to students’ use of feedback is the difficulty they 
can experience ‘decoding’ the language contained within feedback comments (Pitt 
and Norton 2016; Winstone et al. 2017b), the framing of technology-enhanced feed-
back as being easier to understand could be seen to acknowledge the importance of 
student engagement. For example, both audio and video feedback are framed as 
being easier for students to understand, often because spoken language is typically 
more informal in tone than written feedback (West and Turner 2016). However, 
without evidence of the uptake of the feedback, a focus on the language used within 
feedback is more closely aligned with the old rather than the new paradigm.

Despite some evidence of the alignment of technology-enhanced feedback prac-
tices with a new paradigm model in the literature that we reviewed, an old paradigm 
approach still dominates. For example, many studies on the use of technology-
enhanced feedback use transmission-focused terminology, such as: transmitted 
(Mathisen 2012), provide/provision (Crook et al. 2012; Mathieson 2012; Mathisen 
2012; West and Turner 2016), receive (Mathieson 2012; Mathisen 2012), give 
(Mathisen 2012), delivered (Crook et al. 2012), sent to (McCarthy 2015) and convey 
(West and Turner 2016). The use of such terminology does not necessarily imply 
that the authors’ focus is purely transmission-based; rather it reflects the way in 
which feedback is more commonly framed, not necessarily the way in which it is 
practiced. However, we have to be aware of positioning students as passive receivers 
of feedback through the use of transmission-focused language (Winstone and Pitt 
2017). In our interviews, several lecturers recognised that if technology-enhanced 
approaches to feedback simply replicate the transmission of written feedback with-
out taking advantage of opportunities for dialogic interaction, then there is limited 
advancement of practice:

I don’t, um, see a discussion. I mean that’s very one way isn’t it?… I think it’s very one 
way…If I was to audio record something and then send it to a student, then …they don’t 
have any way of replying do they? (Participant 9)
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I don’t know how that’s gonna improve on the written feedback …Because it’s just trans-
mission of information again isn’t it? Um, and either way – auditory or through a video – 
you’re just transmitting information … you’re not promoting a dialogue, which is what I 
think we need. (Participant 20)

Further evidence of a transmission-focused paradigm through digital media 
could be seen through ways in which our participants spoke about the potential 
enactment of technology-enhanced feedback in their practice. Some lecturers sug-
gested they would produce written feedback, convert this into an audio recording, or 
write a script for video feedback; essentially, verbalising written comments but 
increasing the workload associated marking itself:

Audio feedback, it is a minor hassle but then it would actually take about two minutes per 
student to transfer their written feedback into an audio one. (Participant 1)

There’s an element of maybe rehearsal, cos again you can’t edit what you have said. 
You’d have to maybe write a script first and then give the feedback to be sure that you’re 
accurate in what you wanted to impart to the student. (Participant 24)

These quotations illustrate that common perceptions of technology-enhanced 
feedback are more closely aligned with an old paradigm, than a new more dialogic 
paradigm. This has been recognised within the literature; for example, Mathieson 
(2012) explains that, in her study, video feedback did not provide an opportunity for 
students to have a meaningful dialogic interaction with the lecturer to clarify points 
raised or ask further questions. Such assertions were similarly expressed by one 
student participant:

Isn’t ‘interaction’ supposed to be reciprocal?… there was really no interaction going on. 
(Mathieson 2012, p. 149)

Some researchers conclude their arguments by suggesting that we need to explore 
how more interactive dialogue can be facilitated using technology (West and 
Turner 2016).

7.4 � Dilemma 2: Practical or Pedagogic Concerns?

Discussion of the pragmatic elements of technology-enhanced feedback practices 
are a ubiquitous feature of the literature (cost, time-efficiency). As portrayed in 
Fig. 7.1, the use of technology-enhanced feedback in the old paradigm leads to dis-
course surrounding practical elements of the transmission process; in contrast, new 
paradigm discourse surrounding the pedagogic elements of the process might pre-
dominate. Many authors identify practical advantages of technology-enhanced 
feedback practices, being low-cost and time-efficient means by which feedback can 
be provided to students (Ice et al. 2007). Lunt and Curran (2010) argue that audio 
feedback is more time-effective for the lecturer, as it is possible to speak in 1 min 
that which would take 6 min to write. The efficiency of technology-enhanced feed-
back in terms of facilitating more detailed comments was discussed in several 
papers (Mathieson 2012; Mathisen 2012; Turner and West 2013).
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Counter to the time-saving argument, Morris and Chikwa (2016) suggest that by 
the time the lecturer has recorded audio feedback, saved it locally, uploaded it to the 
VLE and notified students of its return, it will have taken longer in total than the 
process of writing comments. Similarly, King et al. (2008) claim to have seen no 
evidence that technology-enhanced feedback saves time. Nevertheless, the potential 
impact on the workload associated with providing feedback to large cohorts is a 
commonly discussed issue in the literature. Fawcett and Oldfield (2016) argued that 
“audio feedback may be an effective way of managing high marking loads and the 
student need for timely feedback” (p. 81). When faced with increasing demands 
from other areas of their roles, it is easy to see why arguments relating to time-
efficiency and workload reduction might appeal to lecturers and mangers alike.

Practical issues were also dominant in discussion of concerns and challenges 
regarding technology-enhanced feedback (Fawcett and Oldfield 2016). According 
to Marriott and Teoh (2012), screencast feedback is typically 2–3 min in length, 
resulting in upwards of 60 MB of data. As such, delivery of the file to students, and 
storage on University servers, were concerns. The need for a quiet space in which to 
record technology-enhanced feedback was also identified as a challenge (Hennessy 
and Forrester 2014). Arguably, focusing on such pragmatic issues risks trivialising 
the learning-focused element of the feedback process, directing attention towards 
reducing file size through limiting the length or using compression software.

This focus on the pragmatic elements was also evident in our interview data. 
Many respondents explained that they were often reticent to engage with techno-
logical advances because they perceived them to be overly complicated, whilst 
offering limited time-saving benefits:

You have to save an audio file and then upload the audio file, so rather than making things 
simpler; it makes them more complicated (Participant 8)

I feel a lot more positive about audio feedback, but I still don’t do it because to me it 
feels that that’s going to take so much more time to do. (Participant 27)

Similarly, respondents expressed scepticism about the use of video feedback, 
perceiving it would require a lot of effort to produce, even citing logistical concerns 
about their appearance on video:

For the effort it would entail, I can’t see that I’d want to do it. (Participant 15)
I tend to do my marking at home when I don’t have to get ready to go out. I feel like I’d 

have to get ready for work to then be presented on video. (Participant 2)

Whilst practical issues are important in affording effective use, a more funda-
mental concern should be the impact on learning and student uptake of feedback. 
Within the literature that we reviewed, we saw evidence of students adopting a 
transmission-focused mind-set in response to technology-enhanced feedback, as 
illustrated in this example from a student in Marriott and Teoh’s (2012) focus groups 
following the release of screencast feedback:

To me to get the feedback from my teacher like face-to-face, I’m going to have to make an 
appointment and I go and see him and he doesn’t have time, he’s just going to have to rush 
through it sort of thing, but now I have it all the time and can watch it whenever I want, you 
know that’s much easier for me, I prefer doing it that way to be honest. (p. 594)
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This student interprets screencast feedback as facilitating engagement, and remov-
ing the need for them to go and see their lecturer (where further dialogue potentially 
could take place). The student also identifies that a key benefit of screencast feed-
back is that they can revisit it whenever they wish. For example, Crook et al. (2012) 
and Cranny (2016) argue that digital feedback is permanent; it can be paused, 
rewound and played multiple times. However, students are afforded the same agency 
when receiving written feedback. We would argue that moving towards dialogic use 
of technology-enhanced feedback requires a stronger focus on the students’ volition 
to engage with and utilise the feedback information in subsequent work and not the 
implied convenience of where it is stored or accessed.

7.5 � Dilemma 3: Satisfaction or Student Uptake?

We argue that the adoption of any learning technology should be driven by a sound 
rationale, but what should the focus of this rationale be? The literature appears to 
contain many instances whereby the efficacy of technology-enhanced feedback is 
related to students liking or preferring it (Crook et al. 2012; Marriott and Teoh 2012; 
West and Turner 2016).

One explanation for students’ preference for technology-enhanced feedback is 
relational; students often report that face-to-face dialogue with a lecturer can be 
uncomfortable and troublesome (Henderson and Phillips 2015). This is often 
believed to be the case because meeting in person with a lecturer can threaten a 
student’s self-esteem, as the power imbalance in that setting makes students particu-
larly aware of the limitations of their own understanding (Carless 2006; Sambell 
2013). In this sense, then, it follows that it is “more congenial and less ominous to 
embrace oral formative feedback” in a technology-enhanced feedback environment 
(Hennessy and Forrester 2014, p. 783). This is particularly true for students new to 
higher education, who “may feel uncomfortable, shy, and/or insecure in approach-
ing a tutor for help…we have found that audio feedback goes a long way towards 
resolving these kinds of issues” (Hennessy and Forrester 2014, p. 783).

We would argue that technology-enhanced feedback only ‘resolves’ these rela-
tional issues if students feel more comfortable approaching lecturers for further 
dialogue following technology-enhanced feedback, in comparison to written feed-
back. There is some evidence that audio feedback makes lecturers appear more 
approachable (Jackson 2012), and that lecturers appear to be more supportive 
through the medium of video feedback (Henderson and Phillips 2015). Both 
Orsmond et al. (2013) and Fawcett and Oldfield (2016) recognise the potential for 
technology-enhanced feedback to serve as a starting point for further one-to-one 
dialogue. It is possible that these reasons, alongside the perception of greater detail 
in technology-enhanced feedback, go some way to explaining students’ preference.

Whilst important, student satisfaction should not be the primary motive for prac-
titioners to adopt technology-enhanced feedback; rather, emphasis should be placed 
upon the effect that feedback medium has upon student uptake of the feedback. 
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Whilst breaking down relational barriers between markers and students could in 
principle facilitate greater uptake of feedback, the primary focus is not placed on 
what the student does with the feedback next, nor dialogic interaction with the stu-
dent. In our interviews, the lecturers were clear in demonstrating scepticism sur-
rounding the learning benefits of technology-enhanced feedback. They wanted 
evidence of its effectiveness upon student learning in comparison to written 
feedback:

I’m not sure what the benefits might be for students on the whole, if there’s any evidence to 
show if that’s more beneficial than a written piece. (Participant 5)

Is there evidence that makes students listen to it or read it or take it in or act on it? I’d 
love to see that before we bring in yet another method of giving feedback that students may 
or may not engage with really… Whether we think that by putting it as a podcast or videos 
or you know, does that make any difference? I’d love to know; cos my personal view is […] 
probably not. (Participant 10)

Our exploration of the literature did lead us to identify some evidence of the 
impact on student uptake of feedback, albeit largely based on self-report measures. 
At the basic level of engagement, Lunt and Curran (2010) reported that students 
were ten times more likely to open a file containing audio feedback, than to collect 
hard-copy written feedback. In Merry and Orsmond’s (2008) small scale study 
(n = 15), students found the audio feedback easier to understand and implement; 
furthermore, they revisited the feedback, and sought further clarification from lec-
turers, indicating a stimulation to engage in face-to-face dialogue.

Students often report that they would be more likely to take action based on 
technology-enhanced feedback. For example, 69% of students in the study reported 
by Carruthers et al. (2015) agreed that they would later revisit the audio feedback 
when preparing their next assignment. After experiencing video feedback, 95% of 
Turner and West’s (2013) participants reported a preference for using this form of 
feedback in future assessments, rather than written comments. Whilst these exam-
ples might on the surface align with a new paradigm focus on student uptake of 
feedback, no data were collected to confirm whether students’ perceptions trans-
lated into actual behaviour. Hennessy and Forrester (2014, p.  784) reported that 
following formative audio feedback, final year students discussed a positive impact 
on their behaviour: “‘Hearing’ the spoken words of their tutor often prompted [stu-
dents] to read more widely in order to address deficiencies in their work or to con-
sider certain areas of their work more critically, as recommended”. The impact of 
these actions on students’ learning is not evident, and in one study, students reported 
that the impact of technology-enhanced feedback on their learning had been ‘mod-
erate’ (Gould and Day 2013).

Whilst student satisfaction is likely to be important in facilitating engagement 
with feedback, emphasis should be placed on evidence of the efficacy of the 
approach in facilitating uptake of feedback. We found minimal evidence of the 
behavioural impact of technology-enhanced feedback; instead, self-reported inten-
tions to engage with feedback formed the dominant source of evidence.
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7.6 � Facilitating Dialogic Use of Digital Tools 
in Feedback Practice

We began this chapter by emphasising the importance of dialogue in the feedback 
process, through the conceptual lens of a ‘new paradigm’ approach to feedback 
(Carless 2015), where student uptake of feedback, and the impact of feedback on 
learning, are of primary focus. We proposed three ‘dilemmas’, representing differ-
ential framing of technology-enhanced feedback within an ‘old paradigm’ and ‘new 
paradigm’ model of feedback. We drew upon our exploration of the literature on 
technology-enhanced feedback practice, alongside data from interviews with 28 
UK academics. We end by proposing some recommendations for facilitating dia-
logic use of technology-enhanced feedback.

7.6.1 � A Design Stance on Technology-Enhanced Feedback

If technology-enhanced feedback is to operate within a new paradigm model, then 
the design of the module or programme needs to create opportunities for the stu-
dents to use feedback in subsequent assessments. Whilst it is clear that more detailed 
recommendations for development can be provided through technology-enhanced 
feedback (West and Turner 2016), the value is limited if students do not have the 
opportunity to implement these in subsequent assessments.

In designing assessment processes where students have the opportunity to enact 
technology-enhanced feedback, Espasa et al. (2018) present a useful tool which can 
be used to evaluate the extent to which a particular design is dialogic in nature. For 
example, Espasa et al. (2018) suggest that highly personalised feedback is likely to 
facilitate greater dialogue, as is feedback that includes suggestions, comments and 
explanations. Whilst technology-enhanced feedback can be used to provide such 
feedback, perhaps timing is more important in terms of creating a dialogic feedback 
environment; formative opportunities, where feedback occurs prior to summative 
assessment, may be more likely to encourage student uptake (Boud and Molloy 
2013). There is greater dialogic potential in assessment designs where feedback is 
provided prior to submission, and where the student has the opportunity to resubmit 
work following enactment of such feedback (Espasa et al. 2018). There is potential 
for technology-enhanced feedback to facilitate this process; for example, students 
could submit drafts of an assignment, for which lecturers or even peers could pro-
vide brief audio or screencast feedback. Feedback is likely to be of greater use at 
this point than after the submission of an assignment at the end of the module 
(Carless 2015). Thus, rather than adding to lecturers’ workload, this approach might 
represent ‘redeployment’ of feedback resource to a more impactful stage in the 
process. It is perhaps worth reflecting on the example from Hennessey and 
Forrester’s (2014) study discussed under dilemma three; when receiving formative 
audio feedback, students “read more widely in order to address deficiencies in their 
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work or to consider certain areas of their work more critically” (p. 784). This exam-
ple of uptake of feedback is firmly in line with a new paradigm approach. 
Furthermore, if students discuss their formative feedback with lecturers or peers, the 
dialogic potential is further enhanced.

7.6.2 � Seeking the ‘Value-Added’ 
of Technology-Enhanced Feedback

Many of the participants in our interview study noted that technology-enhanced 
feedback could be implemented in a way that merely replicates the transmission of 
comments. To facilitate dialogue requires us to consider the unique potential 
afforded by audio visual feedback. Many of the proposed advantages (more detailed 
comments; opportunity for students to revisit comments at a later date) would also 
apply to traditional handwritten feedback, or electronic annotation feedback. 
Hennessy and Forrester (2014) clearly demonstrate an approach to seeking the 
‘value-added’ potential of technology-enhanced feedback:

More detailed feedback on a written piece of work could, arguably, be delivered through 
track changes or other functions of electronic feedback. However, what enhances the value 
of audio feedback for students is the level of appreciation they experienced by being ‘spo-
ken to’ (Hennessy and Forrester 2014, p. 782)

Thus, the pedagogic potential should be an important part of the decision to 
adopt technology-enhanced feedback. If it is used in a way that replicates the trans-
mission of written comments, just through a different medium, then the rationale for 
its use appears to be lacking. Our exploration of the literature did reveal areas where 
technology-enhanced feedback can provide this ‘value-added’; for example, through 
screencast technology, students can see tutors actively demonstrating how to correct 
one example of an error in their work (in situ), leaving them to apply this feedback 
to the remainder of their work. This may well enhance students’ agency to success-
fully implement feedback (Pitt 2017; Pitt et  al. 2019; Winstone et  al. 2017b). 
Similarly, where lecturers can appear to be more supportive and approachable 
through technology-enhanced feedback, this could break down relational barriers to 
student engagement in one-to-one dialogues with lecturers.

7.6.3 � Technology-Enhanced Feedback as a Stimulus, Not 
a Replacement, for Face-to-Face Dialogue

Discussion of the literature and our own data showed that both lecturers and stu-
dents recognise the fact that the ‘dialogue’ within technology-enhanced feedback 
environments is often asynchronous. It is important that technology-enhanced feed-
back is not seen as a replacement for face-to-face dialogue, rather as a stimulus for 
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dialogic interactions. For example, Carless (2015) proposes that dialogue can be 
facilitated by a lecturer asking questions to students through their feedback.

There is clear potential for technology-enhanced feedback to remove some of the 
barriers that might inhibit face-to-face dialogue between students and lecturers, 
leading to uptake of feedback. However, we would argue that in order for dialogic 
technology-enhanced feedback to become mainstream practice in higher education, 
we need to build a stronger evidence base not just of students’ perceptions of the 
medium and of the efficiency and practicalities of this form of feedback. Instead, as 
clearly identified by the lecturers in our interviews, we need evidence of the impact 
of technology-enhanced feedback on students’ behaviour and their learning out-
comes. This evidence is much more challenging to obtain than that from self-report 
measures, which perhaps goes some way to explaining why “empirical research of 
actual feedback dialogue and its effects is limited” (Ajjawi and Boud 2018, p. 2). In 
their systematic review, Winstone et  al. (2017a) also noted the predominance of 
self-report measures of behaviour and engagement with feedback, rather than 
behavioural outcome measures. Citing Macgregor et  al. (2011), Hennessy and 
Forrester (2014, p. 778) state that “researchers rarely attempt to understand more 
comprehensively audio feedback efficacy or measure resultant student learning”. 
The impact of technology-enhanced feedback on students’ learning is central to a 
new paradigm focus, and stronger evidence of the behavioural and cognitive effects 
will enhance our understanding of how technology-enhanced feedback can ‘add 
value’ to dialogic feedback environments.
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Chapter 8
Catering for Diversity in the Digital Age: 
Reconsidering Equity in Assessment 
Practices

Lois Ruth Harris and Joanne Dargusch

Assessment is used to provide a rationale and legitimacy for the 
social structures and power relations of modern day societies, 
and for one’s place within these.
Leathwood (2005, p. 307–308)

Abstract  While the affordances of the digital age certainly enable more diverse 
students to access higher education, higher education assessment is often under-
pinned by notions of equality rather than equity. Drawing together key literature and 
data from interviews with 53 first year undergraduate students from low socio-
economic status backgrounds, this chapter identifies three potential causes of 
assessment inequity which appear to persist into the digital age: student assessment 
self-efficacy, prior preparation, and external pressures. It then identifies how the 
affordances of modern technology can be used to help combat these challenges.

8.1 � Introduction

There is no question that the affordances of the digital age are making higher educa-
tion accessible to populations who previously would not have been able to study for 
geographic, health, family, or financial reasons (Bearman et al., Chap. 3, this vol-
ume). Online learning platforms and video conferencing software, among other 
developments, have enabled universities to increase offerings at regional satellite 
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campuses and via blended and fully online modes of study. Hence, these technologi-
cal tools allow universities to more effectively reach learners at home and in their 
workplaces.

Governments worldwide have supported the growth in flexible study options as 
it aligns with national goals of increasing human capital and equity (Burke 2012; 
Leathwood 2005; Pitman et al. 2019). For example, within Australia, the Bradley 
Review (Bradley et  al. 2008), subsequent higher education policy (e.g., demand 
driven student places), and available funding sources [e.g., Higher Education 
Participation and Partnerships Program (HEPPP), and the National Priorities Pool 
(NPP)] have all encouraged universities to increase non-traditional student enrol-
ments, particularly those from low-socioeconomic status (low SES) backgrounds. 
Internationally, governments have gone about attempting to widen participation in 
different ways (Burke 2012) and issues of context should not be ignored given com-
plex social and system differences (Younger et al. 2019). Pitman et al. (2019) argue 
that support for these kinds of policies appears based on the “general assumption 
that increased access and participation for disadvantaged students will lead, ipso 
facto, to consequential post-graduation benefits” (p. 46).

However, research suggests that growth in non-traditional student enrolment 
numbers does not automatically translate to more equitable higher education out-
comes (e.g., Giani 2016; Pitman et al. 2019; Webb et al. 2017). As Altbach et al. 
(2019, p. viii) note “making higher education more inclusive requires not only mov-
ing historically underrepresented groups into higher education, but also meeting 
their unique needs”. There is also a need to better understand “the enduring influence 
of social class and family influence on participation and outcomes” (Webb et  al. 
2017, p. 138). It is important to examine equity considerations across all phases of 
higher education: access (who gets to enter); survival (who gets to remain as long as 
they wish); output (who can achieve well on assessments); and, outcome (who gets 
improved income, employment, and political power as a result of their studies) 
(Farrel 1999), and assessment results (whether from high school assignments, 
entrance exams, or undergraduate course work) influence student outcomes during 
all phases. In research into equity, access and survival (i.e., admission and retention 
rates; see See et al. 2012 and Younger et al. 2019 for systematic reviews) are more 
frequently the focus than the outputs and longer term outcomes for students from 
diverse backgrounds (e.g., Giani 2016; Li and Carroll 2017; Pitman et al. 2019). This 
chapter seeks to contribute to the literature examining equity in relation to output.

However, creating equitable assessment outcomes is complicated. The notion 
that assessment systems are impartial and fairly reward those with ability and suf-
ficient effort has contributed to discourses which often position students from non-
traditional backgrounds as responsible for their own lack of assessment success due 
to insufficient effort, commitment, preparation, or ability (McKay and Devlin 2016; 
O’Shea et al. 2016). This chapter explores how assessment systems in the digital 
age might need to change if equity is a major goal of higher education. Drawing on 
student voice data from the HEPPP funded Supporting Students’ Assessment 
Success (SSAS) project, it identifies potential sites of assessment inequity for low 
SES students which persist within the digital age, proposing possibilities which 
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may help diverse students more effectively and accurately demonstrate their 
learning.

8.2 � Walking the Tightrope: Balancing Assessment 
Accountability and Equity

While assessment sits as part of a larger pedagogical system, there is no question 
that it often drives student learning. As Boud (2000, p. 155) notes, summative assess-
ment “provides an authoritative statement of ‘what counts’ and directs student atten-
tion to those matters. It tells us what to learn”. There is evidence that many students 
strategically prioritise their learning around assessment expectations (Harris et al. 
2018). If students are to experience deep learning via their assessment tasks, long-
standing calls for tasks to be authentic and sustainable, and to include opportunities 
for formative assessment and feedback seem well grounded (Boud 2000).

However, how do quality assessment practices simultaneously promote deep learn-
ing and student equity? While the terms equity and equality are often used almost 
synonymously within policy, they have different theoretical underpinnings and mean-
ings which have significant implications for assessment. Espinoza (2007) explains:

The ‘equity’ concept is associated with fairness or justice in the provision of education or 
other benefits and it takes individual circumstances into consideration, while ‘equality’ usu-
ally connotes sameness in treatment by asserting the fundamental or natural equality of all 
persons. (Espinosa 2007)

Within an assessment context, Tierney (2013) suggests that “equality is maintained 
with the same tasks and criteria for all learners, while equity involves differentiating 
according to students’ needs” (p. 133).

The idea that equity might require consideration and differentiation based on 
individual difference is clearly at odds with the notion of standardisation which 
underpins most higher education assessment policies. Higher education course 
designers must consider accountability concerns, including, but not limited to: sat-
isfying accountability and accreditation requirements from the institution, govern-
ment bodies, and external industry stakeholders; ensuring tasks are resistant to 
academic dishonesty; and creating comparability across varying study modes. 
These powerful accountability systems are usually underpinned by the ‘equality’ 
notion that standardisation (i.e., everyone experiencing the same task under the 
same ‘equal’ conditions) is the most appropriate way to promote fairness. The 
notion that identical treatment is ‘fair’ runs deep. Studies indicate university staff 
and students struggle to see how assessment and its conditions can be altered for 
individuals without impacting its validity, even when adjustments are made for 
legitimate reasons (e.g., disability) (Meyer et al. 2010; O’Shea et al. 2016).

Equity, however, might require us to move beyond notions of standardisation as 
fairness. McArthur (2016) argues that it is important to consider the fundamental 
inequalities between students as they participate in university assessment practices 
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and how these can be redressed in ways which allow all to demonstrate learning. For 
example, when discussing assessment extensions, she points out that while illness is 
viewed as legitimate grounds for special consideration, negative impacts caused by 
poverty (e.g., having to undertake paid work or do without necessary books or com-
puter access) are unrecognised. She argues that:

… these supposedly ‘fair’ systems are themselves highly selective and based on socially 
constructed notions of what should and should not count, and these may deserve rethinking. 
(p. 973)

As Leathwood (2005) identifies:“‘Standards’, ‘quality’ and ‘assessment’ are not 
neutral and value-free” (p.  320). Given the many newly possible affordances of 
technology, it seems timely to reconsider these socially constructed meanings 
within the context of the digital age.

8.3 � Gathering Data about Assessment Inequity

While there are many potential markers of disadvantage within higher education 
(e.g., First Nations background, rural or remote location, language status, women in 
non-traditional areas), this chapter will focus on those who are of low SES, given 
the Australian government’s current attention to this group. However, it is important 
to note that many low SES students carry multiple potential markers of disadvan-
tage. For example, in Term 1, 2017 of our study, of the 420 student participants 
categorised as low SES, 389 (92%) were also classed as regional or remote, 11 (3%) 
reported a disability, 19 (5%) identified as Aboriginal or Torres Strait Islanders, 18 
(4%) were from non-English speaking backgrounds, and 154 (37%) were women 
studying in non-traditional areas [percentages rounded to the nearest whole num-
ber]. Hence, student categorisations are seldom clear cut or discrete.

To examine potential examples of assessment inequity persisting into the digital 
age, a review of literature from the past 18  years (2000–2018) was drawn upon 
when examining new empirical data from the HEPPP funded Supporting Students’ 
Assessment Success (SSAS) Project. To gather literature, major search engines 
(e.g., Scopus, Google Scholar) were examined using combinations of key words 
such as “low SES”, “assessment”, “higher education”, and “equity”. Relevant 
papers were also obtained from the reference lists of papers reviewed.

Through the collection and analysis of empirical data, the SSAS project sought 
to explore first year students’ experiences of assessment, with a focus on low SES 
students. These data informed interventions including changes to tasks and the cre-
ation of support materials with the goal of improving assessment equity at a multi-
campus Australian university (for more results from this study, see: Dargusch et al. 
2017a, b; Harris et al. 2018; Taylor et al. 2017). From the project’s wider data set, 
this chapter draws primarily upon data gathered from n = 53 telephone interviews 
with low SES students to highlight the challenges which must be overcome to 
achieve equity within the digital age. Drawing on categorical analysis (Coffey and 

L. R. Harris and J. Dargusch



99

Atkinson 1996), interview data were first read multiple times by the first author 
before codes were developed relating to potential assessment inequities these stu-
dents faced. Particular attention was paid to interactions between assessment and 
student characteristics which might be related to low SES (e.g., income, employ-
ment, preparation). Themes generated from the empirical data were then matched 
with themes derived from the reviewed literature; three major types of potential 
inequity were identified in relation to assessment.

However, within our data and the greater literature, the heterogeneous nature of 
low SES students soon became apparent; hence, we encourage readers to use these 
categories as a starting point for considering common challenges such students may 
face. While Harvey et  al. (2016) identify that “… the primary cause of under-
representation of low SES students remains low school achievement” (p. 70), work 
by McKay and Devlin (2016) reminds us that many low SES students perform well 
and exhibit extraordinary resilience in the face of challenge. Interviewed students 
varied greatly in age (17 to 55), previous educational experiences (early school leav-
ers to those with university degrees), industry knowledge and experience, and per-
sonal responsibilities (e.g., work, family, community involvement). Students also 
had different ideas about the purpose of assessment and their role as a student. 
Hence, the sites of potential assessment inequity we identify do not impact upon all 
low SES students equally (or even at all) and are unlikely to constitute an exhaustive 
list. Instead, they illustrate some of the most prevalent challenges which may dis-
proportionately impact upon low SES students studying in the digital age, many of 
whom also share other markers of disadvantage.

8.4 � Examining Potential Causes of Assessment Inequity

Across our own data and the wider literature, we identified three potential sites of 
assessment inequity for low SES students which persist within the digital age: stu-
dent assessment self-efficacy, prior preparation, and external pressures. Drawing on 
our own qualitative data and examples sourced from the literature, we will illustrate 
the practical problems these can create for students as they attempt to complete 
university assessments, particularly for the first time.

8.4.1 � Assessment Self-Efficacy

One major challenge low SES students may experience is around their self-efficacy 
in relation to assessment situations, particularly within their first year. Jury et al. 
(2017) report the presence of many inappropriate and negative stereotypes of low 
SES students. When staff and students internalise these, this can lead to lower stu-
dent self-efficacy and/or possible discrimination from staff. For example, students 
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coming from lower income backgrounds may feel like they do not belong or deserve 
to be at university (often referred to as the imposter phenomenon, Parkman 2016).

Our data contained numerous examples of students reporting low self-efficacy in 
relation to assessment. For example, Ellen, an Engineering student, described her 
initial reactions to the assessment task saying “Like what have I done? What have I 
got myself into? There’s no way I can pass, there’s no way I can keep up.” Within 
the interview, she appeared to display elements of the imposter phenomenon 
(Parkman 2016), clearly questioning if she belonged in higher education:

I – I just didn’t have the experience that my peers had…. I was like the mum in the group… 
I was quite intimidated at, you know, the level of experience that, you know, my team 
mates had.

For many students within our study (including Ellen, who ultimately achieved a 
Distinction in the unit), these negative beliefs were unfounded. However, when stu-
dents lacked confidence, they were also less likely to seek necessary help, particu-
larly if initial requests were not handled in a supportive manner (“I didn’t want to go 
and cause any more issues [by asking more assessment questions]” Imogen, 
Business and Law).

As assessment experiences shape students’ views of their own competence as 
learners (Christie et al. 2008; O’Shea 2014), it seems particularly important to sup-
port them through their first experiences of university assessment. As Leathwood 
and O’Connell (2003) identify:

the impact of what are perceived to be poor assessment results on those with low self-
esteem, who already feel that they can never be good enough or never get it right, can be 
profound. (p. 609)

Hence, when seeking equitable assessment outcomes for low SES students, it is 
necessary to consider the interaction between students’ personal beliefs about them-
selves as learners (and their place within a university) and their assessment experi-
ences and results.

Additionally, within our data, most interviewed low SES students did not chal-
lenge or criticise the assessment tasks and conditions, instead taking responsibility 
for their own lack of success if they had not done well. Student comments include:

I clearly hadn’t met the marking rubric in that particular area and that was very clearly my 
own folly and nothing to do with the assignment. (Noah, Engineering)

I, myself, was not prepared I suppose and that’s my fault. (Imogen, Business & Law)
I hadn’t realised that they [quizzes] had a cut-off date…. But that could be partially my own 

fault too for not particularly paying attention to where they say it may be cut off. I’m not 
too sure. (Eloise, Business & Law)

The only time assessment’s validity or appropriateness was questioned was around 
peer-assessment results. Students voiced concerns about whether they were suffi-
ciently competent and impartial to act as assessors, a concern which has been docu-
mented extensively elsewhere (Panadero 2016). Hence, a challenge to equity seems 
to exist around helping students from low SES backgrounds feel empowered and 
able to meet assessment expectations and avoid negative patterns of self-blame if 
initial results are not as hoped.
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8.4.2 � Uneven Preparation

An additional source of assessment inequity may stem from students’ uneven prepa-
ration for study. For example, Leathwood and O’Connell (2003) found that many of 
the non-traditional students in their study felt they “had been left to sink or swim” 
(p. 610). In relation to assessment, work consistently highlights the need to help 
students develop assessment and feedback literacy (Carless and Boud 2018; Haggis 
2006). Devlin and O’Shea (2012) found that low SES students particularly noted the 
importance of lecturers clearly explaining assessment tasks and providing exem-
plars to help them visualise expectations, with many recommending such scaffold-
ing and support is necessary (e.g., Bearman and Ajjawi 2018; Broadbent et al. 2018; 
Dargusch et al. 2017b). However, as Haggis (2006) notes, there is sometimes lec-
turer resistance to providing scaffolding, with some describing it as ‘spoon feeding’ 
(p. 532).

SSAS project data highlighted that many low SES students had exaggerated 
strengths and weaknesses. For example, professional experience meant some had 
extensive prior knowledge of subject matter and skills (“We did the Clinical in the 
Res School and I breezed through that. That was things we do every day [in her aged 
care job]” Alice, Nursing). However, despite this extensive industry experience, 
Alice, who explained “I have a special needs child and a baby and I work full time”, 
still had to travel over 1000 km to attend a mandatory residential school to demon-
strate her ‘every day’ skills. Conversely, many were underprepared for some of the 
demands of higher education assessment. As Noah from Engineering explained “I 
sort of had a bit of a knowledge gap in some areas.”

The students we interviewed often described their first assessment experiences as 
challenging and daunting as they struggled to unpack the assessment task and mark-
ing criteria. As Elsa, a Business and Law student, explained “it’s your first semester 
so you need time to understand the expectations of what a university assignment 
requires.” Students often described being unable to gauge whether their work met 
expectations: “I was pretty nervous… even when I had submitted my second one, I 
still didn’t know whether it was a pass or a fail” (Ned, Education). As Ned explained:

I was going in completely blind.… I had no idea if I was even answering the question 
right… I like simpler words so when I read the criteria sheet, I’m like “oh my god, this is 
overcomplicated. I don’t know if this is right. I am answering the right questions?”

Ned is representative of many of the students we interviewed who experienced dif-
ficulty understanding what was expected of them, demonstrating the need to bring 
such students “into the guild of professionals” (Sadler 2009, p.  57) through the 
development of assessment and feedback literacy (Carless and Boud 2018). Given 
the potential gaps in experience, low SES students in particular may need additional 
support to understand common genres within higher education and be helped to 
unpack and visualise task expectations. However, it is also important to remember 
the heterogeneous nature of these low SES students in relation to preparedness and 
avoid stereotypes about areas of strength and weakness.
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8.4.3 � External Pressures

Data from both our study and the wider literature indicate that low SES students are 
likely to be balancing assessment requirements with other professional and personal 
obligations. Studies have identified that students with complex work and family 
responsibilities often have difficulty finding time to complete learning and assess-
ment tasks, particularly when multiple pieces of work are due at the same time or 
when unexpected events occur such as illness, increased work demands, or family 
emergencies (Christie et al. 2008; Harris et al. 2018).

Within our study, work seemed to particularly impact upon assessment success. 
For example, Business and Law student Roxanne explained, “I submitted my 
assignment early because I had work commitments on and I probably, in hindsight, 
I should have looked over that, because I didn’t get the mark that I wanted.” Students 
working part-time jobs also experienced variations in hours which did not always 
work well with peak study times within the term. Yana, another Business and Law 
student explained:

I work at a real estate agent and I fill-in for other staff so, at a moment’s notice, it can 
become full-time. And in the middle of the course, I ended up having to do three weeks’ 
full-time work as well as trying to do three weeks’ full-time university and have assign-
ments due in at the same time. So, I know the third week got pretty messy ….and I defi-
nitely did less – that was probably my lowest quiz.

Low SES Business and Law student Alyssa described how her unanticipated move 
from part- to full-time work in the middle of term made it impossible for her to 
submit her final assignment, dropping her unit grade from a High Distinction 
to a Pass:

I was granted an extension only to the point that [the course coordinator] could grant it and 
it just became a bit – well, I’ve already passed it and Ps get degrees…. I would have loved 
to have submitted, but it just wasn’t a realistic timeframe for me…. I don’t feel that I’ve 
failed in any way, I just feel that if we’re trying to be reflective of what life is really like,… 
perhaps would have been a little more leeway.

Alyssa was one of the only students within our entire study who questioned the 
appropriateness of current practices around assessment extensions, arguing for ‘lee-
way’. Clearly, non- or under-performance on assessment like this has serious impli-
cations for students’ survival within their courses of study as well as their potential 
for employment at the end. In Alyssa’s case, the Pass she received for the unit clearly 
does not reflect her actual capabilities, yet it may impact upon her employment 
chances on graduation given grades can be seen as a proxy for capability.

Within our study, some staff recognised the challenges that such students were 
experiencing and made minor adjustments to deadlines. For example, Business and 
Law student Elsa reported:

I emailed him [the course coordinator] once saying, ‘Hey, I thought the quiz was today, so 
I’ve logged on now, but it actually finished yesterday. Can you reopen it?’ And he was like, 
‘Yep, no worries. It’s reopened as a once-off.’ So I reached out at one point and I got some 
assistance that I required.
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However, while this lecturer’s decision was clearly in the best interests of this stu-
dent, it does have implications for ‘equality’; other students may have forgotten or 
been unable to complete the quiz, but did not have the courage to ask for extra time. 
It also potentially represents a breech in the university’s assessment protocol, where 
any such adjustments should be in response to a formal extension request supported 
by appropriate documentation. These two examples (one where the lecturer inter-
vened and overrode policy and one where the lecturer did not) illustrate the tensions 
between complying with policies and systems and supporting students when they 
need it.

8.5 � Harnessing the Affordances of the Digital Age 
to Improve Assessment Equity

The data from our study and the larger research literature highlight common chal-
lenges low SES students may experience when navigating assessment, particularly 
in first year courses, in relation to self-efficacy, prior preparation, and external pres-
sures. In this section, we propose ways the affordances of the digital age may be 
better harnessed to address these inequities via more nuanced recognition of prior 
learning opportunities before students begin, better mechanisms to help students 
identify and receive academic support during their first year, and more flexible time-
lines within units of study throughout their degree.

8.5.1 � Using Technology to Make Recognition of Prior 
Learning more Nuanced

Our data showed that some low SES students are wasting valuable time and resources 
demonstrating knowledge and skills they already have. While universities may have 
mechanisms in place for recognition of prior learning (RPL), it is important to make 
sure students are aware of these opportunities and consider how digital technologies 
(e.g., ability to assess student participation in practical tasks, experiments, group 
work via digital assessment modes, Katz and Gorin 2017) could make them far more 
nuanced. For example, while a student may have excellent practical knowledge and 
skills, there may be gaps in theoretical knowledge, so exempting students from 
entire units or years of study may not be appropriate. If equity is the goal, perhaps 
assessment systems can be developed where evidence of prior learning and compe-
tency (or a set of pre-tests prior to the unit) can be used to exempt students with prior 
industry or educational experience from individual assessments tasks within particu-
lar units. Such mechanisms may enable time poor students to devote additional time 
to areas of need and potentially spare them from some costly on-campus assess-
ments. It might also encourage students who may have low self-efficacy to formally 
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acknowledge their areas of strength. A more nuanced approach to RPL might also be 
supported via a move from more traditional grades and reporting to reporting by 
learning outcomes or by digital credentialing (see Jorre de St Jorre, Chap. 19, this 
volume) as this would potentially allow students to draw on pre-existing, as well as 
newly generated, evidence of learning to address criteria.

8.5.2 � Using Technology to Help Students Identify and Address 
Academic Needs

While students may be aware of some gaps within their preparation and know about 
resources available via student support units (e.g., help with academic literacy, 
mathematics, computing, etc.), unless the student is referred to services due to 
assessment failure, most current approaches require the student to identify needs 
and seek help. It seems vital that students are supported to become aware of any 
potential gaps and have opportunities to learn ‘assumed’ knowledge and skills 
before submitting their first assessment; this could occur in different ways. There 
are already many different ways technology is being used within online and blended 
enabling programs, but as Rienties et al. (2012) identify, more work is needed to 
make sure use of technology is clearly linked to learning objectives and pedagogy, 
maximising the benefit these programs have for aspiring higher education students.

Opportunities for formative feedback could be present within the first few weeks 
of a unit via a low-stakes early assessment task (Shields 2015), ideally directing 
students to specific tutorials and resources to upskill them in the areas of need. For 
example, online quizzes can provide students with immediate feedback on their 
understandings of content, although clearly this is an inappropriate way to assess 
many important facets of knowledge and skills students must develop during their 
studies. Online peer-assessment systems can also help students gain useful feedback 
from peers via Mobile Response Technology (MRT) and software packages 
(Rotsaert et al. 2018).

Another possibility is via online diagnostic testing, like that currently being 
developed by Jason Bryman, Timothy Cleary, and Heidi Andrade in the United 
States (for more information, see http://daacs.net/). Their open access Diagnostic 
Assessment and Achievement of College Skills (DAACS) tool allows students to 
complete short diagnostic tests in self-regulated learning, reading, mathematics, and 
writing. These provide students with feedback about current competency in these 
domains and link students with resources to help them develop in specific areas of 
need, allowing them to improve via use of self-paced, open-access materials. It is 
vital that students with potentially low self-efficacy are empowered to feel that they 
can improve and tools like this can provide them with the pathways through which 
to do so. Early findings exploring DAACS’ impacts on student university success 
indicate that having students simply take the test is not enough to improve outcomes 
(Bryer et al. 2019). Students and/or their advisors must meaningfully engage with 
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the results and invest the time needed to work with resources designed to help stu-
dents improve in areas of need. Bryer et al. (2019) found that academically weaker 
students were less likely to engage meaningfully with DAACS feedback and 
resources, suggesting that such students may need additional forms of support.

In addition to support for students around global areas of strength and weakness 
in their prior knowledge and skills, there is also potential need to focus student 
attention on how to participate effectively in higher education assessment processes 
(Smith et al. 2013). Students from equity group backgrounds may require additional 
support to help induct them into “the guild” (Sadler 2009). During our project, stu-
dents identified many forms of scaffolding which can help students self-assess their 
progress against goals including checklists, exemplars, and rubrics. Of particular 
value were short videos shared on the Learning Management System (LMS) which 
featured the lecturer unpacking the assessment task (Taylor et al. 2017); these on-
demand videos allowed students to view them when and as many times as they 
wished as they sought to understand expectations. Likewise, many students reported 
that seeing an exemplar, particularly when a type of task is new to them, made it 
much easier to visualise assessment expectations, consistent with the literature (e.g., 
Bearman and Ajjawi 2018). Technological affordances can make exemplars far 
more interactive than they have been in the past (e.g., links within the document to 
lecturer video or audio comments about the work; on-demand videos walking stu-
dents through an exemplar) and such possibilities should be further explored.

Students also benefit from formative feedback (with many new online modes 
being developed for such delivery, Gikandi et  al. 2011; Henderson and Phillips 
2015). However, they also need the time and space to make use of it (including that 
gained via their own self-assessment using tools like rubrics and exemplars or feed-
back from peers). Regardless of what tools and scaffolding are selected, students 
need to be supported to understand and use them in the ways intended.

8.5.3 � Using Technology to Create Flexibility 
in Course Timelines

Finally, it is vital to move beyond the notion that standardization equals equity to a 
philosophy which recognises the importance of giving each student the conditions 
and time needed to demonstrate learning objectives. Particularly within distance 
education environments, which can be more self-paced as they are less reliant on 
weekly scheduled contact between teaching staff and students, there is no funda-
mental reason why assessment completion must be confined to the 10–12  week 
conventional university term. While giving students longer periods of time to com-
plete unit assessment tasks may mean major changes to the bureaucracy, rules, and 
procedures around higher education assessment, it seems important to be realistic 
about the complex lives and pressures many equity group  students (and others) 
experience and work with them in supportive ways to help them achieve the best 
possible results.
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Some institutions are already experimenting with this model, but primarily at the 
post-graduate level within Australia (e.g., CQUniversity MBA (Leadership) pro-
gram, Deakin University’s Start Anytime units). However, Open Universities 
Australia has also adopted this model for its Unilearn bridging program. While such 
an approach may work best for more experienced and self-regulated learners, there 
are potential ways of applying the model at all levels which could be explored.

In Australia, we can also learn from some of the successes and challenges 
reported by American universities employing more flexible and self-paced under-
graduate and post-graduate degree models, often referred to as Competency-Based 
Degrees (McDonald 2018). The flexibility and potentially lower costs offered by 
these models may be of great help to students who are juggling complex priorities. 
However, research indicates that this way of studying places high expectations on 
students (e.g., students need to be able to motivate themselves in the absence of 
external deadlines, self-assess their own learning competencies and needs, possess 
good time-management skills, McDonald 2018). Staff operating such programs 
may also face increased challenges (e.g., such programs may lack alignment with 
other university timelines and procedures, face additional regulatory hurdles, expe-
rience resistance from staff, Dragoo and Barrows 2016). Additionally, research 
identifies constant tensions reported between keeping institutional and student costs 
down, while simultaneously creating high quality student learning environments 
and experiences (Dragoo and Barrows 2016; McDonald 2018).

Clearly, while some changes to system rules may be relatively easy to address 
(e.g., having more points within the calendar year when grades are verified), more 
work is still needed to further explore and mitigate the many challenges noted by 
those trying to create more assessment flexibility within their degree programs. In 
the interim, it at least seems logical to carefully examine university assessment 
extension policies, making sure that these are sufficiently flexible so that lecturers 
and students can work together to create reasonable deadlines which allow students 
the opportunity to demonstrate their knowledge and skills.

We are only starting to scratch the surface of what may be possible via digital 
assessment (Katz and Gorin 2017) and how these kinds of experiences may allow 
more flexibility for distance learners particularly (e.g., assessing distance students 
on their completion of an experiment in a digital environment while on-campus 
students complete the task during a laboratory session), keeping focused on what 
learning objectives students are demonstrating rather than how this is being accom-
plished or under what conditions. At a minimum, we suggest following the recom-
mendation of Luzeckyj et al. (2015) that assessment deadlines across programs are 
examined to make sure they are spread across the term and that submission times do 
not encourage students to act in ways which are detrimental to their health and well-
being (e.g., a 9:00 am submission time may encourage students to stay up all night 
working on an assessment).
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8.6 � Conclusion

This chapter poses the question of how assessment might need to change if equity 
is a major goal of higher education. It identifies key considerations which are needed 
around student assessment preparation, task and scaffolding design, and assessment 
conditions. The affordances of the digital age are certainly helping break down bar-
riers to study for those living in regional and remote areas and juggling complex 
personal and work commitments. However, there is clearly more which can be done 
to utilise technology in ways which will serve the interests of students from equity 
group backgrounds. Meyer et al. (2010) recommend creating policy at a university 
level, outlining how assessment practices will best promote equity, with a focus on 
examining how student needs are accommodated, reflecting on whether chosen 
genres are likely to privilege particular groups, and monitoring and troubleshooting 
around the progress of students from non-dominant groups. It is also worth recon-
sidering how grades are distributed; if assessment is conducted in reference to stan-
dards, all students have the opportunity to demonstrate mastery and experience 
success, potentially rendering norm-based approaches like grading on the bell-curve 
as obsolete.

Within higher education, there are competing ideas about equality on one hand 
(which many interpret as standardisation) and equity on the other. We believe that 
equity is about acknowledging the challenges students may be experiencing and 
making appropriate changes in our own assessment design, conditions, and imple-
mentation to allow each to achieve his or her best possible results. Technology has 
already allowed us to make great inroads into this process. We look forwards to 
seeing how it can help open up even more equitable assessment possibilities in the 
future, acknowledging that “To achieve equity—justice—may require structured 
inequalities, at least temporarily” (Samoff 1996, p. 267).
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Chapter 9
Assessment as and of Digital Practice: 
Building Productive Digital Literacies

Marcus O’Donnell

Abstract  Most modes of assessment in higher education, apart from paper-based 
exams, use some form of digital technology. However, assessments that scaffold, 
develop and assess integrated digital practices are much rarer. Even when using 
newer digital modes such as blogging, assessments often only replicate traditional 
textual practices with little attention paid to the specific multimodal, networked 
affordances of the medium. This paper will frame an approach to sustainable and 
productive digital assessment through integrated digital practice that emphasizes 
the reflexivity necessary for participatory networked communication. Such a frame-
work seeks to move from the textual/compositional bias which governs much 
assessment practice in higher education towards genuine digital assessments which 
engage students as designers and assess their digital design literacies as well as their 
critical encounters with discipline knowledge.

Digital technologies are now a fundamental part of everyday life and most profes-
sional routines. In contemporary higher education all learning is in some sense 
mediated by technology: academics use digital devices to prepare and present their 
material. Students, in most cases, receive some of their learning resources via digital 
devices and most modes of assessment, apart from paper-based exams, use some 
form of digital technology, even if this is just word processing.

In spite of technologies’ ubiquity, the most effective ways to use technology to 
enhance learning is still a live question, and as a number of scholars (Bayne 2015; 
Kirkwood and Price 2013a, 2014; Oliver 2013) have shown the concept of technol-
ogy enhanced learning is still undertheorized and ill-defined. Kirkwood and Price 
have shown in a series of studies (2013a, b, 2014; Price and Kirkwood 2014) that 
technology enhanced learning is, more often than not, designed to increase efficien-
cies or add small supplements to traditional practices. In their meta-analysis of pub-
lished studies only 30% of technology enhanced learning projects were designed to 
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transform learning interactions through the affordances of technology. Sue Timmis 
and colleagues (Timmis et al. 2016) conducted a similar series of analyses of digital 
assessment practices and came to similar conclusions:

Critiques in the literature suggest an over emphasis on technology for efficiency and the 
potential for standardising, grading and recording data. This appears to be limiting the 
development of more imaginative and creative possibilities. Where innovation is taking 
place, this is often in isolated pockets or subject to funding constraints on continuation and 
sustainability. Furthermore, policy discussions and decisions on assessment can contribute 
to an over simplified view of technology as a ‘quick fix’ or a means of replicating existing 
methods rather than seeing its potential to challenge and re-model existing practices and 
re-imagine the purpose of assessment and its relationship to learning. (p. 458)

So, what are the affordances of learning technologies that enable the types of 
transformative learning interactions that take us beyond instrumentalist content 
transactions? And how is this learning assessed in a congruent and meaningful way?

I have previously defined the key affordances of digital technologies as “the abil-
ity to generate, store, reuse, remix and share multimedia data in self-organising 
networks” (O’Donnell in press). This paper argues that conceptualising the digital 
in this way encourages us to focus on the iterative and collaborative possibilities for 
digital learning as a productive process that involves active participation and engage-
ment within a network. I also argue that in a world where digital practices are trans-
forming both our everyday life (Säljö 2010) and the world of work (Aoun 2017; 
Marsh 2018) assessment in higher education must specifically warrant both digital 
skills as well as disciplinary skills.

As a number of scholars have noted (Griffin and Care 2014; van Laar et al. 2017) 
there is a strong overlap between key generic attributes, defined as “21st century 
skills,” and digital literacies. By focusing on how students learn in digital networks 
a range of other skills come into play such as collaboration, communication, ethical 
decision-making and citizenship. Even personal skillsets such as self-management 
are now highly digitally mediated through personal organization software, as is 
teamwork and collaboration. So, a learning focus on a broad set of digital literacies 
will also deliver on key graduate attributes which underpin the contemporary uni-
versity’s promise to students around transferable employability skills that govern 
lifelong learning. Equally other graduate attributes must now be taught within a 
digital context.

Authentic and sustainable assessment in this context must therefore be both 
authentically digital as well as authentically connected to contemporary practices of 
work and citizenship. I will argue that “design thinking” provides a framework for 
thinking through sustainable assessment (Boud and Soler 2016) in a digital context. 
Such a framework seeks to move from the textual/compositional bias which governs 
much assessment practice in higher education towards genuine digital assessments 
which engage students as designers and assess their digital design literacies as well 
as their critical encounters with authentic discipline knowledge.

Gunther Kress and colleagues have suggested that in a contemporary multimodal 
environment, “design” is now the key mode for negotiating texts/signs.

M. O’Donnell
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The shift, conceptually, from composition to design mirrors a social shift from competence 
in a specific practice conceived in terms of understanding of and adherence to convention 
governing the use of a mode—writing, say—to a focus on the interest and agency of the 
designer in the making of signs-as-texts. Design is the practice where modes, media, 
frames, and sites of display on the one hand, and rhetorical purposes, the designer’s 
interests, and the characteristics of the audience on the other are brought into coherence 
with each other. (Bezemer and Kress 2008: p. 174)

Although Kress and others rightly point to the emergence of multimodality as a 
defining element of new media environments and contemporary digital experience 
(and, as I noted at the beginning of this paper, all contemporary learning is in some 
way a digital experience), writing remains the dominant mode of assessment in 
higher education (Tuck 2018, p. 3). And composition rather than design remains its 
central metaphor.1 Even in well-structured digital assessments that aim to develop 
collaborative elaboration of ideas, writing often remains the primary genre, and 
textual conventions often drive assessment criteria.

In a 2012 post, titled “A Better Blogging Assignment,” on the popular Chronicle 
of Higher Education Prof Hacker blog, for example, Mark Sample, who describes 
himself as a blogging enthusiast who has used blogging extensively in his courses, 
outlines a range of ways that he structures blogging assignments to encourage lively 
debate and collaborative development of knowledge (Sample 2012). Yet in another 
post when he outlines his assessment criteria for blogging assignments the criteria 
are purely textual:

Exceptional. The blog post is focused and coherently integrates examples with explanations 
or analysis. The post demonstrates awareness of its own limitations or implications, and it 
considers multiple perspectives when appropriate. The entry reflects in-depth engagement 
with the topic. (Sample 2010)

Similarly, a recent publication from the UNSW Teaching and Learning Centre 
(Teaching UNSW Sydney 2017) frames the benefits of blogging in terms of col-
laborative learning and building a community of practice but their sample rubric 
covers only logical sequence of posts, content knowledge, grammar, writing style, 
referencing and structure of ideas.

These are examples of assessments that are digitally delivered rather than digi-
tally designed. They remain focused on the compositional practice of traditional 
writing even though this writing has been transferred to a digital context. They may 
assess the generic skills of critical thinking and perspective taking but they miss the 
opportunity to engage with an integrated approach to digital design literacies which 
contextualise these skills to a contemporary digital environment. So how do we 
move beyond this compositional bias and towards authentically digital assessments 
which engage students as designers and assess their digital design literacies as well 
as their critical encounters with discipline knowledge? If we take the imperatives of 

1 This is more true of the humanities and social sciences than of the sciences or design disciplines 
like engineering but even though the sciences may rely less on essay style texts they are often even 
more dependent on assessment as knowledge-based recall whether through textual or computa-
tional notation.
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design as described by Kress – as a process that brings a focus on both the design 
agency of the learner and their encounter with an audience or culture – as central to 
digital experience and digital literacy, this has important implications for all aspects 
of the way that we design and assess digital learning.

9.1 � Students as Learning Designers, Design Thinking 
and Sustainable Assessment

Design has been an influential paradigm in curriculum development – with learning 
design a well-established discipline (Laurillard 2013), but it has only rarely been 
applied to the student experience of learning (Levinsen and Sørensen 2013). 
Sørensen and Levinsen (2014, 2015; Levinsen & Sørensen 2013) in a recent school-
based project in Denmark have shown that students as learning designers is a pow-
erful way to understand the complexities of digital learning. Students are both 
digital producers and learning designers they argue:

As digital producers, the students acquire knowledge about a subject, whereas as learning 
designers, they define (sub)goals, select content and organize their learning process in rela-
tion to producing learning objects for other students. The processes run parallel in an ongo-
ing complementary interaction, where the students continuously position themselves as 
either producers or learning designers. (Sørensen and Levinsen 2014, p. 61)

They argue that this is an agentic process for both teachers and students, with 
teachers designing learning experiences that empower students to design their own 
learning. The challenge is, they write, “to design a dynamic frame where the teacher 
and students continuously interact, construct and stage teaching and learning aimed 
at the students’ construction of subject or interdisciplinary knowledge.” (Sørensen 
and Levinsen 2014, p.  64) They also stress (Sørensen and Levinsen 2015) the 
importance of underpinning this process through the development of students’ eval-
uative judgement (Tai et al. 2018). This is supported through a variety of feedback 
and feedforward processes from both teachers and peers and that include a “focus 
on students as actors and address their self-reflection” (Sørensen and Levinsen 
2015, p. 293).

This joint staging of learning with dialogic feedback is essential to any notion of 
sustainable learning and assessment. As Boud and Soler (2016) note, sustainable 
teaching and learning practice demands “repositioning the notion of feedback not as 
an act of information giving to students, but as a co-productive process in which 
both students and others have key roles to play. Learning cannot be sustainable in 
any sense if it requires continuing information from teachers on students’ work.” 
(p. 403) The ultimate aim of engaging in a dialogic feedback process is to ensure 
that students become confident and relatively accurate assessors of their own and 
their colleagues’ work – an ongoing skill they will require as autonomous profes-
sionals and life-long learners. Boud and Soler have proposed that the most impor-
tant elements for students in developing these skills are:
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	1.	 identifying oneself as an active learner;
	2.	 identifying one’s own level of knowledge and the gaps in this;
	3.	 practising testing and judging;
	4.	 developing these skills over time; and
	5.	 embodying reflexivity and commitment. (Boud and Soler 2016, p. 402).

This type of iterative reflexive practice is very close to the paradigm that has 
come to be known as “design thinking” which arose out of studies of the way 
designers think and create (Cross 2006). It has now been adopted across multiple 
disciplines and has evolved and been defined in a set of different but complementary 
ways (Johansson-Sköldberg et  al. 2013; Carlgren et  al. 2016). Several common 
ideas emerge from these definitions which emphasize:

•	 an open-ended enquiry approach to problem solving
•	 beginning with detailed observation and analysis, which often includes refram-

ing the problem
•	 adopting a user centric approach characterized by empathy and a diversity of 

perspectives
•	 iterating different solutions, through physical and cognitive prototyping and 

reframing
•	 engaging in evaluative reflection-in-action
•	 the materiality of the process and the importance of tacit feedback through build-

ing models, visualizing problems, thinking through doing and a spirit of creative 
playfulness.

Design thinking shares a number of characteristics with paradigms already 
familiar to educators such as Kolb’s experiential learning cycles (Kolb 2014), action 
research (Laurillard 2008) and Schön’s model of reflection-in-action (Schön 1987). 
Each of these models presents a cyclical model of problem solving which is itera-
tive, developmental and reflective. However, design thinking’s focus on user-
centred, empathic design, drawing on the tacit feedback from the materiality of 
prototyping, brings a new emphasis to this discussion.

So how do the intersecting paradigms of design thinking, learners as designers, 
twenty-first century digital literacy and sustainable assessment enable us to think 
more clearly and creatively about developing genuine digital assessments and learn-
ing activities?

9.2 � Productive Design Literacies and Sustainable 
Digital Assessments

Design thinking, learners as designers, critical digital literacy and sustainable 
assessment each focus on a process-oriented approach to collaborative problem-
solving, they make critical and evaluative processes explicit as an essential part of a 
holistic, lifelong, sustainable learning process.

9  Assessment as and of Digital Practice: Building Productive Digital Literacies
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Moving from a compositional metaphor to a design metaphor as we conceptual-
ize new digital learning and assessment activities produces a shift in thinking which 
highlights the dialogic practices at the heart of sustainable learning and assessment. 
Instead of conceptualizing standards in terms of a set of compositional conventions, 
design thinking invites us to focus on reflective and collaborative processes that 
underpin standards as a practice of iteration and evaluation.

There are many implications for assessment practice if we adopt the digital 
design paradigm. For example, in a design thinking assessment paradigm, students 
would present assessments not submit them, and this simple change in language 
immediately conceptualizes assessment as a collaborative one-to-many activity 
rather than as an isolated one-to-one activity. Several principles can be drawn from 
looking at digital learning and assessment through a digital design lens (see 
Table 9.1).

Although I am arguing that there is a need to move from a reliance on a compo-
sitional paradigm, which still governs a large proportion of assessment in higher 
education, I am not arguing that it needs to be completely abandoned. There will, 
for example, still be a need to teach and assess business students’ ability to produce 
standard format business reports that follow an agreed set of explicit textual 

Table 9.1  Digital learning and assessment through a digital design lens

A digital design 
focused assessment is 
produced with a 
specific audience/
user in mind

Digital platforms and design process are always audience/user focused 
and design based digital assessments will always be contextualized as 
having a particular audience and/or end user(s), this provides an 
authentic professional context or real world orientation for final 
presentation. This audience focus not only influences the style of 
communication, how can I explain this disciplinary concept to a general 
audience, for example; it can also prompt questions about rhetorical 
purpose. How can this be of use to my audience? How might this be of 
use to them in their lives?

A digital design 
focused assessment is 
collaborative and 
encourages empathic 
perspective taking

Digital assessment is collaborative because it is situated within 
networks, this does not mean that it is always group-work, but it is 
contextualized in the disciplinary community of practice, it is designed 
for an audience, it is reviewed, or open for review, by fellow scholars 
and this collaborative framework means it is done from an empathic 
perspective which entails thinking from within multiple alternative 
points of view.

A digital design 
focused assessment is 
multimodal

When assessments are presented rather than submitted they are 
produced with the most fitting combination of media, and the 
affordances of different types of media are explored to enable the 
practice of different types of knowledge engagement and presentation.

A digital design 
focused assessment is 
iterative and is 
negotiated with a 
range of 
stakeholders

Even where it involves the production and presentation of summative 
artefacts a digital design assessment remains focused on a clearly 
designed iterative process in which both the teachers and students are 
co-designers and are encouraged to map the multiple stages of this 
design process.

A digital design 
focused assessment is 
reflective

Any collaborative, iterative process demands multiple points of 
reflection-in-action and these are structured in a digital learning context 
to scaffold and develop a learner’s evaluative judgement.

M. O’Donnell
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conventions and are authentic to professional practice. However, even in examples 
like this, the ability to more easily produce infographics through online generators 
and include hyperlinks in interactive PDFs can add new digital design dimensions 
to these traditional formats. Even within authentically digital assignments there will 
be important compositional elements and digital conventions that will form part of 
this practice. Good online writing, for example, follows a set of conventions gov-
erned by what we know about how people read on screen: they scan for key points. 
This makes headers, dot points and visual conventions that break up the text for the 
scanning-eye particularly important.

9.2.1 � What Does This Mean in Practice?

Earlier in this paper I pointed to a number of examples of student assignments 
which, although they employed multimodal digital platforms such as blogging soft-
ware, applied only textual or compositional criteria in scaffolding and assessing the 
task. In the next section I will look at blogging as a case study to explore how a digi-
tal design paradigm can be applied to produce an authentically digital assessment.

9.3 � Blogging as a Design Oriented Sustainable 
Digital Assessment

Although blogging has been used extensively in higher education (Sim and Hew 
2010) as a class management and interaction tool and as a mode of assessment, as a 
number of authors have pointed out (O’Donnell 2006; Kim 2008; Deng and Yuen 
2011) there has been little attempt to conceptualise the particular affordances of 
blogging as a mode of sustainable assessment. Blogging assessments are most often 
defined at the postgraduate level and usually as a primarily written assessment 
rather than as an authentic design project which involves the creation of a sophisti-
cated, multimodal, digital artefact.

I have used blogging as a learning and assessment platform across a number of 
different units in media theory, journalism (O’Donnell 2006) and business disci-
plines, and I have worked with other academics to implement blogging in a variety 
of other disciplines. As I will show in the exemplars below (see boxed assessment 
descriptions) blogging is easily adaptable to different professional contexts and dif-
ferent learning outcomes ranging from the production-oriented needs of journalism 
to the more identity focused needs of postgraduate early-career researchers in busi-
ness studies.

9  Assessment as and of Digital Practice: Building Productive Digital Literacies



Exemplar 1: Blogging Assignment for Postgraduate Business HDR 
Students
This blogging assignment was developed for a Research Dissemination unit 
taught as part of the compulsory coursework for a Doctorate of Business 
Administration program. Students establish a research blog and make weekly 
posts outlining aspects of their current research and aggregate news from their 
research area. The blog should also include general information about their 
expertise as a researcher and professional. Ten posts are completed over the 
course of the semester. Students were encouraged to use the multimedia affor-
dances of blogging and this was linked to a second assignment on visual pre-
sentation skills.

Assessment criteria.
Students will demonstrate:

•	 an ability to effectively use the affordances of blogging technology (includ-
ing use of hyperlinks, blogroll, categories, themes)

•	 an ability to communicate research ideas in an engaging, direct manner
•	 an ability to effectively aggregate a range of news from their research area
•	 an evolving sense of a personal brand as a researcher.

Students are encouraged to comment on each other’s blogs and are given 
an opportunity to present their blog to class and discuss opportunities and 
challenges that they are currently having. This encourages a collaborative 
peer led development, without formally assessing this component.

M. O’Donnell118

As blogging pioneer Rebecca Blood (2000) has described, in an essay about the 
historic evolution of blogging, the “original weblogs were link-driven sites”. They 
were driven by the blogger’s personal sense of what was interesting in the wilds of 
the early web. It is both this linking practice and experimenting with personal voice 
that was critical in Blood’s own experience of blogging and she describes how this 
had profound effects on her own self-awareness and confidence. However, as blogs 
have become more mainstream and are increasingly used for commercial market-
ing, mainstream media and institutional branding, as well as personal communica-
tion, it has become more difficult to define their distinctive place in the digital 
ecosystem. Garden (2012) in her analysis of the literature concluded that the prolif-
eration of blogs makes any definition inherently problematic and underpinning this 
difficulty is the question: is blogging a communication genre or a technological 
platform?

At first this distinction between a platform – a technology with certain affor-
dances – and a genre – a communication type with a particular context and audi-
ence – may seem like a critical distinction, especially in an academic setting. Indeed, 
in terms of scaffolding individual aspects of a blogging task for students, it will be 
necessary to engage with both the specific technological affordances of blogs as 
well as specific types of public disciplinary communication. However, in terms of 
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developing sustainable digital literacies, it is also necessary to explore the way 
genre and technology are necessarily imbricated in a digital context.

In an influential article which used a large content analysis of over 200 blogs, 
Herring et al. (2004) defined blogging as a “bridging genre” which brought online 
writing into contact with a range of associated historic writing practices – journal-
ing for example. In this sense it is both a new genre and one which participates in a 
range of other familiar genres of academic and popular communication. Thinking 
explicitly about blogging as a way of bridging different types of communication 
opens up a set of rich possibilities to engage students in exercises that invite them to 
actively design and construct complex digital communication artefacts as well as 
reflect on that process of production.

Exemplar 2: Blogging for Introductory Journalism Students
In an introduction to journalism course we used blogs as a portfolio space that 
allowed students to explore a developing sense of themselves as both a stu-
dent and a journalist. It was used across a series of linked assignments that 
combined the development of the blog with the use of mobile technology. 
Together these assessments aimed to introduce students to:

•	 basic journalistic tasks such as interviewing, filming, and editing, and
•	 their new environment as university students and emerging journalists
•	 the creation of project-based web publications through blogging.

There were two separately assessed assignments each of which was care-
fully scaffolded in stages with in-class activities and online resources.

Task 1: Students establish a blog and complete a number of blog posts which 
must include:

•	 3 Individual classmate photo portraits with 100 word captions;
•	 2 images of university life with 100 word captions;
•	 2 video vox-pop posts interviewing students from across the university 

on a topic;
•	 1 two minute edited video interview with a classmate.

Task 1 Assessment criteria: Students will demonstrate an ability to

•	 Use the basics of blogging technology as a storytelling medium;
•	 Take engaging photographs which convey information and emotion;
•	 Capture engaging content through video interviews;
•	 Complement visual storytelling with simple, well expressed written 

content.

(continued)
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Task 2: �Students produce a series of new posts on their blog which must 
include:

•	 2 × 500 word profiles of classmates with a photographic portrait one of 
the interviews focusing on interests outside of media and journalism;

•	 2 aggregated/curated news posts dealing with issues in journalism and 
storytelling (300 words each);

•	 1 × 500 word news story which draws on original interviews (at least 4) 
with classmates on career aspirations and issues in journalism today the 
post must be accompanied by an original image and appropriate caption.

Task 2 Assessment criteria: Students will demonstrate an ability to:

•	 Use blogging platforms effectively as a storytelling medium;
•	 Create engaging and informative content through aggregation and cura-

tion of secondary sources;
•	 Create engaging and informative content through original interviews;
•	 Write effectively, following standard grammatical and journalism style 

conventions.
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9.4 � Blogging as a Technologically Scaffolded Genre

Deng and Yuen (2011) present one of the few studies which attempt to bring the task 
focus of their assessments together with an explicit focus on the technological affor-
dances of blogging. Their model links six affordances of educational blogging with 
three types of blogging behaviour: writing enables self-expression and self-
reflection; reading generates social connection and triggered reflection and com-
menting generates social interaction and reflective dialogue.

In more concrete terms, writing blogs allows for individual-centered expressions of per-
sonal feelings and thoughts, and fosters self-reflection. From the perspective of the blog 
readers, the sense of connections and social rapport within a community can be cemented 
and the real stories captured in blogs can serve as food for reflection or a source of inspira-
tion. On the community dimension, peer interactions through commenting provide an alter-
native venue for the exchange of the social support. (Deng and Yuen 2011, p. 450)

This is an important step forward in the literature because it begins to provide a 
framework for the how and why of blogging as a genre of academic communica-
tion. It focuses on blogging as an integrated practice of reading, writing and com-
menting and as the production of a digital artefact rather than merely a series of 
posts. In this sense it begins to provide a framework for the way particular forms 
of – for example – reflective writing might emerge as a distinctive genre in a blog-
ging format. Even though it begins with a focus on writing it moves from a purely 
compositional focus to a focus on the way writing is delivered and received as a 
communication in a digital ecosystem. However, I would suggest that further 
emphasis on some of the technological specificity of blogging would add further 
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scaffolding, necessary for effective sustainable assessment. Being explicit about 
these affordances would help reveal to students a set of transferable design elements 
of blogging. These technical elements of blogging would include:

•	 hyperlinking – which encourages curatorship and source acknowledgement and 
embeds scholarly writing within a disciplinary community of practice

•	 categories and tagging – which introduces taxonomic organization of informa-
tion and allows for the emergence of connected thinking

•	 reverse chronological posting – encourages regularity of posting and the iterative 
development of ideas

•	 comments – facilitates feedback and peer interaction
•	 blogrolls of associated or admired bloggers/websites – facilitates the develop-

ment of a network
•	 integration with other social media services – increases sharability
•	 multimedia embedding with captioning and sourcing  – develops multimodal 

literacies.

Taken together these mechanisms begin to describe and scaffold particular types 
of writing (and other types of multimodal communication), reading and comment-
ing. They could be used as both aids and triggers for particular types of reflection 
and scholarly communication, and they scaffold a particular type of knowledge 
management, organization and exchange.

Scaffolding Blog Post Types
In working with students on blogging assignments I introduce blogging as a 
flexible medium which allows for a number of different styles of academic 
communication through this simple typology of posts:

•	 Comment post: is a post which begins with a link to a media report, video 
or another blog and then provides comment and analysis on the issue.

•	 Comparative post: is a longer version of the comment post which links 
together several reports around a similar theme and provides some 
commentary.

•	 Bookmark post: is a short post with a link and block quote to a report or 
other blog entry with little or no commentary. These are a way of adding to 
threads that you have already begun or a way of beginning something 
which you can come back to in more detail when you have more time.

•	 Reflective post: sums up some of your own thinking about a particular 
issue and will probably be used to bring together some ideas that have been 
explored in previous posts. In this case the links may primarily be to your 
own previous posts.

•	 Descriptive post: a short description of something you have noticed or an 
event that has happened to you that has relevance to the topic being cov-
ered. This could be enhanced by an image or video.
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This rich form of multilayered communication can only be realized if blogging 
assignments explicitly engage with, and scaffold, the full set of generic affordances 
that are available through the digital platform. But as Peter Goodyear and colleagues 
remind us “an affordance of a thing for a person depends on qualities of the thing rela-
tive to capabilities of the person (skills, perceptual acuity, etc)” (Goodyear et al. 2014, 
p. 138). So, looking at particular technology affordances in the abstract is not enough 
to design a productive, sustainable, authentically digitally assessment. Design thinking 
assists us in providing a process to scaffold and harness these affordances by providing 
a framework for students and teaching teams to actively design learning opportunities 
drawing on these affordances, but doing so in a capabilities building framework.

In the examples given above I invite students to solve an integrated set of design 
problems:

•	 a specific communication problem – how to tell the stories of first year university 
students and their encounters with the institution or how to build a personal 
brand as an emerging business studies researcher in a particular area;

•	 how to relate this to their disciplinary context;
•	 how to work with specific digital processes: linking, digital photography, tag-

ging, commenting etc. to solve these design problems and make these contex-
tual links;

•	 how to bring all of this together into a cohesive digital artefact.

This is done in the context of an active learning classroom which is task-discovery 
focused. Students are supplied with a range of resources prior to class and they are 
then asked to create artefacts, often in groups, during class time. The iterative emer-
gent nature of design thinking is emphasised through a discovery/task/presentation 
model that builds collaborative learning. Importantly students are explicitly intro-
duced to the assessment criteria that openly engage the digital as well as disciplin-
ary context of the tasks. In the journalism assignment described above, for example, 
a collectively developed rubric and a set of checklists were developed by the class2 
which scaffold the production of the student’s blog. This enables them to engage in 
self-evaluation of the multiple components of the design/communication process.

An authentically digital, effectively scaffolded blogging assignment requires stu-
dents to engage in design at the macro and micro level. At a micro level developing 
a blog is built up through a series of related tasks – both the combination of different 
individual posts as well as the deployment of the design and taxonomic elements of 
blogging. This exposes students to an iterative process that encourages them to 
actively make connections and design their own learning. At a macro or project 
level developing a blog is an exercise in design thinking which addresses a particu-
lar design problem: what combination of elements effectively communicates about 
a selected topic to a nominated target audience in the most effective way. The typol-
ogy of posts and other assignment scaffolds emphasize the multiple modes and 
iterative development of this type of networked scholarly communication instead of 

2 This class was often 150+ students divided over 5–6 seminar groups so the negotiation of this 
collective rubric was another digitally mediated process done with simple Google Docs technology.
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prescribing a single set of conventions that defines a compositional approach to 
writing. This encourages students to actively think through their design choices and 
design their learning experience.

The assessments described above are designed to explicitly scaffold each of the 
digital design principles outlined earlier in this paper:

Audience/user focus: Both the journalism assignment and the business studies 
assignment ask students to explicitly address real audiences.

Collaborative/empathic: The journalism assignment asks students as the designers 
to put themselves in another’s place, to communicate the voice of another. The 
business studies assignment emphasises the linked nature of blogging and also 
asks students as designers to design their communication in the context of the 
wider communicative ecosystem: linking to others who write in similar areas and 
commenting on fellow bloggers work. Feedback and interactions from fellow 
class members is built into the structure of the assessments.

Multimodal: Students are explicitly asked to address blogging as a multimodal 
medium and as visual design problem. This invites students as designers to con-
sciously think about communication as a multimodal process and reflect on the 
ways that different elements of communication work and interact.

Iterative/negotiated: the reverse chronological structure of blog posts which 
slowly add to the emergence of a rich digital artefact, creates a naturally iterative 
approach to designing blog-based communication.

Reflective: while blogging is not inherently reflective, the type of processes I have 
just described do offer multiple prompts for reflection and encourage an iterative 
and self-consciously constructed approach to communication.

Situating blogging as an integrated design problem which addresses both com-
munication design – what, to whom, and in what way – as well as artefact design – 
how can the form best address these communication needs  – invites students to 
address holistically the critical and the productive aspects of digital design literacy.

9.5 � Conclusion

The research on assessment tells us that more emphasis needs to be placed on the 
process rather than just the outcome of assessment tasks. Sustainable assessment is 
dependent on a dialogic process that encourages confident self and peer assessment. 
Design thinking gives us a framework for thinking through these processes and digi-
tal ways of working provide a set of tools. Drawing on frameworks such as this, 
tools like blogging platforms can be used in higher education to transform assess-
ment. They can enable particular types of personal, interactive, multimodal, reflec-
tive communication that is presented in an organized coherent way as part of the 
development and presentation of a student’s digital identity. In this way digital 
assignments can move from merely replicating traditional textual compositional 
practices to a productive assessment of and as digital practice.
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Part III
The Role of Big Data in Reimagining 

Assessment

Margaret Bearman 

Big data and learning analytics are changing the face of higher education. This sec-
tion of the book highlights their current and future roles in assessment and feed-
back. These four chapters describe a mix of ‘what is happening now’ with 
extrapolations of ‘what might be possible’. The previous section explored how to 
expand the pedagogic potential of assessment in a digital world, while this section 
looks at the potential of the unfolding power of data and analytics for assessment. 
The authors discuss how big data – the quantified traces of processes that are an 
integral part of digitally mediated education – can change assessment and feedback. 
While assessment is mostly characterised as reflecting the status quo – these chap-
ters also provide an indication of how big data by its very nature can change assess-
ment practices.

There are two core concerns that are highlighted by this section and are dis-
cussed in further detail below. Firstly, the chapters analyse how ‘big data’ can be 
transformed into meaningful information that can inform assessment and assess-
ment practices. Secondly, they provide some suggested ways in which educators 
might work with this data derived information to enhance assessment.

�Transforming Trace Data into Meaningful Information

Big data contains many different kinds of information such as click data, time on 
task, grades, demographics and enrolment data. In some instances, this data is very 
easy to interpret; in other instances, it is very difficult to assign meaning. This pres-
ents a range of challenges. Milligan’s chapter (Chap. 13) on metrolytic standards 
investigates how we might validly measure constructs using big data. However, as 
suggested by Pardo and Reimann (Chap. 12), in order to generate rich data, we need 
Technology Rich Environments (TREs) that might include data such as affective 
states. Yet another alternative means of interpretation is presented in Rogaten et al., 
whereby meaning is created a priori through assignment to categories; in this way 
meaning is assigned through the initial classification (Chap. 11).

https://doi.org/10.1007/978-3-030-41956-1_13
https://doi.org/10.1007/978-3-030-41956-1_12
https://doi.org/10.1007/978-3-030-41956-1_11
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�How Data-Derived Information Influences Assessment 
and Feedback

At some point data-derived information, refined by algorithms or classification, 
must interface with educators and/or students as part of assessment and feedback 
processes. What value can this data-derived information bring? Rogaten et  al. 
(Chap. 11) ably demonstrate how providing information about the interaction 
between different assessment  types and student success can inform institutional 
understandings of assessment designs. Additionally, as Pardo and Reimann (Chap. 
12) and Knight (Chap. 10) point out, analytics could help make assessment pro-
cesses more efficient. However, one of the biggest areas of promise is in providing 
educators/students with information about students that is currently unavailable to 
them. This is speculative work, with authors suggesting that analytics will be valu-
able to trace ‘soft skills’ and ‘affective states’. One outstanding question is the 
degree of automation underpinning this provision of information. Knight argues 
that in the short term, we should conceptualise this information as augmenting edu-
cator’s feedback (and hence assessment) processes rather than providing a direct 
conduit to students (Chap. 10). This provides a pragmatic way forward in a field 
where making sense of data is one of the largest challenges.

The work in this section represents a subset of the overlap between assessment 
and educational analytics. Taken together, all four chapters represent both big data’s 
promises and the challenges with respect to assessment in higher education.
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Chapter 10
Augmenting Assessment with Learning 
Analytics

Simon Knight

Abstract  Learning analytics as currently deployed has tended to consist of large-scale 
analyses of available learning process data to provide descriptive or predictive insight 
into behaviours. What is sometimes missing in this analysis is a connection to human-
interpretable, actionable, diagnostic information. To gain traction, learning analytics 
researchers should work within existing good practice particularly in assessment, 
where high quality assessments are designed to provide both student and educator with 
diagnostic or formative feedback. Such a model keeps the human in the analytics 
design and implementation loop, by supporting student, peer, tutor, and instructor 
sense-making of assessment data, while adding value from computational analyses.

10.1 � Introduction to Learning Analytics

Rising use of digital technology across education has heralded an increased focus 
on the potential of data to inform our understanding of student learning. Increasing 
attention to learning data has come from a number of sub-disciplines in education, 
most recently the emergence of ‘Learning Analytics’, a field with specific focus on 
the use of data derived from student learning to inform that learning. As Ferguson’s 
(2012) “The State of Learning Analytics in 2012: A Review and Future Challenges” 
charts, the developmental trajectory of learning analytics has been driven by an 
interest in applying business intelligence techniques to the increasing amounts of 
data made available through virtual learning environments and other learning sys-
tems. This interest has shifted from primary concerns around accountability and 
efficiencies, to an increasing focus on pedagogic concerns.

The field of learning analytics has seen keen interest in understanding how to 
effectively implement novel techniques, which support learning. Across educational 
stakeholders there is an increasing desire to use data effectively to inform and 
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understand practice; in particular, there is a strong desire to achieve impact through 
implementing and supporting effective learning strategies. Learning analytics can 
contribute to this, but to do so, we need to develop a deeper understanding of the 
kinds of problems it can tackle, and how to integrate analytics into practical peda-
gogic contexts.

There is a growing expectation that educators use data as a form of evidence of 
student learning (and course evaluation). This shift in focus onto learning analytics 
as a form of assessment data highlights two intertwined concerns. First, as others 
have noted, educators must have a degree of data literacy to be able to navigate the, 
often quantitative, information that they are provided with (see, for examples, 
Mandinach 2012; Mandinach and Gummer 2016). Second, this data literacy must 
have a focus on how data is used in context to make decisions. Such a perspective 
prompts a move beyond simply supporting educators in navigating large-scale 
assessment data or predictive models based on Learning Management System 
(LMS) log data, to supporting educators in making practical decisions about the 
data they collect and make decisions on.

This chapter focuses in on a particular component of those challenges, suggest-
ing that a key path for the impact of learning analytics is a focus on ‘intelligence 
augmentation’ (IA) over artificial intelligence (AI).1 That is, rather than focusing on 
how artificial intelligence might be deployed for automation of tasks, I shift focus 
to explore how artificial intelligence can augment assessment, in particular by 
amplifying the impact of high quality assessment with learning analytics derived 
feedback. Such an approach has dual benefits, in ‘bringing along’ educators in the 
implementation of learning analytics, though supporting their existing practice 
rather than requiring wholesale changes, and provides sites for learning analytics in 
which there is clear pedagogic potential through understanding that existing 
practice.

In this chapter, I introduce a broad model of assessment as a fundamental design 
context for educators. I then present three ways in which learning analytics might 
intersect with this model, arguing that ‘augmenting assessment with learning ana-
lytics’ provides for particular benefits. I will then illustrate this approach using a 
particular assessment context (peer assessment), and various sites for augmentation 
in that context, drawing on examples from the literature to do so.

10.1.1 � Understanding Assessment as Design

In this chapter I frame assessment building on the social constructivist model of 
assessment processes in Rust et al. (2005). I take it that when educators set about 
designing assessments, their fundamental question is “How do we get knowledge of 

1 For an introduction to this idea, see https://theconversation.com/artificial-intelligence-holds-great- 
potential-for-both-students-and-teachers-but-only-if-used-wisely-81024
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what the students know?” (Committee on the Foundations of Assessment 2001). A 
key part of this assessment process is the bringing to alignment of student and edu-
cator expectations around what is to be learnt, with active engagement with criteria 
development and feedback from both educators and students (Rust et al. 2005).

In a simplified model based on this perspective (Fig.  10.1), educators across 
educational levels engage in assessment design as a component of their course 
design. In so doing, they design assessment tasks and criteria by which to assess the 
completion of those tasks (the top box in Fig.  10.1). In order to undertake this 
design work, educators should have a rich understanding of the learning context 
alongside the assessment literacy to design and deploy tasks to probe learning. They 
must, therefore, understand how the assessment is related to the students learning, 
how assessments are constructed (by themselves or others) as measurement tools 
(e.g., validity, feedback, etc.), and knowledge of the range of assessment types and 
responses to them (Price et  al. 2012). At most basic, educators might consider 
whether the assessment is summative in nature (sometimes called ‘assessment of 
learning’) – end of unit examinations, for example – or is intended to provide for-
mative feedback towards further learning (sometimes called ‘assessment for 
learning’).

Influencing this process are characteristics such as the educator’s epistemic cog-
nition (how they think about the student’s knowledge and the influence of that on 
their instruction) (Barnes et al. 2017; Fives et al. 2017). That is, when educators 
create assessments they are making judgements about what they would like their 
students to attain, and must consider the question “what will I learn about my stu-
dents from the formative assessment event?” (Fives et  al. 2017, p. 3). Even in a 
simplified model such as the one below, we hope that educators will also engage in 
a reflective process of using the students’ outcomes in their assessments to (a) drive 
instruction, and (b) revise the assessment tasks for future iterations. That is, that the 
assignments students submit are a learning opportunity to develop courses and mod-
ules, as well as to develop the students’ individual learning.

Design assessment 
task and criteria

Complete 
assessment task. 

Receive grade.

Fig. 10.1  A simplified 
assessment model, in 
which educators design 
assessments that students 
complete
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Design assessment 
task and criteria

Complete 
assessment task. 

Receive grade.

Feedback
Formative 

assessment

Feedforward
Formative 

assessment

Feedback
Diagnosis

Criterion-based grades
Rubric use, etc.

Engagement with criteria
Exemplars
Drafting

Peer feedback, etc.

Fig. 10.2  Assessment with feedforward and feedback

As a part of this process of assessment – as reflected in the lower box in Fig. 10.1 – 
students of course must complete the assessment tasks, and receive marks on them 
against the criteria. Again, here, in addition to the content knowledge, students must 
engage a degree of assessment literacy, to understand what is being asked of them 
and how best to display this (Price et al. 2012). On receipt of their feedback (perhaps 
in written form alongside grades or rubrics), they should also engage in a reflective/
metacognitive cycle, again influenced by individual differences such as achievement 
goals, and epistemic cognition (Muis and Franco 2009; O’Donovan 2017).

To extend this simplified model, increased attention has been paid to the imple-
mentation of feedback and feedforward cycles in assessment processes. Feedforward 
is formative feedback that supports students in understanding the assessments they 
will complete and their criteria, through engagement with criteria (perhaps even 
writing their own) and exemplars, and so on (Wimshurst and Manning 2013). 
Feedback, then, is formative feedback provided post-assessment activity to support 
students in understanding why they received the mark that they did, and how they 
might improve in the future. Thus, Fig. 10.2 indicates a cycle of assessment with 
feedback and feedforward; breaking down possible sites for augmentation with 
learning analytics.

10.1.2 � Models for Transforming Assessment 
with Learning Analytics

One way of conceiving of learning analytics and its role in teaching and learning is 
as a tool for assessment (Knight et al. 2014). In this model, through the analysis of 
process-based trace data and artefacts created in learning tasks, researchers and 
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other stakeholders aim to make claims about that learning, at any one of the four 
components above. For example, we might provide feedback on a written essay 
(artefact), or the writing process (process), and this feedback might come before or 
after the final submission, provided to the student, or to support the educator in 
evaluating and revising their assessment design. In this understanding of learning 
analytics, we can further conceive of two broad approaches.

One potential is for learning analytics to facilitate a shift away from the summa-
tive assessment of artefacts produced. Instead, learning analytics might facilitate 
more process-based assessments such as choice based assessments, that explore the 
meaningful choices that students make in completing tasks (Schwartz and Arena 
2013), and the processes undertaken in ‘performance assessments’ of authentic 
tasks (Benjamin et  al. 2009; Darling-Hammond and Adamson 2010; Linn et  al. 
1991; Pellegrino 2013; Stecher 2010). New forms of feedback can thus make use of 
the trace data in “data-rich” learning (Pardo 2017). However, work adopting this 
approach requires the collection of new types of data, potentially using new tech-
nologies to collect that data, to be represented back to learners and educators in 
ways that also require research. The development of assessments based on novel 
process-based data is challenging, as work on intelligent tutoring systems has shown.

Thus, this development is likely to be time-consuming, expensive, and require 
systemic changes. As Roll and Wylie (2016) note in the context of the 25th anniver-
sary of the Journal of Artificial Intelligence in Education, in order to achieve impact 
in education, researchers should undertake two strands of research: evolutionary, 
with a focus on existing classroom practice; and revolutionary, with a focus on more 
wholesale change of systems. This former, evolutionary approach, then, looks at 
how learning analytics can augment existing systems. In contrast the latter might 
involve development of new types of assessment, and the automation of existing 
assessments to create structural change in systems. These three approaches will be 
discussed, followed by a focus on the potential of augmenting in the rest of this 
chapter.

10.1.2.1 � Approach 1: Learning Analytics for New Types of Assessment

Learning Analytics for New Types of Assessment  First, learning analytics can be 
developed to assess constructs that were not readily assessable using traditional 
methods. This is including approaches such as intelligent tutoring systems, or 
choice based and performance assessments, that follow procedures such as evidence 
centred design (Mislevy et al. 2012) which provide a logic for mapping behaviours 
to target constructs (such as self-regulation, collaboration, etc.). In this model (see 
Fig. 10.3), whole assessment structures can be redesigned, with criteria based on 
fine-grain analysis of the knowledge components in a domain, and feedback and 
task completion based around completing defined activities with practice algorith-
mically oriented to the target constructs.

10  Augmenting Assessment with Learning Analytics
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Fig. 10.3  New learning analytics based assessments

10.1.2.2 � Approach 2: Learning Analytics to Automate Assessments

Learning Analytics to Automate Assessment  Second, learning analytics can be 
used to automatize existing assessment structures. Thus, rather than tutors or 
instructors engaging in grading, a system is developed to automatically assess, for 
example through the automated essay scoring systems (Shermis and Burstein 2013). 
In this model (Fig.  10.4), substantial portions of the assessment structure may 
remain static, with analytics targeted either at the automation of existing work (e.g., 
automated essay scoring), or at scoring based on process data collected in the cre-
ation of artefacts aligned with existing assessments.

10.1.2.3 � Approach 3: Learning Analytics to Augment Assessment

Learning Analytics to Augment Assessment  Lastly – and the focus of this chap-
ter – learning analytics can be used to augment assessment, to support the analysis 
and feedback on existing produced artefacts or process in the context of well-
established effective e-assessment or technology enhanced assessment. That is, 
rather than focusing on developing new assessments or methods of completing 
assessment, instead focus on augmenting existing assessment structures through the 
augmentation of feedback and feedforward processes for effective assessment. In 
this model (Fig. 10.5), rather than seeking to automate grading (or enrich it through 
analysis of process data), the focus is on the formative feedback and the potential of 
learning analytics in that space. As highlighted below, this approach has some dis-
tinctive benefits.

S. Knight
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Fig. 10.4  Automate existing assessment or/and add new process/product data

This chapter argues that to achieve maximum impact and adoption, educators and 
learning analytics researchers should work together to develop approaches to assess-
ment augmented by learning analytics. Such augmentation has a dual effect of increas-
ing adoption of learning analytic approaches, thus potentially opening the door to 
more revolutionary (than evolutionary) changes, while also increasing adoption of 
existing good practice through the support of that practice via learning analytics.

Design 
assessment 

task and 
criteria

Complete 
assessment 

task. Receive 
mark.

Feedback
Formative 

Feedforward
Formative 

Augment formative assessment

Fig. 10.5  Augment formative assessment
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10.1.3 � Benefits of Augmenting Assessment 
with Learning Analytics

Writing in the 25th anniversary issue of the International Journal of Artificial 
Intelligence in Education (IJAIED), Baker (2016) suggests that AI researchers 
working in the education space should shift focus. In that piece, Baker notes that 
adoption of AI technologies in education has not been widespread. He thus suggests 
that, instead of developing ever smarter intelligent tutoring systems, researchers 
might instead focus on amplifying human intelligence, supporting humans to make 
decisions through the use of intelligently designed systems. Such a proposal would, 
for example, shift attention away from auto-scoring systems, and towards using the 
same data to report to educators and students in intelligently, to support them in 
making decisions.

Baker notes a number of potential advantages to such an approach, including that 
it provides for more flexibility of response and intervention. This is because such an 
approach does not necessitate the assumption that students in the future will have 
the same behaviours as those modelled now, nor that the interventions remain the 
same. That is, a risk of automating existing processes is that it reifies existing prac-
tice in both assessment and outcome, where this may not be appropriate. An aug-
mented approach, then, does not – necessarily – require the large-scale design and 
implementation of pedagogic agents, which is an expensive and time consuming 
process. Instead, the focus is on how technologies can be used flexibly to augment 
intelligence.

As Zhao et al. (2002) highlight, the distance of any innovation from existing: 
culture, practice, and technological resources, will impact its uptake by educators. 
That is, innovations will not be taken up that: are counter to existing cultural con-
text; do not align well with practices of individual educators; or require significant 
change to available technology. In a similar vein, in their introduction to a panel 
discussion on overcoming barriers to achieve adoption of learning analytics, 
Ferguson et al. (2014) note the need to consider:

•	 institutional context and culture;
•	 buy-in from stakeholders; and
•	 understanding of specificity and user needs.

Distinct advantages of focusing on the potential of learning analytics to augment 
assessment are that such an approach should: align better with existing culture and 
practice; be less likely to require significant technological change; and keep deci-
sion making firmly within the autonomy of the educator. As such, this approach is a 
way to support and enhance existing practice, raising awareness of the potential of 
learning analytics, in turn increasing the potential for impact from those analytics in 
existing and novel applications. Although over a longer term a focus on systems 
change  – and implementation of new assessment structures  – is likely to be an 

S. Knight
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important component of educational improvement, I suggest that this is more 
likely – not less – with a key focus on augmentation of assessment with learning 
analytics. As such three key advantages of augmentation emerge:

	1.	 Augmentation provides for easier integration
	2.	 Augmentation is more flexible in use
	3.	 Augmentation has lower upfront cost.

In proposing this approach, an explicitly design oriented perspective is taken. As 
Lockyer et al. (2013) highlight, because learning analytics provides new methods 
for data capture (in place of self-report methods), it can help educators in testing 
their assumptions regarding their learning design. Learning analytics, then, offers 
the potential to deliver on the promise of technology enabled assessment for learn-
ing (Crisp et  al. 2016; Dawson and Henderson 2017), with feedback to students 
identified as one key target for such analytics (Timmis et al. 2016). By augmenting 
assessments with learning analytics, educators and students can receive a richer 
picture of what learning is taking place, and be supported in both developing the 
learning tasks and their responses towards those tasks.

10.1.4 � Augmenting Assessment with Learning Analytics: 
A Worked Example

In this model, then, developing approaches in learning analytics would be used to 
provide feedback to students and educators for their educational decision making. 
This feedback might be diagnostic or formative in nature, providing information on 
specific areas of weakness and providing information on how particular features of 
their learning might be changed. Such augmentation might also simply provide 
additional information to stakeholders that they could use to support their decision 
making. For example, topic modelling might indicate that students wrote about two 
themes – a piece of non-normative or evaluative information – which could be used 
to target specific feedback content.

In the following sections some key advantages of this approach are drawn out 
through their exemplification in a particular set of design cases. These designs are 
based on a basic model of peer assessment, which may be used in both feedback and 
feedforward contexts. Each of these designs has in fact been implemented as indi-
cated by citations throughout, although the combined set of design patterns has – to 
the best of my knowledge – not been brought together. In highlighting these designs, 
I wish to draw attention not only to the specific uses being developed, but also to the 
general approach to augmentation and its potential to improve the adoption and 
integration of data informed approaches in education.

10  Augmenting Assessment with Learning Analytics
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10.1.4.1 � Peer Assessment

In peer assessment models, students engage in assessing their peers’ works for 
formative or summative purposes, while their own work is assessed by those 
same peers. The benefits of peer assessment for learning are well documented 
(for example, Topping 1998), with increased attention on specific design con-
figurations to support its effective implementation (Strijbos and Sluijsmans 
2010). In addition, peer assessment can produce reliable grade-feedback (for 
example, Cho et  al. 2006b), and has clear potential in e-learning contexts 
(Whitelock 2010).

However, amongst both students and educators, there is often a focus on the 
potential of peer assessments to reduce the staff marking burden, and other features 
that relate to structural concerns around the fairness, efficacy, and quality of peer 
assessment. Students can have a perception that peer assessment is inaccurate or 
unreliable, thus reducing their motivation to participate, in addition to which stu-
dents (like other assessors) do in fact disagree. To address these concerns, multiple 
designs can be adopted that augment a basic peer assessment design such as that 
shown in Design 10.1. These designs may be further augmented by learning analyt-
ics, as indicated in the following iterations.

Design 10.1: Peer Assessment
Problem: We want our students to develop their assessment literacy through 

applying the assessment criteria, and providing and receiving feedback on 
their work for formative purposes.

Task: Peer assessment involves students assessing each other’s work, typi-
cally prior to submitting a final version of the same work.

Tools/materials and participant structures: Peer assessment is typically 
conducted individually, often with students asked to assess multiple assign-
ments (although this requirement may be removed for formative purpose). 
Assessment is typically anonymous, and involves provision of both a score 
and comment.

Iterations and Augmentation: Peer assessment may be used as a stand-alone 
assessment design, or augmented by one of the designs below.

S. Knight

Developing the basic peer assessment design, we can add a number of comple-
mentary designs, that extend peer assessment, and may be augmented by learning 
analytics. For example, in Design 10.2, we see the addition of automated peer-
allocation. This simple technique – based on prior assessment data, automated essay 
scoring, or topic modelling – can be used to allocate peers in a way to support all 
students learning. For example, prior research indicates that all students can benefit 



Design 10.2: Peer Allocation
Problem: Peers may be assigned texts that are not aligned with their content 

knowledge, or that fail to support their learning (because they are mis-
aligned in terms of quality).

Task: This design complements the peer assessment design (Design 10.1). In 
peer assessment, students can be assigned to assess either convergent or 
divergent work (i.e., work that is of a similar quality/topic as their own, or 
diverges from their own).

Tools/materials and participant structures: As in peer assessment.
Iterations and Augmentation: Learning analytics can be used to allocate 

peers automatically based on content or ability, for example, using prior 
assessment data, automated essay scoring, or topic modelling.
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from feedback from lower achieving students, but that low ability students tend to 
benefit more from students who are similar to them (Cho et al. 2006a). So, it may be 
desirable in a number of contexts to assign peer assessment artefacts on the basis of 
prior knowledge, the content of the artefact, or some other features.

In addition, Design 10.3 provides a complementary pattern that introduces a 
‘calibration’ or benchmarking task, in which students engage with assessing exem-
plar texts prior to their own task completion. Such tasks have, as with peer assess-
ment more generally, often been discussed in the context of training for 
peer-assessment as a means to reduce the marking burden (for example, in cali-
brated peer review, see e.g., Balfour 2013). However, calibration tasks have a richer 
potential in engaging students in the application of assessment criteria to known 
exemplars, and the ensuing potential for diagnostic feedback and discussion about 
their judgements. In peer assessment, it is often the giving (not receiving) of feed-
back that students learn most from (Cho and MacArthur 2011; Cho and Cho 2011; 
Lundstrom and Baker 2009; Nicol et al. 2014). Similarly, in calibration tasks we 
would expect that by engaging students in giving feedback, they will learn. As such, 
supporting students in calibrating their judgement and feedback should support 
their assessment of their own work and address the concern that student’s feedback 
can be misaligned with that of their tutors (McConlogue 2015; Patchan et al. 2009; 
Rollinson 2005; Watson and Ishiyama 2012). One potential means through which to 
provide this support is in the form of ‘feedback on feedback’; that is, automated 
feedback on the quality of feedback that has been provided (typically in written 
form). This feedback might, for example, simply analyse student comments for 
phrases and words that are related to feedback categories (Whitelock et al. 2010, 
2012), or investigate the kinds of feedback that are in fact acted on, and relate these 
to textual features of the feedback (Nelson and Schunn 2009; Nguyen et al. 2017; 
Yadav and Gehringer 2016).



Design 10.3: Calibration Tasks
Problem: Students should (1) critically apply the assessment criteria to arte-

facts of the form they will produce, (2) engage actively with exemplars, (3) 
calibrate their judgement of their own and other’s work based on feedback 
(directly, and mediated via the diagnostic information provided to an 
instructor).

Task: Students are asked to assess exemplars, typically 3–5 artefacts of vary-
ing quality or on different topics. Students use the assessment criteria to 
assess these exemplars, providing a grade or point score, alongside written 
feedback. Once they have done this, students can be provided with feed-
back on the ‘accuracy’ of their assessments, as well as seeing both instruc-
tor and peer feedback provided to the same exemplars. This design 
complements Design 10.1, and can be used as a standalone task.

Tools/materials and participant structures: This task is typically conducted 
in individual then group  structures, with students assessing individually 
(perhaps after a period of discussion of the criteria), and then discussing 
the collective feedback.

Iterations and Augmentation: Diagnostic feedback can be provided to stu-
dents and instructors in a number of ways. First, student judgements pro-
vide insight into how aligned they (individually, and as a cohort) are with 
the instructor’s assessments of the same artefacts. Second, students can be 
provided with support in giving high quality feedback, through the use of 
natural language processing on their written comments. This feedback has 
been shown to produce higher quality comments from students, which we 
would anticipate supporting their learning about the criteria and thus 
developing their own evaluative judgement.
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Finally, peer assessment may also be augmented through providing students with 
targeting towards specific features of the artefacts they are asked to assess. This dif-
fers from Design 10.3, in that Design 10.3 is focused on specific features of the 
feedback, while Design 10.4 also draws on specific features of the assessed artefact. 
As such, Design 10.4 provides a mechanism to focus feedback. In some regards this 
design is similar to a complementary design (not expanded here) in which students 
are scaffolded in completing their peer assessment through the use of rubrics or 
specific questions (see, for example, Gielen and De Wever 2015), and indeed, such 
structuring may also be useful.

Learning analytics can augment this approach by specifically foregrounding tar-
get features in the artefacts to the assessors, who then choose to use this support in 
writing their feedback. That is, the peer feedback can be used to mediate automated 
feedback via the peer’s elaboration and focusing. For example, in the Academic 
Writing Analytics (AWA) project (see, for example, Knight et  al. 2017), natural 
language processing is conducted on student writing to detect the presence of ‘rhe-
torical moves’ (rhetorical structures in the text that provide structural markers to the 



Design 10.4: Focused Feedback
Problem: We want students to draw on specific features of the artefacts that 

they assess in providing feedback.
Task: In asking students to provide feedback, we can foreground particular 

features of the artefact to them, through specific instructions and structured 
peer-assessment forms.

Tools/materials and participant structures: As in Design 10.1, with the 
possible additions of structured peer-assessment forms, and automated 
writing analytic tool access.

Iterations and Augmentation: Peers engage with artefacts that have been 
analysed and annotated, summarized or otherwise visualized to (a) support 
their own judgement of the work, and (b) mediate the automated feedback 
through a process of peer-sensemaking. This design complements 
Design 10.1.
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reader). In preliminary work, peers have been asked to provide feedback to each 
other on their work, making use of the AWA tool to particularly foreground rhetori-
cal structures in their comments (see, for example, Shibani 2017, 2018; Shibani 
et al. 2017).

10.2 � Conclusion

Learning analytics can be used to support assessment processes, in the provision of 
feedback to both learners and educators regarding evidence of learning. This paper 
has discussed different ways in which learning analytics can be integrated into prac-
tical pedagogic contexts. This chapter has argued that one means through which 
learning analytics can achieve impact is through augmenting assessment design. 
Impact will be achieved by combining learning analytics with effective assessment 
through the kind of augmentation approach described here. I have argued that tech-
nology integration is a key consideration in taking this approach as a means to 
achieve impact with learning analytics. The flexibility of use of learning analytics in 
the context of designing assessments has been illustrated at a basic level through a 
set of peer assessment design patterns which illustrate how learning analytics can 
augment assessment. In each case, a core assessment design is highlighted, with the 
potential to augment that design with learning analytics tools demonstrated. By 
adopting such an approach, we can foster the testing and development of learning 
analytics with educators in the loop, making key decisions about how analytics 
relate to and impact their teaching contexts, and provide support for existing good 
practices in assessment design.
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Chapter 11
Are Assessment Practices Well Aligned 
Over Time? A Big Data Exploration

Jekaterina Rogaten, Doug Clow, Chris Edwards, Mark Gaved, 
and Bart Rienties

Abstract  In the last 20 years a range of approaches have been adopted to facilitate 
assessment of learning as well as assessment for learning. With the increased inter-
est in measuring learning gains using assessment data, it is important to recognise 
the potential limitations of using grades as proxies for learning. If there is a lack of 
alignment in terms of grade descriptors between modules within a qualification, 
students might perform really well on one module, and may underperform in a mod-
ule that has relatively “harsh” grading policies. Using principles of big data, we 
explored whether students’ grade trajectories followed a consistent pattern over 
time based upon their abilities, efforts, and engagement in two distinct studies. In 
Study 1, we explored a relatively large dataset of 13,966 students using multi-level 
modelling, while in a more fine-grained Study 2 we focussed on the pathways of 
students choosing their first two modules in six large qualifications. The findings 
indicated substantial misalignments in how students progressed over time in 12 
large qualifications in Study 1. In Study 2, our analyses provided further evidence 
that students’ grades did not seem to be well aligned. In all qualifications we found 
a highly significant effect of change over time depending on the achievement group. 
Based upon these findings, we provide clear recommendations how institutions 
might use similar insights into big data, and how they may improve the longitudinal 
alignment of grading trajectories by using consistent grading policies.
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11.1 � Introduction

Assessment is a key driver for learning (Bearman et al. 2016; Boud 2017; Coates 
2016). In the last 20 years a range of approaches have been adopted to facilitate 
assessment of learning (Boud 2017; Boud and Falchikov 2006; Coates 2016), as 
well as assessment for learning (Bearman et al. 2016; Carless 2007; Carless et al. 
2011). With the introduction of the Teaching Excellence Framework (TEF) in the 
UK, there is increased interest in measuring learning gains (Johnson 2015; McGrath 
et al. 2015). The broad assumption of the TEF is that universities that provide stu-
dents with excellent teaching and learning opportunities will lead to high learning 
gains and value added, which will be financially rewarded.1

One approach that is currently developed across a number of Office for Students 
projects2 is to use students’ academic performance as a proxy for estimating learn-
ing gains. This approach capitalises on the large quantities of student data routinely 
gathered by every university and may provide preliminary data-driven big data com-
parisons between different subjects, or even across different universities. Over the 
years, researchers and practitioners have tested a range of measurement approaches 
aiming to capture relative improvements in student learning (e.g., Anderson 2006; 
Hake 1998).3 Furthermore, using students’ academic performance as a measure of 
learning progress has other advantages; firstly, it is widely recognized as a common 
proxy for mastery and learning. Secondly, grades are relatively free from self-
reported biases, and thirdly, using academic performance allows a direct compari-
son of research finding with the results from other studies (Bowman 2010; Gonyea 
2005; Rogaten et al. 2017). If a qualification (i.e., a set of modules and courses that 
build towards a certificate or degree) is well designed and assignments are aligned 
according to well-defined grade descriptors and/or rubrics (Bell et al. 2013; Dawson 
2017; O’Donovan et al. 2004), it would be reasonable to assume that as the level of 
difficulty increases, the grading over time will be adjusted.

Although the use of grades as proxies for learning gains sounds attractive, it is 
important to recognise the potential limitations of using grades as proxies for 
learning (Boud 2018; Rogaten et al. 2017). A number of factors might explain why 
learning gains in a qualification, and grades in particular, might go up or down over 
time. Within the TEF framework, an assumption is that as students develop knowl-
edge and skills in a qualification, students will strengthen their abilities to interlink 
concepts, to master key skills, and to be able to solve increasingly complex 

1 Although the specific details of the proposed measurements and metrics to be used for learning 
gains still have to be determined by the UK Government, future government funding might become 
related to students’ learning gains as part of the teaching excellence narrative (Ashwin 2017; 
Johnson 2015).
2 https://www.officeforstudents.org.uk/advice-and-guidance/teaching/learning-gain/
3 The most common way of assessing learning gains is through use of pre-post testing (e.g., 
Dimitrov and Rumrill 2003). Although pre-post testing is considered as a standard and favourable 
approach for assessing learning gains, it can be a costly process, especially when measured across 
different modules.
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problems (Higher Education Commission 2016; Johnson 2015; McGrath et  al. 
2015). However, as argued by a recent opinion piece by Boud (2018) without clear 
learning outcomes that are embedded in a framework of explicit standards, it might 
be potentially inappropriate to compare assessment grades across modules and over 
time. At the same time, with the Open University UK (OU) the practice of awarding 
marks relative to the standard expected of students at that stage of the qualification, 
rather than expecting marks to increase substantially over the course of the qualifi-
cation, seems widespread.

If there is a lack of alignment in terms of grade descriptors between modules 
within a qualification, students might perform really well on one module, and may 
underperform in a module that has relatively harsh grading policies. It is well known 
from the several studies carried out into the reliability of assessment (e.g., Meadows 
and Billington 2005; Moxley and Eubanks 2015), that there can be substantial dis-
parities and inconsistencies between (and even within) human markers, and there is 
evidence to suggest this may be a particular problem in distance education (Rienties 
et al. 2017a, b). Furthermore, as argued by Boud (2018) grades of a module may not 
be indicators of each of its learning outcomes, and when grades are aggregated 
across different learning outcomes, it may become impossible to determine what the 
respective outcomes each represent.

A particular concern relevant for our big data study is that Boud (2018, p. 5) 
argued that “[p]ass marks are determined within a disciplinary culture in relation to 
the internal features of the course unit and its tasks; no calibration of pass marks in 
relation to agreed standards is typically undertaken across units. Fifty per cent, say, 
is assumed to have a universal shared meaning and referent across different subject 
matter and different levels”. Indeed, if we find large variations across modules 
across a qualification, this may imply that we may need to look at the potential 
alignments or misalignments between assessments within and across modules 
within a qualification.

Therefore, we used principles of big data (Ferguson et al. 2016; Rienties and 
Toetenel 2016) in an online distance learning context to explore whether students’ 
grade trajectories followed a consistent pattern over time based upon their abilities, 
efforts, and engagement in two distinct studies. This chapter presents these studies 
both in terms of the assessment practices they reveal but also as an illustration of 
how big data can inform institutional assessment practices. While we acknowledge 
the vast body of research on assessment practice, as also highlighted in this book, 
relatively few studies have used principles of big data to explore whether students’ 
grade trajectories follow logical patterns (or not), and whether individual student 
characteristics might mediate these relations. Rather than hypothesis testing, in this 
chapter we primarily use an explorative study in one specific big data context, 
namely the OU.

Our exploration of students’ grade trajectories from a large number of online 
students over time may help researchers to reflect upon whether the efforts of those 
who design assessments actually led to consistent assessment practices over time, 
and in particular whether those who graded students on their work did so in a con-
sistent, intertemporal manner, ideally across a range of qualifications and 
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disciplines. We specifically chose to conduct our study at the largest university in 
Europe, the OU, because great care and attention is provided towards designing and 
implementing modules and qualifications (Rienties and Toetenel 2016; Toetenel and 
Rienties 2016), and extensive quality assurances and practices are in place given the 
complex, large scale of educational provision amongst thousands of teachers and 
instructors at a distance (Richardson 2013; Richardson et al. 2015).

In Study 1, we used a relatively large dataset of 13,966 students to explore grade 
trajectories over time using multi-level modelling, whereby we acknowledge a hier-
archical structure of the dataset through nesting data within three levels: module 
level and its related characteristics (e.g., module structure, workload, complexity of 
assessments, alignment of assessments with previous and follow-up modules); stu-
dents level with its related characteristics (e.g., ability, socio-demographics); quali-
fication level and its related characteristics (e.g., composition and sequence of 
modules to obtain a qualification). Therefore, our first research question is: To what 
extent are grade trajectories of students over time consistently aligned from one 
module to another, and how are these grade trajectories influenced by students’ 
characteristics and qualification pathways?

Afterwards, in the more fine-grained Study 2, we focussed on six large qualifica-
tions with the OU, where we analysed the first two modules undertaken by students. 
We wished to explore how the paths that “new” students (in terms of studying for 
the first time at the OU) were taking through their qualification affected their 
achievement in terms of final marks of those first two modules. As highlighted by a 
wealth of research in higher education, and first-year experience in particular 
(Hillstock and Havice 2014; Rytkönen et al. 2012; Yorke and Longden 2008), the 
transition in the first two modules is of essential importance for successful progres-
sion and continuation of study. Furthermore, recent large-scale research on students’ 
experiences found substantial differences in how 16,670 “new” students experi-
enced studying at the OU in comparison to 99,976 students who already completed 
several modules at the OU (Li et al. 2017). If qualifications and introductory mod-
ules are well structured and assessment well-aligned, we would expect new students 
who are high achievers on their first module to tend to be high achievers on their 
second module, and low achievers on that module to be low achievers on the next 
(Conijn et al. 2017; Koester et al. 2016; Popov and Bernhardt 2013). Therefore, our 
second research question is: To what extent do the paths students take through the 
first two modules of their qualification impact their achievement in terms of marks?

11.2 � Methods

11.2.1 � Setting

Beyond our open-entry policy, another particular feature of the OU is that students 
may follow specific pathways within a qualification, or select modules and sequences 
of modules based upon their preferences. By mixing and matching modules over 
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time, within certain qualifications students have substantial freedom to follow their 
interests, and select modules that fit with their interests, while other qualifications 
follow more structured, fixed pathways. As previous research has found substantial 
differences between postgraduate and undergraduate learning designs (Li et  al. 
2017; Rienties and Toetenel 2016), this study included only undergraduate modules 
that have run from 2013 to 2017.4

11.2.2 � Participants

For Study 1 a total of 13,966 students were included in a multi-level longitudinal 
analysis, whereby we selected several large qualifications for each of the four 
Faculties.5 Students in this sample all have achieved minimum grade of “pass” on 
all modules they were enrolled in. As such, this sample represents students who 
were continuously “successful”. For example, for students who were enrolled from 
October 2013 onwards, this would in practice mean that they would have needed to 
pass 4–6 modules consecutively to be included, while students who were enrolled 
from October 2015 onwards would only need to have passed at least two modules. 
This is a very important caveat, as OU research and practice has consistently shown 
that many students are not always successful in terms of completing consecutive 
modules (Calvert 2014; Li et al. 2016, 2017). One would assume that the selected 
student cohort (who passed all modules they were enrolled in) would continuously 
do well and perform with similar grades over time.

In Study 2, we selected a sample of students who passed at least two modules in 
the period from 2013 to the end of the 2016 calendar year. For each of the four 
Faculties, the top two qualifications in terms of student numbers were selected, 
apart from Faculty B, where only the top qualification was chosen, because the 
second most-popular qualification was fairly similar to the first. Within each quali-
fication, the most popular paths taken by students were selected. As a result, 6794 
students across these six qualifications were included in the analyses.

4 OU processes changed significantly at 2013, meaning comparison with studies undertaken prior 
to this time are difficult to make and of less interest to academics seeking analysis of current 
offerings.
5 In terms of demographics, commonly more female students (61%) than male students (39%) 
study at the OU. Most students are from the UK (96%) from a white background. Students vary 
considerably in age, with 24% under 25 years old, 37% aged 26–35, 22% aged 36–45, 13% aged 
45–55, and 5% aged 56 and over. More than half of students work full-time (53%), while 21% 
work part-time, 7% are looking after the home/family, and 5% are unemployed and looking for a 
job. Regarding learners’ qualifications, there are no formal academic entry requirements at under-
graduate level at the OU. Around 40% of the students have A levels or equivalent (suggesting they 
had two or more years of post-compulsory schooling), 28% have less than A levels (suggesting 
they had not progressed beyond compulsory schooling), and around a quarter have a higher educa-
tion or post-graduate degree. On average, 10% of the students report one or multiple disabilities. 
Participants in Study 1 and Study 2 were fairly similar in terms of demographics.
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11.2.3 � Data Analysis

For Study 1, a 3-level growth curve model (Rasbash et al. 2009; Rogaten et al. 2017) 
was fitted on student overall module grades taken each year starting from October 
2013/2014 onwards6 using MLwiN. In Study 2 the 6974 students were split into 
three distinct achievement groups – high, medium, or low – based on their marks in 
their first module.7

11.3 � Results

11.3.1 � Study 1

Figure 11.1 displays the qualification progression trajectories for some of the most 
popular qualifications at the OU. Each sequential module achievement is marked by 
the ‘dot’ on the line. Note that the straight lines between the assessment points are 
a result of regression modelling, whereby MLwiN predicts the best lines between 
assessment points. Of the 12 qualifications included in this analysis, all except one 
qualification (QUALC) had a negative trend over time, which indicates that stu-
dents’ performance in terms of grades dropped over time while going through a 
qualification. For example, the red line in Fig. 11.1 represents QUALF, a science-
related qualification, and there were six assessment points associated with the cur-
rent progression of students in this qualification. On average, students in QUALF 
obtained 79.2 (SD = 11.3) for this first module, which is an above average grade. 
However, as indicated in Fig. 11.1, the assessment scores over time deteriorated, 
with a final module score after 6 modules of 70.6 (SD = 13.2) for those students who 
passed all modules. In other words, “successful” students who completed all 6 mod-
ules in QUALF had a mean difference of −10.9 grade points.

6 Multilevel growth-curve modelling allows for estimating individual students’ learning trajecto-
ries by fitting an overall average module curve and allowing each individual students’ curve to 
depart from the average module curve. Using multilevel modelling it is possible to estimate what 
is the variance in students’ initial achievements and their subsequent grade trajectories depending 
on what module they are enrolled in and whether students’ initial achievements and grade trajec-
tories depend on their individual differences and socio-demographic characteristics. As students at 
the OU can choose different pathways and elective modules (Edwards 2017), not only can we 
compare how students progress within a qualification (e.g., Student 1 and Student 2) and which 
order of modules is most beneficial in terms of obtained grades, but we can also compare how 
students complete modules from other qualifications (e.g., Student 2 following Module 1  in 
Qualification 2; Student 3 following Module 2 in Qualification 3).
7 I.e., Low = 40–59, Mid = 60–69, High = 70 +. For each qualification, a mixed ANOVA was car-
ried out with time as a within-subject factor (first module to second module), and path (the top 
study paths, all others grouped) and achievement group (low, mid, high) as between-subject fac-
tors, and marks on the second module as the dependent variable.
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Fig. 11.1  Qualification progression over time (estimated regression lines)

After students completed their first module, our modelling indicated that stu-
dents were predicted to have high grades for the next module, with the average 
module grade of around 70. However, in contrast to our predictions the module 
grades dropped as students progressed from their first module to the next module 
(B  = − 1.746), and the range of the drop between modules progression ranged 
between −4.566 and 1.074 grade points. For a detailed breakdown of the statistical 
analyses, see (Rienties et al. 2017b). As indicated in Table 11.1, the results showed 
that on average OU students performed relatively well in their first module 
(M = 70.8, SD = 4.7), but their grades dropped as students continued their studies 
towards qualification to an average of 68.8 (SD = 6.0).

11.3.1.1 � Level 3 Role of Qualifications on Grade Trajectories

Based upon the multi-level modelling the variance partition indicated that there was 
12% of variance between the different qualifications (i.e., Level 3). Attainments 
achieved in any two qualifications correlated very weakly, and there was no strong 
alignment between selected undergraduate qualifications. In plain English, each 
qualification trajectory was quite independent from one another despite some 
groups of students taking the same modules for different qualifications. Of particu-
lar interest in the OU context, many students select and mix modules from different 
qualifications, so our findings might indicate that this might not be as beneficial 
(result in success) as perhaps hoped for. Importantly, some qualifications had high 
initial students’ achievements on the first module, while others had relatively low 
initial achievements. In total, the qualification route accounted for 20% of variance 
in students’ first module achievements. In other words, substantial differences are 
present when students start with a particular qualification, indicating a potential 
need to align introductory modules across the OU.
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Table 11.1  Mean progression of students per qualification

Qualification

Mean first module of all students 
who passed their first module 
(SD)

Mean last module of those who 
completed 5–6 modules (SD)

1 QUALF (n = 1736) 79.2 (11.3) 70.6 (13.2)
2 QUALE (n = 851) 80.3 (11.2) 73.9 (10.3)
3 QUALC (n = 2629) 71.8 (10.1) 80.6 (10.8)
4 QUALC (n = 405) 71.5 (11.4) 57.9 (9)
5 QUALD (n = 968) 70.9 (9.4) 68.5 (11.8)
6 Open degree 

(n = 3252)
70.4 (12.3) 69.9 (8.8)

7 QUALG (n = 616) 69.9 (9.5) 68.5 (9.8)
8 QUALG (n = 1079) 68.3 (10) 67.6 (9.4)
9 QUALA (n = 599) 66.7 (10) 65.6 (9.0)
10 QUALC (n = 423) 68.3 (10.1) 62.5 (2.1)
11 QUALG (n = 344) 66.2 (9.1) 64.6 (12.9)
12 QUALG (n = 980) 65.5 (10.5) 75 (10.0)

Average across 
qualifications

70.8 (4.7) 68.8 (6.0)

Note: Qualifications were anonymised in six broad categories in line with OU Ethics policy. 
Multiple qualifications may be provided within each of these six broad categories

Furthermore, the particular qualification students were enrolled in determined 
their progress trajectories, and in total 30% of subsequent grade trajectories stu-
dents made were due to being enrolled into a particular qualification degree. 
Qualifications that had first modules with relatively high average achievements 
tended to have a more rapid decline in their following semesters’ average achieve-
ments, whereas qualifications with lower initial module grades had a lower decline. 
Note that given that nearly all qualifications had a negative grading trajectory, a 
lower decline in a way is an above average performance.

11.3.1.2 � Level 2 Role of Student Characteristics in Grade Trajectories

The largest portion of variance in this model is at the student level (45%). The effort 
and time that students are able to put into studying will influence their performance 
within a module and across a qualification. Given the specific nature of OU students 
and the large impact of life-events on students’ progression (Calvert 2014; Li et al. 
2017; van Ameijde et al. 2016), it seems plausible that a large part of variation is 
explained by individual circumstances.

Given the widening access agenda of the OU (Li et al. 2017; Richardson 2013; 
Richardson et al. 2015; van Ameijde et al. 2016) one would hope that students from 
a widening access background, who might initially struggle on the first module, will 
become more successful over time. However, our multi-level analyses indicated that 
students with below average achievements on their first module tended to have a 
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steeper drop in their consequent module attainments. In contrast, students who 
obtained above average grades in their initial module had a lower drop in their sub-
sequent module attainments.

11.3.1.3 � Level 1 Impact of Modules on Grade Trajectories

Lastly, 43% of variance lay on a module level, or “within-students”, which indi-
cated that there was a large proportion of variation (inconsistencies) between mod-
ules that form a particular qualification route. In plain English, if a student scored 
70 on the first module and 70 on the second module, one would expect that this 
student would also score around 70 on the third module, fourth module, etc. 
However, substantial variation in module scores were present in all qualifications. 
As illustrated in Fig. 11.2 of the QUALF, the actual scores of individual students 
across the six modules varied substantially.

As illustrated by Fig.  11.2 (1), the average score across the six modules in 
QUALF over time declined from module to module, with a notable exception for 
the fifth module. In terms of students’ actual scores on their respective modules, 
Fig. 11.2 (2) illustrates the wide variations in students’ scores, whereby the lines 
from one module to the next show substantial variation. In other words, if modules 
would be “perfectly” aligned with a qualification (Boud 2017; Rienties et al. 2017b), 
one would expect flatter lines of individual student journeys, and variation would 
primarily be explained by individual ability, effort, and contribution.

Finally, Fig. 11.2 (3) illustrates the predicted regression lines for each partici-
pant, which in most cases were downward sloping (i.e., indicating negative grade 
trajectories). Students who passed the first module with a good grade of 70+ were 
most likely to continue on follow-up modules, as more lines are visible in Fig. 11.2 
(3) for the third module onwards, relative to students with an initially low first mod-
ule grade. In particular students with very high scores (80+) continued over time, 
and mostly had similar grades in subsequent modules. Students who score below 65 
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Fig. 11.2  Module scores across six modules of QUALF
Note (1) Mean across modules in the qualification, (2) Actual module scores for each participant, 
and (3) trellis plot predicted regression lines for each participant

11  Are Assessment Practices Well Aligned Over Time? A Big Data Exploration



156

mostly performed worse for the second module, and were more likely to stop after 
the second or third module.

11.3.2 � Study 2

In Study 2 we extended our analyses by looking specifically at the first two modules 
that “new” students took at the OU in order to determine whether we are providing 
a consistent practice at the start of their journey. As expected, many new students 
opted for a range of pathways after following their first module (e.g., QUALA, 
QUALF, QUALG).8 As highlighted previously in Table 1.2 in Rienties et al. (2017a), 
most students obtained a lower grade in their second module in comparison to their 
first module. In all but one instance, there was a significant time-path interaction 
(p < .05), and this was highly significant in five qualifications (p < .001). That is to 
say, with the exception of QUALE, students’ grades changed over time depending 
on which study path they chose: some paths led to grades going up, and some to 
grades going down. Perhaps the most striking effect in this analysis is that there was 
a highly significant time-achievement interaction in every single case (p <  .001). 
That means that students in different achievement groups (high, mid, low) had dif-
ferent changes to their grades over time. If assessments were well aligned, we would 
expect achievement groups to be on average stable over time.

For example, Fig. 11.3 shows an example of divergent changes in grades over 
time depending on path and achievement group for QUALA. Low achieving stu-
dents on QUALAM1 (blue lines) tended to get markedly higher results on 
QUALAM2, but those who studied QUALAM4 got even higher grades – higher, in 
fact, than mid-achievers on QUALAM1 (green lines), who tended to decline in 
grades when they came to QUALAM4. High achieving students on QUALAM1 
(red lines) achieved consistently high results when they got on to QUALAM2 (left-
hand chart), but their grades declined if they instead choose QUALAM4 (right-hand 
chart). Again for a detailed statistical analyses of this and other qualifications, see 
Rienties et al. (2017a).

11.4 � Implications for Assessment Practice

These studies indicate the potential value of big data to inform institutional assess-
ment practices, which allowed us to track how students progressed over time in 
terms of grade trajectories, and how these were related to grading practices within 

8 For example, in the two QUALA qualifications, all students started with module QUALAM1, but 
afterwards some students in the first QUALA selected QUALAM2, while others selected 
QUALAM3 or QUALAM4. Only for QUALD did all students in the sample follow the same sec-
ond module.
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Fig. 11.3  Mean grades for students on QAULA by achievement group, for those studying 
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(right-hand chart)

and across modules within one distance learning institution. After students com-
pleted their first module, our modelling indicated that students were predicted to 
have high grades for the next module, with an average module grade of around 70. 
However, in contrast to our predictions the module grades dropped as students pro-
gressed from their first module to the next module. As visually illustrated in 
Fig. 11.1, this negative trend continued for most qualifications. A large part of this 
trend seems to result from institutional (module and qualification) factors.

Our multi-level analysis indicated that 12% of variance was explained on a quali-
fication level, whereby each qualification trajectory was quite independent from one 
another despite some groups of students taking the same modules for different qual-
ifications. Depending on the selected qualification, students’ progression and grade 
trajectories in particular were significantly impacted. This is a relatively surprising 
finding, as in many qualifications students have substantial freedom to mix and 
match modules across the OU. Some qualifications seem to help students to obtain 
similar/comparable learning experiences and assessment outcomes, while more 
variation seems to be present in other qualifications. Our big data explorations high-
light a potential need to better align expectations and modules within a qualification 
across the OU, as students get substantially different experiences depending on the 
respective qualification they are enrolled into.

The largest portion of variance in this model was explained by individual student 
characteristics (e.g., effort, ability, socio-demographics). Given the widening access 
agenda of the OU (Richardson 2013; Richardson et al. 2015) one would hope that 
students from a widening access background, who might initially struggle on the 
first module, will become more successful over time. However, our multi-level anal-
yses indicated that students with below average achievements on their first module 
tended to have a steeper drop in their consequent module attainments. In contrast, 
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students who obtained above average grades in their initial module had a lower drop 
in their subsequent module attainments.

Lastly, another relatively surprising finding from Study 1 was that the students’ 
journey from one module to another caused substantial transitional problems and 
imbalances in students’ progression (43% of variance). Substantial variation in 
module scores were present while students were working through modules in all 
qualifications, which could be explained by inconsistent alignment of grade descrip-
tors across a qualification and variations in marking within a module. This was 
further strengthened and confirmed in Study 2, where we saw a highly significant 
effect of the study path chosen on grades in the subsequent module. This was 
recently highlighted by Boud (2018), who noted that researchers need to tread care-
fully when comparing grades across time and discipline when the underlying frame-
works of assessments and grading practices are not well aligned on an 
institutional level.

As discussed, there are many potential explanations for some of the particular 
instances observed: for instance, we would hope for some small improvement in 
grades for low-achieving students through our efforts to support them; alternatively, 
different modules teach and assess different skills and knowledge, for which apti-
tude may not be so strongly correlated. However, the size and consistency of the 
findings here suggest strongly that there are some serious discrepancies in assess-
ment between modules on the same qualification. There are substantial challenges 
in aligning modules which have roles in multiple qualifications.9 This adds extra 
weight to the recommendation to developing university-wide, cross-faculty pro-
cesses for better aligning assessment and grading (Bearman et al. 2016; Boud 2018; 
Dawson 2017; Rienties et al. 2017a).

11.5 � Considerations for Practice

Based upon the findings from both studies, we identified three broad issues from our 
data: (a) substantial freedom for students to select pathways; (b) alignment of mod-
ules within a qualification; and finally (c) alignment of marking across a 
qualification.

Substantial freedom for students to select unique pathways: as highlighted by the 
detailed pathways that students can choose to complete a qualification, some pro-
grammes and qualifications have relatively fixed and structured pathways, whereby 
the options to choose different electives are limited. In contrast, other programmes 
and qualifications offer OU students wide and far reaching freedom to choose. 
However, like most other institutions the OU provides limited to no structural 

9 For example, QUALAM3 appears in this analysis both as a second module for QAULA and as a 
first module for QUALB, which are located in different faculties (FacultyC and FacultyA).
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support about which pathways would fit students’ needs and abilities, in contrast to 
other universities.

For example, in a large-scale adoption of Degree Compass, a course recommen-
dation system, across two universities and two colleges in the US involving 40,000 
students, Denley (2014) reported that the recommender analytics system steered 
students towards modules in which they were more likely to succeed. Similarly, in 
a large scale-adoption of E-advisor at Arizona State University, freshmen to sopho-
more retention rates increased from 76 to 84% (Phillips 2013). Likewise, Denley 
(2014) found that a “six-year graduation rate… increased from 33 to 37.4%” (p. 65) 
when introducing course recommendations to students.

Consideration 1: Institutions are encouraged to reflect on how to improve their 
communication to their students regarding which modules fit with their needs 
and abilities, and be more explicit about successful pathways for students to 
obtain a qualification.

Furthermore, as highlighted by the recent Innovating Pedagogy Report (Ferguson 
et  al. 2017), it is important that institutions start to think about providing smart 
learning analytics to students and staff to help them to make the best decision of 
which qualification pathways might be the best way forward.

Consideration 2: Institutions may want to explore whether (or not) to invest in 
smart learning analytics recommender systems that can help staff and students to 
support which paths within qualifications lead to highest success.

Alignment of modules within a qualification: As also highlighted by recent 
research at the OU (Nguyen et al. 2017a, b; Rienties and Toetenel 2016; Toetenel 
and Rienties 2016) and these two studies in particular, students experience substan-
tially different assessment practices and learning designs in general when transi-
tioning from one module to another. Providing a consistent learning experience for 
students within and across a qualification will help students to adjust quickly and 
focus on their learning objectives, rather than spending a lot of time and effort trying 
to understand what is expected when a new module has a different design. Recent 
research in other institutions found similar inconsistencies in learning design and 
assessment practices (Bakharia et al. 2016; Mittelmeier et al. 2018). Therefore,

Consideration 3: Institutions should consider how they communicate and manage 
students’ expectations of the learning designs and assessment practices from one 
module to another.

Consideration 4: In the longer term, it would be beneficial to align module 
designs across a qualification based upon evidence-based practice and what 
works, thereby allowing smooth transitions from one module to another in a 
qualification.

Alignment of marking within and across modules within and across qualifica-
tions: One potential explanation for large variations in grade trajectories in both 
studies is the effect of embedded expectations, norms and practice in relation to 
marking (Boud 2017, 2018; Boud and Falchikov 2006; Dawson 2017). Across some 
qualifications there appeared to be a widespread deliberate approach of making 
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early assessment relatively easy (Rienties et al. 2017a, 2017b), both within modules 
(particularly the first assessment) and within qualifications (particularly the first 
module). This approach is intended to reduce drop-out, but may have unintended 
consequences. Furthermore, given that in most OU modules associate lecturers 
(external teachers hired to teach OU modules) are marking relatively small numbers 
of 10–20 assignments, potential misalignments might be present which may not be 
immediately apparent when just looking at average grades and the normal distribu-
tion curves currently used in quality assurance processes. Another potential expla-
nation is that the increasing difficulty of the material being assessed may not be 
completely accounted for in the marks awarded. Final-year-equivalent modules 
rightly contain much more difficult material than entry modules. Ensuring that this 
is properly accounted for in marking expectations and practice is challenging, even 
if there was consensus that it should be.

Consideration 5: It is good-practice that grades are aligned both within a module 
as well as across a qualification. For exam boards we recommend the inclusion 
of cross-checks of previous performance of students (e.g., correlation analyses) 
and longitudinal analyses of historical data to determine whether previously 
successful students were again successful, and whether they maintained a 
successful learning journey after a particular module.

Consideration 6: We recommend that clearer guidelines and grade descriptors 
across a qualification are developed, which are clearly communicated to staff and 
students to encourage effective uptake in the long-run.

Consideration 7: Given that many students follow modules from different 
qualifications, it is important to develop coherent university-wide grade 
descriptors and align marking across qualifications.

The use of big data reveals ways that assessment practices can be made more 
explicit that are otherwise “invisible” to educators and institutions. From these stud-
ies we found that even though substantial quality assurance and enhancement prac-
tices are in place in this institutional context, without a big data perspective the 
potential longitudinal misalignments of the complex students’ journeys and assess-
ment practices across several qualifications would not have been identified. By 
making these journeys and practices visible to staff, a start of a conversation can be 
made about  how to potentially improve the alignment of assessment practices 
over time.
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Chapter 12
The Bi-directional Effect Between Data 
and Assessments in the Digital Age

Abelardo Pardo and Peter Reimann

Abstract  Assessment and feedback, two important factors of any learning experi-
ence in higher education, are being significantly disrupted by the emergent ecosys-
tem of increasingly technology-mediated learning environments. Digital learning 
experiences produce data sets with highly detailed accounts of the interactions 
among participants. This information brings an unprecedented potential to move the 
focus of assessment and feedback away from the result to the process by which such 
result is attained. This new focus may have a profound effect in the process to influ-
ence how students engage with their work, its comparison with an appropriate stan-
dard, and to increase their self-evaluative capacity. But at the same time these data 
sets pose substantial challenges on how to integrate their presence in the design, 
deployment and refinement of learning experiences. In this chapter, we describe the 
main elements that need to be considered to translate these rich data sets into actions 
and design aspects that achieve a positive effect in the student experience.

12.1 � Introduction

The increasing mediation of technology in learning experiences has translated into 
widespread availability of detailed data traces. Almost every computer program 
supporting student learning has the potential of recording detailed logs of user inter-
actions. These traces can be used to offer a more detailed understanding of the 
learning process and identify potential improvements (Macfadyen and Dawson 2010).

Despite the increasingly pervasive presence of data in learning, the connection 
between data and assessment remains largely under/unexplored. Intelligent tutoring 
systems provide fully automated support for assessment and teaching, but they 
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typically require sophisticated models of the student, domain knowledge, and rea-
soning patterns (Reimann et al. 2013). However, as pointed out by Baker (2016), 
substantial research is needed to explore how data can enhance teacher intelligence, 
instead of trying to replace it.

Mediation through technology now produces data that can be used to observe 
how students collaboratively write a document, evolve and improve a design con-
cept, or capture the result of a brainstorming session. Assessment should include 
both the collection of information about the learner, but also acting on this informa-
tion in relation to the educational goals (Shute and Rahimi 2017). The increasing 
presence of technology in learning environments opens new avenues to provide 
measurements of the overall student experience (Shute et al. 2016). Thus, the design 
and deployment of learning environments in general and assessment in particular 
need to be revisited to explore how to better exploit the use of data to enhance the 
overall intelligence of the process.

This chapter explores two dimensions to revisit assessment in the presence of 
comprehensive data capturing. The first one assumes that technology may widen 
both the repertoire and scaling possibilities for assessment. The second dimension 
is based on the possibility of observing the process through which the evidence for 
assessment is created.

12.2 � Background

Assessment is generally accepted as a ubiquitous part of the student experience, one 
with a significant influence on how students approach their learning experience. 
This importance has led to a significant body of knowledge about various aspects of 
assessment such as their theoretical underpinning, the production and collection of 
evidence, the methods to for interpreting performance, or their effect in student 
learning (Pellegrino 2018). Additionally, assessment poses various challenges 
related with aspects such as robustness, scalability, alignment with learning objec-
tives, or lack of student understanding. Rust et al. (2005) proposed an assessment 
model based on a social constructivist approach with special emphasis on the align-
ment between assessment and the other components of a learning design—the clear 
definition of criteria and the creation of an effective feedback process. We posit that 
each of these elements can be revisited in the context of a technology-mediated 
learning environment and the availability of detailed data about the interactions 
occurring in such context.

The increasing presence of technology mediating learning experiences has trans-
formed the context in which assessment takes place. Shute et al. (2016) point to the 
advancements in technology and learning sciences as two conditions that are 
prompting the community of experts to reconceptualize assessment as a whole. 
Advances in learning sciences now require considering the affective and emotional 
context in which assessment and feedback processes occur. Analogously, advances 
in technology have redefined how communication takes place among those 
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participating in a learning experience. Technological platforms create detail traces 
of the events occurring in these contexts that can be processed by software programs 
to detect frequently occurring patterns. These patterns can be assimilated to specific 
student behaviour and automatically adapt the learning environment or provide sug-
gestions to learners. Far from reducing the already existing tension between effi-
ciency and accuracy of assessment, these changes have instead increased the need 
to explore the trade-off between these two aspects. In short, there is mounting pres-
sure to increase the accuracy and efficiency of how student success is measured; the 
use of data collected using technology mediation is one possible avenue to address it.

In a review of computer-based assessment in the context of elementary and sec-
ondary education Shute and Rahimi (2017) categorized the presence of technology 
into those used as a supplement in the classroom, those that are web-based, and 
those that are data-driven and continuous. This last category emerges as a conse-
quence of the use of data-driven approaches to assessment. There have been com-
prehensive studies attesting the need to explore how assessments are used in 
so-called Technology-Rich Environments (TRE; Bennett et  al. 2007) to measure 
aspects such as problem-solving skills. Technology is also blurring the differences 
between assessment of learning and assessment for learning (Bennett 2011). In the 
context of this chapter we will assume that a TRE is a learning environment that is 
highly mediated by technology and such mediation provides comprehensive records 
or data traces. These data traces can be used for attaining a measure of a learning 
facet and to act on that information, for example by providing students with addi-
tional information for attaining the learning goals.

In parallel with the appearance of TREs, the areas of Educational Data Mining 
and Learning Analytics have emerged, providing techniques to increase the under-
standing of learning processes and providing the knowledge to improve them 
(Berland et al. 2014). Educational Data Mining (EDM) proposes the use of algo-
rithms to process the vast amount of data that is captured when learning occurs in 
TREs and use that information to guide quantitative research and practice. The dis-
tinctive aspect for assessment is the capturing of detailed data traces to gain further 
understanding of artefacts created by learners, emotional states during learning 
experiences, etc. For example, Heffernan and Heffernan (2014) proposed to design 
and deploy questions, answers, web-based videos and hints, to support students 
while learning mathematics. The data captured during the interactions allows for the 
study of how students react in the presence of difficulty, how often they ask for help, 
and their trajectory while attaining the learning goals. Another example of the pos-
sibilities of data capturing in TREs looks at the detection of affective states (bore-
dom, confusion, frustration, etc.) using Natural Language processing tools while 
students interact with a math tutor (Slater et al. 2017).

Complementary to EDM, the area of Learning Analytics proposes the use of data 
about learning experience to increase the understanding of how learning occurs and 
to support their improvement. The focus is not only on the algorithmic part of the 
problem, but on how the use of data can be properly integrated in the ecosystem of 
design, deployment, student support, and ethical and privacy issues (see Lang et al. 
2017 for a comprehensive description of the area). The use of data in this context 
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has proven to be useful to understand emerging social structures (e.g., Bakharia and 
Dawson 2011; Ferguson and Buckingham Shum 2012), detect and support students 
at risk (e.g., Krumm et al. 2014; Macfadyen and Dawson 2010; Waddington et al. 
2016), or ethical and privacy issues (Drachsler and Greller 2016; Kitto et al. 2018; 
Prinsloo and Slade 2015). For the sake of argument in this document, the areas of 
Educational Data Mining and Learning Analytics will be referred as the single edu-
cational analytics.

The overlap between assessment and educational analytics is obvious: on the one 
hand, there is the need for assessments to be reconceptualized in learning contexts 
with substantial technology mediation. On the other hand, there is also a need to 
widen assessment beyond the attainment of learning goals (summative assessment, 
or assessment of learning) towards assessing the processes that lead to learning. For 
example, taxonomies proposed for the design of assessment items in e-learning 
environments (Scalise and Gifford 2006) still resort to the description of conven-
tional items in the new context without accounting for the new knowledge that can 
be derived from captured data. More refined proposals such as the four levels of 
integration between technology and assessments (DiCerbo and Behrens 2012) con-
sider the use of technology to accumulate information from a variety of digital 
activities and acknowledges dashboards as an example of that type of assessment. 
But the design of assessments that go beyond the accumulation of information and 
combine aspects such as usage patterns, engagement patterns, predictive models, 
etc. are not yet a reality.

Similarly, educational analytics methods are mainly focussed on how to capital-
ize on the vast amount of information collected, how to distil knowledge from this 
data, but the connection with robust assessment paradigms is still weak. Collecting 
detailed information about students allows for the personalisation of processes such 
as feedback (Pardo et  al. 2018), but this area needs to deepen the study of how 
knowledge derived from data traces can be properly integrated in a learning design 
and inform assessment tasks.

We envision two areas through which this connection between assessment and 
educational analytics can be articulated. The first one is around the notion of new 
assessment techniques deployed at scale. Comprehensive data collection may offer 
instructors and learners the possibility of exploring assessment aspects that go 
beyond conventional boundaries such as courses, topics, or even degrees. Learning 
is becoming a life-long endeavour and comprehensive data collection may offer 
insights never observed before. Analogously, some assessment typically restricted 
to contexts with a small number of participants can now be scaled through techno-
logical support. Algorithms may support large communities of learners to assess 
their contributions, suggest adequate next steps, or recommend peers for interac-
tion, typically restricted to small student cohorts.

The second area to connect assessment and educational analytics is to widen the 
focus of assessment from final artefacts to processes. Assessments typically focus 
on specific artefacts that are the result of learners engaging with a task. Technology 
and comprehensive data capture may pave the way to increase our understanding of 
these processes and perhaps evolve towards a correct by construction type of 
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assessment where learners are guided throughout the artefact-creation process to 
accomplish the learning goals.

12.3 � Widening Assessment Repertoire and Scaling

ICT and educational analytics can extend the assessment repertoire in a number of 
ways: by (i) offering established assessments more efficiently and more frequently 
to large numbers of students; by (ii) extending the kinds of assessments; and by (iii) 
extending what gets assessed. The use of learning management systems (LMSs) has 
contributed greatly to extending the reach and frequency of assessments in Higher 
Education, thus making it easier to employ assessment as a tool for learning, not 
only of learning (Pellegrino 2018). Multiple-choice tests and many forms of assign-
ments—for individual and group work—can be deployed with ease, across hun-
dreds and thousands of students. Relevant technologies and processes, including 
MOOCs, are by now in place in higher education around the world. A main benefit 
of educational analytics lies in the potential to analyse relations between assess-
ments across courses and over time (semesters, years), thus exploiting the potential 
of big data on learning. For example, Poquet et al. (2018) used data about how users 
participate in a discussion forum in a MOOC over ten iterations of the course. The 
results identified three patterns of engagement that appear consistently throughout 
the editions, and they are maintained even when the number of participants decreases 
significantly. The type of interactions in the forum also evolved towards a higher 
focus on tasks related to the course and patterns similar to conventional Q&A 
spaces. A further example of an analysis of relations across assessments is found in 
Chap. 11 (Rogaten et al. this volume).

Of particular relevance for the second type of widening is the use of ICT for 
integrating assessment with learning activities. The guiding vision is the TREs in 
which all relevant learning (inter-)actions are captured and can be interpreted as 
such because the environment is designed accordingly (Shute et al. 2016). A typical 
example is the patient simulator for medical education, described in (Blanchard 
et al. 2012). TREs are much less prevalent in Higher Education than learning man-
agement systems. Because of the time and effort required to develop such environ-
ments, which are always domain-specific, they get developed for learning domains 
that are fairly stable and highly relevant. The main role of educational analytics is 
similar to the first case: integration of data from different environments and courses 
and comparative analysis across specific applications. The latter task is made easier 
by storing data in repositories such as the CMU data shop (pslcdatashop.web.cmu.
edu). This repository provides access to data sets stemming from the use of intelli-
gent tutoring systems and facilitates the analysis of these data from a number of 
perspectives (Koedinger et al. 2010).

The third form of widening pertains to assessing properties of learning and the 
learners that have not been the subject of assessment in higher education, from self-
regulation to graduate qualities and “21st century skills”. The two main strategies to 
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get to measurements are the use of psychometric tools such as scales for self-
regulation and the use of analytics to identify and track indicators in students’ activ-
ities. For instance, Fincham et al. (2018) proposed the use of data capture about how 
students engage in a learning experience to first obtain indicators of study sessions 
and then use them to identify different study tactics and how they evolve over the 
duration of a course adopting a flipped classroom design strategy. Although there is 
not a clear notion of a correct or incorrect study tactic, the information extracted 
from the traces provides a nuanced account of how students approach a learning 
experience and the potential to support them more effectively throughout the pro-
cess. The key elements to use these traces effectively are (1) the connection with 
relevant elements of the learning design, and (2) the derivation of actions that pro-
mote aspects already present in learning designs such as self-reflection, regulation, 
goal setting, etc. The first element, the connection with elements of the learning 
design requires an explicit relation between data traces and the type of interactions 
that are desired within a learning experience. For example, if learners are given a set 
of exemplars to analyse and then discuss, the data capturing process should be 
aligned with these two steps and identify which exemplars are being accessed and 
which events occur in the discussion space. The wide variety of possible scenarios 
makes this relation highly sensitive to the context, but when achieved it guarantees 
that the indicators identified by software programs can be interpreted within the 
context of a task in the design. The second element, the derivation of actions to sup-
port learners requires a tight integration between the conclusions derived from inter-
preting the traces and the type of actions. For example, elements within the learning 
context can be labelled as to support certain aspects and therefore be part of a set of 
recommendations automatically provided to the students when certain patterns are 
identified. A hybrid approach in terms of automation could require the intervention 
of the instructor (expert) to provide coaching advice on how to adopt a more appro-
priate learning strategy. The key element in this context is to align the comprehen-
sive collection of data with existing models of what constitutes good learning and 
assessment practices.

In these scenarios educational analytics plays a role not only in integrating data 
sets into big data and performing comparative analyses but promoting new 
approaches for assessment design and engineering. This is because the student 
activities relevant for assessment take multiple forms and are distributed over mul-
tiple contexts. For instance, when assessing the development of collaboration skills, 
evidence for skill proficiency can consist of self-reports, tests, psychometric scales, 
and a range of observations captured in log files and in portfolios in a variety of 
databases. This task is made the more challenging as university teachers (other than 
those teaching in a liberal arts college perhaps) are by and large not experts in the 
development and assessment of student qualities that are not subject-matter specific. 
This and the fact that educational analytics practitioners are also not experts in—for 
a lack of better word—general pedagogy has contributed to an approach to assess-
ment design that does not build on knowledge about the nature and the development 
of such capacities.
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In this knowledge-lean approach, the intrinsically complex measurements of the 
quality of collaboration can be approximated through indicators that are mainly 
identified by way of data mining. For instance, assume we know students’ scores on 
a psychometric scale for self-regulation and have all their data from the learning 
management system they use. In such circumstances, new indicators for self-regu-
lation can be identified by correlating the scores from the scale with variables 
derived from the LMS data—such as regularity of contributions, adherence to dead-
lines, etc. An example of this combination of results was described by Ellis et al. 
(2017). The conceptual framework of student approaches to learning (Pintrich 
2004) was combined with the Revised Study Process Questionnaire (R-SPQ) to col-
lect data self-reported by the students (Biggs et  al. 2001). The results were pro-
cessed using Exploratory Factor Analysis and combined with data derived from 
interactions with resources in a blended learning environment. The authors show the 
increase in variance explained when both data sources are combined.

The knowledge-lean approach, while being practical, has a number of disadvan-
tages, owing to its inductive-correlational nature. When statistical significance is 
used as the criterion, then the selection of indicators depends on the number of 
students; the size of correlations depends on variability (hence, processes that are 
necessary but show less variability will be missed); and including less or more vari-
ables might change the correlations significantly. Another disadvantage is that 
knowing that two variables correlate does not necessarily lead to actionable knowl-
edge. For instance, raising student’s adherence to timelines may not lead to higher 
self-regulation; it may as likely have no effect or a negative effect on self-regulation. 
Knowledge-rich approaches to assessment engineering, such as provided with the 
Cognitive Design Systems framework (Embretson 1998) are better suited to develop 
valid indicators. However, they require more effort and the combination of domain 
expertise with pedagogical and assessment expertise. A major advantage we see in 
their deployment is the closure of the gap between assessment and learning pro-
cesses (Shute et al. 2016, p. 52).

12.4 � Observing the Process

The second assessment aspect that will be significantly impacted by the ubiquity of 
data sets is the capacity to observe the process of creating artefacts for assessment. 
In typical assessment scenarios, learners are given the description of a task, a set of 
assessment criteria and they have to produce an artefact that is going to be assessed 
with respect to those criteria. A more holistic view of this process includes the 
deployment of feedback and the interplay of existing knowledge and beliefs, goal 
setting, strategies to achieve these goals, etc. Existing models such as, for example, 
self-regulated learning (Winne 1997, 2014) consider all elements in a common con-
text that include explicitly the notion of task and performance (see Winne 1997, 
p. 399). But the existence of comprehensive data collection and analysis methods 
requires a reconceptualization of the relationship between learners, assessment and 
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feedback (Pardo 2018). A new landscape is emerging in which assessment tasks can 
be conceived as a learning trajectory that may include frequent interactions with 
multiple agents (human and non-human) informed by data collection. Various ele-
ments in this trajectory such as task descriptions, clarifications, relevant resources, 
or even strategic steps, may be adjusted or personalised depending on the captured 
contextual data. The increased relevance of this trajectory may be because data pro-
vides unprecedented levels of detail to be deployed at scale (large number of learn-
ers) and consequently may lead to more comprehensive learner support.

A representative example of the combination of technology, human intervention, 
and a tight integration with existing learning design is provided by reflective writing 
assignments (Gibson et al. 2017). Natural language processing technology was used 
to analyse the rhetorical moves of 120 submissions from 30 students. The study 
highlighted the need to interpret textual data in the context of the assignment and a 
theoretical framework to capture the structure of such texts. But once these indica-
tors are obtained, it was equally important to frame the feedback in adequate terms 
to effectively support learners towards improvement of their submissions.

In these contexts, assessment designers not only need to contemplate the produc-
tion of criteria to evaluate the final artefact, but also need to develop rules to analyse 
the indicators derived from the creation process, relate these observations to actions 
and deploy them in the assessment scenario. This new way of assessment design is 
complex. The process of connecting data with actionable items is influenced by the 
learning design and heavily mediated by the learner’s affective reactions, motiva-
tion, self-regulation, etc.

Additionally, the use of indicators derived from data traces requires us to recon-
sider the notion of validity of assessment instruments (Hickey et al. 2000; Maier 
et al. 2016). An assessment instrument is considered valid when it provides a sound 
distinction between different levels of attainment of the learning goals. Indicators 
derived from captured data are highly unlikely to provide such level of validity. 
Typically, the indicators will correlate with other aspects of the learning experience, 
thus providing only a partial or approximate measure of the process. In other words, 
indicators derived from observing how students engage with an assessment task will 
contain an inherent level of uncertainty (Macfadyen and Dawson 2012).

Assessment criteria need also to be revisited when considering the shift of focus 
towards the process to create the artefact. Under this new lens, scoring the final 
outcome is just one out of multiple elements of the assessment process. Criteria now 
need to morph into more sophisticated statements describing the aspects to observe 
during the process of creating an artefact, the way observations are combined to 
derive insights, the actions that are derived from these insights, and how such actions 
are deployed in the learning experience. Technology mediation opens the possibility 
of reconsidering the overall process as a continuously iterative reflective loop 
involving learners and instructors that simultaneously promotes the capacity of 
learners to assess their work, but also to achieve the desired outcomes. We envision 
the presence of technology as the catalyzer of assessments that blur the distinction 
between formative and summative.
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This shift in focus is even more relevant when trying to assess the so-called 
higher order skills. Although arguably these skills have always been desirable and 
promoted in traditional learning experiences, the existence of data extracted from 
technology mediation widens the range of indicators to assess them. For example, 
concept or mind mapping techniques are typically used to promote critical and ana-
lytical skills (Davies 2011). There is a wide variety of software tools that help stu-
dents create visual representation of concepts and relations. Observing students 
throughout the process of constructing these diagrams offers the opportunity to sup-
port them towards the creation of useful maps.

12.5 � The Effect on Strategies for Assessment Design

The new conceptualisation of assessments in settings with comprehensive data cap-
turing influences design and deployment. There are various aspects when designing 
an assessment that can be reconsidered in the presence of data. We envision a bi-
directional influence between data and how assessments are designed. One of these 
design aspects is a potentially wider consideration of learning goals. Rather than 
stating the learning goals, an assessment may also identify the skills, strategies or 
attitudes that would facilitate the attainment of such goals. The data captured in 
relation to these skills may then be available to instructors and learners to increase 
their awareness of the whole process. This relation is an example of how assessment 
definition may influence how data is captured.

Analogously, if learning experiences are deployed in contexts that provide 
detailed observations of elements relevant to the attainment of the learning goals, 
the assessment may be reframed to take these observations into account. For exam-
ple, if a platform allows student to specify their goals and strategic steps to tackle a 
problem, the assessment may be redesigned to include the provision of suggestions 
or support actions to take full advantage of this feature. Researchers are already 
obtaining increasingly reliable measures of learner affect (Bosch et  al. 2015); 
assessments can now be designed to take these observations into account and per-
sonalise their form depending on these values. For example, a student known to 
have test anxiety may be identified in advance and given a combination of alterna-
tive tasks to obtain the required valid measure of attainment. Identifying this type of 
aspects undoubtedly has ethical ramifications that need to be taken into consider-
ation when assessing the type of indicators as well as the conclusions derived from 
these observations. But the relationship between how assessments are conceived 
and analysed is bi-directional. Obtaining detailed accounts of how assessments are 
delivered may prompt reflection about features of the learning design. For example, 
identifying a large percentage of students with test anxiety may prompt a reconsid-
eration of the assessment items in a design.

An additional aspect to be considered is how assessment results are reported. As 
discussed in the previous section, the indicators derived from the data captured in a 
learning environment may offer a partial view of how learners engage with a task, 
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but even in the presence of uncertainty, and being fully aware of their limitations, 
they could also be part of the assessment result that are distributed among stake-
holders. This modified report containing indicators would also contribute to increase 
the transparency of the overall procedure as a mechanism to increase its reuse and 
adaptation to other contexts.

12.6 � Conclusions

The availability of data captured by technology when mediating a learning experi-
ence is an element that is transforming numerous aspects of education. But as is 
already happening in other areas, the presence of data is not enough to produce 
tangible improvements. Data needs to be analysed, situated in the proper context, 
and connected with existing elements in a learning design. Assessment is no excep-
tion to this observation, quite the contrary. This chapter has explored two aspects of 
assessment that are heavily influenced by this change. The first one is that data 
availability is clearly widening the repertoire of assessment tasks that are feasible, 
but also the scale at which these can be deployed. Massive Open Online Courses are 
examples of how assessments can be shaped and the trade-offs that emerge under 
these demands. Systematic data collection allows for the creation and refinement of 
models to characterise how students participate in learning experiences. These mod-
els can be used to predict goal attainment, detect strategies, and ultimately provide 
more effective student support.

The second aspect that will be significantly influenced by the presence of data is 
the capacity to observe the process leading to the production of the artefact subject 
to assessment. This shift in focus away from the finished product and to the process 
leading to it opens the possibility to consider a holistic view including student prior 
knowledge, beliefs, goals, strategies, affect, etc. Although at the risk of significantly 
increasing their complexity, new assessment tasks may include criteria and instruc-
tions to extract insights from existing data and deploy actions to support students 
towards goal attainment.

Although these two aspects paint a promising horizon of improvements, there are 
numerous caveats that are intrinsic to these approaches need to be carefully consid-
ered. Although technology may provide the aforementioned detailed data traces, 
they may still not be enough to describe what exactly is happening in a learning 
experience. The best approach to account for this limitation is to frame this as an 
approximation problem. Technology is now offering us the possibility to have a 
more approximate idea of how learning experiences unfold, increase our level of 
understanding and therefore our possibility to improve them. This increase in per-
ception cannot be derived from the mere presence of detailed data. Context is essen-
tial, thus the need for a solid connection between data, analytics methods and the 
learning design. Such connection is not trivial to establish and may significantly 
raise the overall complexity of the problem.
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Aside from these caveats, the deployment of any paradigm that involves compre-
hensive collection of personal data, needs to be implemented under the strictest 
rules to observe privacy, ethics and transparency. These aspects not only apply to 
how data is captured and managed, but they need to be considered in the early stages 
of the design. The potential improvements in learning experiences cannot be an 
excuse to ignore these aspects.

In addition to these aspects, as with any context in which the use of data is intro-
duced as a key element, it is desirable for all stakeholders to have solid data literacy 
skills. If learners receive detailed accounts of their progress, they need to be able to 
interpret the data and extract useful knowledge. These skills are even more impor-
tant in the case of instructors as they are typically required to interpret data in the 
context of the overall application and assess both individual and population mea-
sures. The most powerful educational analytics solution would have a significantly 
reduced impact in the hands of stakeholders with poor data literacy skills.

As all these elements point out, the irruption of data in the assessment space has 
the potential of improving learning experiences, but at the same time requires a 
reconceptualization of the design procedures in which conventional assessment 
design techniques and the presence of data are continuously influencing each other.
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Chapter 13
Standards for Developing Assessments 
of Learning Using Process Data

Sandra Milligan

Abstract  Digital technology is changing assessment of learning. Digitised assess-
ment can be more administratively efficient, more easily scaled, more effectively 
targeted to individual levels of performance, more integrated into the learning envi-
ronment, more interactive, and it can support more imaginative, colourful, interac-
tive and timely feedback. However, in this chapter, it is argued that ‘more, faster and 
prettier’ is only part of the assessment story of the first quarter of the twenty-first 
century. Education institutions are also being pressed to make distinctive shifts in 
what is learned and thus in what is assessed. Students now need to establish mastery 
of complex learning outcomes that extend beyond the cognitive domain, and beyond 
mastery of content knowledge, to mastery of competence and skill, including soft 
skills, or general capabilities. This chapter explores this assessment frontier, exam-
ining whether and how large quantities of digital, process-oriented data generated 
from learning management systems and other digital learning tools can be used to 
make reliable and valid judgments about the degree to which student have mastered 
complex general capabilities. It is argued that ‘metrolytic’ standards for develop-
ment of assessment tools can be applied to ensure the requisite validity and reliability.

13.1 � Introduction

Shifts in thinking about assessment are not new. Assessment practice has always 
been responsive to the educational and social concerns of the day (Pellegrino 1999). 
For instance, the contemporary methods of psychometrics can be traced back to the 
interest in individual differences of anthropologists and eugenicists in the nine-
teenth century. The statisticians of the day, including Fisher, Spearman, and Pearson 
developed methods to manage evidence of individual attributes, many of which are 
still routinely applied. The multiple choice question was introduced in the early 
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twentieth century, in the attempt to improve objectivity and fairness into wide-scale 
assessments of applicants, to rank them reliably for positions in the US military. 
During the 1980s and 1990s, community demand for fairer selection methods, and 
greater accountability for student learning resulted in refinement of standardized 
testing methods. Statistically sophisticated methodologies were used with auto-
mated administration in support of large-scale ranking and monitoring, usually 
focused broadly on assessing ‘scholastic aptitude’, or mastery of basic learning like 
literacy, or numeracy.

Today, digital tools used in university teaching are visibly changing assessment 
practice, and the character of the relationship between assessor and assessed. 
Teachers have embraced digitally mediated tools to set assessments, scaffold stu-
dent response to them, monitor cheating, harvest responses, mark responses, pro-
vide feedback, grade, compile and report. Digitisation of assessment procedures is 
administratively efficient, allows for scaling to accommodate large classes, allows 
more effective targeting to individual levels of student performance, is more interac-
tive, and it can support more imaginative, colorful, interactive and timely feedback 
and faster more direct reporting. Digital scaffolding of assessment makes feasible 
assessment methods that require complex administration, including for example, 
peer and self-assessment (see Tai and Adachi, Chap. 15, in this volume). Embedding 
assessment into the learning environment of digital learning management systems 
allows better integration of teaching and learning and supports formative assess-
ment practices. Digital mediation of teaching and assessment via ubiquitous learn-
ing platforms is now common, even in small on-campus classes. These forms of 
technological enhancement have arguably enabled assessment processes to become 
more efficient, faster and prettier, more responsive, more formative, more timely.

However, a further frontier for assessment is emerging that goes beyond techno-
logical enhancement of teacher assessment practice, to exploring the use of power-
ful digital technologies and digital data, particularly process data, to better assess 
and report on the growth in learning, particularly learning of complex competencies 
and general capabilities. This chapter focuses on this frontier, describing the diffi-
culties associated with generating valid and reliable assessments. It argues that new 
standards for development of assessment tools—metrolytic standards—are required. 
These standards draw on methods used in the learning analytics community, com-
bined with those commonly used in educational measurement, to provide a frame-
work designed to ensure that any assessment can be trusted to have the required 
level of reliability and validity to warrant use for educational purposes.

13.2 � Contemporary Pressures on Assessment Practice

The frontier arises directly from contemporary pressures on universities to change 
what students learn and how they learn it, which consequently changes what teach-
ers assess and report (Griffin and Care 2015). The core idea is that the ‘4th industrial 
revolution’ is in train, requiring educators to produce learners with different skills 
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and capabilities than required by generations past (Tremblay et  al. 2012; OECD 
2018; Milligan et al. 2018). No single, simple driver can be identified. A range of 
factors are involved, including the ubiquity of digital communications and comput-
ing technology, the rapid expansion of knowledge, the impact of globalisation, and 
the increasing commitment to ensuring sustainable, equitable development for 
human wellbeing. All of this is redefining how we live and work in the twenty-first 
century. The net effect on education institutions is that they are being pressed to 
redefine what learners need to know, and to produce graduates who can demonstrate 
attributes other than just mastery of knowledge in a content domain. Students are 
now required to demonstrate knowhow in a domain of study, as well as content 
mastery. Curricula are being altered to supplement the cognitive outcomes of tradi-
tional disciplines with requirements that learners develop the constellations of 
knowledge, values, attitudes, skills and beliefs required for competent performance 
in any field (Dreyfus and Dreyfus 1980). This is sometimes characterised as a shift 
from content to competence in curricula (Griffin 2007). In this context, curriculum 
outcomes are extended beyond mastery in discipline or professional domains, to 
encompass attributes variously referred to as ‘soft’ or ‘21st Century skills’ or ‘trans-
versal skills’, or (as referred to in this chapter) ‘general capabilities’, that might be 
applied in any field or domain (Asia-Pacific Education Research Institutes Network 
2015; Griffin and Care 2015). For instance, the World Economic Forum (2015) 
described a range of required general learning capabilities, including critical think-
ing skills, communication, creativity, collaboration, scientific and ICT literacy, per-
sistence and curiosity, amongst others.

A related shift requires that students develop skills as lifelong learners (Bransford 
et  al. 2003). The argument is that it is not enough that students can learn when 
directed by teachers, in formal educational settings. They must also be able to learn 
by their own initiative. In modern times, this ability to learn is not considered to be 
a matter of IQ or any innate ability – it is more to do with the mastery of a set of 
knowledge, skills, understandings and beliefs about learning that equip individuals 
to a greater or lesser degree with the capability they need to learn (Milligan and 
Griffin 2016).

Formal inclusion of these general capabilities in curricula represent a profes-
sional challenge for teachers, especially in courses which use traditional approaches 
to higher education assessment, such as summative assessments made at the end of 
course, based on the evidence presented to a teacher via student essays. Now, the 
challenge is to assess the degree to which a learner has also mastered general 
capabilities.

Assessment of this sort is several degrees more difficult than assessment of mas-
tery of content knowledge in the cognitive domain. It is a new field for teachers, and 
is especially challenging in large classes where teachers do not necessarily know 
their students. Assessment tasks that enable individuals to demonstrate complex 
capabilities are usually themselves complex, and often need to be conducted in non-
standardized environments, involving performances or building of artifacts, or 
working with peers, sometimes in teams. Mastery of these capabilities usually takes 
time and practice, often in ‘authentic’ learning environments unlike traditional 
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lecture halls. Feedback on performance is required at various stages of develop-
ment, enabling learners and other stakeholders to chart the learner’s gradual increase 
in mastery. Thus, in parallel with changes in curriculum, there are requisite changes 
in the purposes and methods of assessment. Assessments need to assist learners and 
teachers to determine the degree to which a learner has mastered complex general 
capabilities in a domain of learning. Important methodological frontiers for assess-
ment are opening in this area.

13.3 � The Promise of Big Data to Assess General Capabilities

Scardamalia et al. (2013) reported on the findings of a large, international research 
project established to explore how best to assess these general capabilities. They 
concluded that the best assessments are “embedded in the technologies used in the 
learning environment, concurrent and transformative” (p. 34). They pointed out that 
embedded technologies can generate automatic feedback, provide on-demand 
assessments, and prevent or reduce the separation of assessment from the learning 
experience. Response rates are unproblematic, as participant activities are always 
reflected in the log stream, and data collection requires no additional effort by par-
ticipants. Use of digital traces of learner activity for assessment purposes has the 
potential to provide real-time calculation of scores, and could provide greater time-
liness in calculation and feedback to participants during a course.

On the face of it, this approach seems feasible. There are copious quantities of 
learning-related digital information now available, including click stream data that 
captures every mouse click, swipe, or keyboard action of every learner as they use 
digital learning applications. Other information can be obtained from sophisticated 
digital data sensors in classrooms that capture anything from eye-gaze direction to 
heart-rate, from speech to physical movement. The capacity to ‘see’ what students 
say, do, make, or write in learning environments is vastly enhanced. Available data 
goes well beyond the inputs to traditional university assessments, such as observa-
tions by teachers in classrooms, or responses to assessment tasks, or results from 
standardized tests. Data now systematically captures information on the process of 
learning not just the outputs from it.

Such data can also be interrogated for meaning by a plethora of modern analyti-
cal methods, including, for example social network analysis, text analysis and vari-
ous forms of data mining. These enable the construction of statistics that can, in 
theory, be used as indicators of performance, for assessment purposes. Teachers can 
‘see’ the degree of connectedness to others in the class (from network analysis), the 
focus of a student’s interests (from text analysis), the systematicity of study habits 
(from time-series analyses) and so on. Techniques of data mining and artificial intel-
ligence can be applied to these indicators (He et al. 2016) potentially adding value. 
Data or analyses of this sort are now routinely presented in digital dashboards, or 
otherwise provided as feedback to teachers and learners (Corrin and DeBarba 2014).
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Researchers early into the learning analytics field (Carmean and Mizzi 2010; 
Gasevic et al. 2015; Siemens and Long 2011; Greller and Draschler 2012) expected 
that such data would have many benefits for learners and teachers, making visible 
the process of teaching and learning, supporting reflection on practice by learners 
(on their learning) and by teachers (on their teaching); predicting and modeling 
learning, leading to better intervention; and making possible personalization of 
learning through real-time tracking and analysis of each individual. If backed with 
artificial intelligence tools, it is argued, digital responders might become more capa-
ble than their human predecessors in assessing learning.

This optimism was supported by belief that use of big data was not only possible, 
but it is the preferred option when it comes to assessing individuals’ performances 
in the kind of complex general capabilities which are now the focus of curriculum 
(Scardamalia et al. 2013). The traditional techniques for assessing individuals’ attri-
butes or capabilities include use of self-report scales, direct observation by experts, 
employing think-aloud protocols, analysing artifacts like respondent diaries, and 
using micro-analytic approaches involving codification of behaviours such as eye-
gaze or facial expression to infer an individual’s level of an attribute (Cleary et al. 
2012). But, such techniques are impractical for use in real learning environments. 
They are too costly and labour-intensive, leading teachers and assessors to look for 
better, more practical approaches. Naturally, they look to the possibility of using 
big, digital data, derived from sensors embedded in the learning environment, that 
provide systematic evidence about the process of learning used by learners.

13.4 � The Need to Ensure Validity and Reliability

While the optimism is high, there are acknowledged difficulties. Scholars of learn-
ing analytics have always been quick to point out that that bigger digital data gener-
ated as a by-product of learning is not always better data (Greller and Draschler 
2012; Siemens and Long 2011). A key question not yet convincingly answered is 
whether or not these digital traces can be used to construct indicators of learning, or 
whether they merely record processes that may or may not reflect the degree of 
learning attained. In addition, it is not clear whether the process data embodies suf-
ficient information: perhaps missing elements may be exactly those required to 
explain learning. Platforms or digital sensors cannot capture all ‘off-line’ activity 
such as reflection or note taking, or what student are thinking, but these missing 
elements might be vital (Gunnarsson and Alterman 2013). Big natural databases 
tempt the search for interesting relationships based on correlations, or factor and 
cluster analysis. When interesting patterns are found, as they are bound to be, and if 
they attain statistical significance, the temptation is to impute explanatory value, 
and to infer meaning about learning. But it is not at all clear that these interesting, 
statistically significant patterns are a suitable basis on which to judge an individual’s 
learning. The patterns may in reality be products of chance, or be inconsequential 
for learning, and may not evidence an underlying phenomenon with explanatory 
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value. Statistical relationships demonstrate only that discovered relationships are 
unlikely to be random, which is an insufficient basis for interpreting any numbers as 
measures of learning for an individual.

The most robust of the contemporary work using process data to assess and 
report on the growth in complex competencies and general capabilities uses a com-
bination of analytics methods and the methods of educational measurement 
(Buckingham Shum and Deakin Crick 2016; Griffin and Care 2015; He et al. 2016; 
Milligan and Griffin 2016; Shute and Ventura 2013; Wilson et al. 2016; Polyak et al. 
2017). Measurement principles and techniques such as those that underpin Wilson’s 
(2005) Constructing Measures approach, or the Evidence Centered Design approach 
(Mislevy and Haertel 2006) are designed to engender trust in assessments by ensur-
ing that scores measure something of value, to a requisite standard. A careful, 
methodical, iterative, curriculum-focused process is used to develop scores for indi-
viduals, involving the development of constructs and evidence maps, sampling of 
evidence using rules and procedures, and so on. The measurement sciences estab-
lish standards that evidence claims that measures are appropriately used to assess 
learning – that is, they are valid and reliable, and can safely be used to judge an 
individual’s learning progress.

It is notable that researchers who have adapted traditional measurement tech-
niques to analytics-based process data tend to be cautious, reflecting a growing 
awareness in the assessment and analytics communities that such work is still in its 
infancy. The key to understanding the difficulties associated with this frontier is 
that, when constructing measures of complex constructs from digital data, assump-
tions crucial to quality of assessment need to be made explicit, and tested (Wright 
and Masters 1982). For instance, assessment of learning is based on an assumption 
that individuals can possess different amounts of an attribute being assessed, and 
that a description of that attribute should provide the basis of assessment. The 
underlying attribute must make sense and be plausible, and there should be practical 
benefit in assessing it. The attribute must have dimensionality and it must be possi-
ble to understand how it is that people can have more or less of it. ‘More’ or ‘less’ 
must be capable of consistent representation as a progression for all individuals, 
using units of equal value, and the units should be additive and repetitive. Although 
attributes cannot be directly observed, it must be possible to understand how differ-
ent levels of performance is explained by differences in observable behaviour of 
individuals: what individuals do, or say, or make, or write (Glaser 1994a, 1994b). 
The behavioural differences must have explanatory value, and it should be possible 
to infer from these observed differences in behaviours the amount of the attribute 
that a person has. Such assumptions need to be tested and evidence and argument 
presented to satisfy stakeholders that the use of assessments for educational pur-
poses are warranted. An important source of thinking about the standards that 
should apply can be found in discussion of validity in measurement science 
(Cronbach and Meehl 1955; Kane 2013; Messick 1995; Wolfe and Smith 2007) and 
in discussion of quality in learning analytics (Dringus 2012; Greller and 
Draschler 2012).
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Table 13.1 outlines a set of indicative ‘standards’ that might be used to interro-
gate the quality of any score, before it is used to make decisions about an individual. 
These standards are derived from both the practice of measurement science and 
learning analytics. They are best described as metrolytics standards, derived from 
the Greek words metron, which is the root of the word measurement and means 
limited proportion, and analutikós, meaning to analyse. In an ideal world, the stan-
dards would provide the basis for presentation by an assessment designer of evi-
dence and argument to support the validity and reliability of any assessment 
constructed from process data, in exactly the same way that high-stakes test devel-
opers are required to present arguments as to the validity and reliability of their 
tests. A set of indicative standards is presented in Table 13.1.

Recently, the learning analytics community expressed concern about the bur-
geoning array of analytics apps, and whether or not there is a sufficient evidence 
base about the use of analytics to warrant trust by stakeholders (Bergner et al. 2017; 
Ferguson and Clow 2017). The concerns intensify when the results are used to con-
trol or shape the treatment a person receives, as is often the case in assessment of 
learning. It would not be unreasonable for stakeholders (learners, teachers, employ-
ers, professional associations), to mistrust that an instrument can assess complex 
attributes, especially if it combines a variety of data types and utilizes complex data 
transformation or algorithms.

Adoption of metrolytic standards provides one way to address this issue, requir-
ing methods that ensure that an assessment has utility for the intended purpose. The 
standards provide the framework for presenting the evidence and argument to 
engender trust in the assessments. In this, it is important that evidence presented 
should not merely defend the interpretation of an assessment. Rather, it should be 
capable of convincing a reader that the assessment design or method tested the 
assumptions on which it was based, and that no other plausible alternative interpre-
tations of what is being assessing are supported. This involves imaginatively identi-
fying and examining potentially disconfirmatory evidence as well as confirmatory 
evidence, to address what are the risks that could apply to a particular assessment.

13.5 � Methodological Frontiers

Consideration of the metrolytics standards outlined in Table 13.1 highlights some of 
the practical difficulties facing analysts attempting to build reliable and valid assess-
ments of complex general capabilities using process data. For instance, the standard 
requires as a prerequisite clarity about what is to be assessed. In traditional classrooms, 
what is to be assessed is usually operationally defined as ‘what has been taught’, often 
content-based. Assessments of the newer general capabilities require a similarly clear 
view of what is being assessed. In practice, this demands specification of the 
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Table 13.1  Indicative metrolytics standards for assessments derived from digital process data

Utility There is a clear purpose for making assessment(s) that are of value to stakeholders.
There is clarity about the nature of the attribute There exists a clear definition of the attribute 
being assessed, expressed as the constellation of knowledge, understandings, skills, beliefs, 
attitudes, and values required for mastery, differentiated at each level of mastery. This definition 
should be understandable and acceptable to stakeholders, including teachers and learners.
The attribute has dimensionality It is plausible to assume that individuals have more or less of 
the attribute of interest, and can be arrayed along an underlying continuous scale from more to 
less. Ideally, the scale reflects typical learning trajectories of learners’ progress from level to 
level as their mastery grows. These trajectories, typically called ‘progressions’ or ‘learning 
continua’ must make sense to learners and teachers alike.
Data relates to learning behavior Selected data comprises representations of what learners say, 
do, make or write when learning. Data does not include characteristics or status of individuals 
that might be related to learning, (such as dispositions or social or demographic features) but 
which do not reflect learning gains in a particular environment.
Process data is ‘clean’ and understood Data husbandry methods are used, including, for 
instance: checking plausibility of the range and distribution of values; transforming raw log 
stream data into variables, counts or categories; identifying and mitigating corrupt, incomplete, 
misleading or miscoded data; ensuring that data definitions do not change over time; ensuring 
data definitions are stable and uniform; ensuring granularity matches the purposes to which data 
were being put (e.g., in time series studies, should analyses be precise to the second, to the hour, 
to the week or to the year); adopting analytical and sampling techniques to manage high 
volume; and so on.
Data is mapped to the levels of progression using statistical indicators The data elements 
selected to construct the assessments should be capable of generating stable behavioural 
indicators for each learner. For instance, when using network analysis, interactions between 
students might generate statistical indicators of connectedness. Differences in behavior of 
individuals on each behavioural indicator should plausibly explain different levels of attribute of 
an individual.
Interpretation of indicators is stable Direct comparability of scores over time is maintained. 
This is especially important when machine learning is used to construct scores or indictors. If 
the algorithms change indicators, the construct being measured might change. Any teaching 
policy changes are identified which may change inferences that can be made from data: for 
instance, voluntary participation in forums might normally reflect student engagement, but, if it 
is compulsory to post, it might reflect compliance.
Attribute is fully represented The behavioural indicators comprising the score together provide 
a balanced and full representation of the attribute along the full range of levels; indicators are 
not skewed by missing or irrelevant data; there are no important features missing. For instance if 
off-line work is vital to a process, it is difficult to see how an online automated assessment can 
be other than skewed.
Scoring and data transformation is transparent There is a transparent audit trail describing 
each stage of the transformations of data to indicators to scores. Metrics and algorithms at all 
stages of development are transparent.
Technical quality is adequate The psychometric qualities of accuracy, discrimination and 
reliability of indicators and scores are demonstrated: the indicators cohere with a simple 
developmental integrity, generating a scale with even intervals, and the criterion of conjoint 
measurement applies, there are no biases evident for sub groups. These characteristics can be 
examined by testing fit to a measurement model.

(continued)
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Table 13.1 (continued) 

Scores are interpretable There is no other plausible interpretation of the assessments other than 
that they reflect differences between individuals in the level of competence or capability they 
possess.
Alternative methods are canvassed There are no simpler, alternative methods for arriving at 
assessments.
Unintended consequences are identified There are likely to be no unintended negative 
consequences arising from use of the assessment that arise from shortcomings of the assessment.
Appeals are possible There is a process of appeals for review, important if assessments are the 
product of complex algorithms that are difficult for stakeholders to understand.

constellation of knowledge, understandings, skills, beliefs, attitudes and values that 
define different levels of mastery, based on understanding of typical trajectories or 
progressions described by learners as they learn. One difficulty for assessment design-
ers seeking to use process-based data is that there are as yet not many examples of such 
progressions that describe the development trajectories for general capabilities. The 
first task of teachers or analysts seeking to design assessments is, therefore, to define a 
progression that plausibly describes the likely patterns of behaviours of individuals 
who have more or less of the attribute, so that they be arrayed along an underlying 
continuous scale from more to less. Defining a progression is not a simple task, and is 
often neglected by analysts or teachers keen to skip straight to the data. Unfortunately, 
without a theoretical progression on which to base empirical work, there is no means 
of determining the validity, utility or interpretability of assessment scores.

There are also difficulties in assessing individual performance when the indi-
vidual is performing with others in a group. This is especially difficult for assess-
ment of general capabilities like teamwork and collaboration, since such attributes 
are exhibited only in social environments. Teachers understand this, and work 
through it every time they assess group work. The relationship between perfor-
mance of the group and the performance of the group member is complex. This 
complexity is endemic in data derived from digital forum participation, or collab-
orative work, or multi-user interactive activities. Current measurement and assess-
ment methodologies struggle to untangle the complexities sufficiently to support 
individual assessments from confounded data of this sort. It is notable that, after 
reviewing the last 10 years of years of solid, large-scale psychometrically-based 
work on the topic of assessment of collaborative problem solving capacity, a recent 
report for the prestigious National Assessment of Educational Progress (NAEP) in 
the US acknowledged that the world is not yet in a position to a confidently make 
claims to be able to measure the collaborative problem solving ability of students 
(Fiore et al. 2017). Solutions to this problem are still developing (Wilson and Scalise 
2016). A non-technical approach is to recognise that when the performance of a 
group in a domain is at issue, it is appropriate to focus assessment on the perfor-
mance of the group rather that the performance of the individual. This approach 
would involve assessors taking seriously a socio-centric view of knowledge genera-
tion rather than a psycho-centric view of it. A more technically oriented team (von 
Davier and Halpin 2013) noted that the confounding effects of group membership 
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are traditionally treated as ‘random error’ in assessments. They have proposed turn-
ing this around, psychometrically, so that indicators of the degree of error in indi-
vidual measurement might be used to indicate presence of group capacity 
independent of individuals’ skill.

Further work is also required to determine whether or not an individual’s capac-
ity to perform at particular levels on measures of general capabilities such as prob-
lem solving, or communication, or persistence, are generalisable, and thus worth 
assessing in one context or domain, because they are transferable to another. For 
example, will a learner who demonstrates good problem solving skills in a chemis-
try classroom demonstrate good problem solving skills in workplace, or in a physics 
lab? Will a student who collaborates well in online games be a good collaborator in 
face-to-face groups? Early research suggests that in general, transfer of these gen-
eral capabilities, with some notable exceptions, is low (Perkins and Salomon 1992). 
The interpretations of scores relating to complex general skills in any given context 
or domain might need to be treated circumspectly, regarded as being context depen-
dent, and used in a way that recognises their limits.

Teachers or assessment designers needing to collect evidence about complex 
competencies may decide to combine diverse evidence sources (such as peer, self 
and teacher assessments of portfolios, or combining patterns of participation in 
forums and in lectures). Unfortunately, when the relationship between diverse indi-
cators is unexamined, it may be that the combined results are of poor quality. Unless 
each indictor taps into the same underlying attribute, the resultant assessment is 
likely to be characterized by poor validity, low reliability, inaccuracy and poor 
utility.

A legitimate response to technical difficulties is to question whether some gen-
eral capabilities might best be left unmeasured, creating no-go zones for individual 
assessments. For instance, Masters (2018) gives the example of ‘creativity’, notori-
ously difficult to assess in any environment. He suggests that it may be appropriate 
to question whether there exists a generalisable attribute called ‘creativity’ that can 
be assessed, even in a specific domain. Unless it is possible for the community of 
stakeholders to reach agreement on a clear definition and progression, it may not be 
possible to assess.

In addition, the construction of measures that meets metrolytic standards is time 
consuming, expensive and demands technical skill. It becomes economically feasi-
ble only when used at scale. This in itself is likely to limit use of these methodolo-
gies in the short term.

This discussion highlights some of the practical difficulties associated with using 
process data to generate high quality assessments of general capabilities. 
Methodological challenges include that there is a paucity of clear, empirically 
derived progressions for these capabilities which need to underpin assessment, the 
scores generated may lack generalisability, there are questions about feasibility, and 
technical methodologies are currently limited when it comes to disentangling the 
effects of group membership on achievement. Further there are dangers in combin-
ing scores. Even the robust methodological tools of measurement science may fall 
short, for a range of technical and transparency reasons. Skepticism is warranted 
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that any particular assessment tool will have basic qualities such as reliability, valid-
ity, accuracy, utility or interpretability.

13.6 � Conclusion

The contemporary frontier for assessment focuses on whether and how to use pow-
erful digital technologies to make use of digital data, particularly process data, to 
better assess and report on the attainment in learning, particularly of general capa-
bilities. The underlying danger is always that ‘data’ will be mistaken for ‘assess-
ments’. This area of assessment is challenging, and it is still uncertain to what 
degree the new, big data sets, especially process data, will support valid and reliable 
assessment of learning. It is also uncertain whether current analytical methodolo-
gies are up to the task, or whether stakeholders (including learners, teachers and 
employers) will trust the results. Because of the technical complexity often associ-
ated with use of process data, including complex algorithms and data transforma-
tion, there are inevitable questions about whether these data have utility for 
assessment. The impact on learners of inaccurate, unreliable and invalid assess-
ments of general capabilities should not be underestimated in the digital, automated, 
self-regulated world. Feedback and reporting generate powerful, real-life conse-
quences for learners, which can be positive, but which can also be negative or 
destructive (Hattie and Timperley 2007). This concern is likely to be acute when 
assessments are automated to shape the treatment a person receives, and especially 
if there is no obvious appeal to an independent person who is familiar with the work 
of the assessed.

Metrolytic standards provide a framework for building confidence in assess-
ments that use process data. It might be that the expected level of rigour inherent in 
the standards is too great to be feasible. The standards embody quality requirements 
for reliability or validity, accuracy, or interpretability of the sort normally only 
applied to high stakes, scaled assessments such as PISA, or SAT or GMAT. However, 
the application of metrolytic standards is one option available to those working at 
this assessment frontier, combining the methodological strengths of learning analyt-
ics and measurement science, and underpinned by a solid understanding of assess-
ment and its role in learning.
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Part IV
Practical Exemplars

Joanna Tai 

In this section of the book, we turn now towards the practical. While the previous 
sections dealt with the theoretical, conceptual, and imagined future world in which 
assessment might take place, this section contains a selection of chapters which 
detail ways of doing assessment differently. Significantly, the chapters contained in 
this section discuss tools, designs and implementations which have already 
occurred: the future is now, the future is here. While the adage ‘those who do not 
study the past are doomed to repeat it’ applied in this context might remind us of 
assessment dilemmas which occurred prior to the advent of the digital, we suggest 
readers consider how they might indeed repeat, replicate, or indeed adapt these 
already existing future-oriented ideas into their contexts.

To satisfy the potential diversity of readers, there are multiple perspectives on 
and positioning of assessment within this section. As editors, we did not feel it was 
our place to constrain thinking about assessment to a particular focus. Diversity is a 
strength that should be capitalised on where possible. The resultant chapters in this 
section, we hope, can inform a broad range of assessment-related practice and sat-
isfy the multiple purposes of assessment: of learning, for learning, and as learning. 
Furthermore, the chapters deal with assessment from the microscopic task level 
(e.g., Apps et al. (Chap. 17), and Cain et al. (Chap. 16)), to the macroscopic policy 
level (Tai and Adachi (Chap. 15) and Jorre de St Jorre (Chap. 19)), while also con-
sidering the meso-level curriculum design (Apps et al. (Chap. 17), Cain et al. (Chap. 
16), Kim and Rosenheck (Chap. 18), Corrin and Bakharia (Chap. 14), and Tai and 
Adachi (Chap. 15)). Themes of student agency, the role of peers in assessment, and 
moving beyond traditional assessment configurations and structures are also con-
ceptual threads which link the chapters in this section, and merit further discus-
sion here.
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�Student Agency

The concept of reimagining the role of the student in assessment is a key part of 
reworking what assessment looks like within a digital world,  whether explicitly 
articulated, as in Kim and Rosenheck’s chapter on a playful way to involve learners 
in the development of rubrics (Chap. 18), or as an integral part of the assessment 
design, as in Cain et al.’s chapter on a standards-based assessment framework and 
accompanying digital curriculum and feedback platform (Chap. 16), or Jorre de St 
Jorre’s digital credentialing (Chap. 19), where the graduate-institution-employer 
relationship is altered. The digital affords different learner interactions, with peers 
(e.g., Corrin and Bakharia, Chap. 14)) and educators (e.g., Cain et al., Chap. 16), 
which can drastically change how assessment is done. The recognition of learners 
as active constructors of knowledge and experience rather than passive vessels may 
be one of the underlying requirements to fully exploit the affordances of a digital 
world, and indeed these chapters demonstrate the types of reimaginations necessary 
to do so.

�The Role of Peers in Assessments

A parallel concept to student agency is the increasing role of peers in assessment. 
Corrin and Bakharia (Chap. 14) share two very different examples of online peer 
assessment, while Tai and Adachi (Chap. 15) provide a broad overview of techno-
logical options and also address the question of necessary knowledge, skills and 
attitudes for those implementing and undertaking peer assessment. In these exam-
ples, peers form an important source of assessment information on a range of tasks. 
However, Apps et al. (Chap. 17) also identified that peers might contribute to addi-
tional unintentional confusion and misunderstanding within online assessment 
tasks, especially where the task design is novel or unfamiliar to students. Overall, 
the potential for peers to contribute either formally or informally to assessments 
being undertaken in digital settings should be considered: it may provide new 
opportunities for learning, and new opportunities for information gathering, how-
ever unintentional effects may also transpire and need to be monitored – a necessary 
consideration when educators relinquish some control over assessment.

�Moving Beyond Traditional Assessment Configurations 
and Structures

The final key concept encountered in this section, which might also be one of the 
key tenets of the book overall, is the need to go well beyond traditional assessment 
configurations and structures. The innovative work here does not just rehash what 
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has previously been done in face-to-face or even distance settings. It drastically 
reimagines the way in which educators, learners and others are configured with 
regards to time, space, relationships and materials to achieve new forms of assess-
ment. This is evident in Cain et al.’s chapter (Chap. 16), where formative interac-
tions occur in relation to learning objectives through a digital platform, and Jorre de 
St Jorre’s chapter on using digital microcredentials to illustrate learners’ certifica-
tions in a way that is not possible via a traditional academic transcript (Chap. 19). 
Kim and Rosenheck’s chapter (Chap. 18) asks students to participate in the design 
of rubrics, an activity usually accomplished by educators, and also asks students to 
move beyond considering assessment as a place for knowledge reproduction.

While one cannot push the boundaries in all directions at once, we hope this sec-
tion provides a smorgasbord of ways to move forward when reimagining assess-
ment within a digital world, and that readers can select a way forward that meets the 
requirements and appetites of their local context.
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Chapter 14
Re-imagining Peer Assessment in Self-
Paced Online Learning Environments

Linda Corrin and Aneesha Bakharia

Abstract  In higher education the ways courses are delivered online continues to 
change and evolve, prompting a need to rethink how assessment can be designed to 
suit these learning environments. This chapter explores how technology can be used 
to help deliver assessment designs in self-paced online learning environments that 
provide flexible, customisable, and scalable peer assessment and feedback. Two 
innovative approaches are profiled and used to illustrate the affordances of such 
digital environments in providing ways to support peer assessment activities and the 
provision of feedback for student learning.

14.1 � Introduction

In higher education the ways courses are delivered online continues to change and 
evolve, prompting a need to rethink how assessment can be designed to suit these 
learning environments. As universities seek to attract a broader range of students 
from a diverse range of backgrounds, increasingly flexible online learning formats 
are emerging which allow students to move through a course at their own pace, 
without a specific start/end date. This format of delivery enables students to better 
align their learning with life and career needs and commitments. They can choose 
to work through the whole course content in a short period of time, or alternatively 
spread the load over many months. The ability to set the pace of learning is particu-
larly important where students may be trying to fit their study around existing work 
commitments.
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While self-paced online learning environments can offer many benefits to stu-
dents, they also present challenges from a learning design perspective, especially in 
relation to the design of assessment. In an online course involving a single cohort 
who work through the course at the same pace it is possible to have shared assess-
ment deadlines and communication between students as part of learning activities. 
Peer assessment is regularly used in these courses to enable students to receive 
personalised feedback on their work without the need for a teacher to mark each 
individuals’ work. A student’s work may be reviewed by multiple peers, which 
potentially gives them a wider range of comments than had their assessment been 
marked by a single teacher. The use of peer assessment also allows for more open-
response forms of assessment to be delivered at scale (Kulkarni et al. 2013).

In self-paced courses the flow of students through the learning environment var-
ies, making collaborative activities and the use of peer assessment more difficult to 
implement. The ability to get students to review the work of their peers is compli-
cated by the fact that they are not all submitting their work at the same time. To 
address these challenges, new and innovative approaches to assessment are needed. 
This is especially important for large-scale courses where the number of students 
makes teacher-marked assessment impractical. In order to respond to this need, 
educators have to reimagine how assessments can be designed and facilitated in 
self-paced online learning environments.

In this chapter we will profile two innovative approaches, 360-degree feedback 
and PerspectivesX, and explore the potential benefits and challenges they provide to 
the delivery of peer assessment and feedback in self-paced online environments. 
The 360-degree feedback activity enables students to gain the benefit of rich feed-
back from workplace peers on their assessment tasks without the need for common 
deadlines or heavy marking loads for teachers. PerspectivesX is a collaborative 
multi-perspective elaboration tool designed to both encourage student idea submis-
sion and the development of curation skills, a twenty-first century digital literacy 
that fosters critical inquiry and exploration (O’Connell 2012). Both options repre-
sent different ways of incorporating people and technology into assessment 
approaches, while still taking advantage of the pedagogical benefits of peer learning.

14.2 � Peer Assessment in Large-Scale Online 
Learning Environments

There is a long history of the use of peer-assisted learning in higher education. Peer-
assisted learning involves “people from similar social groupings, who are not pro-
fessional teachers, helping each other to learn and by so doing, learning themselves” 
(Topping and Ehly 1998, p.1). A common form of peer-assisted learning is peer 
assessment where students are responsible for evaluating the work of their peers and 
providing feedback (Liu and Carless 2006). Peer assessment offers a number of 
benefits to student learning including cognitive gains (e.g., error and misconception 
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identification, identification of knowledge gaps, etc.), development of students’ 
evaluative judgment skills, improvement in student writing, greater provision of 
feedback, and improvements in preparation for future assessments (See also Tai and 
Adachi, Chap. 15 this volume; Cho and Cho 2011; Russell et al. 2017; Sadler and 
Good 2006; Tai et al. 2018; Topping 2009). It is used widely in higher education in 
both face-to-face and online learning environments.

As the use of large-scale online learning environments has increased in higher 
education, interest in how peer assessment can help facilitate assessment for large 
numbers of students has grown. Delivering effective assessment tasks to students in 
such environments presents many challenges to teachers and learning designers. 
Initially such courses tended to rely on multiple choice tests that could be automati-
cally marked to cater for the large number of students enrolled (del Mar Sánchez-
Vera and Prendes-Espinosa 2015). However, as the topics and outcomes of these 
courses expanded there was a need for the incorporation of a wider variety of assess-
ments to evaluate student learning, including more written work. The large enrol-
ments in these courses made the marking of these types of assessment difficult, even 
with a team of teachers and teaching assistants. It was largely in response to this 
issue that peer assessment began to be incorporated into these large-scale online 
learning environments.

While peer assessment offers many benefits for supporting student learning, 
there are also concerns about the ability of students to effectively evaluate their 
peers’ work and to provide helpful feedback (Piech et al. 2013). With large numbers 
of students these concerns can be greater due to teachers having less opportunity to 
mediate and supervise the process (Suen 2014; Adachi et al. 2018). Previous studies 
and meta-analyses of peer assessment research have reported mixed findings as to 
how well the assessment and feedback of peers correlates with what a teacher would 
have provided (Russell et al. 2017). Recommendations that have been made on the 
basis of this research for improving the reliability and validity of peer assessment 
include: making sure that the criteria are clear and well understood (Falchikov and 
Goldfinch 2000); ensuring that multiple peers assess the work (at least four was 
suggested by Cho et al. 2006); and consider giving a mark for the peer assessment 
process to encourage engagement and commitment to the task (Ballantyne et  al. 
2002). In online learning environments a variety of technical approaches have been 
employed to improve the accuracy of peer assessment outcomes. For example, the 
use of an automated guidance tool that applies a scaffold to the written file to be 
assessed drawing the markers’ attention to important elements that relate to pre-
defined rubrics for the assessment (Vista et al. 2015).

The potential benefits of peer assessment for student learning and the ongoing 
efforts to improve its reliability and validity make it an appealing option for assess-
ment design in large-scale online learning environments. However, most current 
models of peer assessment are founded on the requirement that students all com-
plete the assessment and marking at the same time. In self-paced learning environ-
ments, this core requirement is not possible. This challenges educators to design 
ways that harness the pedagogical benefits of peer-assisted learning and assessment 
whilst still allowing flexibility for students to complete the learning and assessment 
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activities at their own pace. This chapter profiles two innovative approaches to solv-
ing this problem while still allowing students to learn from their peers.

14.3 � 360-Degree Feedback

360-degree feedback models have traditionally been used in business environments 
for employee performance evaluation. The model involves the gathering of informa-
tion from self, peers, supervised staff, and managers about the employee in order to 
make an overall judgement of performance (London and Beatty 1993). In an educa-
tional context the model involves the completion of a work-related project. Feedback 
on this project is sourced from the student’s colleagues within the workplace, rather 
than (or in addition to) other students within the same course. A major advantage of 
this approach is that the student’s work colleagues are in a good position to be able 
to provide feedback that draws on knowledge of the organisation, domain and con-
text of the industry to which the project relates. Additionally, the 360-degree feed-
back model can provide important links between the learning outcomes of the 
course and the work-related goals of students (Egloffstein and Ifenthaler 2017).

The application of this method is not new in the higher education environment 
(Tee and Ahmed 2014), but is now commonly seen as part of the assessment design 
in large-scale online learning environments. The 360-degree feedback approach is 
useful in online courses where students can complete authentic workplace-related 
assessment tasks such as courses that focus on change management, project man-
agement or leadership. In the self-paced online learning environment this form of 
assessment can still make use of feedback provided by peers, however because the 
peers are colleagues drawn from the student’s workplace, it is not tied to any cohort 
of students in a course. This allows the students to undertake the assessment at any 
time that fits with their enrolment and study schedule.

In addition to the timing flexibility for completion of the 360-degree feedback 
assessment task, there are other benefits offered by this form of assessment. By 
receiving feedback from colleagues from within the same industry domain the feed-
back is more likely to relate to the expectations and culture of the industry. In con-
trast to course peers who may give simplistic feedback due to a lack of knowledge 
of the domain, colleagues have a better understanding of the terminology and con-
cepts that are key to the specific domain, enabling them to give more focused feed-
back (Morris et al. 2017). This can result in more contextualised advice that can be 
directly integrated with the student’s work practices. By involving colleagues, it 
also has the potential to raise awareness in the workplace of knowledge and skills 
that the employees are developing through continuing education. For the student, 
the ability to see a direct link from the assessment task to their professional context 
can increase their motivation by increasing their value beliefs (Wigfield and 
Eccles 2000).
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14.3.1 � Challenges Related to 360-Degree Feedback

There are however challenges in this form of assessment. While the use of col-
leagues can enable the provision of greater industry-specific feedback, these col-
leagues may not be as capable of giving feedback with respect to course subject 
matter. Providing workplace colleagues with adequate support materials to make 
them aware of the kind of material covered in the course could help to reduce this 
problem, but this shouldn’t be too onerous else it may discourage colleagues from 
taking part in the process. For this form of assessment to be viable it is necessary 
that there is support from the employer for the time of colleagues to contribute to the 
process. Without this support the assessment cannot be completed or if insufficient 
time is allowed then the efficacy of receiving the feedback could be reduced. There 
is also a concern about the impact that the receipt of negative feedback from col-
leagues could have on the student and their motivation. When 360-degree feedback 
is used as a strategy for performance evaluation in the workplace there are, ideally, 
consultants and/or counsellors who can help to mediate such negative occurrences. 
However, the same safeguards may not be available in the workplace where this task 
takes place and how such situations will be given attention needs to be considered 
when the negotiation of the task takes place with the workplace employer. There is 
also the possibility that workplace colleagues are not available (e.g., in the case of a 
sole trader), and, in these situations, colleagues from a similar organisation or exter-
nal stakeholders could be approached to take part in the feedback process.

While the core design of a 360-degree feedback assessment task in a large-scale 
online environment may not be substantially different from that given to a small 
cohort studying face-to-face, the larger number of students and flexible mode of 
delivery means that systems need to be built to support this assessment design in 
this environment. There are some similarities between the 360-degree feedback 
assessment and other peer assessment activities embedded within a Learning 
Management System (LMS) platform. The key differences include allowing the 
learner to specify the contact details of workplace peers and providing workplace 
peers not enrolled in the course access to the individual assessment item submitted 
by the learner. Rather than building a new tool, we envision the tool being an exten-
sion to existing peer assessment tools provided in popular LMS platforms. The fol-
lowing sections detail the design specifications of a tool built to support a 360-degree 
feedback assessment design (Morris et al. 2017).

14.3.2 � 360-Degree Feedback Tool Design

The first design specification relates to the ability of the teacher to create a 360-degree 
feedback task that is suited to the course learning outcomes. Flexibility is required 
in order that the task can not only be tailored to the course content, the discipline 
context and the learning outcomes, but also allow it to accommodate different work 
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Fig. 14.1  Design and communication elements of the 360-feedback assessment activity

conditions and local adjustments. The form below (Fig. 14.1) prompts the teacher to 
outline the important design and communication elements of the activity. The activ-
ity is given a title and instructions can be specified for the learner about the design 
and assessment criteria for the activity.

The system includes the use of an online rubric to enable a student’s work col-
leagues to evaluate the outcomes of a workplace assessment item and submit feed-
back for the student. The rubric is built using the Survey.js library (2018) and 
includes a full features survey builder user interface. Instructors can use a visual 
tool to create the rubric and then paste the resulting JSON  (JavaScript Object 
Notation) format code within the form shown in Fig. 14.1. The rubric can include 
different items (tailored to the activity requirements) and users can give a response 
in free text, Likert scale, multiple choice, multiple selection, and slider formats.

The next three fields on the form (see Fig. 14.1), allow the teacher to enter text 
which forms part of email communications with the student about their feedback and 
the student’s colleagues, both to invite them to participate and to provide them with 
instructions about the rubric if they agree to take part. It should also be noted that the 
system can also allow for the students’ peers within the course to provide feedback 
if appropriate and if their study schedules allow this to take place in a timely manner.

Students participating in the activity can nominate work colleagues to provide 
feedback information on their assessment task (see Fig.  14.2). The student is 
required to enter the name and email address of a colleague and can be given the 
option to specify the relationship they have to that colleague (e.g., manager, external 
stakeholder, etc.). Students are also able to preview the rubric. Emails are automati-
cally generated using the text specified by the teacher in the invitation email field 
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Fig. 14.2  Form for nominating colleagues to take part in the peer review

(see Fig. 14.1), including a description of the assessment task, the assessment crite-
ria, and the date on which their review is due. The colleague can accept the invita-
tion by clicking on a link in the email they receive. To avoid reviewers needing to 
establish accounts in the system, they receive a unique, encrypted link which pro-
vides them with direct access only to the student’s work and the assessment rubric 
for completion. However, they are required to accept a terms of service agreement 
before they can access the student’s work for review. These terms of service relate 
to issues such as appropriate use of the system, confidentiality, and fairness in giv-
ing feedback. Teachers may also consider providing guidance materials for col-
leagues on the assessment criteria and how they can give constructive feedback for 
the student.

14.3.3 � Learning Analytics

Another important design feature of the 360-degree feedback assessment system is 
the analytics it can provide to teachers and students. Some of these analytics relate 
to the process, allowing teachers and students to see, for example, whether reviews 
have been completed by workplace reviewers. The system can also send out auto-
mated reminders to reviewers to remind them of approaching deadlines for reviews. 
Other analytics on the performance of the students are also available. Summary 
statistics on each rubric question is provided and can be analysed at the individual 
level by students and teachers or at a cohort level by teachers and course coordina-
tors (for example, see Fig. 14.3). The collection of these analytics assists in evaluat-
ing whether this model of assessment is working effectively within the context of 
the course.

The 360-degree feedback assessment design offers the flexibility required in 
self-paced learning environments while also allowing students to benefit from peer-
assisted learning. As students in a self-paced course could be completing this 
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Fig. 14.3  Analytics on a student’s 360-degree assessment activity performance

assessment at different times, a system such as the one outlined above can be useful 
to facilitate the different stages of this activity and ensure that the review process 
runs smoothly. Analytics collected by the system can be used to monitor the quality 
of the reviews, and to this end useful types of analysis include:

•	 Comparing rubric scores obtained from enrolled cohort peers with those received 
from workplace colleagues;

•	 Comparing written free text feedback information provided by enrolled cohort 
peers with those received by workplace peers;

•	 Analysing differences in feedback provided by the types of peers that are nomi-
nated (e.g., direct supervisor, indirect supervisor, direct report, other internal 
stakeholder, other external stakeholder); and

•	 Analysing whether workplace peers provide more contextualised and detailed 
information.

These analytics can help to evaluate the effectiveness of this form of assessment 
for students studying in self-paced learning environments. Analytics on students’ 
access to this information also helps give some insight into whether they are engag-
ing with the feedback provided by their workplace peers. It is recommended that 
teachers also build in guidance for students in the interpretation of this feedback 
information to support their learning.

14.4 � Collaborative Multi-perspective Knowledge 
Construction and Curation

The second peer-based assessment approach profiled here is a knowledge construc-
tion and curation assessment design, facilitated through a tool called PerspectivesX 
(Bakharia 2017). PerspectivesX is designed to support the scaffolding of learning 
activities that require students to elaborate on a problem, scenario or topic from dif-
ferent assigned perspectives. It can support a range of custom and predefined idea 
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generation and multi-perspective activities such Strengths, Weakness, Opportunities 
and Threats (SWOT) analysis, SCAMPER (Ederle 1996), Fishbowl (Miller and 
Benz 2008), and Six Thinking Hats (de Bono and de Bono 1999). PerspectivesX can 
be used to encourage active participation in online discussions by allowing students 
to explore, review and curate information from their peers’ submissions. It provides 
a scaffold to improve student engagement in an online collaborative learning envi-
ronment, even when students are not all present in the learning environment at the 
same time.

The need for a tool such as PerspectivesX came about due to a lack of scaffolded 
collaborative tools, particularly tools that could integrate with online learning plat-
forms. Most online learning environments have rich support for content authoring, 
but the discussion forum is usually one of the few tools available for collaboration. 
Strategies to encourage student engagement with online discussions have been the 
focus of much research over time (e.g., Hewitt 2005; Salter and Conneely 2015). 
Research examining Massive Open Online Courses (MOOCs) found that it is typi-
cal for only 5% to 10% of learners to participate within a discussion forum (Manning 
2013). It has also been shown that learners who actively participate in discussion 
forums achieve better grades (Corrin et al. 2017). Better discussion activity design 
and support tools that encourage learners to share their own ideas and review the 
ideas of their peers are therefore required. PerspectivesX has been designed to pro-
vide a scaffolded collaborative experience for students.

14.4.1 � Learning and Assessment Design of the PerspectivesX

Central to this tool is a searchable knowledge base that contains a record of all stu-
dents’ contributions. The knowledge base can persist over re-runs of self-paced 
courses allowing students access to this rich resource collection regardless of when 
they are completing a course. This approach is inspired by the Knowledge 
Community and Inquiry (KCI) model (Slotta and Najafi 2013) which is based on 
three main principles: (1) a knowledge base is created as a result of the collaborative 
work of students; (2) the knowledge base is used as a resource base for collaborative 
inquiry activities; and (3) the learning goals of the course are evidenced through the 
outcomes of the inquiry activities (Slotta and Najafi 2013).

In an assessment activity facilitated through PerspectivesX, students are required 
to access the contributions of other students, to critically review these, and to curate 
relevant material to prepare their own contribution. Curation is an important digital 
literacy that involves the development of student search and evaluation strategies as 
well as promoting critical thinking, problem solving, and participation in networked 
conversations (O’Connell 2012). The learning design objectives for a PerspectivesX 
activity are to:

	1.	 Encourage students to submit and curate ideas across all perspectives;
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	2.	 Encourage students to share ideas (even if they initially submit ideas as anony-
mous or not shared);

	3.	 Encourage students to curate a list of diverse ideas within and across perspec-
tives; and

	4.	 Trigger discussion among students in a post activity forum.

The design guidelines that underpinned the development of the PerspectivesX tool 
aim to support:

•	 the design of structured knowledge construction, critical thinking and multi-
perspective elaboration activities;

•	 the ability for students to receive a participation score;
•	 opt-in and anonymous learner knowledge sharing;
•	 teacher moderation and intervention;
•	 student curation;
•	 temporal independence (i.e., asynchronous student activity);
•	 knowledge base growth and collective knowledge sharing across course re-runs 

and multiple cohorts; and
•	 the facilitation of the delivery of scalable, customised and personalised feedback.

In Fig. 14.4, the form used by instructors to add a PerspectivesX activity to a 
LMS is shown. The teacher selects an existing grid template or creates a new cus-
tom grid. PerspectivesX is configurable, allowing instructors to define whether stu-
dents choose their own perspective or are assigned a random perspective on which 
to contribute. A perspective refers to the point of view from which the student is 
asked to address a question or problem as part of the learning activity. Configurable 
options are available for curation and for enabling the knowledge base settings.

The student contribution user interface is displayed in Fig.  14.5. Each of the 
perspectives are displayed in a grid format. Each grid has its own submission input 
element and the student can specify whether the item is shared, anonymous or not 
shared by selecting one of these options from a drop-down box. The default option 
is set to be shared, but students either not comfortable or confident with sharing are 
easily able to opt out whilst still receiving a contribution grade. A visually clear 
distinction is also made between the items a student has submitted versus the items 
they have curated. At any point in time the student can export the grid they have 
assembled to a Microsoft Word document to be saved offline and/or printed.

14.4.2 � Learning Analytics

The provision of analytics is important for teachers and moderators to facilitate the 
activity and provide feedback information as the activity is progressing. A prototype 
of the teacher dashboard is provided in Fig. 14.6. The metrics and visualisations 
were chosen to provide evidence to support and evaluate the learning design objec-
tives in real time. Table 14.1, below, maps the tool learning design objectives against 
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Fig. 14.4  The PerspectivesX user interface for instructors

the selected analytics. Currently these analytics are generic to all activity types, but 
there is potential for customised reports to be incorporated later.

The instructor dashboard currently includes a timeline chart with a series for 
each sharing option (i.e., shared with other students, shared anonymously or not 
shared). The timeline gives the instructor an indication of student sharing behaviour 
over time. It is important for the teachers and moderators to have an indication of 
whether student sharing behaviour is changing over the duration of the activity. 
Submission count distributions are included for each perspective with the aim of 
providing a summary of the number of student submissions.

Natural Language Processing techniques can be used to provide analytics to 
address the learning design objective “Encourage students to curate a list of diverse 
ideas within and across perspectives”. To evaluate this objective, teachers need a 
high-level overview of student submissions to see how students, as a group, are 
contributing and the topics being covered. Topic modelling algorithms (Lee and 
Seung 1999) will be incorporated within the instructor dashboard to provide a 
breakdown of the submissions for each perspective by topic. The teacher will also 
be able to analyse the student submissions that map to a topic for misconceptions to 
provide students with appropriate feedback.
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Fig. 14.5  The PerspectivesX learner contribution and curation user interface using a ‘pros and 
cons’ custom design

Peer assessment activities facilitated through PerspectivesX have the potential to 
help students learn from and contribute to discussions with peers about course content 
while also engaging in content curation, an important digital literacy skill. The tool 
provides flexibility for the teacher to implement a range of activity designs and custom-
ise these to the course learning outcomes and content. Most importantly, it provides an 
opportunity for students to participate in collaborative assessment asynchronously, 
which makes it a suitable option for self-paced online learning environments.

14.5 � Continuing to Re-imagine Peer Assessment 
for Self-Paced Online Learning Environments

In this chapter we profiled two options for designing and facilitating peer assess-
ment in self-paced online learning environments. Both these designs involve key 
elements that ensure students gain the benefits of peer-based learning and assess-
ment. These include connecting students with the work and/or feedback of their 
peers, who could either be fellow students or workplace colleagues. The designs 
allow students to complete assessment activities at a time that fits with their own 
schedule, so they are not constrained by shared assessment deadlines with a course 
cohort. Both designs enable teachers to facilitate the process of the assessment 
activities. The learning analytics available through the tools are closely related to 
the learning design of these activities so that they can provide meaningful informa-
tion to both teachers and students (Bakharia et al. 2016) and be used to evaluate the 
effectiveness of the assessment activities.

L. Corrin and A. Bakharia



209

Fig. 14.6  A prototype instructor dashboard for PerspectivesX

Table 14.1  Mapping learning design objectives to analytics

Learning design objectives Metrics and visualisations to support objectives

Encourage students to submit and curate 
ideas across all perspectives

Histogram of number of perspectives submitted 
to by students

Encourage student to share ideas (even if they 
initially submit ideas as anonymous or not 
shared)

Timeline of submitted ideas by sharing options 
(i.e., see how sharing patterns change during 
tool use)

Encourage students to curate a list of diverse 
ideas within and across perspectives

Show topics covered by items submitted to a 
perspective
Show list of top curated items

Trigger discussion among learners in post 
activity forum

Sharing and curation networks that lead to 
discussions

With the increasing use of self-paced online learning environments in higher 
education it is important that educators consider new and innovative ways of design-
ing assessments that are relevant, pedagogically-sound and flexible whilst providing 
students with useful feedback on their learning. Conversations about the future 
directions of peer assessment in online environments often focus on harnessing 
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technology in conjunction with the information we know about students to improve 
the reliability of marking and feedback. These approaches can include the dynamic 
assignment of peers to give feedback on work based on their previous peer assess-
ment feedback experience and ratings (del Mar Sánchez-Vera and Prendes-Espinosa 
2015). There have also been advances in the automated marking of assessments 
using technology to provide feedback. However, while this provides flexibility and 
feedback, it doesn’t enable peers to learn from each other.

A great opportunity for the higher education community is to think of new ways 
that the power of students learning from each other can be built into assessment 
designs and the tools used in self-paced online learning environments. The two sug-
gested approaches in this chapter have focused on providing flexible, customisable, 
and scalable peer assessment activities that enable the provision of feedback, the 
moderation of the assessment process, and the evaluation of student engagement 
and outcomes using learning analytics. These approaches utilise technology to 
enable the delivery of peer assessment tasks to students regardless of when they 
start their studies and the pace at which they proceed though their course. Other 
designs that build on these important elements can add to the possibilities in this 
area. Already suggestions have been made in the literature to expand the involve-
ment of peers through ideas such as the crowdsourcing of expertise and the align-
ment of student work to industry relevant projects (Kulkarni et al. 2013).

The digital environment affords many opportunities to support more sophisti-
cated assessment designs for students that respond to changing models of course 
delivery in higher education. The two approaches profiled here, 360-degree feed-
back and PerspectivesX, demonstrate the importance of aligning assessment and 
tool design, while still providing flexibility to customise elements of the assessment 
to the content and cohort of the course. New technologies and techniques such as 
machine learning and learning analytics offer even greater possibilities to improve, 
personalise and support such assessment designs in online learning environments. 
Incorporating artificial intelligence to not only monitor the process of these types of 
assessment, but also the quality of work and feedback received could help to enable 
the scalability of such assessment tasks. The challenge now is to develop the designs 
and tools to support the facilitation of such activities and to ensure that they are 
appropriately evaluated to verify that there are benefits to student learning.
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Chapter 15
The Future of Self and Peer Assessment: 
Are Technology or People the Key?

Joanna Tai and Chie Adachi

Abstract  Self and peer assessment are frequently facilitated through educational 
technologies. In this chapter, we outline theoretical frameworks of self and peer 
assessment, and design principles, and compare these with the affordances of cur-
rent technologies. We then suggest how the digital could be harnessed more fruit-
fully to achieve pedagogical goals and best practice in self and peer assessment. 
Finally, we argue that non-technological factors (i.e., educators and learners’ knowl-
edge, attitudes and skills) are also critical to the success of self and peer assessment.

Self and peer assessment are pedagogical strategies which have been used for many 
years. While they can be considered separate concepts and practices, with different 
theoretical bases, they have a natural symbiosis and are frequently used together. 
Within the context of higher education, a key goal is to prepare learners for future 
professional and personal life in an increasingly digital and complex world. In their 
future roles, graduates are unlikely to have expert assessors monitoring all of their 
outputs. Self and peer assessment therefore can be used as an authentic strategy 
within higher education to provide students with relevant learning experiences for 
future work purposes, and to provide additional feedback from different perspec-
tives. It is also an opportunity for students to develop their own self and peer assess-
ment skills.

Increasingly, just as with other learning activities within the higher education 
sector, self and peer assessment can be facilitated through digital technologies. 
Software packages can augment the ability to implement self and peer assessment 
processes within higher education, overcoming distance, scale and a/synchronicity. 
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While many technologies exist, their alignment with theories of self-assessment and 
peer assessment vary. The use of technology may also present challenges in imple-
mentation which go beyond those inherent in the pedagogical strategies alone. 
These are likely to be linked to the digital literacy of both educators and learners. 
Selwyn (2008) points out that there can be a gap between the ‘state of the art’ and 
the ‘state of the actual’ in terms of what it is envisaged might occur with the use of 
technology, compared to what actually plays out when contextual and practical fac-
tors are included. In this chapter, we take this lens to the topic of self and peer 
assessment and the educational technology used to facilitate it.

In this chapter, we take a broad view of self and peer assessment even though the 
existing literature outlines various types (Adachi et  al. 2018a). Self-assessment 
involves students judging their own work against appropriate standards, whereas 
peer assessment involves students evaluating their peers’ work similarly. The assess-
ment may take several forms: written or verbal feedback, a decision about perfor-
mance in relation to a rubric or other form of criteria, or a grade.

First, we outline design principles of self and peer assessment and feedback and 
compare these with the affordances of currently available technologies, examining 
technologies’ fitness for pedagogical purposes. We then contend that non-
technological factors (e.g., educators and learners’ knowledge, attitudes and skills) 
are likely to be critical to the success of self and peer assessment. Finally, we pro-
pose elements of digital technologies which may enhance self and peer assessment 
practices.

15.1 � Principles Informing Self and Peer Assessment

Just as there are many types of self and peer assessment, there are a range of reasons 
why it might be employed within higher education. We take the view that self and 
peer assessment are learning processes, from which learners might develop their 
ability to perform independently. This aligns with Boud and Soler’s (2016) argu-
ment that sustainable assessment must be a key goal of education, in preparing 
students for a future outside of higher education, where decisions on quality must 
be made by the individual often in conjunction with their peers. The use of self and 
peer assessment also ties in with the concept of developing students’ evaluative 
judgement. i.e., understanding notions of quality, and the ability to apply such 
notions in a judgement about their work (Tai et al. 2018). Students can exercise their 
evaluative judgement through self and peer assessment activities. With these goals 
in mind, a formative approach is usually suitable for self and peer assessment, 
where the focus is on a developmental trajectory. However, in some cases it is also 
appropriate for peer assessment to form a component of summative assessment, if 
the aspect of the assessment can be appropriately informed by peer perspectives, 
such as in the case of teamwork, or professional behaviours (Tai and Adachi 2017), 
though we need to be cautious about such use for summative ends (Sridharan et al. 
2018). Self-assessment for summative purposes is a fraught area, as discussed below.
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15.1.1 � Principles and Evidence Supporting the Use 
of Self-Assessment

Self-assessment is crucial for effective feedback dialogue and more broadly in self-
regulated learning, where the learner must have some idea or notion of their actual 
performance in relation to goals or standards, as a starting point for action to close 
the gap between them (Molloy and Boud 2013; Sadler 2010). Panadero and Alonso-
Tapia (2013) consider self-assessment important both in formative stages, and in the 
process of working on the final product.

Self-assessment is acknowledged to be fallible, where the self-assessor is rela-
tively inexperienced in the domain where they are self-assessing (Eva and Regehr 
2008; Falchikov and Boud 1989; Kruger and Dunning 1999). There may be many 
factors influencing the accuracy of self-assessment, including the criteria used, the 
comparability of student and educator assessments (i.e., they may not be valuing the 
same aspects of work, or even using the same scale), and if the scores were to be 
used for formal assessment purposes (Boud and Falchikov 1989). The need for 
external evidence such as feedback from peers, tutors, or even automated systems to 
inform self-assessment is key (Boud and Falchikov 1989; Eva and Regehr 2008). 
Recently, it has been demonstrated that providing information to students on the gap 
between their self-assessment and the educator’s assessment, has improved stu-
dents’ ability to self-assess on subsequent related tasks (Boud et al. 2015).

Though opportunities to practise the skills associated with self-assessment are 
important, increasing domain knowledge is also a critical factor in improving the 
accuracy of self-assessment (Falchikov and Boud 1989; Kruger and Dunning 1999). 
Several conditions have been proposed as necessary for self-assessment: being 
aware of the value of self-assessment; having access to relevant criteria; and having 
a well-defined task or product (Panadero and Alonso-Tapia 2013).

Therefore, several key features or design elements should be considered when 
implementing self-assessment:

•	 Self-assessments should pertain to areas/domains where students already have 
some knowledge/skill

•	 Self-assessments should be employed primarily for formative purposes; where it 
is used in conjunction with final work, marks could be awarded for accuracy only

•	 Students should have multiple opportunities to self-assess and refine this skill 
over time

•	 Students should have some external information/comparison to inform their self-
assessment (e.g., an exemplar and criteria)

•	 Students should receive feedback on their self-assessment which highlights dis-
crepancies in judgement.
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15.1.2 � Principles and Evidence for Peer Assessment

Peer assessment may serve several practical aims, including providing additional 
feedback on learners’ work, developing learners’ evaluative judgement capability, 
and evidencing teamwork skills (Gielen et al. 2011; Tai et al. 2016). Many theories 
come into play when peer assessment is implemented. Social dynamics are likely to 
play a role between peers who are assessing each other, and this may positively or 
negatively motivate students to apply themselves to a task, depending on their ori-
entation to it (Raat et al. 2013). This is likely to feed more broadly into students’ 
self-regulation of learning, contributing to self-judgement, self-reaction, and self-
motivation beliefs (Panadero 2016). Depending on how the peer assessment is con-
figured, the activity may also introduce or induct students to communities of practice 
they are likely to join, where team members may critique each other on ideas or 
work in a similar fashion (Lave and Wenger 1991).

Generally, peer assessments should adhere to educational principles, such as 
those regarding feedback (Boud and Molloy 2013), and constructive alignment of 
the curriculum (Biggs and Tang 2007). For instance, if peer feedback is a compo-
nent of the peer assessment, then students will need to know how to participate in a 
dialogic feedback interaction prior to undertaking the task. In terms of alignment, 
students should be assessing each other on appropriate elements of the work which 
relate to learning outcomes and activities. Peer assessments that are irrelevant and 
not explicitly made meaningful for students may be regarded as tokenistic or inau-
thentic (Boud et al. 1999).

A framework for designing peer assessment, synthesised by Adachi, Tai and 
Dawson (2018a) describes nineteen key design elements to be considered when 
developing a peer assessment. They are arranged in six clusters (see Table 15.1).

Table 15.1  Nineteen key design elements to be considered when developing a peer assessment

Cluster Constituent components

Basic decisions The subject area; intended learning outcomes for students; objectives 
& benefits for staff; temporal elements, type of work assessed; 
formality/weighting.

Relationship with rest 
of unit/course

Links to other assessments and learning activities; links to 
self-assessment.

Interaction 
configuration

Type of feedback provided; anonymity of peers in the feedback 
process; how do students then utilise the feedback? (i.e., opportunity to 
revise work).

Composition of peer 
groups

How many students per group; are students matched for ability 
(differing or similar).

Management of 
assessment procedure

Standards of work/performance; opportunity to calibrate judgements 
(i.e., scaffolding); moderation of feedback.

Contextual elements Technology used or required; other resources required; policy 
environment regarding use of peer assessments.

Adapted from Adachi, Tai, Dawson (2018a)
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Technology is highlighted as one of the nineteen elements, indicating its impor-
tance and centrality to how peer assessments are executed at present. Use of tech-
nology can greatly facilitate many of the other elements, such as timing, links to 
self-assessment, anonymity, peer group configuration (including matching accord-
ing to previous ability), provision of standards (e.g., access to exemplars or a rubric), 
and moderation of feedback.

15.2 � An Overview of Current Technologies

There are many digital technologies available which facilitate self and peer assess-
ment. Reasons for their development include logistical considerations for efficiency 
and scalability that digital technologies afford  – e.g., facilitating distribution of 
comments/marks, calculation of grades, pairing of students in digital learning envi-
ronments, but also because of a desire to foster pedagogically sound models of self 
and peer assessment. Some of the well-known technologies include software such 
as SPARKPLUS (sparkplus.com.au), PeerMark™ (turnitin.com), ReView (http://aca-
dem.com.au/review/) and CATME (info.catme.org), which all serve different pur-
poses and address particular issues in peer assessment.

In response to a university’s needs to address innovative approaches to self and 
peer assessment, we were involved in evaluating and trialling digital technologies 
for self and peer assessment that could be adopted across the institution. The project 
had two aims:

	(i)	 to investigate the current pedagogical approaches and practices around self and 
peer assessment across the university; and

	(ii)	 to evaluate and make recommendations for technological solutions to cater for 
and improve our practices.

Led by the second author, more than 30 academics and academic developers 
were consulted to provide input across all faculties. The reasons for and practices in 
which self and peer assessment were employed varied. Some educators only focused 
on self-assessment as a formative opportunity for students to more critically self-
evaluate their own work (i.e., drafts) before final submission, while others imple-
mented quite complex, summative use of peer assessment that incorporated the 
evaluation of teamwork processes and final products among team members.

Table 15.2 outlines the analysis of our subsequent market research conducted in 
2016 on self and peer assessment tools. Essential requirements and functions were 
identified, and 11 tools were evaluated against these criteria.

It quickly became evident that each tool provided specific capabilities that 
offered solutions to particular problems. As seen in Table 15.2, these tools were cre-
ated by tertiary institutions (aside from Turnitin), to address specific needs in their 
self and peer assessment practices. This diversity of tools highlights the varying 
institutional focus and the immaturity of the market around self and peer assessment 
as digitally enabled learning opportunities.
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Broadly, we identified two major functions which these technologies serve: 
Firstly, they provide a means to assess the product/outcome of students’ work (e.g., 
an essay, poster, group report, presentation, performance), and secondly, they offer 
a means to assess the process of a team activity (i.e., how team members contributed 
to a group task). These two primary use cases also offer future (both pedagogical 
and technological) processes that could be negotiated and managed by teaching 
teams. Within these categories, there are many variations on the peer assessments’ 
design elements (Adachi et al. 2018a).

With regards to technical requirements, a key issue was the integration of the tool 
with the current online environment, especially the Learning Management System 
(LMS), and whether further (potentially costly) development was required to ensure 
seamless learning experiences via ‘hook-ups’ and to improve the interface and soft-
ware capabilities. From the user experience perspective, it was considered superior 
to have these self and peer assessment tools available and integrated with the main 
LMS as deeply as possible (e.g., without having to create additional user accounts) 
and allow students and staff to focus on learning opportunities rather than techni-
cal issues.

Based on these key requirements, two tools were selected for the pilot implemen-
tation: SPARKPLUS, which allows for evaluation of teamwork, i.e., process of peer 
work, and PeerMark™ (as part of Turnitin) which allowed evaluation on products 
of peers and group work. Subsequently, a set of resources (see http://teachassist.
deakin.edu.au/self-and-peer-assessment/) and professional development workshops 
were designed and run to roll out these tools into faculties. These workshops were 
targeted at both teaching academics as well as learning and teaching support team 
members (e.g., academic developers and learning technologists) across all faculties. 
They covered firstly the theoretical purposes and learning opportunities around self 
and peer assessment, then the technological how-to of usage and assessment work-
flow with these tools in relation to the already available assessment engine within 
the LMS. During and after the pilot phase was completed faculties took up the tools 
in different ways. We present two short cases that illustrate how these tools were 
employed.

15.2.1 � Case 1

Despite the less user-friendly interface and complex nature of the tool, SPARKPLUS 
was largely taken up by one of the faculties in which teamwork for project-based 
and problem-based curricula was commonly found (both undergraduate and post-
graduate). The faculty continued to increase the number of academics and students 
using this tool since 2016. In 2017, it was recorded that more than 20 units with 
approximately 3500 students used it. SPARKPLUS provided a digital space within 
which students could share their evaluations of each other’s teamwork skills and 
contributions. SPARKPLUS contains a sophisticated algorithm which calculates fac-
tors incorporating both self and peer evaluations (i.e., the Self and Peer Assessment 
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factor or SAPA). Students can also clearly see qualitative feedback alongside the 
numeric scores, and this was deemed a strength of the tool. This adhered to the 
principle that students should have some familiarity with the area they are assessing, 
in order to make valid judgements. An additional advantage for this faculty, how-
ever, was that there was an academic developer working closely with academics, 
who could support the redesign of assessments and implementation of the tool.

15.2.2 � Case 2

PeerMark™ was mostly introduced as a peer review tool for formative assessment 
and feedback opportunities. In one case, students were asked to peer-review early 
drafts of the two summative assessment pieces using the same rubrics subsequently 
used for marking. This therefore worked as a great opportunity to cultivate evalua-
tive judgement skills applied to the peer assessment. It was an advantage that stu-
dents were already exposed to using Turnitin so that they could readily use the 
functionalities similarly found within PeerMark™. PeerMark™ within Turnitin 
facilitated rich qualitative feedback among students, which allowed students to 
revise and improve their work for final submission. This aligned with overall feed-
back principles which focus on opportunities to demonstrate improvement. Even 
though there were some technical issues with allocation of work/peer markers and 
with releasing feedback information to students, these were relatively quickly 
resolved. The enthusiasm from the unit coordinators and the maturity of postgradu-
ate students were likely factors that led to higher tolerance for the technical and 
logistical issues.

Across the two cases, and other implementations within the university, it was 
found that considerable technical and pedagogical support was usually required to 
implement new tools. Even when the pedagogical aims and learning opportunities 
for the given units/courses were clearly identified, to fit and work effectively with 
the digital tools required further careful consideration and adequate support.

15.3 � Are Digital Technologies Fit for Purpose?

As we outlined above, digital technologies can bring a range of affordances to 
enhance learning opportunities: automation of the allocation of students (including 
group formation), mark calculation and distribution, anonymisation of feedback, 
and improved scalability of assessment with large cohorts. Many tools allow (or at 
least promise) integration with pre-existing assessment engines (e.g., via the LMS), 
and some allow for tracking of student progress over time, that gives sophisticated 
learning analytics.

However, no current technology tool encompasses all common principles of self 
and peer assessment or existing types of use in teaching. Current ‘out of the box’ 
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functionalities do not necessarily promote good assessment design. For example, 
they may hamper the ability for feedback information to be acted upon, when there 
is no opportunity to refine work further and demonstrate improvement, and, when 
assessors are anonymous, it does not allow students to develop relationships with 
peers where they can learn to trust others’ judgements. Technologies may also 
become obsolete rather quickly, and some may only function through specific learn-
ing management systems. Ongoing support for configuring and troubleshooting 
software is also a consideration. New tools for online collaboration and self and 
peer assessment continue to be developed. Since the time of the previous tool com-
pilation, we have become aware of other available products such as ReView, 
Feedback Fruits, and Collab Hero. Any list is likely to be soon outdated.

Educators and policy decision makers therefore need to be aware of the specific 
affordances and limitations of the tools available to them, and to be aware of new 
developments. A comparison against the pedagogical aims and design should be 
made to identify synergies and gaps. Ideally, pedagogy should drive the use of tech-
nology, rather than technology constraining pedagogical possibilities. Appropriate 
support for the technology should also be arranged. Realistically, however, it is pos-
sible that the pedagogy will be modified according to the tool affordances, and so 
careful attention must be paid to the overall aims of the self or peer assessment 
exercise, to ensure they are still being achieved. Academics also may require addi-
tional training to use the tools efficiently.

15.4 � Non-technological Factors which Also Need 
to Be Addressed

Despite the promise of technology, the use of technology alone is not enough to 
achieve change in peer assessment practices (Adachi et al. 2018b). While we are 
critical of technology (Selwyn 2007), we are equally critical of human and system 
factors which prevent better implementations of self and peer assessment. These 
factors can be broken down into those at micro, meso, and macro levels.

15.4.1 � Micro: Students’ and Educators’ Knowledge, Skills 
and Attitudes

Both students and educators need to be aware of and competent at their role in any 
type of assessment. For educators, this includes understanding what outcomes it can 
be used for, and how to set up an activity. Educators firstly need to be amenable to 
using self and peer assessment in the first place, and then motivated to learn and 
change their practice. Attitudes can be difficult to shift, as resistance to change is 
frequently encountered (Tai et al. 2017). Students also need to have some level of 
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buy-in to the assessment: they must perceive that undertaking the task is valuable. 
More frequently than not, marks are assigned for completion of such a task. While 
marks and grades may incentivise students’ participation, their participation may 
still be tokenistic if they don’t fully understand the learning opportunities associated 
with the task. Explicitly aligning the act of the assessment with learning outcomes 
can help students to recognise how this activity contributes to their learning. 
Students also require appropriate skills to undertake the self or peer assessment: this 
may include knowing how to participate in effective feedback processes, and under-
standing the standards or quality indicators for the task or aspect of performance 
they are assessing, as part of their development of evaluative judgement (Tai et al. 
2018). Upskilling students and educators is likely to be important: both in their 
assessment roles, and in their use of technology.

15.4.2 � Meso: Availability of Support; Course Design

Structures surrounding educators and students may also help to facilitate self and 
peer assessments. In a technology-enabled environment, providing support for the 
use of the technology is important. Most current software tools require some inte-
gration with the LMS, customisation and set-up for individual use, and are likely to 
also require troubleshooting during use. Not all educators are technologically savvy, 
and even those who are, may not have the correct level of access to systems, to 
install software and fix fundamental issues. Therefore, ensuring support accompa-
nies technology implementation is important.

In addition to this, the design of units or series of units from a course perspective 
may better support the use of self and peer assessment. Having similar tasks (at dif-
ferent levels of complexity/difficulty) in subsequent units may allow students to 
develop better self and peer assessment skills, including refining feedback dia-
logues, and improved understanding of quality as they gain additional expertise 
(Boud et  al. 2015). This also ties into ensuring various aspects of self and peer 
assessment skills are embedded across different units and year levels over the dura-
tion of a course. Course coherence therefore may be a deciding factor for educators 
in designing tasks and implementing activities.

15.4.3 � Macro: The Policy Environment; Institutional Culture

Institutional policy may also dramatically help or hinder effective implementation 
of self and peer assessment. If assessment policy has no explicit guidance on how 
self or peer assessment can be used, educators are likely to feel less supported and 
be hesitant in implementing it (Adachi et al. 2018a). If policy states that self or peer 
assessment cannot be used for summative purposes, then this sends a strong mes-
sage about the situations in which it is appropriate. Conversely, making self and 
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peer assessment compulsory might result in tokenistic implementations. Institutional 
culture is also likely to influence how policy is implemented: while individuals 
might have personal views about self and peer assessment, institutional values will 
also influence behaviours and practices.

Overall, effective and successful implementation of self and peer assessment will 
stem from addressing all three levels (micro, meso and macro). Making technology 
available with no support or education on how to utilise it most efficiently is likely 
to result in poor outcomes. Both educators and students are crucial players, with 
surrounding supportive structures, such as support in both pedagogy and technology 
and institutional support around assessment policy. These factors can either facili-
tate or hinder the use of self and peer assessment.

15.5 � Looking to the Future: Research and Practice

Several aspects could be investigated to improve self and peer assessment in a 
digitally-enabled higher education context. We divide these into practical aspects 
that could be implemented already from current evidence, and those that require 
more research to understand their value.

Digital technologies can enable the carrying out of self and peer assessment in 
the most authentic ways possible as part of a trajectory of life-long learning within 
a digital world– e.g., collaborating with peers on teamwork, provide feedback on 
peer assessments, and options for identifying or anonymising peers. Several techni-
cal aspects will also benefit from digital technologies. Rubrics are already inte-
grated in some systems. The next step here is to develop the ability to view multiple 
overlays of marks, where self, peer, and tutor rubrics use can be viewed simultane-
ously to be able to interrogate ideas of standards and quality. Sophisticated algo-
rithms and programs can allow more fine-grained considerations in the matching 
and allocation of peer groups, drawing upon information sourced not only from 
previous performance, but also learner preferences and individual goals for grade 
attainment. Furthermore, the provision of learning environments or ecosystems in 
which students interact is critical. This includes the creation of secure drop box 
facilities for assignments to reduce concerns about plagiarism, and safe spaces for 
online feedback dialogue, to facilitate peer interactions. With regards to self-
assessment, initial compulsory formative exercises which require little technologi-
cal use (i.e., submission of an additional file/rubric) may normalise the process of 
self-assessment, with grading for this task based on alignment to an external assess-
ment. Deeper integration of self and peer assessment tools within already-existing 
LMS structures will contribute to seamless learning experiences and help ensure 
data privacy for our students and their assessment work.

More complex and sophisticated strategies may also be needed, relating to over-
all learning and assessment design. Firstly, audio or video feedback could be 
required as a standard within peer assessment exercises, which allows students to 
attend to non-verbal cues and communicate in more responsive ways (see Pitt and 
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Winstone, Chap. 7 this volume). A required structure for such feedback formats 
may be necessary to avoid “vanishing” feedback, where nothing impactful is said. 
Secondly, longitudinal self and peer assessment could be implemented across a pro-
gram of study, to enable formative feedback opportunities over time, and give stu-
dents opportunities to practise and develop their skills.

Beyond these suggestions, which are enactments of the principles outlined in the 
first section of this chapter, there are also other less understood aspects of self and 
peer assessment which could be investigated through the implementation of digital 
technologies. Exemplars are known to improve students’ understandings of quality 
(Carless and Chan 2016; To and Carless 2016). The combination of peer assess-
ments through an adaptive exemplar database with opportunities for virtual a/syn-
chronous peer discussion might help us understand how many and what types of 
peer assessments are necessary for learners to understand quality and develop accu-
racy in assessment. Even within face-to-face settings, use of audience polling in 
preparatory discussions prior to and during peer assessments, where individuals’ 
responses are longitudinally tracked may help us understand how standards are 
adopted by students. Monitoring and reflecting progress over time through a dash-
board or portfolio is also likely to be useful for self-assessments. While this has 
been done in a short-term sense (Boud et al. 2015), the long-term effects beyond the 
educational context are unknown: are students being prepared for making judge-
ments in their future lives?

In conclusion, our work extends the notion of ‘the state of the actual vs state of 
the art’ outlined by Selwyn (2008). In the context of higher education where the use 
of digital technologies is somewhat romanticised with effective and scalable (self 
and peer) assessment (i.e., the state of the art), we highlight the importance of con-
sidering all the other factors that are contextual and non-technological (i.e., the state 
of the actual). Humanistic, social and cultural factors have an important role to play 
for any digital assessment practices to work and we ought to make our best efforts 
in supporting both academics and students in using digital technologies. Furthermore, 
institutional facilitators and constraints should also be considered when exploring 
new technology for self and peer assessment. By exploring the principles in this 
chapter that guide self and peer assessment, we demonstrate that successful exam-
ples of self and peer assessment are a marriage of technology and humanistic ele-
ments that foster learning opportunities, rather than a simple inclusion of digital 
technologies alone.
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Chapter 16
Using Technology to Enable a Shift 
from Marks to Outcomes-Based 
Assessment

Andrew Cain, Laura Tubino, and Siva Krishnan

Abstract  Doubtfire is a web application that brings together an educational model 
based on constructive alignment and self-regulated learning to support students and 
educators. This model uses a task-oriented portfolio-based approach to assessment 
to scaffold and evidence different standards of achievement; backed by frequent 
formative feedback to support learning. Doubtfire’s technology not only draws 
together educational design principles, it further supports educators by minimising 
overheads associated with accessing and assessing student work and provides visu-
alisations to monitor student progress. This chapter describes Doubtfire’s underpin-
ning educational model and explores the experiences and advantages associated 
with teaching using this model and associated software.

16.1 � Introduction

This chapter focuses on exploring a web application called Doubtfire, and how it 
supports evidence-based teaching and learning practices, as an example of a system 
of re-imagined learning and assessment facilitated by technology. Doubtfire (Cain 
et  al. 2018), is an open source web application that provides a fast and efficient 
means of assessing student submissions (Renzella and Cain 2018). Doubtfire brings 
together an educational model based on constructive alignment and self-regulated 
learning enabled by technology to support both educators and students. Doubtfire 
was created in the context of teaching programming to undergraduate students with 
a view to promote authentic assessment. This original purpose was combined with 
the capabilities of a software system to support educators in delivering task-oriented 
portfolio-based assessment by minimising the overheads associated with accessing 
and assessing student work, and through the provision of visualisations to help staff 
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and students monitor progress. In this way, educational technology has been used to 
simultaneously support educators in their work, and improve learning and assess-
ment design for students.

In this chapter we describe Doubtfire’s underpinning educational model and its 
implementation. We start with a summary of the system, and then expand on the 
task-oriented portfolio-based assessment approach used in Doubtfire to scaffold and 
evidence different standards of achievement of learning outcomes. The formative 
feedback process incorporated into Doubtfire will also be described as will be the 
way in which Doubtfire promotes self-efficacy, time-management skills and evalu-
ative judgement in students.

The experience and advantages that Doubtfire provides to educators will also be 
explored. The educator’s tools, how their workload is impacted by Doubtfire’s feed-
back and marking expectations, and how data can be used to make informed deci-
sions will also be described in this chapter.

16.2 � Summary of the Doubtfire Educational Model

Doubtfire was originally designed to support task-oriented portfolio assessment, 
which promotes the use of multiple small assessment tasks, each aligned to specific 
unit learning outcomes and a grade. In Doubtfire, students are encouraged to develop 
self-regulated learning by deciding what grade they are working towards. Students’ 
target-grade will determine what tasks they will need to complete and can be 
updated at any time.

In Doubtfire, students are able to act upon the feedback information obtained, as 
tasks are only graded at the end of the unit. Moreover, students can go through itera-
tive feedback cycles until they achieve the learning outcome in question. In this 
way, Doubtfire supports the conditions necessary to ensure that feedback does 
improve student learning. Figure 16.1 provides an illustration of the components 
involved in this web application (Cain et al. 2017).

Doubtfire allows educators to use the information obtained from students’ target-
grade and their submitted tasks to plan timely interventions, either personalised, 
addressing individual student’s needs, or for the whole group, through educational 
resources. They can also plan their workload and collect evidence to request further 
resourcing.

At the conclusion of the unit, Doubtfire makes it easy for students to combine 
together the artefacts created through their engagement with unit tasks and the 
reflections in the form of a Learning Summary Report. The Learning Summary 
Report is a student’s reflection on their learning progress and achievement of out-
comes, together with their justifications for how they have demonstrated achieve-
ment of a particular grade.

Final grading is then performed by teaching staff. This involves reviewing the 
student self-assessment, grade justification, and reflections from the Learning 
Summary Report, together with the evidence submitted. Thus, the deliberate 
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Fig. 16.1  Components of the Doubtfire approach

application of the constructive alignment framework and self-regulation in the 
design and delivery of task-oriented portfolio-based assessment enables students to 
develop the required domain knowledge along with evaluative judgement and a 
capacity to demonstrate achievement of learning outcomes.

16.3 � Doubtfire’s Assessment Design

16.3.1 � Constructive Alignment Using a Portfolio 
Assessment Approach

Doubtfire assessment is designed to achieve constructive alignment (Cain et  al. 
2017). Procedurally, constructive alignment involves the definition of learning out-
comes using verbs that are likely to require appropriate cognitive levels of activity 
to achieve (Biggs and Collis 1982). These outcomes then become the focus for 
assessment, as well as teaching and learning activities. Students work toward dem-
onstrating achievement of these outcomes through engaging with unit assessment 
tasks (Biggs and Tang 2011). In many situations, assessment is what defines the 
curriculum from the students’ perspective (Ramsden 1992).

Doubtfire promotes a flexible task-oriented portfolio assessment approach. This 
choice was based in part on Biggs (2011), describing portfolio assessment as achiev-
ing a ‘web of consistency’ through which educators can optimise the likelihood of 
students engaging appropriately with learning activities and assessment tasks. 
Educators can incorporate a range of tasks including group and project work, scaf-
folded tasks, and examinations where appropriate (Cain et al. 2017). In Doubtfire, 
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Fig. 16.2  Task alignment to unit learning outcomes illustrate focus of the unit

students prepare a collection of their work and reflections at the end of the unit, that 
demonstrate they have met unit learning outcomes. The overall grade is determined 
at the completion of the unit through the holistic assessment of the tasks and the 
reflections included by the student in their portfolio.

Educators must explicitly state the purpose of assessment tasks in Doubtfire by 
linking each assessment task to relevant unit learning outcomes. In addition, 
Doubtfire asks students to link each task to unit learning outcomes and justify their 
choices by reflecting on what they are expected to know, do and demonstrate in 
order to successfully complete that particular task. This helps further validate stu-
dents’ achievement of unit learning outcomes. However, this feature of Doubtfire is 
not compulsory and thus, not always used by educators or required of students.

Figure 16.2 shows an example of the alignment between unit learning outcomes 
and tasks. In this example the Unit Learning Outcomes relate to reading and analys-
ing program code, writing code to implement program features, exploring the con-
cepts associated with the principles of structured procedural programming, and 
developing the ability to reflect upon learning through relating tasks to learning 
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outcome achievement. Teaching staff and students each have their own alignment, 
using the same visualisation. In Fig. 16.2, we can see the focus of the unit tasks are 
more around the second intended learning outcome, as shown in the visualisation at 
the bottom of the screen. This visualisation shows a weighted sum of the task 
weightings for all tasks that align to this outcome, which takes into consideration 
both higher graded and higher weighted tasks.

16.3.2 � Evidencing Different Standards of Achievement 
in Doubtfire

Internally, Doubtfire promotes multiple small assessment tasks, each aligned to the 
unit learning outcomes, with specific tasks targeted at each grade standard. Unit 
delivery is centred on student activity rather than discipline content. Feedback is 
incorporated in such a way that it supports students in achieving and demonstrating 
every unit learning outcome. The tasks provide a framework to guide students 
through a learning journey that should culminate in them having sufficient work to 
demonstrate achievement of each one of the unit learning outcomes. In other words, 
tasks will allow students to both, develop and demonstrate their knowledge, under-
standing, skills and attitudes.

Tasks are designed around grade levels, so educators must be explicit about the 
different standard of performance required at each level. The tasks and grade levels 
relate to different standards of achievement, and can be designed around the levels 
of the structure of observed learning outcomes (SOLO) taxonomy (Biggs and Collis 
1982). If we consider the grade level outcomes to range from Pass to High Distinction, 
Pass and Credit would require at least a multi-structural level of understanding, 
meaning that the different concepts have been learned but the relationships between 
the concepts is not yet understood. Distinction and High Distinction tasks would 
require a relational or extended abstract level, which means that the relationship 
between concepts needs to be clear so these can be seen as a coherent whole and can 
ultimately be used as the basis to predict, generalise and create new understanding.

An incremental design allows students to evidence their chosen standard of 
achievement. All students undertake the Pass tasks: the scaffolding in these tasks 
helps support student learning to achieve the learning outcomes. The output of the 
Pass tasks demonstrates achievement of the learning outcomes to a minimally 
acceptable standard. Students aiming to achieve a higher than Pass grade need to 
complete the Credit tasks in addition to the Pass tasks. Credit tasks build upon the 
Pass tasks to provide additional challenges. Students may need to review associated 
concepts or build further depth in the concepts presented. Distinction tasks build 
upon the challenge level set in the credit tasks. Tasks at this level would usually be 
less structured to give students greater flexibility and responsibility in how this stan-
dard is met. One strategy for the Distinction tasks is to have students apply what 
they have learnt in a domain or context of their own choosing, or to have them 
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demonstrate the ability to synthesise aspects covered in the unit in a more complex 
scenario. These tasks can generally push students beyond the content covered in the 
unit, allowing them to demonstrate the use of the knowledge and skills learnt in a 
broader context. High Distinction tasks are then generally set at an aspirational 
level, providing students with a challenge through which they will be able to dem-
onstrate excellent achievement of the unit learning outcomes. With students having 
already demonstrated achievement of the distinction level standard, high distinction 
tasks can be more open-ended allowing students to explore related concepts 
and skills.

For example, in an undergraduate programming unit the pass tasks could scaf-
fold student development of their programming knowledge and skills. This may 
include guided tasks where students apply the concepts covered to build small pro-
grams, and accompany these with explanations of different aspects that are the 
focus of each task. Credit tasks could challenge students to re-apply what they have 
learnt with less guidance and in more challenging scenarios. At the Distinction 
level, students could take what they have learnt and demonstrate the ability to use 
these concepts in the creation of a program of the student’s own design, allowing 
them to engage with the material in a way that is relevant to their own desires and 
aspiration. High Distinction tasks could require the custom program to meet certain 
quality indicators, showing a higher degree of sophistication or elegant application 
of the principles covered.

In this way each of the grade levels has a different focus, which should be clear 
to both students and teaching staff. Clearly indicating this in the task sheets, and 
associated instructions, can help reinforce the focus. The greater challenge is in 
determining the levels initially, and planning out tasks that will both develop student 
capability and demonstrate desired outcomes.

16.3.3 � Feedback for Learning

Substantial learning gains can be made by initiatives designed to strengthen the 
feedback students receive (Black and Wiliam 1998). Good feedback practice can be 
broadly defined as anything that might strengthen the students’ capacity to self-
regulate their own performance (Nicol and Macfarlane-Dick 2006). Doubtfire’s 
assessment design capitalises on the benefits of formative feedback for student 
learning. Each completed task can be submitted to teaching staff for formative feed-
back during established timeframes. Submission of work for formative feedback 
provides staff with a contact point they can use to direct student efforts, helps ensure 
students are demonstrating the expected standard and keeps them on track.

Students can also submit their tasks for feedback more than once, as giving feed-
back on work in progress can enhance student learning (Carless et  al. 2011). 
Providing feedback rather than marks on drafts is also useful because giving marks 
changes students’ views of the learning task and obscures feedback (Dahlgren et al. 
2009). However, only writing feedback comments on students’ work and not 
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providing a grade can result in more learning (Black and Wiliam 1998). A staged 
process that gives feedback on drafts, like the one promoted in Doubtfire, is likely 
effective because it provides the motive and the opportunity to engage with and use 
the feedback (O’Donovan et al. 2016).

Grades will only be provided at the conclusion of the unit based on the portfolio 
submitted by the student. If a student fails to submit tasks for feedback they can still 
include these completed tasks in their portfolio at the conclusion of the unit, to be 
considered in their summative assessment. A very important feature about this feed-
back process is that it doesn’t require more work on the educator’s part. The mark-
ing effort is only moved forward to the draft stage with a grade given at the end for 
the final submission (O’Donovan et al. 2016).

16.3.4 � Formative Feedback Process in Doubtfire

Within Doubtfire, staff provide formative feedback through comments and through 
a task status. The task status helps communicate what is required by the student. 
When students submit work, staff provide feedback that may require the student to 
address issues associated with their work and resubmit it for further assessment. 
This usually occurs once, but there is also the possibility that resubmitted work may 
not have fully addressed the issues identified and the student may need to make 
further corrections if they have not achieved the intended learning outcomes at the 
required standard.

The following lists enumerates the different task statuses available in Doubtfire.
Student associated statuses include:

•	 Not Started – all tasks start here.
•	 Working on it – for students to indicate their current focus.
•	 Ready for Feedback – this is set when students submit work for feedback and 

indicates to teaching staff that this work is ready to be checked.

Staff can then provide feedback using the following statuses:

•	 Fix and Resubmit – indicates that the task is close, but there are some issues that 
need to be addressed. The student needs to fix these issues and resubmit the work.

•	 Redo  – similar to Fix and Resubmit but indicating that there are significant 
issues with the work. For example, the work was submitted to the wrong task, or 
completely missed the point. This would indicate a need to start again.

•	 Discuss – means that the task is sufficiently demonstrating the learning outcome, 
however, if this discussion identifies misunderstanding, then the student may be 
asked to develop their understanding further and resubmit. This mechanism can 
also help ensure the student is the author of the work submitted.

•	 Complete – indicates the task demonstrates the required learning and should be 
included in the portfolio as is or with very minor fixes.
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Fig. 16.3  Task statuses, and the transitions between these states

•	 Feedback Exceeded – provides staff with an option to break the feedback loop. 
This would be used when the student has needed more than a reasonable number 
of attempts at the task. This indicates to the student that they need to fix the task 
and ensure it up to standard before it is included in their portfolio.

•	 Time Exceeded – similar to Feedback Exceeded, except that this indicates the task 
was submitted after the set deadline for the task. As with Feedback Exceeded, stu-
dents would need to ensure the task was up to standard before it was included in 
their portfolio.

•	 Fail – indicates that some aspect of the task was failed. For example, this may be 
due to a time limit for successful completion of a task. It indicates the task was not 
completed successfully. This relates to a specific task, not to the overall portfolio.

Figure 16.3 shows the different statuses available in Doubtfire and the possible 
transitions between them. A sequence of interactions indicates the iterative forma-
tive feedback loop embedded within Doubtfire.

16.4 � Doubtfire Promotes Self-Regulated Learning

Self-regulated learning is an active process in which students set goals for their learn-
ing and monitor, regulate, and control their thinking, behaviours and motivation, while 
responding to external feedback and their environment (Nicol and Macfarlane-Dick 
2006). Self-regulation is essential for students to be able to continue learning outside of 
formal education and thus promotes sustainable assessment (Boud and Soler 2016). 
Doubtfire provides many opportunities for students to apply and develop self-regula-
tion, assuming control over their own learning. We will frame Doubtfire’s opportunities 
for developing and demonstrating self-regulated learning within Zimmerman’s pro-
posed model, which organises self-regulated learning in three phases: forethought, per-
formance and self-reflection (Zimmerman 2000).
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16.4.1 � Forethought Phase: Goal Setting and Self-Efficacy

Self-efficacy is the belief in one’s ability to succeed in specific situations or accom-
plish a task (Bandura 1991). Stronger self-efficacy results in higher goals and aspi-
rations and higher commitment to them (Bandura 1991; Tosi et al. 1991) and can be 
used to predict someone’s desire or ability to complete a task (Gist and Mitchell 
1992; Stajkovic and Luthans 1998).

Doubtfire promotes structuring assessment tasks around graded levels, where 
students choose a target-grade and complete all the task at that level and below but 
do not have to complete any tasks above that level. This provides an opportunity for 
students to be actively involved in setting goals associated with what they want or 
believe they are able to achieve and might improve their self-efficacy. Where a stu-
dent is struggling with the targeted-grade they can change their target, ensuring that 
they are able to demonstrate all of the learning outcomes to a lower grade standard 
and thus will develop a better understanding of what their personal standard is. The 
opposite can also occur, where a student finds the targeted-grade too easy to achieve 
and decides, or is encouraged, to try the next level up.

16.4.2 � Performance Phase: Self- and Time-Management

In terms of student self-management, as the summative grading of the students work 
only occurs at the end of the unit, there is a need for students to demonstrate better 
self- and time-management skills. Doubtfire helps students further develop these 
skills by tracking progress through the unit tasks (Cain et al. 2013; Woodward et al. 
2013) and enabling students to visualise their progress toward achieving the unit 
learning outcomes (Law et al. 2016).

Doubtfire’s student dashboard can be seen in Fig. 16.4, this is the main view through 
which students interact with it. Student attention is focused on the task list, on the left 
of the screen, which provides an ordered list of tasks for the student to work through 
to achieve their target grade. Different colours and icons are used to visually convey 
the status of each task in the list, which progress from the grey un-started state to a 
green tick when complete. Assigning small visual badges to the tasks helps gamify the 
experience, with students working to get all of the tasks ‘green’. Students need to 
select tasks from the task list to view associated resources, and to trigger state changes.

This is further supported by a progress visualisation using a burn-down chart to 
show the volume of work remaining and their current velocity; an approach adapted 
from agile software engineering practices (Sutherland and Schwaber 2007; 
Woodward et al. 2013). The burn-down chart plots progress against time, with stu-
dent’s average historical progress being projected into the future to give an esti-
mated completion time (Law et al. 2016; Woodward et al. 2013). These visualisations 
aim to communicate progress, encourage engagement and ensure students do not 
unwittingly fall behind.
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Fig. 16.4  Student dashboard showing dynamic task list and progress visualisation

16.4.3 � Self-Reflection Phase: Self-Assessment 
and Evaluative Judgement

In Doubtfire, the goal setting and self-assessment processes have great implications 
for students’ summative assessment. As mentioned earlier, it is well recognised that 
summative assessment defines the curriculum for the student (Ramsden 1992). By 
making self-assessment part of summative assessment, and by placing the emphasis 
of self-assessment on eliciting and using criteria and standards (Thompson 2016), 
the Doubtfire model helps students develop evaluative judgement. Evaluative judge-
ment is the capability to make decisions about the quality of one’s own and others’ 
work, and it helps students become independent learners  (Tai et  al. 2017). 
Furthermore, according to Cowan (2010), students who have first defined their own 
goals are more determined to achieve them and don’t doubt they are worthwhile. 
They also monitor their progress against their chosen goals frequently and adjust 
their approach accordingly. Consequently, these students may rate their learning 
experience as being more effective and purposeful (Boud 1997).

In Doubtfire, once all the tasks are completed, students perform a self-assessment 
of their performance in relation to the unit learning outcomes and justify how they 
have demonstrated achievement of their target-grade. Students also need to reflect 
on their growth throughout the unit. In their reflection, students can refer to evi-
dence captured in the artefacts they created as they progressed through the unit, to 
the tasks performed and how these helped them develop skills or to the feedback 
obtained and how it helped them better understand standards and learning outcomes. 
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Additional evidence can be attached to further support the student’s claims, for 
example, evidence of assisting their peers.

Student’s self-assessment, reflections on their learning progress, and justification 
of their proposed grade, make up their Learning Summary Report. Once complete, 
the Learning Summary Report becomes the cover document for the portfolio and is 
submitted for summative grading. A parallel can be drawn between this format, and 
typical job applications where applicants need to demonstrate how their experience 
meets the job requirements. The Report may therefore be also perceived as a rela-
tively authentic assessment component.

16.5 � Summative Assessment

Summative assessment and grading is performed at the conclusion of a unit, by 
teaching staff on each student’s portfolio as a whole. This involves reviewing the 
student self-assessment, grade justification, and reflections from the Learning 
Summary Report, together with the evidence submitted.

The task status for each task from the iterative feedback process can help inform 
the summative grading. Usually the work produced by students has already been 
checked and marked off as complete, which means they have demonstrated the 
expected learning outcomes. Where not all work is marked as complete, a judge-
ment needs to be made to determine which grade standard has been demonstrated 
through their work. Typically, the grade level details are easily determined based 
upon the status of each of the student’s tasks.

Final numeric results can then be determined through the use of a rubric, as 
shown in Fig. 16.5. Once the grade level is determined based on the artefacts sub-
mitted, as described above, the quality of the work presented, depth of reflections, 
and clarity of the justifications can be used to position the grade within the awarded 
grade band.

The Learning Summary Report plays a crucial role in guiding the assessment 
process and understanding student’s standard of achievement. In cases where doubt 
exists, a face-to-face or video discussion is used to identify any misunderstanding 
and confirm the standard of achievement of learning outcomes by the student. This 
mechanism can also help ensure the student is the author of all work submitted.

To ensure consistency, the whole teaching team is usually involved in this pro-
cess. Each portfolio can be assessed by two tutors, both of whom review the 
Learning Summary Report and quickly inspect key tasks. They then agree upon a 
grade band, and on the position within this band. Initially these decisions can be 
shared across the whole team to ensure consistency across marking pairs. Once 
agreement is reached in relation to standards, then only edge cases need to be 
brought back to the whole group for discussion.
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Fig. 16.5  Rubric used to determine student grades

16.6 � Doubtfire Supports Educators

Doubtfire’s technology not only draws together the educational design principles 
described above, it also supports educators in applying these by minimising the 
overheads associated with accessing and assessing student work and providing visu-
alisations related to student progress.

For educators, the main advantages of using Doubtfire are:

•	 Scaffolds them through designing their unit in a way that incorporates some of 
the best practices in teaching and learning.

•	 Makes tracking students’ goals, submissions and feedback manageable for big 
cohorts.

•	 Distributes their marking workload throughout the unit rather than leaving it all 
to the end.

•	 Gives them readily available data that they can use for personalised or group 
interventions.
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Fig. 16.6  Staff inbox with tasks awaiting feedback and fact action buttons to assign new status

16.6.1 � Educators’ Tools in Doubtfire

The Task Inbox is the main educators’ view in Doubtfire and is configured as three 
columns, as shown in Fig. 16.6. To the left is the list of tasks, this will include tasks 
that require feedback or have new comments. When a task is selected, the centre 
panel displays the associated submission with action button that can be used to 
assign new states to the selected task. To the right is then a panel for comments, 
which is used to communicate feedback.

Staff work through the tasks in their inbox, viewing the submissions, providing 
comments, and updating task statuses. Each of these interacts is designed to require 
as few interactions as possible, thereby minimising the overhead associated with 
accessing each submission (Renzella and Cain 2018).

16.6.2 � Feedback Workload and Impact

The workload of educators can be very high when feedback is seen as a transmis-
sion of information from educator to student (Nicol and Macfarlane-Dick 2006). In 
Doubtfire, feedback is responsive to students, only students that want to use the 
feedback provided will submit their tasks for feedback. This reduces the educator’s 
workload and makes their feedback more effective.
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Feedback not only becomes more effective because it is responsive to students 
who are motivated to use it, but also because there is an open dialogue between 
educator and student, on the right panel for comments, that can be used by the stu-
dent and the educator to ensure that the student understands and can apply the feed-
back (Nicol and Macfarlane-Dick 2006).

By facilitating timely and iterative feedback in this way, it can be said that 
Doubtfire ‘gamifies’ feedback. Games make feedback cycles fast, keeping the 
stakes low and thus maintain a positive relationship with failure (Pope 2003). We 
believe Doubtfire does the same thing. The investment educators and students put in 
their communication is focused on delivering a message fast, with the awareness 
that when that message is not understood the other party will come back and ask 
further questions thus reducing the time and effort educators need to put in the form 
of the feedback, rather than its substance.

16.6.3 � Portfolio Marking Workload

Using this process, we have been able to scale this kind of portfolio assessment up 
to large student cohorts, increasing the number of portfolios marked by each teach-
ing staff member in a certain amount of time. The iterative formative feedback 
process is key to this rapid turnaround, as the task statuses provide valuable infor-
mation that speeds up the summative assessment process. In effect, by focusing on 
formative feedback, staff assessment efforts are directed to helping students 
develop appropriate understanding and skills, supporting student learning and 
aligning staff and student efforts.

Doubtfire also minimises the overhead associated with accessing each submis-
sion (Renzella and Cain 2018), which makes them much more easily and rapidly 
accessible, as compared to paper submission or other forms of digital submissions. 
When working with cohorts of hundreds of students, the time saved in Doubtfire on 
accessing submissions can add up to hours of work.

16.6.4 � Using Data to Make Informed Decisions

Educators can use the information obtained from students’ target-grade and submit-
ted tasks to plan timely educational interventions. This can be personalised, address-
ing individual student’s needs, or targeting the whole group. Figure 16.7 shows an 
example visualisation of the task statuses for each task. The proportions in the pie 
charts show how many students currently have this task in a particular status and can 
be used to monitor student progress through the unit tasks.

Once the unit is finalised, data and statistics on each task, grade level or learning 
outcome can be used to evaluate the educational resources in a detailed manner, 
knowing exactly what did and didn’t work, and achieve better outcomes on the next 
iteration of the unit.
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Fig. 16.7  Example visualisation showing task status proportions by task

16.7 � Implications and Future Directions

As a system developed upon evidence-based learning design, Doubtfire has been 
effective in promoting feedback cycles, self-assessment and reflection, and in reduc-
ing the marking workload for teaching staff.

The main challenges in the implementation of Doubtfire have been around the 
design of tasks for the different grade levels. Although this model recommends the 
standards of achievement to be designed around the levels of the SOLO taxonomy, 
it has been noticed in some implementations that the different grade levels do not 
focus on increased complexity but quantity of work. Something similar is observed 
with feedback, which in many cases does not promote learning but is comprised 
mainly of instructions that need to be followed without further reflection. More 
clear instructions and guidance will soon be included in Doubtfire to further support 
educators with the design of feedback and assessment.

Further features to be developed in Doubtfire will support peer assessment, 
aligned with the idea of sustainable assessment. Peer assessment further develops 
evaluative judgement and in combination with self-assessment, is likely to establish 
a basis for students to become judges of their own learning (Boud and Falchikov 
2007; Boud and Soler 2016; Tai et al. 2017).
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To further understand the benefits of Doubtfire, the impact that Doubtfire has on 
educators’ knowledge and application of the educational design principles should 
be investigated. This would also be fruitful for further refinement of Doubtfire’s 
educator interface to support the professional development of university educators 
in their teaching and learning scholarship.
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Chapter 17
Challenges with Designing Online 
Assessment to Support Student Task 
Understanding

Tiffani Apps, Karley Beckman, and Sue Bennett

Abstract  While online assessments can provide new opportunities to redesign tra-
ditional assessments, they also present challenges related to design and communica-
tion to support students. Open-ended online assessment may place more onus on 
students to make choices, interpret assessment requirements and self-regulate their 
learning. This chapter presents some challenges of re-imagined online assessment 
design for teachers and students in one case study example, drawn from a collective 
case study. The chapter outlines student, teacher and contextual challenges that 
affect how a task may be interpreted and reflects on practical implications for the 
design of online assessment for learning.

17.1 � Introduction

Online technologies offer opportunities for higher education to re-imagine assess-
ment in a digital world through increased flexibility that allows students to progress 
at their own pace any time anywhere, with new possibilities for sharing work and 
collaborating outside formal class interactions (Bennett et al. 2017). A simultaneous 
trend towards exploring more student-centred assessment approaches invites us to 
conceive of new ways to realise ‘assessment for learning’ through open-ended 
online tasks. Open-ended online assessment often places more onus on students to 
make choices, interpret assessment requirements and self-regulate their learning. 
Thus, there are important implications for how these tasks are designed, communi-
cated and supported.

This chapter presents some challenges of re-imagined online assessment design 
for teachers and students in one case study example. The case study presented is 
drawn from a collection of case studies conducted in four Australian universities 
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that explore students’ self-regulated learning in online assessment tasks. The online 
assessment tasks were specifically chosen to allow us to explore designs that were 
sufficiently open-ended to permit student choice and interpretation, and that inte-
grated online technologies in ways that were intended to support either new forms 
of assessment or better scaffold more familiar forms. Some tasks were fully online, 
while others were supported by a combination of online and face-to-face interactions.

All were relatively modest attempts to integrate digital technologies into assess-
ment by regular university teaching academics, none of whom were particularly 
skilled with technology. Furthermore, none of these redesigns were conducted 
under the auspices of a project supported by specific funding. As such, all were 
examples of routine assessment design work, which was initiated by university aca-
demics. This is important because our goal was to neither generate or focus on 
‘innovations’, but to explore real-life examples of technology integration that could 
inform us about the current state of technology integration – the ‘state of the actual’ 
rather than the ‘state of the art’ (Selwyn 2010). By asking what is occurring and 
why, rather than what ‘could’ or ‘should’ be, we move towards understanding what 
might new forms of digital assessment be realistically and sustainably achieved by 
the current workforce or through incremental change.

This chapter details one selected case study from the broader study to highlight 
how student, teacher and contextual factors affect students’ engagement with online 
assessment in practice. The selected case study highlights the challenges experi-
enced when re-imagining assessment for both teachers and students, particularly in 
interpretation of this online assessment, and considers the implications for the 
design of online assessments.

17.2 � The Research Study

We undertook a large-scale study of student learning processes within open-ended 
online assessment tasks. The broader study comprised 11 embedded case studies 
across four Australian universities. Each case study focused on a formal online 
assessment task within a semester-long university unit. Data collected from unit 
coordinators, the teaching team and students, including learning management sys-
tem (LMS) data logs, assignments, questionnaires and interview data, were used to 
explore the range of teacher, student and contextual factors that shaped students’ 
engagement with the online assessments.

We conceptualised the interrelations between teaching and learning processes 
for a specific task using an overarching framework based on Biggs’ (2001) gener-
alised model from the student approaches to learning research tradition, adding an 
important new element of self-regulated learning (Pintrich 2004; Winne and Hadwin 
1998). Adapted from these models, Fig. 17.1 outlines our conceptual framing, dem-
onstrating the interrelations in the teaching and learning processes, as well as the 
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Fig. 17.1  Overarching framework for conceptualising teaching and learning in higher education

different stages of student engagement in learning and self-regulation, all situated 
within the broader teaching and learning context.

Approaches to learning are contextually shaped by the current teaching and 
learning context, including the influence of instructor, peers, the institution, depart-
ment and discipline. Within this context, practices are shaped by how students con-
ceive learning and studying, their understanding of the current task context 
(including the subject and course within which it sits, as well their current teachers 
and peers), and by their previous experiences of learning and assessment practices. 
Within the learning context students actively interpret the task designed by the 
teacher, and it is this interpretation that shapes their approach to learning and their 
learning outcomes (Fig. 17.1). Integrating self-regulated learning offers a further 
framework for conceptualising relevant processes and factors. In our research, we 
have used Winne and Hadwin’s (1998) model of self-regulated learning as a recur-
sive, weakly sequenced set of four stages whereby students: (1) develop their under-
standing of the task and its requirements, (2) create their own goals and plans based 
on that understanding, (3) adopt study tactics appropriate to their goals and plans, 
and (4) meta-cognitively monitor their progress and make any adaptations neces-
sary to their understanding and/or approach. This detailed model draws our atten-
tion not only to students’ activities, but also the factors that influence those activities.

The case study presented in this chapter was a first-year philosophy unit of 387 
students and 6 teachers. The initial idea for the online assessment task was to create 
a number of brief sequential activities designed to support students’ understanding 
of the particular conventions of essay writing in the philosophy discipline. The task 
consisted of three activities and was assigned a weighting of 15%. The intention of 
the task design was to support students to develop skills in composing a philosophi-
cal essay, prior to the subsequent assessment.

All students enrolled in the subject were invited to participate in the study. This 
chapter presents data collected from 313 students using an open-ended item from 
two questionnaires that asked students to outline their understanding of the task in 
their own words. The first questionnaire was administered after students had 
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received a description of the task but before they had started to work on it, and the 
second questionnaire was administered after completion of the assessment. The 
study also collected interview data from 12 of the students, who had been randomly 
selected from a pool of volunteers from the broader student participant group. The 
purpose of the interviews was to uncover contextual factors that contributed to stu-
dents’ understanding of the task across the assessment period.

The unit coordinator and four of the five tutors were interviewed twice, prior to 
and after the teaching session. The purpose of these interviews was to elicit the 
understandings of the task developed by the members of the teaching team, and in 
so doing consider how these shaped the design of the task and how the task was 
explained to students. The unit coordinator, Derek, described the purpose of the task 
in his initial interview as follows:

So this is a kind of first year level course about how to write an essay but it’s pitched not at 
the technical stuff; there’s plenty of material on like how to do footnoting right or how to 
find resources in the library – all that kind of stuff I’m assuming is covered elsewhere. This 
is more around, try and understand the more abstract aspects, the harder to get your head 
around aspects of what an essay actually is, what its purpose is, what the parts of an essay 
are, what function they play in the essay, how to put them together in the right way, how to 
decide if something is relevant to your essay or not and trying to give students a slightly 
better picture of what I think an essay is, okay, and what criteria I’m actually using when I 
read their essays and mark them. (Derek, subject coordinator, initial interview)

In essence, Derek wanted his students to understand that the philosophy essay 
has particular conventions distinct from the academic essays his first-year students 
were used to. This was the first time the assessment task had been implemented in 
an attempt to support students to better understand the expectations of philosophical 
essay writing. Derek’s aim was for students to complete the assessment task during 
their independent study, without impinging on class and staff time. His vision was 
to use online technology to provide self-paced, open-ended activities to support 
students to build a new understanding of the underlying conventions of the essay 
form as it is used within the discipline of philosophy.

17.3 � The Design of the Task

Derek had quite sophisticated aspirations for the design of the task. The intention 
was for students to engage with a series of formative online assessment tasks that 
would lead them to think more deeply and reflect upon how they approached the 
subsequent assessment of writing an essay. Figure 17.2 outlines the online assess-
ment task as it appeared in the unit outline at the beginning of semester.

To supplement this brief task description, further details about the task were 
communicated to students via a number of channels including on the LMS, in lec-
tures and in class by tutors. The final design for the assessment task comprised three 
activities, two to be completed online and one in class. The first online activity 
featured an audio recording of the unit coordinator explaining the key features and 
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Fig. 17.2  Critical contribution task official description in the unit outline

conventions of an academic essay in philosophy. Students could listen to this record-
ing as many times as they wished and then completed 10 multiple-choice questions. 
Students had one opportunity to attempt the quiz and were allocated 20 min. After 
completion, students received their score and the correct answers to the questions.

The second online activity required students to organise the paragraphs of a sam-
ple philosophy essay. Students received the task details on the learning management 
system, as follows: “A well-structured sample essay has been broken up into 10 
sections and jumbled. The task is to reassemble the sections of the essay into the 
correct order.” Students could download the essay parts to examine the structure and 
prepare their response. Students had 30 min to complete the online quiz by ordering 
the paragraphs. Students received an immediate score out of 10 for the number of 
paragraphs in the correct position. The answer key was uploaded to the learning 
management system in the following week.

The third activity as described in the unit outline (Fig. 17.2) required students to 
write an essay plan and submit online for feedback. Derek changed this task because, 
as explained to the researchers, he had run out of time to design and implement this 
final part of the task as he had planned. He particularly had not thought through how 
he would provide feedback on student essay plans in a timely fashion to support 
students with the subsequent essay task. As a result, the task was changed to stu-
dents completing a mock assessment of sample philosophical essays in tutorial 
class, which had been assigned different grades. This change to the final component 
of the task was communicated to students via the LMS and in face-to-face tutorials. 
Students received new task details on the LMS, as presented in Fig. 17.3. Students 
were awarded a participation mark for completing this activity.

The assessment description, as it appeared in the unit outline, described a series 
of transactional tasks that involved comprehension of instructional materials. The 
assessment as implemented differed significantly from what Derek originally con-
ceived due to a number of challenges experienced in the design of the online 
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Fig. 17.3  Written description of the final part of the assessment task in the subject LMS

assessment. Specifically, he lacked the time needed to re-design the task and the 
digital skills and knowledge to implement his ideas fully. Nor did he seek help from 
the central support services available and, ultimately, he had to compromise on his 
design ideas. The result was that the task was much less open-ended than he had 
envisaged.

17.4 � Student Perspectives of the Task

In this section we consider how the students in this case study engaged with the 
online assessment task. We know that students often undertake online learning tasks 
in ways that differ from the teacher’s intentions, leading to poor learning processes 
and outcomes (e.g., Kennedy and Judd 2007; Waycott et  al. 2012). Further, task 
interpretation and self-regulation of learning are key to student success in open-
ended online assessments.  In such assessments, students are required to interpret 
tasks and plan their engagement, and there are potentially fewer opportunities for 
teachers to monitor, intervene and address problems with student learning. To do 
this, we present task interpretation data from the case study of 313 students under-
taking the philosophy unit of study. We then draw on qualitative interview data to 
uncover contextual factors that contributed to students’ general difficulty under-
standing the re-imagined critical contribution task across the assessment period.

17.4.1 � Task Interpretation

We applied Hadwin and Winne’s (2012) three layers of task interpretation: explicit, 
implicit and socio-contextual, as a framework to distinguish between students’ lev-
els of task interpretation. Table 17.1 outlines Hadwin and Winne’s layers of task 
interpretation.
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Table 17.1  Layers of task interpretation (Hadwin and Winne 2012, p. 206)

Layer Description

Explicit Explicit task features refer to the overt aspects of the task including those 
explicitly outlined in the assignment task descriptions and criteria or verbal 
descriptions provided by teachers. These include features such as assignment 
genre, length, content, and task procedures.

Implicit Implicit task features are inferred by the student and influenced by internal and 
external conditions. These include the assignment task purpose, alignment of the 
task with other assignments and unit learning outcomes, strategies and timings.

Socio-
contextual

Socio-contextual task features are not specifically task related, but rather inferred/
learned beliefs or conventions of the discipline or broader program of study in 
which the assignment is situated, including features such as disciplinary genres 
and conventions.

Table 17.2  Layers of task interpretation applied to the critical contribution task

Layer Application to the critical contribution task

Explicit Include features such as assignment genre, length, content, task procedures. 
Form/procedures: online quiz(zes), podcast
Content: essay writing, essay structure, essay marking, essay plan

Implicit Describes the assessment objectives: Preparation for writing an essay or 
philosophy essay (without indicating distinction between genres)

Socio-
contextual

Describes philosophical essays as a distinct academic essay form

The task description in the unit outline (Fig.  17.2) provided students with an 
explanation of the explicit task features. Yet, the task did have a clear purpose within 
the philosophy discipline which remained implicit. Table 17.2 applies the layers of 
task understanding (Hadwin and Winne 2012) to this particular task using the writ-
ten descriptions and unit coordinators explanation of the task.

Students were asked to “explain” what they were “required to do” for the task in 
an open-ended questionnaire item prior to commencing and post completion of the 
task. This data collection strategy was employed to understand how students devel-
oped an early interpretation of the task and whether and how that interpretation 
changed as they completed the task. As the online assessment could be described 
according to the three layers, students’ descriptions too could contain one or more 
features. So, for example, if a student’s task description contained only explicit 
features, it was assigned only one layer of understanding (explicit), but if it con-
tained both explicit and implicit features it was assigned to both layers.

An overview of the layers of task understanding present in students’ pre and post 
task open-ended questionnaire responses are provided in Table 17.3. Analysis of 
students’ task interpretations revealed that many students did not clearly or accu-
rately articulate features of the task. For this reason, another category of task inter-
pretation was included in the reporting of these findings to represent responses that 
demonstrated an unclear or inaccurate task interpretation.
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Table 17.3  Layers of 
students’ task interpretation Layer

Pre task 
(313)

Post task 
(244)

Unclear/inaccurate 138 (44%) 104 (42%)
Explicit 168 (53%) 117 (47%)
Implicit 19 (6%) 30 (12%)
Socio-contextual 12 (3%) 33 (14%)

After receiving the formal task description, 44% of students were unable to pro-
vide a clear or accurate description of the task prior to commencing work on the 
task. This finding was not surprising at this stage in the semester given the brevity 
of the task description. However, 42% of students were still unable to provide a 
clear or accurate task description after having completed the task. This finding indi-
cates that a significant portion of students remained confused about the nature of the 
task, even after engaging in the prescribed activities.

At an explicit level, most students described details about task features, form 
and/or content prior to (53%) and post completion (47%) of the task. This is perhaps 
not unexpected, as the written communication about the task, including the unit 
outline description and communication on the unit LMS, detailed the explicit 
features.

Within this context, a much smaller portion of students described implicit aspects, 
with only 6% of students detailing the assessment objectives prior to completing the 
task and 12% post completion. While the percentage of students who described 
implicit aspects doubled across the assessment period, our analysis shows that a 
significant number of students (88%) did not demonstrate this level of understanding 
after completion of the task. In plain terms, this means that the majority of students 
did not correctly describe the task purpose at either point in time across the task 
period. Again, this finding points to the brevity of the official task description and 
raises questions about the broader context of the task, for example, the ways that the 
task was communicated to students in class and online and the change in task design.

At the socio-contextual level, only 3% of students connected the purpose of the 
task to appreciating the distinction between a traditional academic essay and a phil-
osophical essay prior to completing the task. After completing the task, the percent-
age of students who described such an understanding increased to 14%. While this 
increase is heartening, the low percentage suggests that only a minority of students 
had been able to place the requirements of this assessment in the wider context of 
assessment in their discipline or in higher education more generally. This is a sig-
nificant finding because a key motivator for Derek’s design of the task was to sup-
port students to understand that the philosophy essay was distinct from the academic 
essays his first-year students were used to. Yet, a deep understanding of a task 
requires more than the explicit descriptions or instructions it includes students’ 
sense-making of implicit and contextual cues as well (Hadwin 2006).

As a cohort, the philosophy students’ task understanding was mostly unclear/
inaccurate or focused on only explicit features of the task across the assessment 
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period. While a small portion of students demonstrated some growth in their under-
standing of implicit and socio-contextual features of the task over time, the majority 
of students did not describe these features. This suggests that many had difficulty in 
developing a complete and accurate task understanding. To better understand stu-
dents’ difficulty with task interpretation we present findings from 12 students who 
were interviewed below.

17.4.2 � Student Interviews

In this section, we share students’ explanations of their approaches to the assess-
ment task, framed by the four recursive phases of self-regulation from Winne and 
Hadwin (1998): (1) developing accurate and complete task perceptions; (2) setting 
high quality goals during planning; (3) adopting and adapting strategies to achieve 
goals; and (4) continually evaluating and adapting studying during and across tasks.

17.4.2.1 � Developing Accurate and Complete Task Perceptions

Most students’ task interpretations focused on an explicit understanding of the task. 
Students described the task in terms of its discrete components and the process they 
had to undertake to complete the task. They also described value associated with the 
task when describing their interpretations, referring to a general perception of it 
being an easy task. For example, Harry provided an explicit description of the task 
along with his perception, which he later reconsidered:

I think it’s just there’s three online things; we have to go on there and listen to a recording 
and then answer some questions afterwards. I did the first one the other day. It was pretty 
easy. (Harry, initial interview)

I think when it was first explained, I did think it was going to be a lot easier than it was and 
I think I definitely under-estimated the amount of time I’d need to prepare for it. (Harry, 
post task interview)

Much like the larger cohort of students, few of these students described the 
implicit or socio-contextual layers of understanding as described by the unit coordi-
nator. Though, this is not to say they did not have their own implicit understandings 
that differed from the intentions of the unit coordinator. Students’ descriptions sug-
gest that they were almost dismissive of the task form, that is “it’s just three online 
things”, perceiving them as almost inconsequential. Along with low weighting of 
allocated marks and the explicit instructions, it is plausible that students understood 
this as a simple gateway task to the subsequent ‘real’ assessment, the essay.

Nine of the twelve students described experiencing challenges understanding the 
task associated with a range of factors including past experiences, communication 
about the task, and task design. Two students made reference to their previous expe-
riences with essay writing in high school when discussing challenges associated 
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with their task understanding. For these students their lack of awareness of implicit 
and socio-contextual layers of the task resulted in feelings of overestimation of their 
ability. As Saxon explained:

Yeah, because like in high school I did a lot of essay-based subjects like Ancient History, 
Modern History, Advanced English, all that stuff, so I knew how to write essays like well 
and like since the first part of the quiz was how to write an essay then I just assumed “Oh 
yeah, I’ll be fine” then, you know, got two questions wrong or something, I was like “Ooh, 
fudge” so maybe I’m not as great as I think I was. (Saxon, post task interview)

If Saxon had developed a more holistic task understanding that included the 
purpose of the task, which was to learn the conventions of a philosophical essay as 
distinctly different to a general academic essay, rather than rely on the explicit task 
understanding and his prior experiences, he may not have experienced such a chal-
lenge. These findings suggest that in cases where the purpose of the task is not clear, 
students may draw on their past experiences of similar tasks, which in this case did 
not align with Derek’s design intentions.

Four students described limited communication from teaching staff about 
changes in the task as a key challenge in their task understanding. Students were 
unsure about changes to explicit task features (e.g., task criteria, due dates, and when 
to access tasks on the LMS), which affected their ability to engage with the task and, 
in two cases, students missed the opportunity to complete one of the task components.

Seven students described confusion directly associated with the task design of 
activity two, about how to arrange the essay paragraphs into the correct order. The 
design of the task added to this confusion as the LMS assigned marks to the position 
of each essay paragraph in a pre-determined placeholder rather than acknowledging 
pieces in the correct order. Thus, if a student had one piece in the wrong position 
and the following five pieces were in the correct order, they would all be marked as 
incorrect. In this activity, the task design impacted on students’ confidence to com-
plete the task and many students discussed the challenge of completing the activity 
rather than the structure of the essay, as Tom explained:

It was probably the essay puzzle task. That one was really difficult. It’s more because 
there’s no real right or wrong; for an essay it’s more just like some are better than others so 
I was really confused just how they were assessing that … it was really confusing. (Tom, 
post task interview)

Comments like this one indicate that task design contributed to students feeling 
less confident about writing a philosophy essay after completing a task that was 
intended to support their understanding.

17.4.2.2 � Setting High Quality Goals During Planning

In the case of the assessment task an optimal goal for students would have been to 
understand the features and structure of a philosophy essay as distinct from more 
general forms of essay writing and apply this knowledge in their own essay (the 
subsequent assessment task). Instead, many students’ goals were focused on simply 
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completing the task or achieving a certain grade. The quote from Harry above dem-
onstrates how a poor initial interpretation can lead to a low-quality goal (just listen 
and answer some questions), and his further reflection shows how this in turn led to 
him being under prepared. Given that many students had difficulty in understanding 
the task it is unlikely they could have set high quality goals. Previous research dem-
onstrates that students with an accurate and more complete understanding of a task 
are more likely to achieve a higher learning outcome as they can set high quality 
goals and set standards that help them to monitor and evaluate their progress 
(Beckman et al. 2019; Miller 2003; Oshige 2009).

17.4.2.3 � Adopting and Adapting Strategies to Achieve Goals

The students described a range of strategies for completing each component of the 
task. Given students’ focus on the mechanics of the task when describing their task 
understanding, most strategies described by the students were specific to each com-
ponent of the task rather than more broadly associated with understanding a philo-
sophical essay. This is perhaps not surprising given the transactional nature of the 
tasks, which raises important questions about the suitability of the task design for 
achieving the intended outcomes. The first online activity featured an audio record-
ing of the unit coordinator explaining the key features and conventions of an essay. 
Students could listen to this recording as many times as they wished and then com-
plete 10 multiple choice comprehension questions. Strategies discussed by students 
when completing this activity included: note taking while listening to the audio, 
answering questions while reviewing notes, and taking time to complete the quiz to 
achieve the highest score. Collectively, students described a rote learning strategy 
that focused on answering the questions rather than developing a deep understand-
ing of the philosophical essay as a genre, which was the intended outcome of the 
reimagined assessment design. In addition, all case students discussed the ease with 
which they completed the quiz. For example:

There’s an audio file and as I listened to the audio file I just typed main points and all like 
the main things that the teacher was saying and I typed that all up and studied that and then 
took the quiz. (Ralph, post task interview)

The second online activity required students to arrange the paragraphs of a sam-
ple philosophy essay in the correct order. Students initially perceived this activity as 
“easy” but had difficulty in clearly explaining how they went about completing it. 
Students described a number of strategies including: changing approach, taking 
more time, working with their peers who were equally confused, locating connect-
ing sentences, reviewing tutorial content, and referring to a worked example. Of all 
the strategies discussed none of the students made reference to Part A of the task, 
suggesting a disconnection in the way they viewed the component activities. For 
example:

Yeah, that was a bit difficult. I don’t really know how I prepared for that. I think I just kind 
of went into it, like I just kind of found like the introduction, the reference list and then tried 
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to fit everything in between but it was a bit difficult. I probably should have prepared a bit 
more for that. There wasn’t anything that I remember that was given to help us prepare. 
(Gabby, post task interview)

The third activity involved students in ‘marking’ sample philosophical essays. 
Students described the way the task had evolved, but did not express any concerns 
about changes. They reported the class discussion associated with the marking exer-
cise as instrumental in their understanding of the purpose of the activity. This sug-
gests that this activity supported case students to engage in a collective reflective 
process. For example:

We sat in groups and discussed the essays and what mark to give them. Yeah, that was fine. 
That was really good in helping us understand what they’re expecting. I didn’t really have 
to prepare for that I guess. It was more just like collaborating with other students and their 
thoughts and everything. Yeah, I think that was really the best task of them to really under-
stand. (Gabby, post task interview)

17.4.2.4 � Continually Evaluating and Adapting Studying During 
and Across Tasks

Effective learning is as much about responding to challenges, shortcomings and 
failures as it is about choosing the right strategy (Hadwin 2006). Components of the 
task that were valuable in supporting students’ self-regulation included face-to-face 
class discussions. Class discussion was particularly important in supporting stu-
dents to develop a deeper task understanding and, in turn, select more appropriate 
strategies. Students discussed using scores from each component of the task as an 
evaluation tool. They described a sense of confidence if they scored well and, con-
versely, confusion and low confidence if they scored poorly. When students scored 
poorly they did not seek feedback about their performance on the task. Several 
explained their lack of motivation to seek feedback by the low value assigned to the 
task, with each component worth 5%. The second activity included feedback 
uploaded to the unit’s LMS space, but only one of the 12 students had accessed this 
resource. Conversely, all students discussed seeking help from their peers. However, 
discussing the task with peers served to reinforce students’ generally low motivation 
to access support, as there was a general sense that because others found the task 
difficult, the confusion was acceptable. Research has shown that the goals students 
set for themselves are based on the task interpretations together with a range of 
contextual factors (Butler and Cartier 2004). In this case, students’ behaviour was 
associated with a collective low task value and motivation to achieve, resulting in 
‘giving up’ during the monitoring and control phases of self-regulation.

Overall, the students’ capacity to self-regulate their learning across the task 
period was inhibited by their limited task understanding. Many students who 
described inaccurate and/or explicit task features adopted surface strategies (like 
learning by rote), collaborated with peers who were equally unclear about task 
requirements, or completed each component discretely. This was most evident when 
students described strategies such as spending more time on the task when faced 
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with a difficulty, which was unlikely to be effective, rather than trying to develop a 
better understanding of what they were being asked to do. In addition, students did 
not seek feedback about poor task performance, rather they “chatted” to their peers 
and accepted the task as “difficult”. The most valuable experience for students in 
refining task understanding occurred during the third component of the task. This 
component was an in-class activity that provided students with the chance to anal-
yse a philosophical essay and receive immediate feedback about their judgements 
during a class discussion. The structure of the task provided students with the 
opportunity to monitor their task understanding and refine standards within and 
across tasks, which would inform their monitoring in the subsequent assessment 
task for this unit, composing their own philosophy essay.

This analysis of our students’ experiences raises several important questions 
about the design of online assessment tasks including: how can we promote under-
standing of the explicit, implicit and socio-contextual aspects of a task to ensure 
students better appreciate the broader purpose of the assessment design; how can we 
embed meaningful, connected and timely feedback in online spaces; and perhaps 
most importantly, what types of assessment tasks are most effective for online 
delivery?

17.5 � Factors Shaping Task Engagement

The study enabled us to identify a range of personal and contextual factors that 
shaped students’ engagement with the online task, including factors such as knowl-
edge of the task, perceptions of and prior experience with online learning and assess-
ments, study strategies, and motivation. Overall, we found that student interpretations 
of the assessment activities were largely incomplete and focused mainly on explicit 
features (e.g., word count or form), rather than seeking out the purpose or underly-
ing logic of the task. This is perhaps not surprising for two key reasons: (1) the rei-
magined task design and its enactment were not well aligned with the intended 
purpose; and (2) the task purpose was not clearly communicated to students in any 
official documentation nor were they clarified sufficiently by the teaching team.

In this case study, many students underestimated the difficulty of the task. This 
may have been due to the form it took. For example, the quiz and ordering tasks may 
have seemed like inherently simple forms, but in fact the content of the task was 
more challenging. This was problematic as it limited students’ capacity to effec-
tively engage in the assessment. Even when confused, the students did not tend to 
seek help from their teachers, turning instead to their peers, whose own confusion 
then compounded the problem.

It is important to also acknowledge that the ambitions of the unit coordinator, 
who designed the task, outstripped his capacity to realise an effective assessment 
design. His plans for an open-ended online task to support students to develop their 
understandings of how to write a philosophy essay were undermined by his own 
under-estimation of the time and effort to create successful online activities. 
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Ultimately, it was the final, in-class activity that provided a useful contrast. This was 
the most effective activity from a student perspective, even though it could have 
been the most ambiguous considering the last minute changes. The students’ com-
ments suggest that the more interactive nature of the task, with discussion and feed-
back, were critical to advancing their understanding.

The online component was designed to support student learning without 
encroaching on valuable class time and to better allocate staff time to grading stu-
dent work. Despite the advantages the online learning environment afforded, this 
case study highlighted design challenges of the online assessment. A key theme in 
this case was the explanation and communication of the online assessment to the 
students. For students, interpretation of assessments tasks involves more than under-
standing explicit instructions, but also the intended task purpose in the context of 
the broader disciplinary ways of knowing, all of which may be implied or expected 
of students (Hadwin and Winne 2012). In this case, the brevity of the formal written 
description, the varied nature of communication about assessment across the teach-
ing team, the methods of communication with the students (including the formal 
description), and the additional information provided online and in class by the 
teachers shaped students’ understanding and, ultimately, their engagement in the 
online assessment and learning outcomes.

The findings support previous suggestions that task design and communication 
may be particularly significant for online assignment tasks that are complex and 
involve task structures and components that may be less familiar or less prescribed 
than traditional assignments (see Oshige 2009). This may be so for both students 
and teachers, presenting particular new challenges in the design, communication 
and interpretations of online assignment tasks that warrant further detailed investi-
gation. Thus, while online assessments can provide new opportunities to redesign 
traditional assessments, they also require careful design and communication to sup-
port students.

17.6 � Conclusion

In closing, we come back to the theme of this edited collection, the reimagining of 
assessment in a digital world. The case was ultimately a modest attempt to leverage 
digital technologies to create a flexible independent learning experience, but one 
which challenged students’ capacity to self-regulate their learning because most did 
not develop a clear understanding of what the task required of them. Derek was an 
experienced teacher with a sound understanding of assessment strategies who found 
himself ill-equipped to realise his own ambitions for a new design. The outcome 
was a poorly designed task, which did not take advantage of digital technology, that 
was confusing to students and not sufficiently clarified as it was being implemented. 
This case of realisation falling short of the reimagining is likely to be a common 
experience, with implications for students, academics and institutions. It reminds us 
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that the ‘state of actual’ is often a long way from the ‘state of the art’ in technology 
integration, and there is still much we do not understand about how best to close 
that gap.
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Chapter 18
Reimagining Assessment Through Play: 
A Case Study of MetaRubric

Yoon Jeon Kim and Louisa Rosenheck

Abstract  Younger generations of learners want to have a sense of ownership and 
play active roles in their own learning processes. While many innovative pedagogi-
cal approaches in higher education aim to provide learning experiences that 
empower students as partners in their educational experience, assessment can fail to 
offer that ownership. In this chapter, we describe how bringing play into assessment 
could transform both educators’ and students’ roles in assessment processes, and 
how a playful take on assessment could introduce social, iterative, and democratised 
assessment processes. We further illustrate how play could be integrated with 
assessment using the case of MetaRubric, a playful assessment design tool that 
educators can play to learn about the features of good rubrics, or have students play 
to co-create rubrics in a playful way. We conclude the chapter by discussing the 
potential benefits of playful assessment for assessment of and with younger 
generations.

18.1 � Introduction

Advances in technology are replacing routine cognitive tasks and manual labor and 
jobs increasingly require creative thinking and complex communication skills 
(Autor et  al. 2003; Levy and Murnane 2004). In many countries, including the 
United States, there is a growing societal concern as to how the education system 
can prepare younger generations for the twenty-first century global economy (Bybee 
and Fuchs 2006; Florida 2002; Freidman 2005). The consensus is that society must 
prepare learners with knowledge and skills that are fundamentally different from 
those needed in previous centuries. It is clear that the competitive global economy 
will require the skills that underlie innovation and entrepreneurship, such as creativ-
ity, problem-solving, leadership, communication and collaboration, and social and 
emotional skills (OECD 2014).
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These societal changes have been driving pedagogical innovations in higher edu-
cation, where educators shift teaching from instructor- and content-centric methods 
of teaching to authentic, student-centered, and problem-based approaches of learn-
ing, in order to adequately prepare graduates for future jobs (Christensen and Eyring 
2011). For example, “flipped” classroom approaches are increasingly common. In a 
flipped classroom, students study content outside of the classroom and then come 
together during class time to ask the instructor questions or to apply what they’ve 
learned as a team on projects or authentic problems (Bishop and Verleger 2013). 
Similarly, project-based learning (Helle et al. 2006) is popular, where students par-
ticipate in an extensive project for 6–8 weeks, working with corporate or non-gov-
ernmental organization (NGO) partners on issues that reflect real problems of 
practice, while the instructor facilitates and supports learning by providing content 
and strategies on demand (Jiusto and DiBiasio 2006). Project-based learning is an 
example of a more student-centered, open-ended approach to learning in higher 
education meant to support lifelong learner skills (e.g., collaboration and 
meta-cognition).

These approaches, to varying degrees, view students as partners by empowering 
them to make decisions and actively contribute to their own learning (Bryson 2014). 
Simultaneously, the digital generation, who grew up using social media where par-
ticipation and production are highly valued (Pearson Report 2018), might be reluc-
tant to take a passive role in their own learning process (Zimmer 2017). Therefore, 
student empowerment and the notion of the student as a partner in learning needs to 
be seriously considered. However, even with the aforementioned student-centered 
approaches, truly collaborative and empowering assessment opportunities are very 
limited. Unless we change how students are assessed, we will not see significant 
changes in the system as a whole. For this reason, assessment is a key leverage point 
that can have a significant impact on how students learn.

Educators need ways to productively engage students as partners in the process 
of assessment—from creation to implementation—to fully honour students’ agency 
in ways that are aligned with pedagogical approaches that position students as active 
partners of their learning process. Assessment in higher education, however, has not 
caught up to pedagogical trends, and fails to assess students’ learning in self-
regulated and collaborative ways using authentic and engaging problems. We there-
fore need new types of assessment and tools in higher education (López-Pastor and 
Sicilia-Camacho 2017) that can measure, and more importantly support, the skills 
students require to become reflective practitioners in their technical domains and 
beyond, while also inviting them to be co-producers of their learning and assessment.

In this chapter, we present an assessment design and learning tool called 
MetaRubric to demonstrate how educators can use a collaborative and playful pro-
cess to engage peers and students in the creation of rubrics or assessment criteria to 
capture what various stakeholders—not just instructors—value in open-ended stu-
dent work. We first review the existing literature of playful learning to describe what 
factors might contribute to playful assessment experiences and how embodying the 
principles of playful learning for assessment could be beneficial. We describe our 
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research investigating how innovative educators design rubrics. We then introduce 
MetaRubric, which is designed to guide educators and students in the co-creation of 
rubrics and authentically demonstrate what makes rubrics good. We then discuss 
how the design principles of MetaRubric could be incorporated in digital learning 
environments to foster playful interactions between learners that can lead to more 
empowered and democratic ways of assessing learning. Finally, we discuss how 
tools like MetaRubric could be used to help educators to create their own authentic 
assessment tools that empower learners as co-creators in the digital world.

18.2 � The Potential for Play in Assessment

We assert that assessment needs to embody the principles of playful learning as a 
way to change how we approach assessment in both digital and non-digital learning 
environments. The addition of playfulness could lead to better assessment processes 
that engage learners and educators in an empowered, transparent, and collaborative 
way. In particular, we see an opportunity to integrate playfulness in processes of 
co-design.

The benefits of playful pedagogies have been widely documented at all levels of 
education, from early childhood and K-12 education to adult and higher education 
(e.g., Lillard et al. 2013). Defining fun, play, or the conditions that lead to playful 
experiences is difficult (Juul 2005), and not surprisingly, there is no consensual 
theory or terminology of playfulness (Deterding et al. 2011). The goal of our work 
is neither to define what playfulness is nor to establish a taxonomy of playfulness, 
but rather to apply the design principles of playful learning and processes of game 
design and playful user experience design (Deterding et al. 2011) for the purpose of 
transforming how assessment is conducted in education.

When we think of “playfulness,” we are describing a fun experience that is not 
necessarily easy. Papert (1980) describes “hard fun”, where hard or challenging 
experiences are still engaging enough to be fun, and it is our aim to create assess-
ments that embody this concept. Similarly, learners can be “pleasantly frustrated” 
when they persist through challenging problems in well-designed games (Gee 
2003), unlike the unpleasantly frustrating and anxious experiences associated with 
most assessments. We believe playfulness in assessment can mean that assessment 
provides an opportunity or space for learners to explore and experiment within the 
assessment activity (Resnick 2014), both individually and socially. Therefore, we 
can achieve the goal of playfulness in assessment activities by thoughtfully design-
ing activities so they are “flexible enough for players (learners or teachers) to inhabit 
and explore through meaningful play” (Salen and Zimmerman 2004, p.  165). 
Similarly, a playful approach in assessment should allow learners or educators to 
have more freedom related to how much effort they choose to expend and how often 
they fail and try again (Osterweil and Klopfer 2011).
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An opportunity for bringing play into assessments in higher education is pre-
sented by the increased use of co-creation of rubrics or criteria, whereby educators 
and students collaboratively develop the assessment tools used in class (Fraile et al. 
2017). The co-creation of assessment criteria or rubrics can help students to make 
meaning of the concepts that underlie the assessment, and it also shifts the owner-
ship of the assessment from purely teacher driven to one that is shared. It is gener-
ally a participatory process, based on discussion and interaction. However, we 
contend that this co-creation process can also be playful. The core principle of our 
work is that creating and implementing assessments should be playful for both stu-
dents and teachers. If learning is fun, active, and authentic, then there is no reason 
the experience should suddenly change for rubrics or other assessment products, 
which are traditionally seen as intimidating or dull. A well-designed rubric should 
be seen as a tool to help students learn and progress, rather than as a threat or ulti-
matum. By using play, we can help students in higher education engage with rubrics 
and assessment more fully as they create pedagogically-sound and well-balanced 
rubrics.

We present our work on playful assessment in schools, drawing out useful impli-
cations for assessment in higher education, particularly in a digital world where 
learning occurs across both digital and non-digital enviroments. We start by describ-
ing the development of the MetaRubric.

18.3 � The Origin of MetaRubric: Investigating How 
Innovative Educators Design Rubrics

Our work started with the goal of creating a playful tool that can guide educators 
through the process of (a) creating a good rubric for open-ended student work, (b) 
learning about the qualities of good rubrics from the process, and (c) understanding 
innovative assessment design practices. To inform the design of this tool, we aimed 
to concretely understand what practitioners do related to assessing student open-
ended work. The first step was a literature review with the goal of finding out what 
classroom assessment used to assess students’ learning with more open-ended 
learning approaches. From the literature review, we concluded that rubrics are the 
“default” practice when educators employ learning activities that are intended to 
support skills and dispositions beyond just content knowledge. Yet little was found 
detailing on-the-ground practices with respect to what educators actually do with 
rubrics, the kinds of processes they use, and what motivates them to go beyond 
simply using overly rigidly defined rubrics.

Being dissatisfied with the literature review, we then followed a two-step 
approach to identify innovative educators who could provide more insights about 
rubric use. The goal was not finding a representative population, but rather finding 
specific cases that could provide emergent understanding for the theory (Charmaz 
2014). Using this approach, we first identified a few teachers from the literature 
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Table 18.1  Teachers interviewed to inform the design of the tool

Teacher 
ID Teacher’s role Brief description

1 Middle school STEAM 
teacher

Teacher of digital shop class, a blended makerspace 
course, in a public middle school

2 Senior university lecturer Lecturer of education and public policy at a Scottish 
university

3 High school English 
teacher

Performance assessment teacher trainer, and current 
teacher at a charter school focused on college and 
workplace readiness

4 Middle school STEAM 
lab and makerspace 
facilitator

Curriculum developer and teacher of programming, 
robotics; runs a drop-in makerspace in the school

5 Formative assessment 
coach

Middle school special ed. teacher and formative 
assessment coach

6 Elementary school team 
teacher

1st/2nd grade combined age team teacher at a private 
school with a project-based, inquiry learning curriculum

7 Elementary school team 
teacher

1st/2nd grade combined age team teacher at a private 
school with a project-based, inquiry learning curriculum

8 High school science and 
engineering teacher

Teacher of physics, biology, robotics, and engineering, 
including an engineering, manufacturing, and design 
course in a traditional public high school

9 Fifth grade teacher Teacher in a high-achieving charter school network 
focused on teacher development

10 Director of professional 
development

Teacher educator supporting a game-based integrated 
learning model at an urban school

review (e.g., blog posts, teacher professional development portals) that were known 
to experiment with interesting assessment techniques and were known for their 
interest and passion for classroom assessment (e.g., the teacher published a blog 
post about his or her experiment of assessing learning in maker-centered curricu-
lum). Second, we conducted snowball sampling by asking the initially identified 
teachers to suggest other teachers who have interesting ideas about the use of 
rubrics. Through these methods, the team recruited 10 teachers, including one 
working in higher education (Table 18.1).

Ten educators participated in 30-minute semi-structured interviews. Eight ses-
sions were phone interviews recorded using teleconferencing software, one session 
of which included a pair of team teachers that were interviewed together. One edu-
cator opted to participate by answering the interview questions over email. The 
interviews were then analyzed for common themes and contrasting approaches 
based on notes and recordings from the sessions to answer the guiding question of 
“what makes good rubrics?”

The research team conducted a thematic analysis using the transcriptions of the 
interviews (Braun and Clarke 2006). The analysis yielded three broad themes that 
these educators apply in their assessment work by going beyond simply listing spe-
cific features of a task, which are (a) intentionally breaking the common perceptions 
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of what constitute good rubrics, (b) empowering students, both in the process and 
implementation of rubrics, and (c) incorporating social aspects for rubric creation 
and use processes. These insights are just as pertinent to rubric development in 
higher education. Better designed, and just as importantly, co-designed, rubrics can 
develop the graduate skills like creativity, problem-solving, communication and 
collaboration that are in such high demand in our digital world. We explore the 
themes raised by our interviewed educators, highlighting issues relevant to higher 
education before describing our response to “scale up” these innovative practices in 
the form of the MetaRubric.

While the literature overwhelmingly looked to rubrics as the main way to assess 
more performance-based and open-ended student work (e.g., Jonsson and Svingby 
2007), our interviewed educators expressed their concerns about poorly designed 
rubrics. They shared how they move their assessments away from rigid and overly 
prescriptive rubrics that limit students’ learning and agency. While the interviewed 
educators don’t necessarily disagree with the concept of a rubric, they take extra 
steps that go beyond standard rubric creation to ensure that their rubrics are flexible 
enough for students to communicate the skills and values they demonstrated through 
the activity. These educators want students to have the freedom to decide for them-
selves what they can do to show their mastery, without the requirements of a known 
rubric hanging over their heads as the primary goal. For example, Teacher 8 teaches 
in a school that requires grades and therefore must map a point system onto some 
kind of rubric. He therefore does use a rubric, but keeps it as flexible as possible and 
incorporates performance criteria that motivate his students to explore and learn. 
For example, his rubric includes “cool factor”, which could be very subjective. By 
intentionally choosing criteria that can be provocative and difficult to agree upon, he 
challenges his students to further explore different aspects of their work instead of 
encouraging the features of the project to conform through completely objective 
standards.

This teacher also emphasized the importance of the rubric as a tool that help 
students with their own learning processes rather than meeting all the requirements 
that the teacher specified. He says, “If I did not have oversight from administration 
I would not use rubrics or rubrics with point systems at all. Administration wants a 
clear path to a grade even if that path is not the best for learning. That is why I get 
the students involved in the process of designing and writing their own grading 
rubrics.”

The interviewed educators emphasized student autonomy in the assessment pro-
cess as one of their main goals. They find that when students have freedom to pursue 
their interests and set their own goals, they achieve far beyond expectations. Because 
of this, many instructors are constantly looking for ways to make students feel heard 
and to take ownership in the assessment process. Some of the key ways teachers in 
this study achieve the goal of empowering students include inviting students to 
engage in self-assessment, portfolio defenses, and co-creation of rubrics or learn-
ing goals.

To return to Teacher 8, this teacher asks his students to self-assess their work 
before a teacher conference in which student and teacher compare their 
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assessments. His rubric has two columns to assign numerical value—one done by 
the student and the other by the teacher. In this form, students have the opportunity 
to discuss what their thought process was and why they assigned a certain value for 
performance criteria. While Teacher 8 takes his role in assessing student work seri-
ously, he says he often gives students the points they advocate for, mainly because 
using evidence to construct an argument, as well as having the confidence to ques-
tion a teacher, are such important skills for them to be practicing. However, he also 
finds that, especially in his engineering class, “It’s really surprising how much I’ve 
seen kids not really care about grades, they care about just building and designing. 
I’m the one defending the kid’s grade, saying you don’t understand how impressive 
this is.”

The portfolio defenses in Teacher 1’s school are a good example of empowering 
students in demonstrating understanding, not only in a formative stage but also as 
summative assessment. During the defence presentation, each student is judged by 
a panel made up of their own teacher, another teacher, and a peer, all of whom must 
first go through training to reliably evaluate the presentation according to the rubric. 
By including students in the portfolio review process, students learn the importance 
of taking each other seriously and that a peer’s opinions are as valuable as a supe-
rior’s. But the key piece of this assessment method is that the work the student has 
produced has already been evaluated. The portfolio defense rubric targets the stu-
dent’s ability to describe their process, explain the significance of their work, and 
apply their skills to new contexts. This metacognitive element means that no one but 
the student can know what must be included in the portfolio and at what level, 
empowering students to be responsible for showcasing their own competencies.

Lastly, co-creation of rubrics or learning goals emerged as a common practice 
that gives students real ownership of their learning as well as providing a social 
dimension to learning. So much school work is done simply because the teacher 
assigns it, without students having any input into what is considered important in 
the classroom. Teacher 5 starts many assignments by having her students discuss 
what components should go into the rubric and how they should be prioritized. She 
feels that this is an invaluable exercise for students on multiple levels. It gives them 
the perspective of weighing everything that goes into a work and determining what 
makes it good. In addition, once the class has come to a consensus, it provides an 
artifact to refer to throughout the project that reminds students why they are work-
ing so hard: because they themselves felt these criteria were important. She says, “I 
use these methods to help students to become more active in, and to take more 
responsibility for their learning. I find these methods valuable in that they can 
encourage students to be motivated and learn at a deep level. They also help them in 
understanding academic standards, and assessment and feedback literacies.” 
Interestingly, Teacher 5 and many other teachers reported that although it may take 
a leap of faith to give up some control over what the assessment criteria will be, in 
the end the rubrics the students come up with never stray far from what the teacher 
would have used without student input. This may well be because years of tradi-
tional schooling have influenced students’ views of what is important to learn. 
Regardless, it is an observation that can encourage new teachers—even those in 
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higher education—to put more control in the hands of their students and enable 
students to feel ownership of their own learning process.

The ideas raised by the interviewed educators were incredibly influential in help-
ing us design a playful assessment tool. In its original conception, MetaRubric was 
a tool developed for K-12 educators, and we will describe it as such before we move 
on to outlining how it might be used in higher education.

18.3.1 � MetaRubric: A Playful Assessment Design Tool 
for Better Rubric Making

Based on the interviews and literature review, we created a design and thinking tool 
that can guide educators’ and students’ creation and use of rubrics beyond what 
assessment textbooks suggest as good practices. MetaRubric is a playful assessment 
design and learning tool where a group of 3–5 players follows the instructions on a 
sequence of cards (as shown in Fig. 18.1) to walk themselves through the experi-
ence of creating a good rubric. To start, the group chooses a movie that they have all 
seen and like. Then they are each asked to draw a movie poster for that movie—
these drawings serve as the basis for the subsequent rubric construction, and set 
players up to have both the experience of assessing with a rubric and of being 

Fig. 18.1  Sample cards from the MetaRubric game
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assessed by one. The next step is for players to individually write a list of criteria 
they think a good movie poster should meet, which starts the process of identifying 
what elements and skills are most important in a piece of work. From there, they are 
asked to share and discuss their criteria in order to come up with one group rubric 
with a set of criteria they all agree on. This activity involves a lot of group discus-
sion, through which many of the key parts of rubric creation emerge organically.

The group typically discovers that some people have thought of concrete criteria 
such as “includes image of main character” or “has title of the movie”, while others 
have more subjective criteria like “evokes strong emotion” or “depicts tragedy”. 
Players have to thoroughly explain why they think each criterion is important, and 
moreover, what exactly that criterion means and how it would be evaluated. Once 
they have a group rubric, players use that rubric to score each other’s movie poster 
drawings and compare scores to identify the round 1 winner. Here the group will 
usually run into challenges related to assigning point values, something left inten-
tionally vague, as how point values are assigned is another key aspect to consider 
when designing a rubric. Allowing players to discover that each has approached 
scoring differently allows for fruitful discussions to take place. At the end of the 
round, the group is given discussion prompts to reflect on whether scoring was reli-
able or fair, and how evaluators may have differed. For example, one prompt asks if 
the most highly scored poster was one of the group’s favourites. Often times, play-
ers discover through this comparison that there is a mismatch between the scores 
and what they value.

Next, players move on to round 2, which is intended to help players to under-
stand what the qualities of good rubrics are. They essentially go through the same 
process as in round 1, but instead of evaluating movie posters, they are evaluating 
their group rubric with a new rubric: a “meta” rubric. They start by individually 
writing down a list of criteria that a good rubric should meet. Then, once again they 
share and discuss their ideas to come up with one group “metarubric.” These often 
contain items such as “has a balance of concrete and creative criteria,” “items are 
specific and distinct,” and “rubric is easy to read and easy to use.” This part of the 
activity really helps players reflect on what they think makes a rubric work well and 
what they even mean by a “good” rubric. As before, players then use the group 
metarubric, this time to evaluate the individual rubrics they wrote in round 1, and 
again they add up the scores to compare both the rubrics’ results as well as the 
assessment methods used. This leads into a discussion of possible rubric formats 
and how they might use rubrics themselves in the future. By the end of the experi-
ence, players have usually realized that the rubric they created early on was not 
particularly good. But this is by design, as they undoubtedly will have grappled with 
authentic problems in the process, and begun building their understanding of what 
rubrics can do and how they can do it.
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Fig. 18.2  Educators playing MetaRubric

18.3.2 � What Educators Understand from Playing MetaRubric

The entire process of playing MetaRubric is fun and engaging. At the workshops we 
have hosted with educators, we witnessed a lot of laughter and engaging conversa-
tions (Fig. 18.2). But at the end of the session, what kinds of new insights and heu-
ristics have they obtained from playing MetaRubric?

To answer this question, we conducted a survey with 56 pre- and in-service 
teachers who used MetaRubric. In the survey, we asked open-ended questions 
regarding insights teachers gained from playing MetaRubric. We identified three 
broad themes from the responses.

Firstly, participants came to appreciate the assessment design process that was 
embodied in MetaRubric, where you create an actual artifact you want to assess, 
collaboratively come up with criteria through discussion, use the agreed upon crite-
ria, identify discrepancies in the scores, and iterate. The teachers commented, “The 
MetaRubric helped clarify a framework for approaching assessment”; “I realized 
that it is important to evaluate rubrics before just using them;” and “[I realized] how 
helpful it is to talk with others about how we design helpful and useful rubric items.” 
Secondly, educators recognized how the same process can be used to engage stu-
dents in the co-creation of assessment and rubrics, and that this process can foster 
student autonomy and agency. For example, a teacher said, “I had this idea of invit-
ing students to work on this process of making rubrics. I thought that would be a 
great approach to help students internalize and build a connection to the content.” 
Many similarly responded with comments like, “Students need a role in creating 
assessment criteria and student agency can be taken into account. The thinking pro-
cess of working through the rubric criteria was powerful. I could see this being 
valuable in the classroom with students as well”. This insight came out of teachers’ 
reflection of their own experience as they “take on the role” of both tester and tested 
in MetaRubric when their work is scored by others. Thirdly, teachers also men-
tioned that they realized the importance of deeply understanding the learning goals 
that they intend to measure and clearly communicate them with students.
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Finally, educators also reported how MetaRubric provided them an opportunity 
to reflect on common assumptions about what a standard rubric should be like and 
how those qualities can limit what you can achieve with rubrics. For example, many 
described how they noticed the tension between subjectivity and objectivity in 
assessment after playing MetaRubric, e.g., “I realized that people can evaluate the 
same things using the same criteria in different ways, and how this could make a 
rubric subjective based on who’s evaluating and their interpretation.” They also 
pointed out the danger of focusing on one dimension as potentially being limiting, 
and how hard it is to make a well-balanced rubric, e.g., “It’s hard to make an authen-
tic and useful rubric.”

In conclusion, while limited, we found that a tool like MetaRubric can help edu-
cators to experience an iterative and collaborative process of assessment design and 
gain perspectives about how they can engage students in the process of assessment 
tool development. In this way, teachers gained insights into the qualities of good 
rubrics through a playful experience that took less than two hours.

18.4 � Implications of Play for Assessment in the Digital World

There are several lessons that can be learned from the MetaRubric work to reimag-
ine assessment through the lens of play in this ever-connected world. Firstly, bring-
ing playfulness into assessment can offer educators and students an opportunity to 
engage with tasks that are generally seen as dry. For example, the mechanics of 
MetaRubric could be applied in e-portfolio assessments where students and the 
instructor iteratively refine the criteria of good work in the process of collecting and 
documenting artifacts to make the whole assessment process more engaging and 
game-like. This would also help both students and instructors to understand how 
standards and criteria are captured in artifacts, and how scoring takes place.

Secondly, a playful assessment tool such as MetaRubric can be used to assist in 
developing rubrics that support students to develop twenty-first century skills (e.g., 
critical thinking and communication skills) through self-expression and social inter-
actions. For example, instructors could consider adopting a playful assessment 
activity that leverages the use of social media and online tools (e.g., Twitter or 
Instagram) by younger generations, where the students demonstrate evidence for 
their learning through diverse forms of self-expression.

Finally, we can imagine more tools like MetaRubric implemented in not just 
face-to-face learning environments, but online learning environments as well to cre-
ate playful and social interactions between students and educators, most obviously 
synchronously but potentially asynchronously. For instance, the idea of playful and 
collaborative creation of assessment rules could be applied in a purely online learn-
ing environment to foster social aspects of assessment that would otherwise be lim-
ited unless intentionally facilitated. For example, at the MIT Media Lab, the 
facilitators of an online professional development course delivered via a digital plat-
form called Unhangout used MetaRubric to facilitate playful interactions among 
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learners who had never met in person to engage in an intimate discussion of what 
defines good learning, a conversation which would be difficult if the only available 
medium was an online forum.

We speculate that the underlying principles of MetaRubric could be applied in a 
wide range of contexts for diverse learners, from K-12 to postgraduate, as a means 
of developing young people’s understanding of how assessment works more broadly 
in the digital world, what Price calls assessment literacy (Price et al. 2011). This 
type of literacy is a crucial competency for young people to become literate citizens 
as they spend enormous hours online, for example, one survey reports that teenagers 
spend nearly nine hours a day online, a space where people need to critically evalu-
ate credibility of different information in the internet (McGrew et  al. 2017). As 
MetaRubric is inherently playful, it can build assessment literacy in an engaging but 
still persuasive way. Students could even assess rubrics being used in other classes 
using the rubric they have developed. In this way, the empowerment agenda 
described by the innovative teachers can be perpetuated.

It is worth also sounding a note of caution. While playfulness is closely con-
nected to learning, attempts to connect assessment with playfulness have been lim-
ited thus far, and, therefore, more research needs to be done to show how playfulness 
can broaden assessment practices in general. One challenge that we anticipate with 
this work is the fundamental tension that underlies the assessment development 
process. Allowing learners to experiment, explore, and socially engage with learn-
ing experiences on the surface seems to conflict with the common practices of 
assessment, where the assessor (i.e., teachers, assessment developers) predeter-
mines what is or is not acceptable work, practices which are rarely collaborative. 
Additionally, traditional psychometric evaluation techniques have heavily focused 
on single measures of validity and reliability, and, therefore, on constraining aspects 
of tasks or contexts to be able to establish rigor (DiCerbo et al. 2017).

For future work, we will need to directly investigate students’ experiences using 
tools like MetaRubric, how they collaboratively create performance rubrics, and 
what the drawbacks and benefits of such an approach are. Additionally, we need to 
develop a better understanding of why some educators might be reluctant to embrace 
the idea of a playful and collaborative approach to assessment, and determine what 
additional tools and supports those educators might need to fully adopt tools like 
MetaRubric.

18.5 � Conclusion

In this chapter, we discuss limitations of the standard rubric creation process and 
illustrate how the playful assessment tool, MetaRubric, has been used to help educa-
tors learn about better rubric design principles. Based on feedback we also propose 
that it can help engage students as partners in the assessment process. Through our 
approach, we intend to address the contrast between learner-centered, authentic, and 
playful ways of learning and rigid assessment tools that often lack these 
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characteristics. By doing so, we hope that playful assessment can increase the over-
all literacy of young people who are living in this very connected digital world 
where they need to critically participate in the creation and evaluation of informa-
tion. While there are many innovative efforts to improve higher education to better 
cater to the learning desires of the young generations, assessment has been slow and 
difficult to change. We propose that playful tools such as MetaRubric can be used to 
transform assessment, making it more meaningful, relevant, empowering, and even 
enjoyable for the generations who grow up in this global and digital era.
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Chapter 19
Sharing Achievement Through Digital 
Credentials: Are Universities Ready 
for the Transparency Afforded by a Digital 
World?

Trina Jorre de St Jorre

Abstract  Social and professional platforms have changed the ways in which we 
connect and share, but most universities still evidence and communicate achieve-
ment in the same ways as they have for decades. Digital credentials have emerged 
as a way of sharing more detailed achievement than is possible through a grade or 
academic transcript including the circumstances of achievement (standards and 
criteria) and the evidence that justified it (student work). Achievement can also 
easily shared through social and professional platforms. Where digital credentials 
are associated with meaningful assessment they can be used to provide graduates 
with rich evidence of achievement that might help them to gain opportunities. 
However, public sharing also means that the content and quality of student work, 
and the consistency of judgements made, are open to scrutiny by a much broader 
audience. This has implications beyond the assessment task: for students (whose 
work and achievement is shared); for teachers (who design assessment and make 
judgements); and for institutions (who are held accountable for quality and consis-
tency). This chapter will consider the transparency associated with current assess-
ment practices, the benefits and risks associated with use of digital credentials to 
denote student achievement, and the readiness of universities for transparent 
assessment.

19.1 � Introduction

Social and professional platforms have changed the ways in which we connect and 
share, so much so that many of us now remain digitally connected almost constantly 
through portable devices and platforms such as Facebook, LinkedIn and Twitter, 
amongst others (Sensis 2017). Anyone who cares to, can easily produce, reproduce 
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and share information across multiple channels using diverse multimedia: why use 
words when you can use a picture, and why use a picture when you can convert an 
image to an animated gif1? Over 562 million people are using the professional net-
working platform ‘LinkedIn’ alone (https://about.linkedin.com/), and social and 
professional platforms are increasingly being used in job recruitment and selection 
processes, including the screening of candidates (Caers and Castelyns 2011; 
Priyadarshini et al. 2017).

In contrast, universities have done very little to utilise the connectivity offered by 
digital technologies, and still communicate and evidence achievement in the same 
ways as they have for decades. Grades are used almost universally to represent lev-
els of academic achievement, and an academic transcript is provided at graduation 
as evidence of achievement that might be used to gain employment or access to 
advanced study (Sadler 2009). However, academic transcripts provide poor evi-
dence of what students actually know and can do, and rarely capture transferable 
skills required in the workplace, such as teamwork, communication and critical 
thinking (Boud and Associates 2010; Flynn 2004). Some universities have digitised 
academic transcripts, but these are by no means widespread, and achievement is still 
presented in the same format and limited detail as with the paper-based tradition.

Digital credentials, utilising ‘badging technologies’, have emerged as a way of 
representing more detailed evidence of achievement than is possible through a grade 
or academic transcript (Oliver 2016). Digital badges are “electronic symbols used to 
document performance and achievement” (Carey and Stefaniak 2018). They consist 
of a digital image that links to additional information, such as: the context of 
achievement, the criteria for assessment, the identity of the recipient and the organ-
isation that issued the credential, and examples of the work submitted for assess-
ment. Where issued through a compatible platform, they can be used to easily share 
achievement with a broad audience through social and professional platforms. Thus 
digital credentials could be used in addition to or in replacement of grades, to con-
vey more meaningful evidence of achievement, such as the mastery of transferable 
skills or students’ capacity to integrate and apply learning from a course to other 
contexts.

As with any credential, value of a digital credential is dependent on the integrity 
of the assessment task and judgements made, but public sharing means that the 
content and quality of student work, and the consistency of judgements made, are 
open to scrutiny by a much broader audience. This has implications beyond the 
assessment task: for students (whose work and achievement is shared); for teachers 
(who design assessment and make judgements); and for institutions (who are held 
accountable for quality and consistency). This chapter will consider the transpar-
ency associated with current assessment practices, the benefits and risks associated 
with using digital credentials to denote student achievement, and the readiness of 
universities to deliver more transparent assessment in a digital world.

1 A gif is a digital image file type that supports both static and animated images.
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19.2 � Transparency in Assessment

Whereas assessment was once considered ‘secret teacher’s business’ (Boud 2014), 
it is increasingly being recognised that we must open up the ‘black-box of tertiary 
assessment’ (Hattie 2009). “We implicitly trust our academics to know what they 
value in their subjects, to set examinations and assignments, to mark reliably and 
validly, and then to report these marks” (Hattie 2009, p. 259). However, it is stu-
dents who must interpret and respond to the guidelines and feedback provided 
(Carless 2017) and it is institutions that are held accountable for academic standards 
(Sadler 2011). Furthermore, judgements about academic achievement, in the form 
of grades and academic transcripts, are used by third parties to make decisions that 
affect the employment, career and life prospects of graduates (Sadler 2011). Thus, 
transparency in the communication of what is expected and what has been achieved, 
has implications for the learning and future prospects of students, the comparability 
of graduates and the quality assurance of institutions.

Assessment practices have become more transparent than they once were (Boud 
2014). This increase in transparency has been driven by a shift from assessment of 
learning, to assessment for learning, which is now a well-entrenched pedagogy in 
higher education: as evidenced by a rapidly expanding body of literature and 
research related to its principles over the past two decades (Carless 2017; Hattie 
2009). Assessment for learning recognises the influence of assessment over where 
students direct their effort, and formative feedback as a mechanism through which 
students can identify opportunities for targeted improvement (Carless 2017; Gibbs 
2010). A key role of teachers in delivering assessment for learning (and student-
focussed learning more generally) is to develop students’ capacity to understand 
and judge their own work. To do so, students need to understand the learning out-
comes and quality of work required (Sadler 2010a). Thus there is now an expecta-
tion that students be provided with transparent learning outcomes, the standards and 
criteria upon which judgements will be made, and feedback on their performance.

However, the ways in which student achievement is judged and shared are still 
not transparent. For example, while learning outcomes are now more often shared 
publicly, the standards and criteria upon which judgements are made are usually 
shared only with students in relation to a specific assessment task, and are rarely 
made public or explicit at a course level (Boud 2017). Furthermore, achievement 
across assessment tasks is averaged, subject to variable weighting, and summed to 
produce a single subject grade that provides little detail about what students actually 
know or can do (Boud 2017; Jackel et  al. 2017). In principle, standards-based 
approaches to assessment assume students will be able to achieve learning out-
comes as a result of a sequence of learning activities and that assessment demon-
strates evidence of students having met those requirements (Boud 2017). However, 
in practice, assessment usually fails to differentiate between learning outcomes, so 
whether an individual excels or fails in a particular area is not captured in their 
overall grade. Those that fail to achieve a learning outcome can still pass or even do 
well if they achieve well in other outcomes.
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19.3 � The Impetus for Greater Transparency

Quality assurance agencies are increasingly requiring universities to communicate 
and evidence learning outcomes beyond inputs and objectives (Australian 
Qualifications Framework Council 2013; El-Khawas 2014; New Zealand 
Qualifications Authority 2011; Tuck 2007). There is also an increasing expectation 
that in addition to discipline specific outcomes, graduates should achieve broader 
learning outcomes of importance to lifelong learning and employability 
(Commonwealth of Australia 2015). These requirements have implications not only 
for what is assessed (capabilities beyond discipline knowledge and skills) but also 
for how universities evidence, aggregate and represent achievement. However, as 
yet there has been little change in how achievement is assessed or represented at a 
course level (Boud 2017).

The academic transcript is the most detailed record of achievement provided by 
universities, and reveals patterns of high and low performance across a degree pro-
gramme (Flynn 2004). However, transcripts only communicate learning that is for 
credit, and focus on subjects rather than capabilities, so they capture knowledge 
(vaguely) rather than skills. Academic transcripts provide little or no information 
about the context, criteria and standards associated with assessment and mean little 
to stakeholders outside the issuing institution (Flynn 2004). This lack of transpar-
ency makes it difficult to compare graduates completing different degrees at the 
same institution, let alone those from different institutions or jurisdictions. 
Comparability of graduates is important to their mobility, especially given the con-
text of globalisation and the internationalisation of education (Sadler 2010b).

To provide more context about achievement, universities in some countries now 
provide statements to supplement  the academic transcript. For example, the 
European Diploma Supplement (European Commission Education and Training 
2010) and the Australian Higher Education Graduation Statement (Australian 
Government 2015) provide descriptions of the degree or award and the institution 
that issued it, and can include short descriptions of extra-curricular achievement 
such as university awards or programs. However, these documents still do little to 
identify the criteria or standards of achievement that were met to achieve the degree. 
If these are made more explicit, and students are judged by what they can do, rather 
than how they compare to other students in a specific cohort, outcomes could be 
more effectively compared across courses, institutions or countries (Boud 2017).

Whilst comparability is important for those who would judge graduates, oppor-
tunities for differentiation are important for graduates themselves. Graduate compe-
tition and unemployment have increased and academic achievement or attainment 
of a degree is no longer the differentiator it once was (Callaghan 2011; Graduate 
Careers Australia 2013, 2014). To be competitive, graduates need to be able to evi-
dence mastery of important transferable skills such as teamwork, communication 
and critical thinking (Brown et  al. 2003; Burning Glass Technologies 2014; 
Tomlinson 2008). Concerns have been raised worldwide, over the suitability of 
higher education for teaching these capabilities and fulfilling the rapidly evolving 
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needs of the future workforce (AlphaBeta 2015, 2016; Bridgstock 2009; Jackson 
2013; Rae 2007). Some employers have acted on these concerns by dropping degree 
requirements altogether and instead assess job applicants on their ability to demon-
strate the capabilities required, regardless of where they have been gained (Coughlan 
2016; Sherriff 2015). Thus, graduates need more meaningful evidence of their capa-
bilities than that conveyed by grades or academic transcripts, and need to under-
stand how to integrate knowledge and experience from all aspects of their lives.

Institution-wide practices to purposefully scaffold the development of important 
capabilities across entire degrees have become more prevalent (Lawson et al. 2013). 
Numerous approaches to curriculum mapping specifically focussed on the develop-
ment of graduate capabilities at course level have been reported in the literature and 
have been attributed with variable impact (Bath et  al. 2004; Oliver 2013, 2015; 
Spencer et al. 2012). However, even where capabilities are embedded and assessed 
within the curriculum, they are rarely made explicit to students (Jorre de St Jorre 
and Oliver 2018), let alone to other stakeholders who might offer graduates oppor-
tunities. Assessment for employability, should provide students with meaningful 
evidence of their achievement whilst also developing students’ capacity to articulate 
and make judgements about their own capabilities (Jorre de St Jorre and Oliver 
2018). Thus universities need to make their expectations and student achievement 
more transparent – to employers, students and those who teach them.

19.4 � Affordances (and Limitations) of Digital Credentials

Digital micro-credentials have emerged as a way of representing more detailed evi-
dence of achievement than is possible through a grade or academic transcript, such as 
the circumstances of and the evidence that justified it (Oliver 2016). They are similar 
to digital portfolios in that they can be used by individuals share digital evidence of 
achievement; however, digital credentials have additional functionality, in that they 
can be used to succinctly verify how and by whom achievements were judged, whilst 
also linking to artefacts such as a portfolio or other assessment evidence. Where 
issued through a compatible platform, ‘digital badging’ technologies allow creden-
tials to be easily shared through professional platforms or social media applications 
such as LinkedIn, Facebook and Twitter. Thus digital credentials can be used to pro-
vide concise and validated evidence of achievement with a broad external audience.

Where digital credentials are associated with meaningful assessment and judged 
against holistic criteria and standards they can provide rich evidence of achievement 
(Miller et al. 2017). Furthermore, where the assessment associated with a digital 
credential requires students to integrate achievement from their course with achieve-
ment from other aspects of their lives, or to transfer learning from the course to 
other diverse contexts, they can be used to share personalised achievement, which 
differentiates them from other graduates. The case study in Box 19.1 provides an 
example of how digital credentials have been used by an Australian University to 
incentivise and recognise achievement relevant to employers.

19  Sharing Achievement Through Digital Credentials: Are Universities Ready…



Box 19.1 Digital Credentials Case Study
Case study: Employability Credentials in Practice.

Deakin Hallmarks provide an example of how digital credentials might be 
used to incentivise and recognise achievement that is relevant to employers 
(Jorre de St Jorre et al. 2016; Miller et al. 2017). Deakin Hallmarks are extra-
curricular university awards that are contextualised to degree programs and 
aligned with Deakin’s graduate learning outcomes. The awards are developed 
and assessed in collaboration with industry or professional partners and rec-
ognise outstanding achievement of transferable capabilities, including com-
munication, teamwork, global citizenship, digital literacy, critical thinking 
and problem solving.

Students must apply for the award by drawing together evidence that meet 
the standards and criteria associated with the award, often through documen-
tation in a digital portfolio. Students who gain the award receive a digital 
credential which provides a description of the context and rationale for the 
award, the standards and criteria achieved, the organisations involved in the 
development of those criteria, the identity of the panel of experts who assessed 
and endorsed their achievement, and the work submitted to gain the award 
(Fig. 19.1).

The perceptions of students and employers who participated in a pilot of 
the above credentialing program, suggest that use of digital credentials to rec-
ognise capabilities at a degree program level, can be used to engage students 
in reflection on their capabilities, career and personal identity, and provide 
them with evidence that is meaningful to employers (Miller et al. 2017).

T. Jorre de St Jorre282

While digital credentials can be used to recognise and share meaningful achieve-
ment, the design of digital credentials is ultimately at the discretion of the issuer, 
within constraints (functionality and conventions) imposed by the issuing plat-
form – of which there are many (Open Badge Network 2016). Through those plat-
forms, digital credentials can now be easily be designed, issued and shared (for free 

Fig. 19.1  Employability 
credentials in practice
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or for a price), making it relatively simple for digital credentials to be issued to 
anyone, by anyone, for anything. Consequently, the achievement required and infor-
mation communicated through credentials is highly variable, as is their value to 
different users and for different purposes (Abramovich et  al. 2013; Carey and 
Stefaniak 2018). Thus there is still much debate as to what pedagogical value they 
have and what purpose they are best suited e.g., as rewards, incentives or to recog-
nise achievement (Carey and Stefaniak 2018; Farmer and West 2016; Gibson 
et al. 2015).

To some, digital badging technologies are associated with negative preconcep-
tions, because they have often been used in association with low level tasks and 
competencies, or issued for participation (Carey and Stefaniak 2018). The term 
‘badge’ itself also has negative connotations for some. For example, physical badges 
are used to indicate competencies in childrens programs, such as the Boy Scouts 
(Anderson and Staub 2015). In a gaming context, badges are often used to indicate 
status or progression through levels of achievement along a storyline, and collecting 
badges often permits access to new levels, tasks or rewards (Gibson et al. 2015). 
Similarly, digital badges have also been used by commercial companies to indicate 
status, promote desired online behaviours, foster brand loyalty and encourage cus-
tomer retention (Gibson et al. 2015). Even in the context of higher education, digital 
badges are often used to recognise participation in an activity or completion of a 
task, rather than to recognise learning, understanding or skills (Carey and Stefaniak 
2018). Thus use of digital badging technology in this manner, has led some critics 
to dismiss the concept because they associate the use of this technology with the 
reduction of learning to overly discrete or lower level skills (Carey and 
Stefaniak 2018).

In contrast, some advocates of digital badging technologies have made broad and 
ambitious claims about the superiority of ‘badges’ to traditional assessment, but 
have failed to differentiate between assessment and the technology itself (Anderson 
and Staub 2015). Digital badging technologies provide an alternative way of repre-
senting achievement. However, the assessment associated with a credential can be 
just as flawed as that represented by a grade, and the information conveyed through 
the credential can still be vague or even misleading. Where assessment is flawed, the 
transparency afforded by digital credentials can actually be detrimental, both to the 
student who receives the credential and the institution that confers it.

19.5 � The Readiness of Universities for Public Sharing 
in a Digital World

The value of any credential is determined by the credibility of the assessment pro-
cess and the reputation of the assessor. However, the transparency afforded by digi-
tal credentials makes the legitimacy of the assessment process and the judgements 
made even more important because they can be judged by a broad audience. There 
is an abundance of literature on what constitutes good practice in assessment (e.g., 
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Boud and Falchikov 2007; Carless 2017). However, the staff responsible for the 
design and delivery of assessment are rarely experts and implementation often fails 
to meet these aspirations (Bearman et al. 2016, 2017; Price et al. 2011). Evidence 
suggests that current assessment practices are not always fair (Hailikari et al. 2014). 
Indeed, many of the practices routinely employed in higher education institutions 
compromise grade integrity and it is largely the lack of transparency associated with 
grades that allows these practices to go unchallenged (Sadler 2009). These flaws in 
assessment are not new or unique to assessment associated with digital credentials, 
but they must be a consideration for those who design assessment, make judgements 
and communicate achievement through digital credentials.

Performance standards can help to improve the transparency of assessment and 
students learning, however, they are often poorly articulated, unclear and confusing 
to students (Hendry et al. 2012). Where credentials are to be shared with a broad 
audience for the purpose of warranting employability, it is also imperative that they 
represent what students are able to do at the completion of their course (are summa-
tive) and reflect the skills and knowledge valued by employers or other stakeholders 
(Boud 2017). Achievement is also more meaningful, where it is individualised and 
requires students to conceptualise and integrate complex and abstract concepts 
(Boud 2017). This can be achieved where assessment is sufficiently open to allow 
for multiple solutions and student work is judged against holistic standards and 
criteria. However, judgements made against holistic criteria and standards are sub-
jective and may be open to greater scrutiny, especially if the context of those judge-
ments is not well communicated or understood. Thus the credibility and experience 
of assessors is important to ensuring that the judgements made are fair and valid. 
Assessment by a panel rather than an individual is one way of assuring the quality 
of the judgements made, as per the Deakin Hallmarks case study provided above.

Another consideration for the design and sharing of achievement through digital 
credentials, is the nature and legitimacy of the assessment artefacts themselves. 
Assessment is traditionally a private communication between a student and a 
teacher, but when assessment artefacts (examples of student work) are embedded in 
a credential as evidence of what was achieved, this communication becomes public. 
This has direct implications for students in terms of their graduate and digital iden-
tity, as well as for any third parties to whom they refer in that discourse.

The ways in which identity is constructed by ourselves and others is multifaceted 
and has become more complex with digitisation and the proliferation of social and 
professional networks (Cover 2016). Digital media provides new opportunities for 
self-promotion and for individuals to fashion their own representations through 
selection of what is shared. However, every time we engage with digital spaces or 
networks, we leave traces of ourselves that are open to interpretation by others, not 
just in that moment, but also into the future (Cover 2016). Interactivity (the ways in 
which people engage and communicate) in digital spaces can also have negative 
repercussions where it is at odds with the identity that an individual intends to pro-
mote at another time or within a specific context, such as how they might want to 
represent themselves as professionals. Thus, institutions that require or encourage 

T. Jorre de St Jorre



285

students to share their work through digital credentials, must also consider how they 
develop digital literacy around what is appropriate to share, not only in terms of 
copyright and confidentiality, but also in terms of digital and graduate identity.

19.6 � Balancing Risk with Opportunity

In summary, digital micro-credentials offer an alternative way of denoting learner 
achievement: they have affordances that can be used to make assessment more 
transparent, and to provide graduates with more meaningful evidence of their 
achievements, especially where they are used to evidence summative assessment at 
the end of programs of study. However, there are significant risks associated with 
doing so without addressing current flaws in assessment practices and considering 
the implications of public sharing for institutions, teachers and students. That is not 
to say that universities should not utilise the affordances of digital technologies to 
warrant their graduates’ achievements. Rather, the sector and individual institutions 
need to consider how they will uphold academic standards and protect their reputa-
tions, whilst also serving the interests of their graduates and adapting to a rapidly 
changing and increasingly digital world. Amongst other measures, institutions must 
move forward on assessment reform and develop and support the educators respon-
sible. While most of the literature on assessment has focussed on the students’ expe-
rience of assessment, to improvement assessment in practice, we also need to 
understand how academics design, implement and make judgements about assess-
ment (Bearman et al. 2016). Team approaches to assessment design, governance 
and quality assurance across degree programs will also be important.
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Chapter 20
Concluding Comments: Reimagining 
University Assessment in a Digital World

Phillip Dawson and Margaret Bearman

Abstract  This chapter outlines three possible implications of the ideas explored in 
Reimagining University Assessment in a Digital World. These are: a renewed focus 
on the future; the changing nature of teachers’ assessment work in a digital world; 
and new ways of thinking about scalability.

As we developed this book we knew what we wanted: a fundamental reimagining 
of assessment for our new digital world. We also knew what we did not want: a book 
showcasing interesting e-assessment approaches. Other books have done that before 
us, and it didn’t address our fundamental concern of the need to rethink what assess-
ment should be. The previous chapters in this book provide several new reimagin-
ings of assessment. This concluding chapter builds on some common threads raised 
in Parts II, III and IV, to identify three new directions for assessment in a digital 
world: a renewed focus on the future; the changing nature of teachers’ assessment 
work in a digital world; and new ways of thinking about scalability.

20.1 � Futures

Part II: The changing role of assessment in the digital world put forward a range of 
arguments that collectively aim to persuade us that (a) the world is changing, and (b) 
assessment should prepare learners for this world. If the digital world of work will 
involve different types of work (O’Donnell, Chap. 9) and different types of self-
presentation (Ajjawi et al., Chap. 6), then assessment needs to prepare learners for 
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that work. If machines can do much of the work people used to do, we need to 
reconsider what we assess (Bearman and Luckin, Chap. 5), and how we incorporate 
machines into assessment (Dawson, Chap. 4). This focus within the book raises the 
demands put on assessment and assessment designers. We need to go beyond assess-
ment being merely authentic for the present (Gulikers et al. 2004). A new type of 
‘future-authentic’ assessment may be required: assessment that faithfully represents 
not just the current realities of the discipline in practice, but the likely future reali-
ties of that discipline.

Reimagining assessment so it is future-authentic presents a much greater chal-
lenge than present-authentic assessment. It requires an attempt at predicting the 
future, and imagining the circumstances that work will be undertaken within. The 
futures most touted in this book relate to the rise of artificial intelligence and big 
data. The argument is made here and elsewhere that learners should be developed to 
do things that machines cannot do, and this book discusses the role assessment can 
play in this development.

The danger in a future-oriented approach is that we might pick the wrong future 
or the wrong timescale for the future. Throughout history, technological progress 
has not usually been as fast as it is now. There have even been generations-long 
periods where technological progress stagnated or went backwards. While it is 
tempting to abandon the assessment of lower-level knowledge because in the future 
only machines will need this knowledge, this couples the utility of courses very 
closely to the continued existence of particular technology.

Future-authentic assessment is thus a useful goal, and a very hard one to imple-
ment, evaluate and research. However, authentic assessment designers could still 
benefit from adding a concern for the future to their design process: what will work 
look like in the years to come? What aspects of work are likely to be retained even 
when particular knowledge and skills change?

20.2 � Teachers

Part III: The role of big data in reimagining assessment identified ways in which the 
digital world can provide educators with data to change their assessments (Rogaten 
et al., Chap. 11). It also provided ways in which computers can augment or even 
take on some of the roles traditionally performed by educators, such as Knight’s 
chapter on formative feedback on written tasks (Chap. 10). However, elsewhere in 
the book there are challenges identified for educators in navigating this space. 
Bearman et al. raise concerns about how the lack of transparency in ‘black box’ 
analytics and algorithms may make educators’ lives harder (Chap. 3). Although not 
the focus of any one chapter, as a whole the book paints a picture of the future of 
teachers’ assessment work in higher education. In this picture, teachers will be 
doing more planning and more design work leading to more production of feedback 
information (albeit not necessarily by teachers) and more analysis about the impact 
of assessment upon students. Teachers will be focusing on those things they do that 
have most impact on learning and students’ self-monitoring. This may mean that 
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other tasks – such as marking – could diminish, or possibly become outsourced. 
This change in the nature of academic work is happening alongside the unbundling 
of traditional holistic academic roles into more specialist positions focused on indi-
vidual aspects of academic work (Macfarlane 2011). For example, in the Australian 
higher education sector, an increasing amount of staff are employed with the sole 
duty of marking student work in online courses. Assessment work for teachers in a 
digital world is and will be very different to what it once was.

The nature of assessment work in the digital world may be very attractive to 
some. Repetitive marking remains a great burden on many teachers, and the adop-
tion of assessment technologies is often intertwined with a desire to contain assess-
ment workloads (Bennett et al. 2017). However, Pitt and Winstone’s chapter raises 
concerns that processes like feedback should not lose their human dialogic elements 
(Chap. 7). The question remains, which aspects of assessment and feedback need to 
be personalised against the shift towards massified university education?

As teachers hand more of their assessment work over to digital systems, the 
nature of the assessment work that is left is likely to become more specialised and 
bespoke. As discussed in Bearman and Luckin’s chapter, a key challenge for assess-
ment in a digital world is identifying what this work will be (Chap. 5). There are 
fundamental questions to be addressed about the boundary between various human 
roles and computers in assessment. Automated marking systems are becoming more 
accurate, and in some circumstances they exceed the accuracy of human markers. 
Automated feedback systems provide richer information about performance for stu-
dents to make sense of in some contexts. Both of these domains are progressing at a 
pace that suggests better-than-human performance may be the norm in some topics 
in the coming years. However, this is likely not the case for all circumstances, con-
texts and topics. Having a better sense of where technology is most or least useful, 
may enable teachers to focus on uniquely human relationships and dialogue as in 
the educational alliance (Telio et al. 2015).

We suggest an important new role for teachers in the digital world of assessment. 
Teachers may increasingly need to work as advocates for ethical practice. The digi-
tal world of assessment is increasingly corporatized, and technology vendors have 
their own objectives (as discussed in Bearman et al’s. chapter (Chap. 3)). Students 
have the difficult task of negotiating and presenting themselves in this new digital 
world (as discussed in Ajjawi et al’s. chapter (Chap. 6)). As the remaining powerful 
humans in an education system that is increasingly automated, educators need to be 
crucial advocates for equity, fairness and justice. We see this as particularly impor-
tant as university assessment continues to scale and oversight of individual student 
experiences becomes increasingly diffuse.

20.3 � Scale

Part IV: Practical exemplars showcases what is possible for assessment in a digital 
world, including new ways to present student achievement (Jorre de st Jorre, Chap. 
19), assessment designs to assure completion of learning outcomes (Cain et  al., 
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Chap. 16)), and technology to facilitate self and peer assessment (Tai and Adachi, 
Chap. 15)). Common across this section is an interest not just in designs that can 
make assessment better, but in designs that work given the pragmatics of the digital 
world. Of all these pragmatics, scale is perhaps most pressing. Higher education is 
now provided at massive scale in some contexts, with thousands of students enrolled 
in any given course module. This shift is inextricably linked to the digital world and 
therefore prompts the need to reimagine assessment. The necessity and affordances 
of scale are consequences of the digital world, through new types of courses like 
MOOCs (as discussed by Corrin and Bakharia, Chap. 14), new tools that are 
intended to improve efficiency (as critiqued by Pitt and Winstone, Chap. 7) and new 
approaches to degree enrolments that target global online markets.

Particular approaches to addressing scale are addressed in the chapters here and 
elsewhere in the literature, for example, in David Carless’ book Scaling up 
Assessment for Learning in Higher Education (Carless 2017). Our book has added 
several chapters to this conversation that directly address the intersection of assess-
ment, technology and scale, both scaling up of good practice, and the challenges 
that come with assessing at scale. However, there remains a gap in terms of metrics, 
concepts, and language to discuss differences in the ways that assessments scale.

One helpful means of understanding the challenge may be the adaptation of scal-
ability concepts from the computer sciences. When programmers are designing 
software, they think about scale in terms of a rough relationship between the size of 
a dataset and the amount of resources required to process that dataset. This gives 
them a rough metric to compare the resources required for different approaches to 
solving a problem. Adapted to an assessment context, marking individual student 
essays scales linearly; it takes roughly twice as long to mark twice as many essays. 
The provision of useful exemplars to a cohort of students might scale better than 
linearly because as the number of students increases it is less likely that new ways 
to present a task will be identified beyond what is identified in a smaller cohort. 
Finally, programs that scale as a constant require no more resources to run for a 
large dataset compared to a small dataset; the most obvious parallel here is computer-
marked multiple-choice questions, which consume as much assessor time for a 

Table 20.1  Application of computer science notions of scalability to the domain of assessment

Scale Assessment example

Constant Computer marked MCQs use no additional human time per 
student

Linear Marking individual student essays
Worse than linear Comparing every student assignment against every other 

student assignment
Better than linear Building a database of common exemplars for different cohorts 

of learners
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student population of 1000 as they are for 10,000. Table 20.1 below summarises the 
ways that some potential approaches might scale.

Massive Open Online Courses (MOOCs) provide evidence that it is possible to 
develop assessment regimes that scale better than linearly. MOOCs are often funded 
with a set amount of resources and require assessment approaches that consume the 
same resourcing regardless of the numbers of students. Often these approaches rely 
heavily on computer-marked work, and computer-arranged peer- and self-
assessment (as discussed in Corrin and Bakharia’s chapter (Chap. 14)). The MOOC 
literature thus documents the successes and failures of attempts to make assessment 
scale as a constant (Dawson and Henderson 2017).

For an assessment regime to be feasible it needs to scale the same way (or better) 
than the available resources scale. Since resourcing models for education have tra-
ditionally tended to scale linearly, with more student fees providing for more educa-
tors, most traditional assessment approaches have also scaled linearly. This means 
educators have needed to make hard decisions about where to invest their resources. 
Using digital understandings of scale like those in Table 20.1 can help educators 
re-think deployment of assessment resources to where they can have greatest effect. 
Efficiencies in one area can be leveraged so that less efficient but more education-
ally important approaches can be used elsewhere. For example, approaches that 
scale better than linearly (e.g., MCQs) can be used in part of a unit so that more 
intensive dialogic feedback approaches can be deployed in another part.

The promise of automated marking and feedback systems is enabling workloads 
to scale better than linearly – that is, not requiring more resources for 1000 students 
than 10 students. Unfortunately, not all approaches that scale well achieve the 
intended purposes of assessment well. For example, high-stakes summative multi-
ple choice assessment is very scalable, however it can have negative consequences 
for learning, even going as far as students learning false facts (Marsh et al. 2007). 
As many chapters within this book touch on, a key challenge for reimagining assess-
ment in a digital world is to identify approaches that scale well while simultane-
ously enhancing learning and certifying achievement.

20.4 � Reimagining

This was not an easy book to produce, because reimagining is difficult. In the 
absence of reimagining, much of what has happened at the intersection of assess-
ment and technology has been reproduction of old tasks in new technologies.

This ideas in this book have prompted the challenges raised in this chapter of 
future-authenticity, teacher work and scalability. There are many other challenges 
that warrant further research.

The digital world means more for assessment than simply prepending an ‘e-’. 
Without a thorough reimagining of assessment, university education will fail to 
fully prepare students for a newly digital world.

20  Concluding Comments: Reimagining University Assessment in a Digital World
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