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Preface

Following recent worldwide advocations on brain-related research and bioelectric 
medicine, neurotechnologies have become one of the hottest scientific and techno-
logical frontiers attracting enormous academic and public interests. Not only are 
governments and private foundations generously investing in this field, but many 
industrial giants like Facebook, Google, and GlaxoSmithKline together with new 
startups like Neuralink and Kernel are also enthusiastically stepping into this ven-
ture. As the projected technological market is expanding unprecedentedly, interests 
in further learning the neurotechnological developments are growing fast in both the 
technical community and the general public.

In developing such body-machine symbiotic systems, the scientific community 
recognized the neural interfaces as the technological bottleneck hindering further 
advance of the field. As a result, tremendous efforts have been invested on neural 
interface engineering, leading to booming of this area over the past decade with a 
variety of exciting new developments. This book thus focuses on this important 
topic of neural interface engineering.

This book is targeted for graduate and advanced undergraduate students of bio-
engineering, biomedical engineering, applied physiology, biological engineering, 
applied physics, and related fields; for biomedical engineers, neuroscientists, neuro-
physiologists, and industry professionals wishing to take advantage of the latest and 
greatest in this emerging area; and for medical practitioners using products of this 
field. Readers in public services and government funding agencies may also find 
this book useful in learning the latest in the field.

This book provides an introduction to and summary of representative major neu-
ral interfacing technologies used to directly transmit signals between the physical 
world and the nervous system with the ultimate goals for repairing, restoring, and 
even augmenting body functions. It offers the readers a unique opportunity to obtain 
a panorama of this vibrant area in a handy format while elaborating the most impor-
tant new developments. It covers classic noninvasive and invasive approaches for 
neural interfacing, as well as recent emerging techniques including advanced 
implantable neural electrodes and nanomaterial-assisted and genetically engineered 
neural interfaces.
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Chapter authors on each topic are carefully selected among leading and practicing 
scientists. While it is not possible to cover all of the important approaches, for exam-
ple, magnetothermogenetics and sonogenetics, due to unavailability of certain con-
tributors, this book nonetheless strives to offer a comprehensive overview of the 
neural interfaces area to the readers, and it will be a valuable and convenient resource 
for grasping this specialized area comprehensively and in depth.

Columbus, OH, USA  Liang Guo 
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Chapter 1
Electroencephalography

Yalda Shahriari, Walter Besio, Sarah Ismail Hosni, Alyssa Hillary Zisk, 
Seyyed Bahram Borgheai, Roohollah Jafari Deligani, and John McLinden

1.1  Introduction to Electroencephalography

Human electroencephalography (EEG) was first introduced by the German psychia-
trist, Hans Berger, who first recorded EEG denoting the potential activity of the 
brain in 1924 (Haas 2003). His first description of EEG noted, “The electroencepha-
logram represents a continuous curve with continuous oscillations in which…one 
can distinguish larger first order waves with an average duration of 90 milliseconds 
and smaller second order waves of an average duration of 35 milliseconds.” While 
EEG is one of the most common noninvasive approaches used to record the brain’s 
electrical activities, invasive recordings can be obtained on the cortical surface that 
yields an electrocorticogram (ECoG) or in deeper structures yielding intracortical 
recordings, including local field potentials (LFPs) and single- unit recordings.

The recorded EEG is the superposition of thousands to millions of neuronal 
potentials within a volume–conductor medium. A single electrode’s recording 
reflects a spatially smoothed version of the synchronized neural activities beneath a 
scalp surface on the order of 10 cm2 (Nunez and Srinivasan 2006; Nunez 2000). 
When many dipoles (~60 million) in the same area discharge synchronously, the 
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superposition of their action potentials causes deflections in the cortical potential 
that can be detected through noninvasive recordings such as EEG as a macroscopic 
measure of a large population of synchronous neural spikes (Lopez-Gordo 
et al. 2014).

1.2  Introduction to Brain Anatomy

The human brain consists of two paired cerebral hemispheres covered with the cere-
bral cortex, which is a layered structure with a thickness that varies from 1.5 to 
4 mm. It is a highly folded surface with gyri (ridges) and sulci (grooves) that enhance 
the processing capabilities of the brain while maintaining thickness. The cortex and 
a significant volume beneath it consist of the brain’s gray matter structures (neural 
cell bodies), while deeper white matter structures connect different gray matter 
areas and carry nerve signals between neurons. The cerebral cortex includes four 
major lobes: frontal, parietal, occipital, and temporal lobes. The frontal lobe includes 
the prefrontal area, which is involved in higher-order executive functions, including 
cognitive workload, decision-making, planning, and personality. The central sulcus 
(CS) separates the frontal and parietal lobes. The primary motor area (M1) and 
somatosensory area (S1) are located anterior and posterior to the CS, respectively. 
The parietal lobe consists of the somatosensory area (S1), which is associated with 
somatosensory information processing, and the posterior parietal cortex (PPC), 
which is associated with different sensory inputs, including somatosensory, visual, 
and auditory information. The occipital lobe is associated with visual processing, 
and the temporal lobes are associated with auditory and memory processing. Each 
of these areas produces a different type of detectable EEG response applicable to 
the development of cutting-edge techniques in brain–computer interfaces (BCIs) 
and neuromodulation protocols (Wolpaw, J., & Wolpaw, E. W. Eds. 2012). In par-
ticular, EEG responses are typically used for various purposes, including control-
ling devices (e.g., a prosthetic arm), providing communication channels for patients 
lacking voluntary muscle control, and providing biomarkers for diagnostic applica-
tions and biofeedback for rehabilitation and treatment strategies. In human brain 
science, three principal anatomical planes are considered to describe the brain’s 
anatomy, including the sagittal (longitudinal anteroposterior), coronal (vertical 
frontal or lateral), and transverse (axial or horizontal) planes. Typically, in discus-
sions of animal neuroanatomy, such as that of rodents, the sections of the brain 
are named homologously to human brain sections. Figure 1.1 illustrates the major 
divisions of the human cortex in two views, transverse (top) and sagittal (bottom). 
This figure has also shown the four major lobes—frontal, parietal, occipital, and 
temporal—as well as several cortical functions

Y. Shahriari et al.
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1.3  Brain Rhythms

EEG signals are typically described in terms of transient and oscillatory activities. 
Transient EEG features include sleep spindles, various components of event-related 
potentials (e.g., P200, P300, N100, and N200), and spikes corresponding to certain 
clinical conditions (e.g., seizures). Oscillatory activities are considered with respect 
to oscillatory frequency and are primarily divided into the delta, theta, alpha, beta, 
and gamma bands as explained below:

Fig. 1.1 Major divisions of the human cerebral cortex in two main views of transverse (top) and 
sagittal (bottom). The four major lobes of frontal, parietal, occipital, and temporal as well as 
several cortical functionalities (e.g., primary auditory cortex, primary visual cortex) also are 
shown. (Adapted from Kandel et al. (1991) (Kandel et al. 2000))

1 Electroencephalography
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• Delta oscillations span frequencies up to 4 Hz and are normally associated with 
adult slow-wave sleep (Amzica and Steriade 1998) and attention-demanding 
tasks (Kirmizi-Alsan et  al. 2006). Delta is also seen in infants’ EEGs 
(Korotchikova et al. 2009). Typically, children’s delta activity is greatest in the 
posterior cortical regions, while adult delta is strongest in the frontal regions.

• Theta oscillations span the 4–8 Hz range and can be seen in drowsiness or arousal 
(Daniel 1967), conflict error (Cohen and Donner 2013; van Driel et al. 2012), 
and mental workload (Käthner et al. 2014). Theta has also been associated with 
relaxation and creative states.

• Hans Berger named the alpha frequency band, which is associated with oscilla-
tions which span the 8–12 Hz range. This rhythmic activity largely is observed in 
the posterior regions during meditation, relaxation, and with closed eyes, while 
it is suppressed during mental tasks. A sensorimotor task-related Mu rhythm in 
this same frequency range also may be observed in sensory and motor cortical 
regions.

• Beta spans the 12–30 Hz range, and while it is strongly associated with motor 
tasks (Pfurtscheller et al. 1997), it also is seen during alert and anxious states 
(Kamiński et al. 2012).

• Gamma oscillations are 30 Hz or faster and are associated with a wide range of 
cognitive and motor functions (Fitzgibbon et  al.  2004; Tallon-Baudry 2009; 
MacKay 1997).

These frequency bands have applications in various clinical conditions including 
neurodegenerative diseases (e.g., Parkinson’s disease (PD)) (Weinberger et al. 2006; 
Heinrichs-Graham et al. 2014), neuro-psychiatric conditions (e.g., schizophrenia) 
(Kwon et al. 1999; Gotlib 1998), and trauma and brain injuries (Roche et al. 2004). 
Figure 1.2 illustrates the aforementioned five major EEG oscillatory activities over 
3-second segments.

Fig. 1.2 Five major EEG 
oscillatory activities of 
delta, theta, alpha, beta, 
and gamma (from bottom 
to top) over 
3-second segment

Y. Shahriari et al.
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1.4  EEG Data Acquisition

1.4.1  EEG Sensors

The recorded scalp activity can be detected through EEG sensors (electrodes) that 
send relatively small recorded signals to an amplifier for amplification. While EEG 
electrodes can be made of various metals, the most common types are gold or Ag/
Ag-Cl. Electrodes may be dry (gel-free) or wet (used with additional conductive 
material such as gel). Typically, dry electrodes use spiky contacts to minimize inter-
face with the hair and outer skin. However, wet electrodes are considered the gold 
standard. A conducting electrolyte gel or paste is placed between the wet electrode 
and the skin to reduce skin–electrode impedance and thereby allow efficient current 
transduction. Although impedance is less than 5 KΩ ideally, impedance between 5 
and 20 KΩ is considered acceptable (Nunez and Srinivasan 2006). One common 
problem with wet electrodes is that impedance deteriorates as the gel dries gradu-
ally, which makes these electrodes unsuitable for long-term use (Gargiulo 
et al. 2010).

Electrodes also may be active or passive. Passive electrodes connect the metal 
disk to the amplifier directly through a wire. As EEG signals are of relatively low 
amplitude, environmental factors, including movement and electromagnetic noise, 
can affect signal quality. Therefore, electrode locations may be rubbed with an abra-
sive paste to remove the outer layer of the skin, which reduces the signal quality. 
Active electrodes contain a built-in preamplifier that increases the signal’s gain and 
signal-to-noise ratio (SNR). While these electrodes reduce possible environmental 
issues, they can amplify unwanted factors, such as input impedance or facial arti-
facts. Figure 1.3 shows an electrode cap on which active electrodes are mounted and 
an experimenter injecting conductive gel prior to a recording.

1.4.2  EEG Electrode Placement

Standard electrode montages use the 10–20, 10–10, and 10–5 international systems 
for EEG electrode positions. The most common landmarking methods are based on 
the bony parts of the skull beginning from the nasion (Nz) to inion (Iz) and left to 
right preauricular points (LPA and RPA) to determine the electrodes’ placement on 
top of the head. The “20,” “10,” and “5” refer to interelectrode intervals 20%, 10%, 
or 5% of the total nasion–inion or left–right span of the head. The smaller the inter-
electrode interval, the higher the system’s resolution. The standard 10–20 system 
consists of 21 electrodes, while the 10-10 system consists of 74 electrodes, and the 
10-5 system consists of 142 electrodes (Oostenveld and Praamstra 2001). Each 
electrode name is a combination of letter and number that refers to a specific ana-
tomical location (“Fp,” frontal pole; “F,” frontal; “T,” temporal; “C,” central; “P,” 
parietal; and “O,” occipital). The subscript “z” stands for zero for the midline 

1 Electroencephalography
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electrodes. Even numbers refer to the electrode positions in the right hemisphere 
and odd numbers to those in the left hemisphere. Smaller numbers are closer to the 
midline zero (“z”), and larger numbers represent more lateral electrodes. Figure 1.4 
demonstrates the montages for the international 10–20 system as well as the 
extended 10–20 system.

1.4.3  Amplifiers

Hans Berger’s initial human EEG recording used sensors and galvanometers that 
reside in museums now. However, the brain’s potential today is detected using 
advanced amplifiers attached to fast computers for storage and analysis. EEG sig-
nals are relatively small (e.g., ~20 μv) and, therefore, must be amplified before any 
further processing. EEG amplifiers are differential amplifiers with two input termi-
nals that output the amplified version of the voltage difference between the input 
terminals.

Thus, EEG amplifiers measure the potential difference and attenuate common 
signals that appear at both input terminals. As EEG has a very low amplitude, it is 
usually contaminated with electromagnetic interference from nearby instruments 
and power lines. The output of a real differential amplifier is defined as below:

 
V A V V A V Vout d cm= −( ) + +( )+ − + −

1

2  
(1.1)

Fig. 1.3 (Right) An electrode cap with active electrodes mounted. (Left) The experimenter is 
injecting conductive gel prior to the recording

Y. Shahriari et al.
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where Vout is the output voltage, V+ and V− are the amplifier’s two inputs, Acm is the 
common-mode gain, and Ad is the differential gain, respectively.

EEG differential amplifiers have a high common-mode rejection ratio (CMRR) 
that amplifies the potential of interest and attenuates the interference from non- 
cerebral sources that appear simultaneously on both input terminals. Typically, the 
amplification factor is between 103 and 105, which results in a CMRR that ranges 
from 60 to 110 dB (Oostenveld and Praamstra 2001).

All EEG recordings measure the difference in potentials between two signals. 
Indeed, the output voltage (Vout) of an EEG amplifier with two inputs (V+ and V−) is 
the algebraic sum of the difference between two inputs minus the references 
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Fig. 1.4 International 10–20 system electrode placement on a 3-D head from two views of top 
(top left) and side (top right). The bottom figure shows 10–20 system (red electrodes) and the 
extended system (white electrodes) on a 2-D plot

1 Electroencephalography
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(V+ − Vref) - (V− − Vref). Conventional EEG recordings can be monitored either with 
monopolar or bipolar recording. In monopolar recordings, the electrode potential is 
measured with respect to a common reference electrode that is distant from the 
recording electrodes. Usually, this reference electrode is placed either on a mastoid 
or an earlobe for monopolar recording. Bipolar recordings use the difference between 
two electrode potentials to generate a recording channel. While bipolar recordings 
are less sensitive to common artifacts, they are more sensitive to localized brain 
activity (Oostenveld and Praamstra 2001)—this is the reverse for monopolar record-
ing. However, as all channels in monopolar recordings have a common reference, 
further processing to make any montage desired can be achieved easily. Figure 1.5 
shows a typical montage for two types of bipolar and monopolar recordings.

1.4.4  Digitization

Most amplifiers have an analog-to-digital converter (ADC) to digitize analog sig-
nals necessary for computer-based processing and storage. An ADC block in the 
amplifiers discretizes both amplitude and time and converts them into a series of 
numerical values. The sampling rate, expressed typically in Hz, or samples per 

Fig. 1.5 Two main types of bipolar (top) and monopolar (bottom) recordings. For the bipolar 
recording, the differential potential of two channels (Fz and Cz) is the input of the amplifier to make 
one channel (Fz-Cz). For the monopolar recording, the differential potential of one channel (Fz) and 
the ear reference is the input of the amplifier to make one channel (Fz)

Y. Shahriari et al.
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second, indicates the frequency at which the data from the electrode is sampled in 
time. That is, a sampling rate of 256  Hz records 256 data points per second. 
According to the Nyquist criterion, to be able to fully reconstruct the information of 
interest from a sampled signal, the sampling rate should be at least twice the highest 
frequency of interest in the original signal. If the sampling rate does not meet the 
Nyquist criterion and the signal contains frequency components higher than half of 
the sampling rate, then aliasing will happen which will distort the digital signal. 
Under-sampling (aliasing) can lead to loss of information from the data that makes 
it impossible to fully reconstruct the signal when it is converted back to analog 
form. Thus, because of possible practical issues in anti-aliasing filters, the sampling 
rate should be several times higher than the highest frequency of interest. However, 
this is a trade-off, as higher sampling rates require greater data storage space.

The quantization block, which converts the analog amplitude into discrete form, 
is another important aspect of the digitization process. Binary bits are used to deter-
mine the quantization level, with 2k possible values with k bits. Therefore, ADC 
amplitude resolution depends on the number of bits that represent the digital signal 
amplitudes. Most ADC blocks digitize signals using 16 bit (= 216 = 65,536 levels), 
24 bit (= 224 = 16.8 million levels), or 32 bit (=232 = 4.3 billion levels). Depending 
on the input voltage range and the number of bits, the ADC amplitude resolution is 
obtained as below:

 
V

V
Nres

range=
2  

(1.2)

where Vres, Vrange, and N are the resolution, input range, and number of bits, respec-
tively. For example, a 16-bit amplifier with an input voltage range of ±100  mV 
(range of 200  mV) has a 3 μV (=200  mV/216) resolution. This indicates that an 
amplifier with a 16-bit ADC can detect a signal as small as 3 μV for an input voltage 
of ±100 mV. However, as with increased sampling rates, higher resolution quantiza-
tion requires more digital storage space.

1.4.5  Temporal Filtering

Because biological signals typically contain a large range of frequency components, 
generally they must be filtered to extract the desired activities. Filtering can remove 
certain unwanted activities including biological artifacts (e.g., electromyogram 
(EMG)), electrode-related noise (e.g., motion), and electromagnetic interference 
(e.g., mobile phones). Analog and digital filters establish the frequency components 
of the signal. Analog filters are implemented prior to the digitization block, and 
digital filters are implemented after digitization. While digital filters have no effect 
on source signals, analog filters do, and thus, the original unfiltered signal is no 
longer accessible. Anti-aliasing analog filters are required to avoid aliasing, which 
digital filters cannot accomplish, as aliasing occurs at the digital processing block. 

1 Electroencephalography
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Thus, to ensure that there is no frequency component above the Nyquist rate, anti- 
aliasing filters with a cutoff frequency equivalent to half of the sampling frequency 
(Nyquist rate) are applied to analog signals.

Most filters are described with respect to three main parameters: filter order, 
phase, and cutoff frequency. Filter order refers to the length of the filter, which 
determines its roll-off properties, i.e., the slope of the magnitude response in the 
transition bands. Sharp filters have narrow transition bands and steep roll-off with a 
longer response than do filters with a wide transition band. Filter phase refers to the 
frequency-dependent time displacement that causes delay at a particular frequency 
component. Group delay, which refers to general envelope delay, is among the 
filtering- related parameters important in EEG processing and results into two main 
classes, linear phase and nonlinear phase. The linear phase introduces a constant 
delay across all frequency components, while the nonlinear phase causes different 
delays at different frequency bands. The delay caused by linear phase filters can be 
corrected by filtering the filter output a second time in a backward direction. 
Typically, in broadband EEG components, nonlinear phase filters are undesirable, 
as they can distort the signal’s temporal shape completely. The cutoff frequency, the 
frequency at which the signal is attenuated by 3-dB, refers to the transition fre-
quency that separates the filter’s passband and stopband. Depending on the filter 
type and frequency band of interest, the cutoff frequency should be accurately deter-
mined to pass the desired activities while blocking those unwanted. Four main types 
of filters include low pass (pass the low-frequency components), high pass (pass the 
high-frequency components), band pass (pass frequency components in a specific 
frequency range), and band stop (attenuate specific frequency components). Both 
band-pass and band-stop filters combine high- and low-pass filters to achieve the 
frequency range of interest.

1.5  Artifacts

EEG amplitude is small and, therefore, the signal is highly vulnerable to artifacts. 
The two primary artifact categories that affect EEG are biological (originating in the 
subject but from outside the brain) and nonbiological artifacts. Biological artifacts 
may include eye blinks, electrooculogram (EOG), EMG, and respiratory artifacts. 
Eye blink results from fast eyelid movement that generates changes in the dipole 
charge, which usually is observed as a strong, sharp deflection in the frontal EEG 
channels. EOG (ocular) also results from eye movement and can have symmetric or 
nonsymmetric polarity across channels, depending on whether the movement is ver-
tical or horizontal. EOG artifacts are most profound in the frontal and frontal–tem-
poral regions. Muscular artifacts (i.e., EMG) are caused typically by facial muscular 
(e.g., jaw or eyebrow) movements. EMG artifacts are most prominent at the tempo-
ral, frontal, and occipital peripheries. While EOG and eye blink artifacts have low- 
frequency spectral components (~1 Hz) largely and, therefore, are easier to remove, 
EMG artifacts have a broad frequency distribution and often are difficult to 
eliminate.

Y. Shahriari et al.
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Nonbiological artifacts may include electromagnetic interference from nearby 
instruments and electrical power lines which use sinusoidal voltages with a fre-
quency of 50 Hz (in Europe, Asia, Africa, and South America), or 60 Hz in North 
America, and electrode movement. Figure 1.6 shows examples of EEG contami-
nated with various biological (eye blink, EMG) and nonbiological (line noise, 
nearby instruments) artifacts over a 3-second segment.

Methods used commonly to remove artifacts include band-pass filtering, manual 
artifact rejection, and source decomposition techniques, such as independent com-
ponent analysis (ICA) and principal component analysis (PCA). Band-stop (notch) 
filters that remove 58–62 Hz signals also may be used to remove power line interfer-
ence if needed. Each type of artifact can affect the EEG signals differently in differ-
ent frequency bands, and different processing methods are used depending on the 
frequency of interest. For example, if we are interested in EEG frequencies below 
30 Hz, widespread EMG artifacts are more important to correct than 50 or 60 Hz 
line noise. Although using source decomposition methods, such as ICA and PCA, 
can be beneficial in many cases, selecting the optimal number of artifactual compo-
nents can be challenging. Generally, rejecting contaminated EEG segments results 
in loss of data, and losing considerable information can damage the results and data 
interpretation. Thus, selecting proper artifactual components needs to be carefully 
investigated to minimize damage to the contents of the data.

1.6  Spatial Filtering

Considering EEG’s low SNR, spatial filtering methods can improve source localiza-
tion and increase SNR by making a particular channel more sensitive to certain 
sources and less sensitive to others (Oostenveld and Praamstra 2001). Typically, 
spatial filters use linear combinations of weighted channels with predefined geo-
metrical patterns. Common spatial filters include common average reference (CAR) 
and surface Laplacian (small and large) filters (McFarland et al. 1997).

Fig. 1.6 Examples of EEG 
contaminated with various 
noises (eye blink, EMG, 
nearby instrument, and 
EMG) over a 
3-second segment

1 Electroencephalography
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A CAR filter is implemented by subtracting the average activity across all digi-
tized channels from each individual channel of interest as below:

 
V V

V

ni i
j

n

j
CAR ER

ER

= −
∑
=1

 
(1.3)

where Vi
ER  is the potential difference between the ith electrode and the reference 

and n is the number of electrodes in the montage. Typically, CAR filtering is used to 
reduce the effect of global artifacts that appear across all channels, such as line noise.

A surface Laplacian spatial filter is approximated by the second derivative of 
spatial voltage distribution, which is equivalent to subtracting the weighted sum of 
channels within a fixed distance from the channel of interest, as below:
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i
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(1.4)

where gij = 1 1/ / /d dij j S iji
Σ ∈ . In this equation, Si is the set of surrounding electrodes 

within the predetermined fixed distance from the electrode of interest (ith), and dij is 
the distance between the ith and jth electrodes, j ∈ Si. Depending on the type of 
Laplacian filter (small or large), the electrode set Si is defined as the set of nearest 
neighbor electrodes or next nearest neighbor electrodes for small and large Laplacian 
filters, respectively. The radius for small Laplacian is dij  <  3  cm and for large 
Laplacian is 3 cm < dij < 6 cm. Depending on the spatial characteristics of the activ-
ity of interest, the filter’s fixed distance should be determined before filtering. 
Laplacian spatial filters focus on the surrounding electrodes and thus localize the 
activity of interest by removing diffuse activity (unrelated to the task) that appears 
across neighboring electrodes. Figure 1.7 shows an example of electrode placement 
used in different types of spatial filtering, including small Laplacian, large Laplacian, 
and common average referencing (CAR) as well as conventional ear reference mon-
tage for EEG signal recorded from Cz (red electrode). For each type of spatial filter, 
the blue electrodes are the set of surrounding electrodes that are averaged and sub-
tracted from electrode of interest (i.e., Cz in this example).

1.7  Tripolar Concentric Ring Electrodes

Tripolar concentric ring electrode (TCRE) sensors are one type of sensors that 
performs Laplacian filtering automatically at the hardware level (Besio et al. 2006). 
The potentials are recorded from closely spaced concentric electrodes and trans-
ferred to a t-interface preamplifier which then applies the tripolar Laplacian algo-
rithm, {16 × (M − D) − (O − D)}, in which M, O, and D are the TCRE sensor’s 
potentials on the middle and outer rings, and central disc electrodes, respectively 
(Hjorth 1975). Figure  1.8 shows the tEEG setups, including the disk electrode, 
TCRE, and t-interface.

Y. Shahriari et al.
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As the electrodes within a sensor are millimeters apart, taking the differences 
from the t-interface cancels artifacts generated from high common mode rejection. 
This property leads to SNR approximately 374% higher than conventional EEG 
(Besio et al. 2013a). Because of these advantages, TCRE sensors have been used for 
clinical purposes including seizure detection. Figure 1.9 shows the onset of a tonic 
seizure recorded concurrently with conventional EEG (top) and tEEG (bottom) 
recorded with TCREs and the t-interface. tEEG localizes more independent sources 
(Besio et al. 2013a; Cao et al. 2009) and provides significantly better spatial resolu-
tion (approximately ten times better than conventional EEG using the same elec-
trode size) (Besio et  al. 2007). Further, it has been shown that high-frequency 
oscillations (HFOs), a promising biomarker for several neurological conditions 

Fig. 1.7 Example of electrode placement used in different types of spatial filtering: small 
Laplacian, large Laplacian, and common average referencing (CAR) as well as conventional ear 
reference montage for EEG signal recorded from Cz (red electrode). The blue electrodes are the set 
of surrounding electrodes that are averaged and subtracted from the electrode of interest (i.e., Cz in 
this example) for each of the spatial filter types

1 Electroencephalography
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including epilepsy and schizophrenia, can be detected using TCRE recordings 
(Besio et al. 2013b). TCREs are also compatible with stimulation protocols, includ-
ing transcranial focal stimulation (TFS), which can record from and stimulate the 
same region beneath the sensors (Besio et al. 2013a). This property is particularly 
desirable in cases such as seizures, in which seizure locations can be determined 
through recording and prediction algorithms and then TFS procedures can be used 
to stimulate the regions detected and prevent future seizures.

1.8  Conclusion

Since the discovery of EEG, scientists have developed EEG-based techniques to 
improve our understanding of brain functions and used this knowledge for multiple 
purposes, including diagnosis, treatment, communication, and rehabilitation. The 
rapid growth of research and development in this area reflects fertile ground for 
future studies of noninvasive brain recording techniques, including EEG. This chap-
ter introduced the fundamental principles of EEG neural interfaces to provide a 

Fig. 1.8 tEEG setups. (a) 
Disc electrode (left) and 
TCRE (right). (b) 
T-interface as the 
preamplifier

Fig. 1.9 Demonstration of 
seizure onset using EEG 
(top) and tEEG (bottom). 
While the EEG is severely 
contaminated with EMG 
that obscures brain signals, 
the signals are still evident 
in the tEEG (bottom) 
recorded concurrently from 
the same locations. The 
two panels are on different 
scales because the tEEG 
requires more amplification 
than does the EEG

Y. Shahriari et al.
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brief overview of challenges and possible solutions in the field. This chapter dis-
cussed signal acquisition, a major component of EEG neural interfaces that allows 
the signal to be detected and stored through hierarchical components, including 
sensors, amplifiers, filters, and digitization. Then, signal preprocessing, including 
artifact removal and temporal/spatial filtering, is also key to EEG neural interfaces 
that substantially extract responses of interest while removing unrelated activities. 
Finally, considering EEG’s intrinsic challenges, including small amplitude, low 
SNR, and low spatial resolution, further advances in neural engineering are required 
to overcome the existing challenges and extend the boundaries of the field.
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Chapter 2
Functional Magnetic Resonance Imaging- 
Based Brain Computer Interfaces

Jeffrey Simon, Phillip Fishbein, Linrui Zhu, Mark Roberts, and Iwan Martin

2.1  Introduction to fMRI-BCI

Functional magnetic resonance imaging (fMRI) is a well-established, noninvasive 
neural imaging technique that has been used to describe cerebral hemodynamics. 
Comparing fMRI to electroencephalogram (EEG) and electrocorticography (ECoG) 
which monitor electrical activities associated with brain activities, fMRI monitors 
the hemodynamic responses and allows for neural activities to be localized to spe-
cific locations including parts mechanisms behind the learning in the procedure 
brain. The most prominently used fMRI technique is blood oxygen level-dependent 
(BOLD) contrast imaging, which indirectly monitors neural activities by determin-
ing the amount of oxyhemoglobin (oxygen-containing red blood cells) in each voxel 
(Buxton 2013). The fundamentals of fMRI imaging and this technique are described 
in Sect. 2.2.

Over the past decades, fMRI has been instrumental for neuroscience research 
exploring functionality and connectivity of the brain during different tasks, includ-
ing speech and language comprehension. Additionally, it has been applied to abnor-
mal psychology to study disorders such as bipolar disorder, schizophrenia, 
Alzheimer’s disease, and eating disorders (Chen et al. 2011; Hafeman et al. 2012; 
Giraldo-Chica and Woodward 2016; Sheline and Raichle 2013; Val-Laillet et  al. 
2015; Price 2012; Mar 2011; Fedorenko and Thompson-Schill 2013; Pauls et al. 
2001; Augath et al. 2006). Conventionally, fMRI data is taken during a study, and 
the majority of processing occurs offline. More recently, thanks to increased com-
putational power and speed, fMRI data can be processed online (i.e., during the 
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experiment). Furthermore, the processing time can be on the order of seconds allow-
ing for the analysis to be used as feedback during a trial. The subject is then interact-
ing with the computer via the fMRI (Fig. 2.1a). This is known as a brain–computer 
interface (BCI). This area of research has seen significant growth with increasing 
interests as indicated by the expanding literature. Figure 2.1b graphically describes 
the increase in primary and secondary research on fMRI-BCI.

Traditional BCI applications, such as controlling prostheses, motion devices, and 
communication interfaces, can be implemented with fMRI but are only practical for 
short-term applications under limited circumstances, because the hemodynamic 
response lags behind the neural activity. However, the unique capabilities of the 
fMRI-BCI enable novel BCI studies examining neuroplasticity, the treatment of 
clinical conditions, and the rehabilitation of lost motor functions. For a successful 
fMRI-BCI, efficient online characterization and classification algorithms must be 
implemented. The time frame to build a classification model by applying statistical 
methods is even more critical in fMRI-BCI than other BCIs because of the short 
duration of fMRI-BCI trials. The complexity of the characterization algorithms 
must be balanced with computation time and accuracy. Section 2.3 provides a quali-
tative introduction to these analysis methods.

There are a limited amount of fMRI-BCI studies that have focused on controlling 
an external device or communication interface. For this application, the limiting 
factors are the number of states the fMRI can classify and the inherent delays. We 
will describe the classification and the traditional device control applications in 
Sect. 2.4. The most common use of an fMRI-BCI is for neurofeedback applications 
that allow a patient to self-regulate brain activities. An overview of these applica-
tions will be provided in Sect. 2.5.

Real-time
data acquisition

Real-time
data analysis

Ongoing feedback
from ROIFunctional MRI
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Fig. 2.1 fMRI-BCI as an emerging research area. (a) Illustration of fMRI-BCI system compo-
nents. (b) fMRI-BCI research is an emerging field that attracts a growing interest, as reflected by 
the increasing publications in the recent decade. (Images reproduced with permission from 
Thibault et al. (2018))
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2.2  fMRI Physics, Technology, and Techniques

In comparison to conventional MRI, fMRI employs a fast imaging modality 
enabling real-time analysis of brain activities. Fortunately, technological develop-
ments in medical imaging during the past decade have reduced the acquisition time 
of imaging substantially. One of the most significant advances is the invention of the 
so-called echo-planar imaging (EPI) technique. The EPI technique obtains the spa-
tial encoding information with only a single radio-frequency excitation, which is 
significantly faster than conventional MRI (Cohen 2001). This advantage enables 
EPI to image the brain within a second to acquire the brain signal in quasi-real time.

In this section, we briefly review the basic principles of fMRI including a qualita-
tive description of the physics, EPI signal acquisition, fMRI imaging methods, and 
how fMRI can be used to monitor hemodynamic responses.

2.2.1  MRI and fMRI

fMRI is a type of MRI. fMRI coherently aligns, manipulates, and detects the spin of 
protons in the body, providing useful information about the structure. fMRI also 
provides information about the vascular architecture of the brain and is particularly 
useful when examining the blood flow in groups of three to five intracortical arter-
ies. These arteries range in penetration depths from the middle cortex to the lower 
cortex (Kim and Ogawa 2012).

The primary requirement of an fMRI imaging system is to provide details about 
a specific physiological activity (e.g., blood flow in the brain) at a temporal and 
spatial resolution that allows for the response to be correlated with a stimulus or 
activity. The necessary resolutions depend specifically on the application. It must be 
understood that while cerebral fMRI imaging can be used to understand neural 
activities, the nature of observing primary and secondary effects leads to response 
delays at around 500 ms, and the measuring techniques result in low temporal reso-
lutions of 1–3 seconds (Buxton 2013; Hillman 2014).

2.2.2  EPI

The echo-planar imaging (EPI) technique (also known as gradient spin technique) 
has been widely used in fMRI systems, including gradient echo and spin echo imag-
ing. The raw data generated by EPI measurements is spin coherence information 
across different paths of a two-dimensional slice. The data is used to reconstruct a 
planar image. Gradient echo fMRI provides information about the spin dephasing 
caused by linear magnetic fields and random magnetic fields, while spin echo fMRI 
provides more information about the spin decoherence from random magnetic fields.

2 Functional Magnetic Resonance Imaging-Based Brain Computer Interfaces
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When a measurement is taken, the spins of water molecules in the slice are 
aligned in the longitudinal direction to a fixed magnetic field. A selective radio fre-
quency (RF) pulse starts the spin precession of protons in a single transverse plane. 
Longitudinal magnetic fields with strengths that vary linearly across the transverse 
plane are applied to specifically adjust the precession frequency and thus selectively 
change the phase based on location. A time-correlated signal of the transverse mag-
netic field at each desired phase relation is acquired. Each sampled magnetic field 
provides information on the distribution of phase and strength of the spins at a spe-
cific point in k-space or reciprocal space. The data can be converted to a human- 
readable image through two-dimensional inverse Fourier analysis (Buxton 2013).

In the above introduction of the EPI technique, the decoherence of the spins in 
water molecules was assumed to be created only from the applied gradient magnetic 
field. There are other factors that cause the spin decoherence or free induction decay 
(FID). In fact, different magnetic components of intravenous blood cause FID. Before 
we discuss the specific understanding about hemodynamic responses that EPI pro-
vides, it is important to understand the parameters used to describe the spin deco-
herence and the techniques used to measure each.

2.2.3  T1, T2, and T2* Lifetimes

The coherence lifetimes in the longitudinal direction (T1) and transverse direction 
(T2, T2∗) describe the dephasing of each water molecule’s relative spin. T1 
describes the time constant of the spins aligning to the static longitudinal magnetic 
field. The magnetic field in the longitudinal direction can be described in Eq. 2.1, 
where Bl is the net magnetic field created by the static magnetic field Blstatic

 and the 
magnetic field from the polarization of the spin Blspin

. The typical lifetime of T1 is 
around a second at 3T (Buxton 2013).

 
B B B et T

l l lstatic spin
= + −( )1 1/

 
(2.1)

The coherence lifetime T2∗ in the transverse direction considers dephasing from the 
applied linear gradient and random magnetic fields in the brain, while T2 is a mea-
sure of the dephasing only from the random magnetic fields. The T2∗ lifetime is less 
than the T2 lifetime with the latter of gray matter being ~71 ms at 3T (Kim and 
Ogawa 2012). The magnetic field measured in the transverse direction decays expo-
nentially over time according to a simple relation described in Eq. 2.2:
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2.2.4  Spin Echo and Gradient Echo Technique

The gradient echo technique is used to measure the linear dephasing of spins from 
the gradient magnetic field and the random dephasing from blood composition 
monitoring the FID.  In contrast, the spin echo technique is used to measure the 
random dephasing of spins. This method is almost identical to the gradient spin 
technique except that the linear coherence caused by local magnetic fields is reversed 
via a spin flip. At a specific frequency dictated by the spin echo period, an RF pulse 
reverses the spin direction of the water molecules. The linear magnetic fields that 
caused the phase shift resulting in decoherence of spins will cause the phase shift to 
reverse and hence resulting in partial coherence. The signal measured can be thought 
of as an oscillating function that experiences an exponential decay. The oscillations 
arise from the spin flips, and the decay arises from the random dephasing (Buxton 
2013). A graphical depiction of the spin reversal’s effect on the fMRI signal is 
shown in Fig. 2.2.

2.2.5  fMRI Imaging of Hemodynamic Responses

As described above, fMRI imaging provides data about spin coherence of protons 
in water molecules. For the brain, different fMRI acquisition and data analysis tech-
niques extract time-resolved information on vascular architecture and arterial and 

Fig. 2.2 Transmitted RF pulses (top) affect the collective magnetic field strength in the transverse 
direction (bottom) generated from the spin coherence. An RF pulse at 90° aligns the spins in the 
transverse direction. Between each RF pulse the spins decohere due to exponential free induction 
decay (dark gray), described by a lifetime of T2∗. A spin flip induced by a 180° RF pule partially 
recoheres the spins. The recoverable magnetic field strength is described by an exponential decay, 
S(t), described by a lifetime of T2. (Image reproduced with permission from Walsh et al. (2013))
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venous blood composition and flow. However, information about neuronal activities 
is determined through a cascade of physiological responses. Therefore, the hemato-
logical response that fMRI monitors will have delays of around 500 ms with the 
peak signal occurring at approximately 5  s later (Buxton 2013; Hillman 2014). 
Despite this delay, the information can be used to temporally and spatially localize 
brain activities.

Monitoring the BOLD signal, which provides information on oxyhemoglobin 
and deoxyhemoglobin in the blood, is a popular technique for researchers. It enables 
higher imaging resolution and contrast ratios. Less-practiced techniques seek to 
isolate different properties of blood flow (e.g., cerebral blood flow and cerebral 
blood volume) but suffer from a lower signal-to-noise ratio (SNR) and other 
difficulties.

Each voxel, or 3D pixel, could include blood vessels, tissue, oxygenated blood, 
and deoxygenated blood. The composite signal provides information about the neu-
ral activity. In an fMRI study, each image is compared with a baseline to determine 
the change to the magnetic signal (Fig. 2.3).

2.2.6  BOLD

BOLD is the most common technique for analyzing neural activities in the brain 
which relies on BOLD fMRI (Logothetis 2008). As described in the previous sec-
tion, BOLD monitors the deoxyhemoglobin content in the blood (Logothetis 2008). 
There are multiple factors that affect the deoxyhemoglobin concentration in the 

Fig. 2.3 (a) The cerebral 
blood flow (CBF) and (b) 
the BOLD responses are 
shown to a stimulus of 
finger tapping for 2 s. Both 
responses exhibit a slight 
dip in the signal during the 
stimulus with a large 
increase occurring ~5 s 
after the stimulus begins. 
Not all BOLD signals will 
exhibit a noticeable dip 
during stimulation, but the 
peak is universal. (Image 
reproduced from Buxton 
(2010) under a Creative 
Commons Attribution 4.0 
International License 
(http://creativecommons.
org/licenses/by/4.0/))
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blood during neural activities. Neuronal firing causes the depolarization across the 
cell membrane and a release of neurotransmitters. Adenosine triphosphate (ATP) is 
converted to adenosine diphosphate (ADP), releasing energy that is used to restore 
homeostasis. The ADP is converted back to ATP from the metabolism of glucose 
and oxygen, converting the oxygen-carrying molecule in the blood, hemoglobin, 
from oxyhemoglobin to deoxyhemoglobin (Buxton 2013).

Another major component of the BOLD response is the increase in cerebral 
blood flow (CBF) to the active area of the brain. In response to neuronal activities, 
the blood flow to the localized region increases. This increase, sometimes called an 
overshoot, concentrates oxyhemoglobin and carries away the deoxyhemoglobin in 
a way faster than it can be metabolized. The precise origin of this effect is still under 
debate, and several theoretical explanations exist. Experimental research and physi-
ological models have attempted to understand the BOLD signal to neural activa-
tions to provide accurate quantitative models (Kim and Ogawa 2012; Dickson et al. 
2011; Uludağ et al. 2009; Griffeth and Buxton 2011).

The changes in deoxyhemoglobin and oxyhemoglobinconcentration can be mea-
sured with spin echo fMRI approaches (Ogawa et al. 1990, 1992). The deoxyhemo-
globin in the blood has a different structure than oxyhemoglobin and thus has 
different magnetic properties. Deoxyhemoglobin decreases the uniformity of the 
magnetic susceptibility, altering local magnetic fields that fMRI detects. The varia-
tion in the magnetic field in a local area causes the spin dephasing. Due to the non-
uniform nature of the susceptibility, the reversal of spin in the spin echo technique 
cannot recover the local phase differences, causing a net decay in the signal. When 
deoxyhemoglobin is present, the T2∗ lifetime is decreased. Additionally, the T2 
lifetime measured in gradient echo lifetime is decreased from the spin decoherence 
(Buxton 2013; Kim and Ogawa 2012).

2.2.7  Other Methods

An alternate approach to understanding physiological activities is to utilize fMRI 
imaging methods to examine specific components that are affected by local neuro-
nal activities (Huber et al. 2017). These components include CBF, oxygen extrac-
tion factor (OEF), cerebral metabolic rate of oxygen (CMRO2), cerebral metabolic 
rate of glucose (CMRG1c), CBV, and arterial oxygen concentration ([O2]a) (Wong 
et al. 1998). fMRI imaging methods include arterial spin labeling (ASL) imaging 
for measuring CBF (Wong et al. 1997), vascular space occupancy (VASO) imaging 
for measuring CBV (Lu et  al. 2013), and imaging methods that utilize different 
magnetic contrast agents (Huber et al. 2017). Despite the more direct information 
these individual components provide about neural activations in comparison to 
BOLD, the SNR, as well as the spatial and temporal resolution, is generally lower, 
preventing widespread adoption (Buxton 2013). Therefore, our primary discussion 
will involve the BOLD technique.
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2.3  Real-Time fMRI Signal Analysis

Real-time imaging is a requirement for most BCI applications. If a system cannot 
update according to the data stream, it is then incapable of responding to the brain 
interfacing with it. In practice, several factors have impacts on brain signal acquisi-
tion, including magnetic field strength, echo time, spatial resolution and temporal 
resolution, etc. More specifically, adopting a high spatial resolution can decrease 
both the SNR and the temporal resolution. Therefore, practical fMRI-BCI system 
typically samples a small image size (e.g.,128 × 128) and 5-mm-slice thickness. On 
the other hand, a reduced spatial resolution helps to suppress the negative effect 
caused by body motion and intersubject variability (Weiskopf et al. 2004), and the 
echo time is typically chosen to be close to the relaxation time of the gray matter in 
the brain to maximize the functional sensitivity. Also, methods have been proposed 
to mitigate the signal attenuation in fMRI-BCI. Signal loss can be reduced by con-
trolling the susceptibility-induced gradients in the EPI readout direction (Weiskopf 
et al. 2007).

To use fMRI as a basis for BCI, various preprocessing and signal analysis mech-
anisms exist to interpret the brain signals for feedback purposes. We will discuss 
these techniques as well as how they are used in fMRI-BCI in the following sections.

2.3.1  Signal Preprocessing in fMRI-BCI

The original fMRI signal is typically affected by, for example, head motion 
(Bandettini et al. 1992), respiratory and cardiac artifacts (Mathiak and Posse 2001), 
and spatial nonsmoothness. Therefore, several techniques are used to preprocess the 
signal to mitigate these undesirable effects. To elaborate, we will discuss two major 
techniques.

The head motion correction technique is applied to reduce the artifacts in the 
signal that are caused by unintended head motion, which can lead to convolution- 
like artifacts. Manual stabilization methods such as using padding or a bite bar can 
reduce head motion effects. Two advanced approaches for head motion correction 
are retrospective and prospective methods. The real-time retrospective algorithm 
applies a body motion correction of a complete multi-slice EPI dataset within a 
single repetition time (TR) cycle. More specifically, one of the first images is chosen 
as the reference image, to which subsequent images are realigned (Mathiak and 
Posse 2001). On the other hand, the prospective methods correct head motion before 
image acquisition by adjusting scanning parameters via tracking the moving anat-
omy. It measures the rotation and translation for each of the sagittal, axial, and coro-
nal planes. The detected rotations and translations are further used to adjust the 
rotation matrix and the RF excitation frequency for the next acquisition (Tremblay 
et al. 2005). Both methods could be applied to fMRI-BCI provided that real-time 
adaptations of the methods are developed.
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Another artifact is physiological noise, which is caused by the magnetic field 
fluctuation due to changes in the respiratory rhythm and blood volume (Thibault 
et al. 2018). Several offline approaches have been developed to reduce these physi-
ological artifacts (Glover et al. 2000; Birn et al. 2006; Josephs et al. 1997). Recently, 
van Gelderen et al. designed a real-time shimming method to reduce respiration- 
induced fluctuations in the magnetic field. This approach can potentially be used in 
future implementations of fMRI- BCI for physiological artifacts and noise correc-
tion, especially when the magnetic field is higher (van Gelderen et al. 2007).

2.3.2  Brain Signal Analysis in fMRI-BCI

After proper preprocessing, the fMRI-BCI system performs further analysis to 
determine the regions of brain activities. Conventional methods, such as univariate 
analysis, are typically used, while machine learning-based multivariate methods of 
pattern recognition techniques have attracted much more interest recently. We will 
briefly review the univariate methods and provide some concrete illustration on the 
modern machine learning-based multivariate methods.

 Univariate Signal Analysis

In univariate methods, one measures and records the brain activity at many brain 
locations and then compares the data at each location between consecutive time 
intervals. If a significant signal change is observed between two brain states at a 
given location, that location is used to help decode the brain state (Haynes and Rees 
2006). Another commonly used method is correlation analysis, which evaluates the 
correlation between the time series of the reference vector that represents the hemo-
dynamic response and the measurement vector of each voxel. The main advantage 
of this method is the flexibility of the shape of the reference vector that can match 
the hemodynamic response (Gembris et al. 2000).

 Machine Learning–Based Multivariate Signal Analysis

In contrast to the univariate analysis which considers the brain signals at different 
locations separately, a recent study shows significant improvement in the quality of 
neuroimaging by exploiting the spatial pattern of brain activities in multivariate 
analysis (Mitchell et al. 2003; Polyn et al. 2005; Davatzikos et al. 2005; Norman 
et al. 2006; LaConte et al. 2007). It is shown that pattern-based methods use more 
information for more accurate detection of the current state from measurements of 
brain activities. In the last few years, there has been growing interest in the use of 
machine learning classifiers for analyzing fMRI data. A rapidly growing collection 
of literature has shown that machine learning-trained classifiers can efficiently 
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extract information and automatically learn patterns from neuroimaging data. To be 
specific, recent advances in machine learning such as multilayer neural networks 
and support vector machines (SVMs) have proven their superior performance in 
classifying fMRI signals (Mitchell et al. 2003). We next briefly introduce the sup-
port vector machine approach for classifying brain activities based on fMRI data.

To train an SVM classifier, we are given a set of training data points, e.g., fMRI 
images and their corresponding activity labels. Based on the training dataset, we 
seek for multiple linear classifiers that can separate the data images in high dimen-
sional space into corresponding clusters based on their labels. Moreover, the SVM 
approach will seek for the classifiers that provide the maximum classification mar-
gin among all possible choices, therefore enhancing the robustness and improving 
the generalization ability. These classifiers are usually obtained by optimization 
algorithms based on training data. Then, we apply the learned classifiers to the test 
fMRI images to predict the label of these images. Existing machine learning-based 
methods are implemented offline. More recently, Laconte et al. implemented a real- 
time pattern classification system that is applied to BCI. In their approach, they first 
train a classification model based on training fMRI data, which is used subsequently 
for classifying the brain states. One drawback of this approach is the limitation to 
binary-class classification of brain states (LaConte et al. 2007).

2.4  Real-Time fMRI-BCI: Enabling Communication 
Interface and Prosthetic Control

In the second part of this chapter, we focus on various applications of the BCIs to 
control external devices. Two primary applications exist: the first seeks to use exist-
ing neuronal activation patterns to control an external device with the aid of fMRI, 
and the second seeks to train the brain to react to certain stimulus in different ways 
for therapeutic purposes. This section will focus on the control of external devices.

Currently, BCIs that control external devices are targeted at nonhealthy people. 
Patients with varying forms of paralysis can use a BCI to control a prosthesis or a 
communication interface. A popular data acquisition technique for BCIs is to col-
lect electrical signals that are related to brain activities. The most widely used tech-
niques are the EEG, ECoG, and intracortical electrode arrays. For the use of BCIs 
in regular applications, these techniques work well; however, each technique has a 
varying level of invasiveness and effectiveness. Using fMRI for signal acquisition is 
noninvasive and can provide detailed information about brain activities across the 
entire brain (Bleichner et al. 2014).

The electrical activities of the brain have been shown to correlate with hemody-
namic activities. To aid the placement of electrodes, fMRI could be used to localize 
brain activities which will be further analyzed by an electrode-based BCI to control 
an external device. The locations that are associated with different mental tasks vary 
on an individual basis, making the specific placement of electrodes critical, 
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especially when surgery is required to place them on the surface or inside the brain 
(Andersson et al. 2012; 2013b; Bleichner et al. 2014; Yoo et al. 2018). Using a tem-
porary fMRI-BCI setup, the feasibility of a permanent electrode-based BCI could 
be determined. Using multivariate and univariate statistical analysis of fMRI data 
when the patient is performing a certain task, a primary location or multiple loca-
tions of brain activities can be determined. Furthermore, classification accuracy can 
be assessed for different scenarios such as surface electrode placement, placement 
of one or multiple electrodes, and placement in one of two hemispheres of the brain. 
A determination can then be made about whether an implanted electrode BCI sys-
tem would be suitable for a patient.

Communication BCIs using fMRI have been intended for patients with locked-in 
syndrome (LIS). LIS is characterized by the inability to move any muscle, some-
times with exception to limited eye motion. Despite the severe physical impairment, 
these individuals can have complete cognitive abilities and have all of their senses. 
The lack for a patient to be able to communicate with full brain functions often leads 
to conditions such as chronic depression. BCIs seek to alleviate such mental ill-
nesses caused by the lack of socialization by restoring the patient’s ability to com-
municate (Yoo et al. 2004; Sorger et al. 2012).

In order to differentiate between LIS and a vegetative state after severe trauma, 
fMRI can be used. A short-term BCI enabled by the fMRI is envisioned to allow 
patients to communicate critical information to doctors, consent to medical proce-
dure, and messages to loved ones. Comparing fMRI-BCI to other BCI methods, 
classifiers can be trained faster because the fMRI provides a larger amount of infor-
mation and better spatial localization of brain activities. Despite the slow hemody-
namic responses causing a slower bit transfer rate, fMRI-BCI for communication 
could be effective (Sorger et al. 2009).

This section will be divided into two parts. First, we discuss signal classification 
using fMRI and the different regions of the brain which have provided the highest 
classification accuracy. Classification is the key challenge in creating a practical 
BCI. After mastering the classification, a BCI system is possible using current engi-
neering techniques. Concluding the section, we discuss different applications where 
healthy individuals successfully interacted with an fMRI-BCI. These applications 
could theoretically be extended to nonhealthy individuals.

2.4.1  Signal Classification with fMRI

In an fMRI-BCI, classification strategies have been used to analyze different brain 
activities. These include distinguishing between different mental functions and sim-
ilar mental functions. Different mental tasks activate distinctly different regions of 
the brain, and similar mental functions activate similar, more overlapping regions of 
the brain. Logically, higher classification accuracies are expected for classifying 
activities in distinct regions of the brain, but this may be a less practical approach. 
In studies classifying activities in different areas of the brain, different tasks such as 
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mental calculations, mental imagery, inner speech, and motor imagery have been 
used (Sorger et al. 2009, 2012). Studies classifying similar activities have focused 
on spatial attention, imagined motion, and actuated motion.

When choosing a classification method and mental tasks to classify, many con-
siderations are taken into account including classification time and the number of 
states that can be distinguished. Additionally, classification accuracy over time is a 
more complex factor. Some classification methods where participants switch 
between different mental tasks can lead to impressive initial classification accuracy 
but could lead to poor long-term performance caused by patient exhaustion. 
Furthermore, there are interests in using tasks intuitively related to the BCI applica-
tion to make it easier to learn (Andersson et al. 2013b; Bleichner et al. 2014).

We will review different mental tasks that have been used for the successful clas-
sification of brain activities in an fMRI-BCI with regard to different factors, such as 
classification accuracy, ease of implementation, and the ability to be used with elec-
trical recording techniques for BCI.

 Varied Cognitive Function

The earliest studies examined the ability to classify mental states in real time using 
fMRI-examined subjects performing different mental tasks. Yoo et al. successfully 
distinguished the activation states of mental calculation, mental speech generation, 
right-hand motor imagery, and left-hand motor imagery. Exploiting the spatial sepa-
ration of the brain activities associated with the mental activities shown in Fig. 2.4, 
they were able to distinguish states with an overall 90% accuracy. It took a total time 
of 135 s to classify each of the four states (Yoo et al. 2004).

While the experiment performed by Yoo et al. required the subject to alternate 
between performing mental tasks and resting for 15 s increments for over a minute, 
Sorger et  al. demonstrated the ability to classify different mental states with the 
subject entering the mental state for a minimum time of 10  s. Furthermore, the 
researchers instructed each participant to perform the mental tasks for varying 
amounts of time and start the mental tasks at different offset times, each providing 
another classification variable. The classifier demonstrated an 82% success rate in 
distinguishing between 27 possible combinations of 3 activation offsets, 3 activa-
tion lengths, and 3 different mental tasks. Additionally, the classifier training time 
was in total 12 min faster than that of an EEG classifier (Sorger et al. 2009).

These studies examining varying cognitive functions demonstrated that it was 
possible to distinguish different mental tasks during online processing. However, 
more recent studies that explored the classification of brain states using fMRI 
focused on distinguishing information about more related mental tasks such as 
motor imagery and higher cognitive functions will be described in the following 
sections.
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 Motion

A BCI based on the classification of imagined motion is practical for patients who 
are partially or completely paralyzed. Although the real-time fMRI (rt-fMRI) clas-
sification studies have taken place with healthy patients, the activation of the motor 

Fig. 2.4 Yoo et al. classified mental states based on spatially separated brain activities associated 
with each state. The ROI and brain activation areas are shown in the figure. Bilateral activation of 
the medial superior frontal gyrus correlated with mental calculations, activations of the left Broca’s 
area and auditory association areas were associated with internal speech, activations of the left 
somatomotor areas were associated with right-hand motor imagery, and activations of the right 
somatomotor areas were associated with left-hand motor imagery. (Image reproduced with permis-
sion from Yoo et al. (2004))
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cortex during imagined motion in patients without the ability to move their limbs is 
stronger than in imagined motion of a healthy individual. This could be because a 
healthy patient must also inhibit the motion, while a patient in paralysis does not. 
Additionally, the patient can still activate their motor cortex even when they have 
lost functionality for an extended time (Bleichner et al. 2014).

Lee et al. conducted an rt-fMRI study based on the subject imaging clenching 
their right and left fist. After the classifier was trained on the motion-specific activa-
tion patterns in the hand motor areas of the primary motor cortex, the study instructed 
the subjects to control the amplitude of their BOLD response communicated using 
visual feedback. This task was more difficult than simply performing a cognitive 
function or imagining a motion which led to 25–50% success rate where chance 
success was 14% (Lee et al. 2009). In a study published in 2018, Yoo et al. explored 
the concept of systematically applying univariate and multivariate analyses for 
imagined motions: right ankle motion, left ankle motion, walk forward, and lean 
backward. Higher classification accuracies were obtained in multimodal versus uni-
modal analysis (Yoo et al. 2018).

Instead of examining imagined motion, Bleichner et  al. took the approach of 
classifying actuated motion. In a study published in 2014, the team trained subjects 
to perform four letters in sign language. In monitoring a small area of the senso-
rimotor cortex that could be accessible with ECoG, a decoding accuracy of 63% 
was achieved with four commands possible per minute (Bleichner et al. 2014). This 
is lower than the theoretical 70% required for a spelling-based communication 
BCI. Although not as successful as hoped, this study demonstrated the ability to 
classify actual movements rather than imagined.

The motion of muscles related to speech has also been explored. In an fMRI 
study published in 2012, Grabski et al. determined activation patterns that correlate 
with lip, jaw, larynx, and tongue motion. The spatial separation of some of the 
regions of activation can be seen in Fig. 2.5. Additionally, statistical analysis indi-
cated that the movements could be differentiated from each other (Grabski et al. 
2012). Bleichner’s team hypothesized that classification accuracy would be higher 
than in previous studies if mouth movements were classified and decoded. Bleichner 
et al. investigated the hypothesis in 2015. Applying multiple approaches to training 
the classifier including a pattern-based approach, the decoding accuracy could be 
determined using multiple different region-of-interest (ROI) selection criteria. This 
study, classifying four different mouth movements with a rate of four decoding 
events per second, had a high accuracy of around 90% for ROIs determined from 
the pattern-based approach and 82% for ROIs accessible by an ECoG electrode 
grid. The accuracy indicated that these mouth movements were suitable for use in a 
communication BCI.  Furthermore, they believed that facial movements already 
associated with speech would allow for more intuitive control of a communication 
interface superior to other motions (Bleichner et al. 2015).
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 Higher-Order Cognitive Function

Spatial attention Using fMRI for online classification of brain states based on spa-
tial attention is promising, because of the mapping of different points in the visual 
field to cortical areas of the brain. However, fMRI classification has not received 
much attention in literature despite the accuracy of 95% that Andersson et  al. 
reported with a pattern-based multivariate approach. Furthermore, Andersson et al. 
have demonstrated that regions close to the surface of the brain where ECoG elec-
trode can be placed can be used for online classification of spatial attention. 
Restricting the surface ROIs to one hemisphere of the brain and removing small 
clusters, a classification accuracy of 82% was obtained (Andersson et  al. 2012, 
2013a, b). Other noninvasive and invasive BCIs based on spatial attention have been 
highly successful (Astrand et al. 2014).

Object attention Researchers have also attempted to classify the higher-order cog-
nitive functions such as object attention. Niazi et al. successfully used online fMRI 
analysis to classify whether participants were focused on a face or a place in a 
hybrid image (Niazi et al. 2014). Exanayake et al. distinguished which of the four 
classes of objects presented using online fMRI classification. Although these stud-
ies used a large number of ROIs, they demonstrated an increased interest in explor-
ing classification with a top-down rather than a bottom-up approach (Ekanayake 
et al. 2018). Studying higher-order functions with fMRI-BCIs will be discussed in 
greater depth in the neurofeedback section.

Fig. 2.5 The brain regions correlated with different lip, jaw, larynx, tongue, and conjunction 
movements are superimposed on a model of the brain. Each movement correlates to the sensorimo-
tor and premotor cortices, the right inferior frontal gyrus, the supplementary motor area, the left 
parietal operculum and the adjacent inferior parietal lobule, the basal ganglia, and the cerebellum. 
The regions that can be used to differentiate these movements include the bilateral auditory corti-
ces and the left ventrolateral sensorimotor cortex. (Image reproduced with permission from 
Grabski et al. (2012))
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2.4.2  fMRI-BCI for Controlling External Devices

The classification of mental states is a critical part and the limiting factor in an 
fMRI-BCI system used to control an external device; however, no discussion would 
be complete without a system-level description and exploration of specific applica-
tions. The fMRI-BCI for controlling external devices operates with feedback from 
the subject being monitored. The feedback occurs when the subject perceives the 
action, usually relayed visually through a screen, and responds by deciding the new 
mental state to enter. Refer to Fig. 2.1a for a visual representation of the system. The 
feedback loop takes place in a time frame on the order of multiple seconds due to 
the hemodynamic response and sampling time. Fundamentally, an fMRI-BCI con-
trolling external devices is limited to short-term applications. However, it can still 
be used as a tool for proof-of-concept demonstrations.

The initial use of the fMRI-BCI to control external devices is rudimentary yet 
key milestones. Yoo et  al., in a study published in 2004, allowed the subjects to 
control a cursor in a simple maze with their mind (Yoo et al. 2004). To demonstrate 
that a BCI was plausible to be used with simple prosthetics, Lee et al. used the mag-
nitude of the BOLD response to control the relative position of a robotic arm (Lee 
et al. 2009), and Andersson et al. applied the fMRI-BCI for controlling a robot that 
moved forward, to the left and to the right (Andersson et al. 2013a).

Sorger et al. took a different approach using the fMRI-BCI as a communication 
interface. In a study published in 2009, they demonstrated the ability to chart the 
responses to multiple choice questions (Sorger et al. 2009). In a paper published in 
2012, Sorger et  al. reported an fMRI-BCI interface that allowed a participant to 
spell reporting-suitable accuracy to allow for contextual error correction when the 
classifier failed to correctly distinguish between letters (Sorger et al. 2012).

While studies have demonstrated the use of fMRI-BCIs to assist patients in com-
municating and performing motor functions, effectivity was limited by its slower 
response times than other BCI techniques. The use of the robotic arm can be used 
on its own to help rehabilitate chronic stroke patients, exploiting the brain’s neuro-
plasticity to help return some of the lost functionalities (Lee et al. 2009). Studies 
also suggest that rt-fMRI could be more effective when applied in conjunction with 
faster imaging/recording modalities to improve BCI applications based on these 
faster modalities (Yoo et al. 2004).

2.5  rt-fMRI-BCI: Neurofeedback for Neuroscience Research 
and Therapeutic Applications

Currently, the most common use of fMRI-BCI systems is to study the upregulation 
and downregulation effects of various brain regions. This is a neurofeedback tech-
nique where a patient is taught to upregulate or downregulate a specific brain region 
or set of regions in response to a stimulus. Using the voluntary control of certain 
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brain regions as the independent variable allows for the use of the neuroimaging of 
fMRI to study the neural response to this change. This enables the study of neuro-
plasticity, pain, and emotional and language processing through the generation of 
functional maps during experiments. It has also been applied to decode brain states 
(Sitaram et al. 2008). This has been used to develop therapies to treat a wide variety 
of disorders. In the following section, we will discuss a selection of these 
experiments.

2.5.1  Neuroplasticity

Neuroplasticity is the process by which the brain undergoes long-lasting physical 
and chemical alterations to neural and glial cells. These changes are persistent and 
sometimes detectable by brain imaging (Chang 2014).

Neuroplasticity on the microscopic level occurs via synaptic transmission. 
Individual neurons exhibit Hebbian learning, as neural firing alters presynaptic and 
postsynaptic neural architecture (Mundkur 2005). Calcium ions play a critical role 
in this process. NMDA (N-methyl-D-aspartate) receptors allow calcium entry into 
postsynaptic neurons and cause a signaling cascade that causes changes in tran-
scription and ultimately modifies the expression of postsynaptic receptor proteins 
and changes in synaptic architecture. Glial cells also play a crucial role in cellular 
and synaptic level neuroplasticity. Within synapses, glial cells can regulate both 
presynaptic and postsynaptic activities by the release of other neurotransmitters and 
signaling molecules (Duffau 2006).

Neuroplasticity also arises in large-scale brain structures. Following repeated 
training in juggling, requiring refinement of fine motor skills, subjects showed an 
increase in gray matter volume in the areas of the brain associated with visuomotor 
coordination (Schuierer et  al. 2004). Furthermore, these large-scale changes 
appeared to be reversible, with subjects appearing to lose gray matter following 
discontinuation of the activity. Neuroplasticity, in this case, appears to be long-term, 
but the changes that occur appear to be reversible.

Using EEG and fMRI imaging, neuroplasticity and changes in brain structures 
can be tracked. Participants in a study were instructed on how to play the piano, who 
had no previous experience with the task. Following those participants over 5 weeks, 
EEG activities indicated an increase in motor cortex volume associated with finger 
movements. Furthermore, fMRI studies on other fine motor tasks indicated that 
learning of sequential finger movements led to a functional expansion of the motor 
cortex, followed by the striatum, cerebellum, and other areas of the brain responsi-
ble for fine motor coordination (Chang 2014).
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2.5.2  Application of fMRI-BCI to Neuroscience Research

fMRI-BCI is often used to study the interaction between the brain and behaviors. 
Specifically, fMRI-BCI can be used to examine the effects of lesions and changes to 
the brain tissue on different behaviors, as well as the effects that behaviors have on 
the brain. As this technique allows subjects to both learn new external behaviors, 
providing a route to noninvasively modify normal neural activities, as well as pro-
viding data in the way of fMRI, it is well suited to perform studies involving neuro-
plasticity, pain, language processing, as well as other neuroplastic processes 
(Sitaram et al. 2008).

fMRI-BCIs have been applied to study neuroplasticity of motor systems. 
Specifically, rt-fMRI feedback can be used to successively reactivate the affected 
regions of the brain. Sitaram et al. asked and trained four healthy volunteers to con-
trol their BOLD response of the supplementary motor area (SMA). Using offline 
analysis, they showed that there was significant activation of the SMA with enough 
training. Moreover, with such training they observed a reduction in activation in the 
surrounding areas, indicating that volitional control training focused activity in the 
ROI (Sheline and Raichle 2013).

Another application of fMRI-BCI is language processing. Rota et al. studied the 
self-regulation of the BOLD activity that was recorded in Broca’s area (BA 45). 
They used linguistic tasks that consisted of reading and manipulating the syntactic 
structure of German sentences. They trained four healthy volunteers with thermom-
eter feedback of activity from the ROI. Figure 2.5 shows brain activities during the 
training sessions. Before and after the feedback sessions, two linguistic tests were 
performed by the volunteers immediately. Their results showed that upregulation of 
the right BA 45 correlated with emotional prosody identification (Rota et al. 2006) 
(Fig. 2.6).

fMRI-BCI is also applied to study visual perception. Tong et al. applied fMRI to 
study binocular rivalry when a picture of a human face and a picture of a house were 
presented to different eyes. As the retinal stimulation remained constant, they found 
that subjects perceiving changes from house to face were accompanied by increased 
activity in the fusiform face area (FFA) and decreased activity in the parahippocam-
pal place area (PPA). On the other hand, they found that subjects perceiving changes 
from face to house had the opposite change in activity (Tong et al. 1998)

2.5.3  Application of fMRI-BCI to Clinical Therapy

A promising application of fMRI-BCI is in clinical therapy. These therapies seek to 
treat a variety of different neurological and psychological disorders in clinical popu-
lations utilizing a combination of neurofeedback techniques and research on the 
neural bases for the targeted disorder. With a growing number of therapeutic design 
studies seeking clinically significant results, a standard methodology for these 
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studies needs to be determined (Thibault et al. 2018). A brief overview of important 
design considerations identified by Stoeckel et al. (2014) will preface examples of 
these studies for various disorders.

When designing a study for fMRI-BCI, one of the first considerations should be 
three properties associated with learning: dependent measures being analyzed, neu-
ral mechanisms behind the learning in the procedure, and duration of the learning 
and the therapy’s effect. These properties allow for studies to be categorized for 
analysis and openings for further study found.

The next consideration concerns variables for designing training protocols. 
These include timing of the feedback (continuous or intermittent), whether a strat-
egy is provided to the subjects, and the feedback modality itself. In terms of timing, 
both continuous and intermittent feedback have their strengths and weaknesses. 
Continuous feedback provides relatively quick response allowing modification of 
the regulation strategy in pseudo-real time but increases cognitive load and may 
hinder learning; intermittent feedback averages collected data to increase the SNR 
while minimizing cognitive load during regulation but won’t allow for fine-tuning 
of individual strategies. Utilizing different feedback modalities may help minimize 
the weaknesses of the various feedback timing specifications by targeting different 
areas of the brain unrelated to the ROIs, and some subjects may be more receptive 
to different types of feedback. The provision of a cognitive strategy for control has 

Fig. 2.6 Applying neurofeedback shows the continuing focus of activity in the target region. 
(Image reproduced from Ranganatha Sitaram et al. (2007) under a Creative Commons Attribution 
3.0 International License (http://creativecommons.org/licenses/by/3.0/))
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yet to be decided since most studies either provide all participants with a strategy or 
none of the participants with a strategy. In the same vein, there needs to be an appro-
priate test for success of the training methodology, such as improved regulation with 
feedback or during a transfer run without feedback indicating true learning of 
regulation.

For approval in clinical practice, fMRI-BCI neurofeedback must undergo clini-
cal trials to show meaningful clinical effects because of the therapy. To demonstrate 
the causality of the clinical effects, important control conditions must be imple-
mented, such as giving no feedback, feedback from a brain area unrelated to the 
task, or feedback derived from another subject to name a few from past studies. 
These control groups and methods will help determine the overall effect of a neuro-
feedback therapy, which should then be compared with other existing therapies, 
particularly due to the high cost of fMRI.

 Psychological Disorders

Eating disorders Eating disorders are often characterized by a disruption of the 
normal reward systems the brain uses to train the body to enjoy food. In people with 
obesity, dopamine reception is diminished (Wang et al. 2001). Dopamine plays a 
critical role in the brain’s reward system, and the reduction of postsynaptic receptors 
may indicate that the pleasure people with eating disorders experience following 
eating may be modified in comparison to healthy subjects. fMRI-BCI neurofeed-
back can target various brain regions related to the reward system to return the 
patient’s response to normal (Ihssen et al. 2017) (Fig. 2.7).

Treatments for eating disorders have also been studied. Take, for example, the stud-
ies by Ihssen et al. and Spetter et al. investigating reactions to food stimuli in obese 
patients (Spetter et al. 2017). Ihssen et al. found a statistically significant decrease 
in reported hunger after feedback training, targeting personalized areas having the 
strongest reaction to food stimuli (Ihssen et al. 2017). While they also saw a decrease 
in cravings, these were found to be mostly anecdotal with no statistical significance. 
There was also no change in reported satiety after training. While there was no 
change in snacking behavior after the training, it was attributed more to homeostatic 
hunger from the long time between tests. A unique design choice was employed 
(Fig. 2.8) to change the size of the stimulus cue itself, a picture of high-caloric food, 
to represent the BOLD feedback instead of another symbolic indicator like a ther-
mometer, which minimizes potential dual-task interference from monitoring two 
stimuli concurrently.

Spetter et al. studied the effect of feedback training strengthening the functional 
connectivity between the dorsolateral and ventromedial prefrontal cortices, seen 
previously in obese subjects who had lost weight (Spetter et al. 2017). In strength-
ening these regions responsible for executive functions and reward processing, 
while unable to reduce hunger and cravings as in the previous study, patients were 
able to show an increased level of voluntary control of their craving for high-calorie 

J. Simon et al.



37

Passive viewing of static
food/neutral pictures 20s down-regulation� 20s rest 20s rest20s pictures

(4 picture/
rest blocks

in total)

(4 picture/
rest blocks

in total)

Functional localizer Down-regulation (neurofeedback) run ‘‘Mirror” (passive viewing) run

Yoked picture size sequence as perceptual control

�10 picture size variations reflecting BOLD %
signal change, updated every 2s (=TR)

Hungerlcraving
rating pre

Hungerlcraving
rating post

time

(4 alternating
NF/mirror

runs in total)

+ +

Fig. 2.7 Using the size of the stimulus as the feedback signal to avoid dual-task interference for 
improved subject performance. (Image reproduced from Ihssen et  al. (2017) under a Creative 
Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/))
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Fig. 2.8 Posttest analysis of data from a single-ROI study demonstrating increased functional 
connectivity between regions of the brain. (a) Shows changes in the connectivity between regions, 
with orange arrows indicating bidirectional and green arrows indicating unidirectional communi-
cation. (b) Shows changes in the magnitude of information flowing to and from each region. 
(Image reproduced with permission from Ruiz et al. (2014))
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foods. This might help obese patients lose weight by allowing them to achieve sati-
ety with fewer calories.

Schizophrenia Schizophrenia is a disease that affects both the cognitive function 
and perception of those with the disease. Often, individuals with the disease display 
reduced gray matter volume indicative of reduced cognitive performance, as well as 
increased volume of ventricles (Baaré et al. 2001). In addition, schizophrenics show 
activities below baseline in cingulate and frontal cortex, as well as a decrease in 
activation of the ventromedial prefrontal cortex (vmPFC), which plays a key role in 
the development of the self, and higher-order cognitive functioning, both of which 
could be targets for fMRI-BCI neurofeedback training (Kühn and Gallinat 2013).

While most studies have worked with the modulation of a single ROI, Ruiz et al. 
observed that regulation of a single ROI also strengthened the connections across 
the entire neural circuit in that region, represented in Fig. 2.8. In response, they 
developed a study to determine the effects of self-regulating multiple related areas, 
specifically the inferior frontal gyrus (IFG) and the superior temporal gyrus (STG), 
using healthy participants. This regulation was able to be learned and, using a prim-
ing task to determine behavioral modification, saw enhancement of the task after 
learned IFG-STG connectivity. This network modification was tested on schizo-
phrenia patients as a potential treatment for the irregular circuit connectivity that led 
to symptoms. Using this therapy, schizophrenia patients were able to improve facial 
recognition symptoms. To help treatment of neurological disorders using network 
modulation, Ruiz et al. developed a subject-independent pattern classifier to allow 
the use of normal circuits as a basis for treating the abnormal circuits of patients 
(Ruiz et al. 2014).

Emotional disorders Major depressive disorder (MDD) can be treated with neuro-
feedback procedures. Distinct changes in cortical structure activation can be 
detected with fMRI. Often, the dorsolateral prefrontal cortex, involved in higher- 
level functioning, is often significantly downregulated in patients with MDD.  In 
addition, changes in cingulate cortex associated with responses to positive stimuli 
also show a marked decrease in activity (Fitzgerald et al. 2008). fMRI BCI neuro-
feedback treatment can be used to increase or decrease the activation in these brain 
regions, developing changes in brain structure that are persistent and prevent recur-
rence of the disorder (Hammond 2005).

Inspired by the proposed functional dissociation between the right and left amyg-
dala in emotional processing and the evidence suggesting increased response in the 
left amygdala to negative stimuli and attenuated response to positive stimuli being 
associated with major depressive disorder (MDD), Young et al. performed a double- 
blind experiment with volunteer patients diagnosed with MDD to test the viability 
of modulating the left amygdala as a treatment for MDD (Young et  al. 2014). 
Experimental feedback was provided from the left amygdala, and control feedback 
was provided from the left horizontal segment of the intraparietal sulcus (HIPS). 
Using self-reporting emotional rating scales, a statistically significant increase in 
happiness was recorded between groups, as well as anger, anxiety, restlessness, and 
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irritability; however, the observed decrease in depression ratings was not statisti-
cally significant. The ability of the experimental group to maintain increased BOLD 
regulation of the left amygdala without neurofeedback in the transfer run supports 
the clinical potential of this therapy and the potential for patients to maintain this 
self-control of the region in other, more general settings.

Another study had healthy participants modulate the anterior insula, involved in 
emotional processing. Upregulating this region resulted in a more negative emo-
tional rating of fear-evoking pictures than downregulation. These results led the 
investigative team to attempt the same regulation with four psychopathic patients to 
determine the feasibility of using the training as a treatment. The success with these 
patients led the researchers to suggest this method for treatment to other emotional 
disorders (Rota et al. 2006).

 Rehabilitation

Real-time feedback from fMRI-BCI has also been used to restore brain functions 
lost due to neural ischemia, typically caused by stroke. However, success varies 
significantly based on the area of the brain that was damaged in the patient. In stud-
ies that attempted to restore higher-order visual functions, very little to no differ-
ence was found in the brain following feedback training, while studies focusing on 
sensorimotor impairment following strokes were more successful in restoring func-
tion to patients (Wang et al. 2018).

One of the first studies on a clinical application of fMRI-BCI was conducted by 
de Charms et al. on the potential to treat chronic pain through modulation of the 
rostral region of the anterior cingulate cortex (rACC), a region implicated in pain 
processing and perception. This study was conducted with both healthy volunteers 
and chronic pain patients with four control groups, who were provided different 
instructions and/or feedback. Participants were instructed to both up- and down-
regulate the ROI while receiving a painful thermal stimulus. The study reported a 
positive correlation between increased rACC activity and increased pain intensity, 
with 23% enhancement in controlling pain intensity and 38% enhancement in con-
trolling pain unpleasantness in both healthy and chronic pain test groups (Fig. 2.9). 
Changes in the activation of the rACC also corresponded with increases in other 
brain areas, perhaps highlighting the other important areas in the network involved 
in pain processing (R. Christopher DeCharms et al. 2005).

In 2017, Sitaram et al. said that considering them as a clinical treatment, neuro-
feedback therapies are still in their early stages of development. There is a wide 
range of neural circuitry that has been modulated using these methods, but there is 
a need for more placebo-controlled trials to determine the real effect of these modu-
lation therapies on the problems they are intended to address. Attempts to study 
neurofeedback treatment for ADHD and stroke rehabilitation have had mixed 
results. Cross-comparison suffers from differences in experimental design, diffi-
culty identifying responses, and difficulty with nonhomogeneous populations being 
examined (Sitaram et al. 2017).
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 Enhancement in Healthy Subjects

The final applications discussed here can be applied to healthy subjects: improving 
the performance of working memory. Using a study of healthy subjects and a con-
trol group to control the left dorsolateral prefrontal cortex, both groups were able to 
improve working memory performance. However, they were able to demonstrate a 
larger differential improvement in the experimental group, who received real-time 
feedback, compared to the control group, who did not receive real-time feedback. 
The lasting effects of this training have not been studied, so the application of this 
cognitive enhancement is still unknown (Sherwood et al. 2016).

Up to this point, the studies discussed have exclusively filled their experimental 
and control groups with young adults. Rana et al. performed a study to evaluate the 
effectiveness of fMRI-BCI as a therapy to delay cognitive decline in the aging popu-
lation. While they found improved regulation of the ROIs, it was much more moder-
ate in comparison to younger populations. Many possible explanations for these 
moderate results were posited. A combination of fatigue and dual-task interference 
comprises some of them. Others looked at features of learning unique to the older 
adult population, such as knowing the background of a topic making it easier to 
learn a related skill. Further work in the optimization of these neurofeedback thera-
pies for older populations must be done (Rana et al. 2016).

2.6  Limitations

An fMRI-BCI feedback loop is slow limiting the usefulness of applications. There 
are multiple-second delays in the physiological response after the neural activities 
occur, as well as delays in signal acquisition and processing of the fMRI image. 
Classification of the onset of the BOLD signal could reduce the feedback time. 

Fig. 2.9 Graph showing a 
positive correlation 
between increases in 
BOLD activation in the 
anterior cingulate cortex 
and increases in reported 
pain rating, indicating a 
possible change in pain 
responsiveness induced by 
neurofeedback training. 
(Figure reproduced from 
Christopher DeCharms 
et al. (2005). Copyright 
(2005) National Academy 
of Sciences, USA)
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Furthermore, accurately determining brain activities with as much specificity as 
possible is important for advancing the scope of rt-fMRI studies as well as their 
applications. Improvements in the SNR of the detector, computational neural mod-
els linking activity to physiological responses, and various statistical analysis meth-
ods are instrumental in improving the characterization of fMRI signals in real time.

Possible ways to improve fMRI sampling include utilizing different scanning 
patterns, adding multiple detector coils, and increasing the magnetic field strength 
(Sitaram et al. 2008; Ahn et al. 1986; Moeller et al. 2010; Dumoulin et al. 2018). 
Furthermore, advances in the understanding of how neural activities lead to the 
BOLD responses and the understanding of intrinsic physiological noise could pro-
vide more details about neurological activities. It is desirable to design real-time 
algorithms that can remove image artifacts in an efficient way. On the other hand, 
due to the massive development in machine learning techniques, it is promising to 
apply these models to learn the features of the fMRI images capturing and classify-
ing the underlying brain activities in a way that traditional statistical approaches 
cannot. Moreover, it is possible to implement other more advanced signal- processing 
techniques such as independent component analysis to extract the BOLD response 
of interest.

The space requirement, the capital cost for acquiring or building an unit, and the 
operational costs prevent the fMRI-BCI from being implemented in a portable man-
ner for long-term use. However, research in fMRI-BCIs can be used to support more 
realistic and portable BCI techniques. The neurofeedback from fMRI has been used 
to tune an EEG-BCI system (Hinterberger et al. 2004; Han and Im 2018). A new 
area of research is in functional near-infrared spectroscopy (fNIRS) which uses an 
infrared light source and detector to measure the BOLD signal in the brain (Chance 
et al. 1998). Similar principles as used in fMRI-BCI systems can be used for fNIRS 
systems. Despite being limited by the light penetration depth, a portable fNIRS-BCI 
system can be actuated. Furthermore, as with ECoG applications, fMRI could deter-
mine the ideal region of interest that the fMRI device should monitor and provide 
information on the signal characteristics to analyze.

2.7  Conclusion

fMRI used as a tool in BCIs has a unique set of applications that are different from 
an electrode-based BCI approach. fMRI provides details on the hemodynamic 
response to brain activities by monitoring changes in the magnetic susceptibility. 
The most widely used technique is BOLD. BOLD imaging provides details of the 
amount of oxyhemoglobin and deoxyhemoglobin in the blood. The two molecules 
have a differing magnetic signature that can be determined in fMRI. Monitoring the 
BOLD response allows for the localization of brain activities. The fMRI can moni-
tor the entire brain at once with a relatively high spatial resolution and provide a 
unique set of information that can be used in a BCI. However, because the BOLD 
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response is caused by a cascade of physiological events, there are intrinsic delays of 
multiple seconds before the peak response occurs.

It is necessary to analyze the fMRI data accurately and in a short amount of time. 
Univariate and multivariate methods can be used to analyze the data. Univariate 
analysis examines changes in signal strength in each voxel, while multivariate anal-
ysis finds distributed patterns in the signal across many voxels. A relation is deter-
mined in a training trial and classified in real time during the rest of the experiment.

Using an fMRI-BCI system to allow a patient to control an external device such 
as a robot or a communication interface is possible. Studies have classified different 
mental tasks and motion in real time with high accuracies and demonstrated mental 
control of external devices. Applications could help with the placement of elec-
trodes in an electrode-based BCI and enable patients with LIS to communicate.

An emerging and promising area applying the fMRI-BCI focuses on therapeutic 
applications. While there are no set medical protocols to using neurofeedback tech-
niques to treat neurological disorders, the fMRI-BCI along with other functional 
neurofeedback devices can alter larger-scale brain functions and provide persistent 
changes to the structure of the brain. Neurofeedback is noninvasive and provides 
long-lasting changes without the need for direct physical or chemical alterations to 
the brain tissue. fMRI-BCI neurofeedback techniques are largely used to alter corti-
cal function in a specific area of the brain, allowing volitional control of a specific 
brain region responsible or contributing to a disorder. Future neurofeedback tech-
niques seek to treat more global disruptions in neural functions.
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Chapter 3
Transcranial Magnetic Stimulation

Gregory Halsey, Yu Wu, and Liang Guo

3.1  Introduction

Transcranial magnetic stimulation (TMS) is a noninvasive procedure which delivers 
a directed magnetic field into specified superficial regions of a patient’s brain using 
an external current-carrying coil. TMS induces small electrical currents within the 
cortex of targeted brain areas to cause stimulation of the underlying neurons, which 
is believed to be the primary mode of action. TMS is a US Food and Drug 
Administration (FDA)-approved therapy for the treatment of major depressive dis-
order (MDD), obsessive compulsive disorder (OCD), and migraines due to its clini-
cal successes in treating pharmacologically resistant patients. Despite this, the exact 
mechanism responsible for the effects of TMS is unclear, as magnetic fields have 
been shown to influence cellular responses and microenvironment in a variety of 
ways. In this chapter, we will review the history, potential mechanisms, current 
uses, and discuss future improvements for TMS-based therapy.

3.2  History of TMS

Here we discuss the history of TMS therapy, beginning with the discovery of funda-
mental electromagnetic properties which enabled the development of TMS.
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In 1831, Michael Faraday discovered the property of electromagnetic induction 
through experiments using an electromagnet and a tightly wound coil attached to a 
galvanometer. As depicted in Fig. 3.1, an electric potential was temporarily gener-
ated in the large coil and measured by the galvanometer. He then demonstrated that 
the same phenomenon occurred when a loop of wire was passed over a stationary 
magnet or when a magnet was passed through a stationary loop of wire (Barker and 
Shields 2017). The combination of these discoveries and the help of mathematician 
James Clerk Maxwell led to the creation of Faraday’s law describing electromag-
netic induction. This law became one of the four Maxwell equations used to explain 
electromagnetism.

Attempts to implement this effect in humans occurred near the turn of the nine-
teenth century when Jacques-Arsene d’Arsonval demonstrated the presence of mag-
netophosphenes (a visual sensation), when a subject was exposed to alternating 
magnetic fields and when Sylvanius P. Thompson (Fig. 3.2) attempted to use mag-
netic fields to stimulate his brain (Lovsund et  al. 1980). These latter efforts by 
Thompson were largely unsuccessful as the technology to generate large and rap-
idly changing fields had yet to be invented. However, Thompson was able to cor-
roborate d’Arsonval’s earlier magnetophosphene findings. After little work in the 

Fig. 3.1 Illustration of Michael Faraday’s 1831 experiment demonstrating the effect of electro-
magnetic induction. The battery on the right provided a current that flew through the small wire 
coil A creating a magnetic field. Movement of the small coil within the larger coil B generated an 
electrical current which was detected by the movement of the needle within the galvanometer 
(Poyser 1892)
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area was done during the Great Wars period, Kolin et al. showed in 1959 that it was 
possible to elicit a contractile response from frog muscle when it was exposed to 
intensity-altering magnetic fields (Kolin et al. 1959). This result showed promise in 
that action potentials could be produced in muscles using just magnetic fields.

At the University of Sheffield in 1974, then doctoral candidate Anthony Barker 
created an early magnetic stimulator with a “C”-shaped core attached to a 200 V 
capacitor bank. When he placed his wrist in the air gap of the electromagnet and 
fired the stimulation pulse, he reported feeling a “sensation and slight muscular 
contraction of the hand” (Polson et al. 1982). This finding led to the start of a pro-
gram in 1976 at the Royal Hallamshire Hospital and the University of Sheffield 
“with the specific goal of stimulating nerves using currents induced by short- 
duration magnetic field pulses such that the resultant electrophysiological response 
could be recorded” (Barker and Shields 2017). In 1982 Barker and colleagues, pic-
tured in Fig. 3.3, were able to produce reactions in the hand and wrist with a further 
developed stimulator coil, when it was placed over the ulnar nerve (Polson et al. 
1982). Finally, in 1985, the preliminary prototype of a TMS machine was created.

The first stimulator coil was a closed-loop system that was able to deliver a peak 
value of 4000 amps after 110 microseconds once every 3 seconds, which at the time 
was a considerably higher frequency than any other group was able to produce 
(Barker et al. 1985). In his initial publication, Barker touted the ability of his device 
to produce musculature reactions with the absence of pain, unlike electrical stimula-
tion that had preceded his findings. He was also able to demonstrate the use of his 
device in accessing deep nerves, such as the ulnar nerve mentioned previously, 

Fig. 3.2 Sylvanus 
P. Thompson with 
prototype magnetic brain 
stimulation device (1910). 
(Figure adapted with 
permission from 
Noakes 2007)
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whereas electrical methods at the time were unable to reach without considerable 
pain to the patient. Barker was able to record action potentials produced by the 
affected muscles using recording electrodes and thus theorized that it could be used 
as “a neurodiagnostic tool to produce an evoked potential in muscle tissue by acti-
vating neurons in the motor cortex” (Barker et  al. 1985). The initial design of a 
round loop coil proved to have its challenges in localizing stimulation within the 
desired area of the brain. Ueno et al. was able to navigate around this difficulty in 
1988 by proposing a “figure eight” coil that was able to produce opposing magnetic 
fields (Ueno et al. 1990a). This allowed the coil to have a much more focused point 
of application and produce a stronger reaction within the brain tissue. Soon after 
this proposed design was conceived, the achievable resolution of motor cortex stim-
ulation had been drastically reduced to 5 mm, and in 1990 the functional map of the 
human motor cortex had been mapped using this method (Ueno et al. 1990b).

Based on the results of his 1985 publication, Dr. Barker’s technology received 
considerable interest from the medical and scientific communities, especially since 
the device could be shown to create responses with little to no pain. The Sheffield 
group produced six of Dr. Barker’s devices for distribution to research groups to 
“demonstrate proof of concept” and “explore possible clinical applications” (Barker 
and Shields 2017). Instead of patenting the new technology, Dr. Barker decided to 
promote his creation to manufacturers in hopes that they could help mass produce 
his device. By the late 1990s, there were at least three stimulators in widespread use, 
and by 2016 there were more than ten manufacturers whose devices were used in 
both clinical and research settings (Barker and Shields 2017). Since the initial use 
of neurodiagnostics, TMS has been used in a variety of settings including “stimulat-
ing peripheral nerves and brain tissue in studies encompassing motor conduction in 
human development, motor control, movement disorders, swallowing, vision, atten-
tion, memory, speech and language, epilepsy, depression, stroke, pain and 

Fig. 3.3 Anthony 
T. Barker (right), Ian 
L. Freeston (middle), and 
Reza Jalinous (left) 
presenting a TMS device in 
1985. (Courtesy of 
Anthony Barker)
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plasticity” (O’Shea and Walsh 2007). Recent developments in the field have given 
insights into how TMS can alter brain activities by “virtue of inducing long-term 
changes in excitability and connectivity of the stimulated brain networks” (Ziemann 
2017). Figure 3.4 below demonstrates how a magnetic field flux induces an electri-
cal current within the brain.

3.3  Current Applications of TMS

In this section we provide an overview of the current uses of TMS including clinical 
applications as well as diagnostic purposes. TMS is an FDA-approved therapy for a 
variety of neurological disorders. Evidence has shown that TMS has potential to 
relieve MDD symptoms in antidepressant-resistant patients (Groppa et al. 2012).

According to the World Health Organization, major depressive disorder is the 
leading contributor to the overall burden of diseases worldwide, with approximately 
16.2 million adults in the USA (6.7% of the population) suffering from depression 
in 2016 (Organization 2018, Health 2019). Of depression patients treated with com-
monly prescribed antidepressants, 20–30% never fully recover, and continued treat-
ment becomes increasingly ineffective due to resistance (Brigitta 2002, NiCE 2014). 

Fig. 3.4 Illustration of induction of electrical currents in the brain. The magnetic coil above the 
scalp produces a magnetic field that induces an electric field perpendicular to the magnetic field. 
The electric field will cause current to flow in loops parallel to the plane of the coil. TMS ordinarily 
does not activate corticospinal neurons directly; rather it activates them indirectly through synaptic 
inputs. (Figure adapted with permission from Hallett 2000)
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The primary neural circuit involved in MDD is most likely the limbic-cortical- 
striatal- pallidal-thalamic tract, which is connected to the prefrontal cortex, basal 
ganglia, and hippocampus among other regions (Price and Drevets 2012). 
Additionally, chronic stress has been associated with atrophy of certain regions of 
the hippocampus, and overall volume decrease was observed in MRI scans of MDD 
patients (Bremner et al. 2000). Positron emission tomography (PET) studies have 
also shown that in patients suffering from MDD, the frontal lobe and basal ganglia 
have reduced blood flow, as illustrated in Fig. 3.5 below (Bench et al. 1992). TMS 
therapy has been successful in stimulating areas lacking electrical activity and blood 
flow, helping to relieve and sometimes completely mitigate the symptoms of 
MDD. Patients typically report improvement in mood for over a year after treat-
ment, and it is common for patients to return for subsequent rounds of treatment 
(Jeon and Kim 2016).

Though most commonly used as a treatment for MDD, TMS may also effectively 
treat migraines. Approximately 38 million Americans suffer from migraines annu-
ally, which are commonly characterized by substantial head pain, hypersensitivity 
to sensory stimuli, nausea, vomiting, and disability. Many pharmacological treat-
ments are available, but only 2 hours of pain relief is experienced for approximately 
60% of users, while continuing pain freedom after 2 hours decreases to approxi-
mately 30%. Prophylactic migraine medications, or medications intended to prevent 
migraines, have shown the ability to reduce migraine attack by approximately 50% 
in 20–40% of patients. Due to the inability for pharmacological and prophylactic 
treatments to completely treat and prevent migraines, single-pulse TMS has been 
tested as a treatment option and has become approved by the FDA for acute treat-
ment of migraines. Similarly, repetitive TMS has shown promise as a therapy for 

Fig. 3.5 PET scan study in clinically depressed patient (left) and matched control (right). Blue 
represents less glucose metabolism and hypoactivity, which are noted throughout the different 
areas of the brain in the depressed patient. (Figure adapted with permission from Faria 2013)
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migraine prophylaxis due to its effects on neurotransmitters and reduction of corti-
cal excitability (Schwedt and Vargas 2015).

In August 2018, TMS was approved by the FDA for the treatment of OCD, an 
often-chronic psychological disorder in which a person experiences uncontrollable, 
recurring thoughts and behaviors. According to the National Institute of Mental 
Health, about 1% of adults in the USA suffered from some form of OCD in the past 
year. Like many other psychological diseases, treatment often consists of a combi-
nation of medication and psychotherapy, though these are frequently found to be 
ineffective. In a recent FDA approved study, approximately 38% of patients posi-
tively responded to OCD treatment via TMS (Administration 2018).

Although TMS therapy is currently limited to use in FDA-approved applications, 
research indicates there may be more potential uses. Low-frequency repetitive TMS 
has shown promising results as an antiepileptic treatment due to its inhibitory effect 
on spastic neuronal activity associated with the disease. It has also shown the capa-
bility of suppressing seizures in patients with neocortical epilepsy and interrupting 
ongoing seizures in status epilepticus (Gersner et al. 2016). Similarly, it has pro-
vided symptom relief for patients suffering  from schizophrenia (Barker and 
Shields 2017).

Despite the potential benefits of TMS, it may introduce some adverse side- 
effects. Patients are at a slight risk for fainting or experiencing seizures. Additional 
common complaints include minor to moderate stimulation site pain and discom-
fort, jaw pain, facial pain, muscle pain, spasms and twitching, as well as neck pain. 
Transient memory and hearing losses have also been reported, as well as appearance 
of magnetophosphenes in the vision field. Most of these side-effects resolved shortly 
after the treatment had concluded and became more common with application of 
higher-frequency TMS (Rossi et al. 2009).

3.4  Potential Mechanisms of TMS Therapy

TMS uses the principle of magnetic induction to deliver localized electric currents 
to pyramidal neurons within the cortex. The physics behind this concept is based on 
Faraday’s law, which states that the induced current is proportional to the changing 
rate of the stimulating magnetic field. A typical TMS device has a circular or figure 
eight-shaped coil as the magnetic field generator, which is attached by a cable to a 
box, containing a signal generator and a power supply. As a large time-varying cur-
rent runs through the coil, a changing magnetic field can be formed. If the coil is 
placed close to the scalp, the magnetic field can penetrate the skull and deliver 
enough energy to stimulate the brain tissues. Although the principle of magnetic 
induction was extensively studied approximately 200 years ago, the intracranially 
induced electrical field is still not fully understood due to the varying conductivity 
of the cranial contents. According to Ohm’s law, the current has the tendency to fol-
low the path with the highest conductance. Areas with a high proportion of ventri-
cles may have unpredictable current distributions, where the current may concentrate 
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in less resistive cerebrospinal fluid and travel to other parts of the brain (Wassermann 
and Zimmermann 2012). Figure  3.6 below shows potential mechanisms for the 
TMS therapy and methods for measuring their effects.

Magnetic field exposure has been shown to influence the nanostructure of the 
cellular microenvironment which may contribute to the beneficial effects observed 
from TMS therapy. Collagen is an important extracellular matrix (ECM) protein 
which makes up a large portion of connective tissues in the brain and has been dem-
onstrated to be magnetically active (Torbet and Ronziere 1984). As demonstrated in 
Fig. 3.7, when exposed to a constant magnetic field, collagen fibrils began to align 
perpendicular to the direction of the field, while Schwann cells aligned parallel 
(Eguchi et al. 2015). The alignment of collagen has been shown to promote neuro-
nal axonal regeneration and neural stem cell migration along the length of the fibril 
by acting as a guiding “track” for the cells to adhere to (Eguchi et al. 2015). There 

Fig. 3.6 Overview of TMS-induced responses and respective measurement techniques for analy-
sis of effects, including electroencephalogram (EEG), PET, functional magnetic resonance imag-
ing (fMRI), single-photon emission computed tomography (SPECT), and electromyography 
(EMG). (Figure adapted with permission from Butler and Wolf 2007)
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Fig. 3.7 A scanning electron micrograph (SEM) of Schwann cells embedded in collagen gel 
within a silicone tube. After 2 h of magnetic exposure, collagen fibers aligned perpendicular to the 
magnetic field, forming microbundles from 100  nm fibrils (f), while the control group fibers 
remained randomly oriented (e). In the exposed group, Schwann cells aligned parallel to the axis 
of the silicone tube, perpendicular to the magnetic field (b, d). In contrast, Schwann cells were 
randomly oriented in the control group (a, c). (Figure adapted with permission from Eguchi 
et al. 2015)
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is also evidence that neural stem cells which are resident to the central nervous sys-
tem will migrate directionally toward a cathode in response to an applied electric 
field. Interestingly, human-induced pluripotent stem cells migrate in the opposite 
direction toward the anode (Feng et al. 2012). Since MDD is linked to neuronal cell 
death and modifications to axonal connections between certain brain regions, guid-
ance of axons and neural stem cells by induced magnetic fields is an attractive 
potential mechanism to explain the beneficial effects of TMS therapy for certain 
patients. This theory is supported by the fact that TMS often takes many sessions to 
achieve noticeable effects which would coincide with changes in the microenviron-
ment being slowly altered by magnetic forces. Applications of magnetic collagen 
gel alignment are currently being explored for use in neural tissue engineering and 
CNS regenerative efforts (Plant et al. 2009; Eguchi et al. 2015).

Alternatively, the bulk movement of ECM proteins by an applied magnetic field 
may cause mechanically induced biochemical changes due to the activation of 
mechanosensitive signaling systems. Collagen fibrils bound to integrins on the sur-
face of cells will stretch and realign perpendicularly to the field and subsequently 
exert a tensile or compressive force. This force can cause the activation of certain 
ion channels which alter polarization of a neuron or trigger signaling cascades 
which could result in alternate gene expression (Plant et  al. 2009, Ranade et  al. 
2015, Johnson 2017).

TMS has been shown to alter cerebral blood flow (CBF), which is an important 
factor in the development of neuropathology, as decreased blood flow in critical 
areas of the brain can induce hypoxia and nerve death resulting in diseased states 
(Mesquita et al. 2013). Evidence suggests that there is an apparent modification of 
the fluid properties of blood when placed in a magnetic field. It has been shown 
in  vitro and in  vivo that a static magnetic field can decrease blood flow rate by 
increasing the apparent viscosity of blood potentially due to the exertion of mag-
netic torque forces on ferromagnetic iron in hemoglobin (Ichioka et al. 2000, Haik 
et al. 2001). This effect is apparently contradictory, as there are studies which found 
that repetitive TMS therapy increased CBF in the primary motor cortex (Conca 
et al. 2002).

3.5  TMS Stimulation Protocol and Device 
Design Considerations

In this section we discuss the effect of varying stimulation frequency, magnitude, 
and duration regarding TMS therapy protocol considerations, as well as the impor-
tance of applicator coil design.

A single-pulse TMS (sTMS) can induce depolarization in neurons, which can 
disrupt the normal encoding process temporarily. After sTMS is applied to a neuron, 
a large spike can be registered on the EMG, followed by a 150–200 ms of nearly 
“flat” line, which is known as the silent period (Wilson et  al. 1993). During the 
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silent period, the neural activity is suppressed comparing to the baseline readings. 
After the silent period, the neuron regains its normal activity, and no long-term 
effect is observed (Valero-Cabre and Pascual-Leone 2005). Also, multiple loosely 
spaced sTMS induce uniform silent periods, which confirms there is no effect out-
side of the silent period that can be summed up. In contrast, a burst of tightly spaced 
sTMS produces a longer silent period, which indicates that the interference caused 
by TMS may be a function of TMS frequency and duration (Valero-Cabre 
et al. 2019).

At the tissue level, a train of repetitive TMS (rTMS) can induce various neural 
behaviors with different frequencies in the stimulation area (Valero-Cabre et  al. 
2007). When high-frequency (f = 20 Hz) stimulation is delivered to the cerebral 
cortex in animal studies, the local cortical activity is suppressed as soon as the 
rTMS is turned on due to disrupting effects exerted by the induced current. When 
the rTMS is off, the activity recovers almost immediately, followed by a noticeable 
overshoot that lasts for a significant period. However, when stimulation is at a low- 
frequency pattern (f = 1 Hz), the local region experiences a less intensive suppres-
sion during stimulation and an extended suppression even after the TMS is off. This 
difference in local activities in an offline rTMS period is also observed in clinical 
experiments with human subjects. High-frequency rTMS is often used as an excit-
atory method for left dorsolateral prefrontal cortex (DLPFC) in MDD treatments, 
while low-frequency rTMS with inhibitory properties is sometimes used to suppress 
the right DLPFC and achieve similar antidepressant effects (Wassermann and 
Zimmermann 2012, Janicak and Dokucu 2015).

Coil design is an important factor in TMS therapy considerations as it alters the 
induced magnetic field’s magnitude and direction. The size of the paddle is directly 
correlated with the size of the magnetic field induced, and larger coil designs can 
elicit stimulations deeper in the brain. However, the increasing magnetic field size 
also hinders the ability to direct the field toward specific targets, and thus, TMS is 
typically restricted to superficial cortical targets typically ranging from 2 to 3 cm 
below the surface of the scalp. Though the figure eight pattern is the most common 
paddle shape, there are many other configurations that can allow for deeper cortical 
stimulation to reach specific areas. As shown in Fig. 3.8, by applying different pad-
dle sizes and shapes, it is easy to see how different cortical areas can be stimulated. 
Often, depth of stimulation and the focality of the stimulation area are inversely 
related (Groppa et al. 2012, Deng et al. 2014). 

3.6  Future Perspectives

TMS is a relatively new technology with great promise in many areas but also room 
for improvements. The inability to target regions of the brain deeper than 2–3 cm 
without stimulating unsafe volumes of neural tissue is a major limiting factor in the 
feasible applicability of TMS to many neural diseases. Simulations of different 
stimulating coil geometries have revealed that the tradeoff between stimulated brain 
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Fig. 3.8 Characterization of the electric field of (a) double-cone, (b) 90-mm circular, and (c) MRI 
gradient coils. From left to right is the respective coil geometry with a sphere representing the 
brain, electric field strength contour and color maps on the quarter-sphere segment of the brain, and 
the location of the maximum induced electric field on the brain surface, Emax (green circle), and the 
location of the maximum depth where electric field strength is Emax/2 (yellow circle) (Deng 
et al. 2013)
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volume and depth cannot be avoided due to the intrinsic directional nature of mag-
netic fields induced by electrical currents in a coil. The improvement of TMS ther-
apy hardware is effectively capped by our current understanding of electromagnetic 
physics, and thus, to enhance the use of TMS for clinical treatments, better patient-
specific stimulation protocols and understanding of the underlying mechanisms of 
the effects of TMS are warranted.

The effects of magnitude and pulse duration are not well defined and vary widely 
among TMS studies making clinical protocol design for specific conditions chal-
lenging. Additionally, the effects of TMS to ease many neuropathological condi-
tions may be due to a variety of mechanisms including macroscopic changes in 
blood flow as well as microscopic changes such as electrical depolarization of neu-
rons and reorganization of tissue nanostructures. Cross-disciplinary coordinated 
studies involving experts in the fields of both neuroscience and electromagnetic 
physics need to be conducted to further investigate the effects of magnetic fields 
in vivo and determine how to take advantage of these to modulate the brain and treat 
neural diseases. Given the benefits that rTMS has shown for the treatment of MDD, 
migraines, and OCD, there is incredible potential for this technology to be applied 
to treat other neurological conditions which affect similar neural cross-circuits. 
Conditions such as Parkinson’s and Huntington’s diseases act on the same signaling 
systems in the brain as MDD; therefore, TMS may potentially be effectively repur-
posed to treat these conditions given an improved understanding of the feedback 
mechanisms and varying stimulus effects (Drevets et al. 2008).

The more recently developed transcranial direct current stimulation (tDCS) tech-
nique may overcome some design challenges faced with TMS; however, currently, 
tDCS is considered an investigational therapy and not approved for clinical treat-
ments. tDCS works via the emission of a weak electrical current by electrodes 
attached to the subject’s head with conducting jelly between the scalp and electrode 
surface. In the original tDCS design configuration, one electrode is known as the 
anodal target electrode and attached to the scalp, while the reference electrode may 
be placed anywhere on the body. Multiple electrode systems that can stimulate 
numerous parts of the brain simultaneously have greatly increased in popularity as 
well (Kropotov 2016).

As demonstrated in Fig. 3.9, a small direct electric current of 1–2 mA is applied 
to the scalp which flows by Ohm’s law subsequently depolarizing or hyperpolariz-
ing cortical pyramidal cells at their basal membrane depending on the current direc-
tion. tDCS currents are not powerful enough to evoke action potentials but, rather, 
change overall collective neural activities. tDCS allows for better spatial resolution 
of stimulation at a depth than TMS therapy, but the ability to define exact protocols 
for electrode placement and stimulation frequency is diminished due to limitations 
in determining the exact direction and magnitude of current densities spreading 
throughout the neural tissue (Kropotov 2016).
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3.7  Summary

TMS technology has shown efficacy in treating MDD, migraines, and OCD, with 
great further  potential to treat a wide variety of other neurological disorders. 
However, despite clinical approval and advancements in research, the exact mecha-
nisms and direct protocols for treating different diseases remain not well defined. 
Further studies into the direct effects of TMS with varying stimulus protocols may 
increase the utility of this technology, which could be potentially combined with 
traditional surgical and pharmacological approaches to treat neurological disease.

The development of improved methods for tDCS has provided another means to 
achieve similar effects to those of the TMS therapy; however, this technology has 
similar issues with the requirement for developing patient- or condition-specific 
protocols. While tDCS has improved the spatial stimulation resolution compared to 
TMS, the tissue density, volume, and shape of the brain vary from patient to patient 
and affect the spread of the applied current. Significantly more efforts  towards 
understanding the distribution of  intracranial electrical  currents are needed to 
advance this emerging technology to maturity.
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Fig. 3.9 (a) Two-electrode tDCS system, anode (+) and cathode (−). (b) In cortical layers oriented 
perpendicular to the current, pyramidal cells are depolarized at their basal membrane. (c) Anode 
location and cortical folding can influence depolarization (green arrows) and hyperpolarization 
(blue arrows) or have no effect on average potential (white arrows). (Adapted with permission 
from Kropotov 2016)
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Chapter 4
Intracortical Electrodes

Meijian Wang and Liang Guo

4.1  Introduction

Neural signals, produced and transmitted through the networks of nervous systems, 
account for how we feel, move, reason, learn, and emote. Cerebral cortex is the outer 
surface of the brain including the gray matter, which consists of the neural somas, and is 
a part of intense electrophysiological research interests. Implantable neural interfaces 
have been designed for revealing the mechanisms of signal processing in the brain and 
treating related neurological diseases over the past 70 years (Hodgkin and Katz 1949; 
Hubel and Wiesel 1959, 1962). Intracortical electrodes are a class of devices inserted in 
the cerebral cortex to record electrical signals generated by cortical neurons in order to 
investigate the neural mechanisms or interface with external artificial systems (Fig. 4.1). 
A wealth of different neural electrodes have been developed for intracortical recording. 
They usually contain conductive materials, in shape of wires or strips for relaying bio-
electrical signals, and insulated materials, covering the electrode shanks and exposing 
the electrodes for sensing nearby electric signals. These electrodes are capable of record-
ing different signal types, including single-unit, multiunit, and local field potentials with 
better spatial and temporal resolutions comparing to other less invasive cortical record-
ing approaches (Fig. 4.1). Intracortical recording can be performed with a single micro- 
wire electrode, a grid of micro-wire electrodes, or a micromachined electrode array, 
whose implantation can be either acute or chronic.

The recording quality and biocompatibility of intracortical electrodes are being 
continuously improved with introduction of new materials, designs, and fabrication 
techniques, since intracortical recording became a tool for the neuroscientists 
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Fig. 4.1 Different types of electrodes for recording the brain’s electrical activities. Invasive 
approaches provide better resolution compared to less invasive ones. (The figure is adapted from 
Szostak et al. (2017) with permission)

(Fig. 4.2). Contemporary intracortical electrodes can simultaneously record from 
hundreds of neurons over many weeks, months, or even years and have a good per-
formance not only in rodents and monkeys but also in humans. Development and 
application of these intracortical electrodes are promoting new understanding in 
cerebral circuits and their disease models, as well as new therapies for neurological 
or psychiatric disorders.

Brain–machine interfaces (BMIs) or brain–computer interfaces (BCIs) are a cre-
ative concept that has captured much interests from the scientific community. BMIs 
aim at building a direct information exchange channel between the brain and an 
external artificial system and can provide innovative bypassing capabilities in resto-
ration of lost brain or communication functions. For example, there have been suc-
cessful BMIs for improving the independence of individuals with severe motor 
impairments (Velliste et al. 2008; Hochberg et al. 2006, 2012). In these science- 
fiction- like applications, intracortical electrodes are an essential component respon-
sible for extracting relevant information from the brain (Brandman et al. 2017).

Even though intracortical electrodes have achieved many successes, there are 
still many challenges limiting their capability and stability (Sommakia et al. 2014; 
Groothuis et al. 2014). Among these challenges, long-term viability and biocompat-
ibility have been reported as the most important problem to date. Therefore, it is 
essential to understand the factors that lead to foreign body responses and create 
targeted interventions to control them.
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4.2  Types of Intracortical Electrodes

4.2.1  Wire-Based Intracortical Electrodes

Wire-based electrodes are made of insulated 10–200 μm diameter metal wires 
with exposed tips to detect the electrical activities of neurons in their vicinity. 
Because metal wires were easily acquirable, wire-based electrodes emerged 
very early, dating back to the studies using silver probes in the early twentieth 
century (Rheinberger and Jasper 1937). A number of features of conventional 
metal wires are ideally suited for single neuron recording in the mammalian 
cortex (Garner et  al. 1972; Kaltenbach and Gerstein 1986). Up to now, wire-
based intracortical electrodes are still widely used in neural electrophysiologi-
cal studies.

The selection of materials for wire-based intracortical electrodes depends on the 
location of target cortex to be recorded, requirement for signal quality, time course 
of implantation, and whether subject’s movement is to be restrained. Metallic wires 
used for the electrodes include tungsten, stainless steel, nichrome, iridium, plati-
num, platinum-iridium alloys, etc. Their stiffness, conductivity, and corrosion resis-
tance are often considered in the selection (Lehew and Nicolelis 2008). Insulation 
layers are coated onto the wires to ensure electrical isolation, protect them from 
biofluid corrosion, and increase their biocompatibility. Common materials for insu-
lation include glass, Teflon, resins, polyimide (PI), Parylene, formvar, etc. Wires for 

Fig. 4.2 Milestones in the history of brain recording. (The figure is adapted from Szostak et al. 
(2017) with permission)
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the electrodes are generally obtained off the shelf, pre-coated with an insulation 
layer. Proper methods, such as cutting, breaking, and grinding, can produce conduc-
tive tips on these wires. If the wires are not pre-coated, insulation deposition would 
be needed after the tips are processed. In general, the fabrication of wire-based 
electrodes includes straightening and cutting the wire, shaping and smoothing the 
tip, insulation deposition, tip de-insulation, array assembling, etc.

Without post-processing, smooth tips of electrodes can be cut by sharp blade, 
surgical scissors, or lasers and can be directly used for neural recording. With post- 
processing, tapered micrometer–diameter tips can be obtained and used for high- 
quality recording. The quality and shape of the tip are a key factor in determining 
the performance of neural recording (Palmer 1978; Hubel 1957). According to early 
studies, tips of less than 5 μm in diameter are much more satisfactory; tips of about 
20 μm in diameter may at times be adequate for extracellular single-unit recording; 
and tips of less than 1 μm in diameter are usually demanded for intracellular record-
ing (Hubel 1957).

Electrochemical etching is the most predominant technique for post-processing 
electrode tips (Hubel 1957; Grundfest et al. 1950). In the etching, the metal wires 
are dipped into an electrolyte, such as 50% sodium hydroxide with 30% sodium 
hydroxide for platinum–iridium wires (Wolbarsht et al. 1960), saturated aqueous 
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potassium nitrite solution for tungsten wires (Hubel 1957), and an acid solution for 
stainless steel wires (Grundfest et al. 1950). A potentiostat applies a DC potential to 
the electrode wire as an anode (Fig. 4.3). A meniscus of solution is formed around 
the wire at the surface of the electrolyte. Its height depends on the diameter of the 
wire and decreases as the etching proceeds. As a result, a tapered tip is obtained. In 
addition, the wire can be repeatedly immersed and withdrawn from the electrolyte 
to produce a variety of tip shapes. Since the etching usually requires the electrode 
not to be insulated, an insulation deposition is needed afterward. The coating meth-
ods include dip coating, heat shrink, physical vapor deposition, electrodeposition, 
fluidized bed, etc.

Sharpening the tip on a pre-insulated wire can be achieved by grinding without a 
further process for insulation deposition and tip exposure (Kaltenbach and Gerstein 
1986). One example of such a method is shown in Fig. 4.4. A pre-insulated wire was 
threaded into a micropipette and fixed by vinyl base red utility wax. The micropi-
pette was pulled with as nearly a centered tip as possible, because this would con-
tribute to symmetry of the ground tip. The wire was cut to leave 2–3 mm extending 
beyond the micropipette tip. The micropipette with wire was mounted in a motor- 
driven rotating chuck. A rotating plate coated with diamond powder was used to 
grind the tip. To prevent the grinding from heating that might damage the insulation, 
water was poured to cover the entire surface of the rotating plate. Then, the wire was 
lowered to touch the grinding surface with the aid of a dissection microscope. 
According to prior experience, an incident angle of 40° produced a 65–70° tapered 

Fig. 4.4 Setup for grinding a tapered tip on a pre-insulated tungsten wire. (a) (1) Power supply, 
(2) pipette mount with vertical adjust, (3) motor-driven chuck, (4) rotating disk with a thin layer of 
diamond, and (5) a micropipette centered with a tungsten wire as shown in (b). (b) Enlargement of 
the tungsten wire’s position in the pipette. (c, d) SEM images of ground tips. Scale bar: 25 μm. 
(The figures are adapted from Kaltenbach and Gerstein (1986) with permission)
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tip. By observing under the dissection microscope, the chuck was raised up when 
the desired sharpness was achieved. After the grinding, the pipette was disconnected 
from the chuck and then the wax was melted in boiling water to free the wire.

A single wire electrode can be used to record one neuron at a time. To record the 
activities of a population of neurons at the same time, a bundle or array of wire- 
based electrodes, organized in different geometrical configurations, have been 
designed. There are various methods to assemble the microwire arrays (MWAs). 
Those methods can be classified into layered or discretely wired approaches (Lehew 
and Nicolelis 2008). The layered approach involves producing a printed circuit 
board (PCB) to provide a platform for mounting the array components (Fig. 4.5a). 
The discretely wired approach mechanically bonds the electrodes in a desired pat-
tern with customized jigs and spacers for routing to a connector (Fig. 4.5b).

4.2.2  Micromachined Intracortical Electrodes

Microfabrication is a technique with which micro-scale structures are fabricated on 
the surface of a substrate material or patterned into the substrate material itself 
(Ainslie and Desai 2008). Micromachined intracortical electrodes are a type of 
silicon- based electrode arrays created by the microfabrication techniques that can 
pattern substrates’ shape and add/remove conducting or insulating layers. In the 
1960s, the invention of photolithography promoted the progress of micromatching 
technologies, which in turn benefited the development of the new generation of 
intracortical electrodes (Jules 1964). The key advantage over the wire-based elec-
trodes is the precise location of electrodes in the array across the same design, which 
provides more accurate spatial representations of population neural activities.

Fig. 4.5 Examples of MWAs assembled by layered and discretely wired approaches, respectively. 
(a) Layered MWA assembled onto a PBC. (b) Discrete MWA assembled onto connectors. (Figures 
are adapted with permissions from Lehew and Nicolelis (2008))
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Materials for the substrate of the electrode include glass, semiconductor, and 
metal. Materials for the conductor and insulator layers vary and mainly include 
those commonly used in CMOS and MEMS industries, such as oxides, nitrides, 
polymers, and metals. Most materials in MEMS are considered biocompatible and 
nonirritant according to ISO 10993 biocompatible test, such as silicon, polysilicon, 
silicon nitride, silicon carbide, silicon thermal oxide, titanium, and SU-8 (Kotzar 
et al. 2002).

Micromachined intracortical electrodes have a variety of designs and are still 
evolving in face of emerging new techniques. Two classic designs are the Michigan 
electrode arrays with two-dimensional recording sites (Fig. 4.6) and the Utah elec-
trode array (UAE) with three-dimensional multineedles (Fig. 4.8).

Wise and colleagues at the University of Michigan developed a type of silicon- 
based electrodes by the then newly developed microfabrication technique, which 
was referred to as the Michigan electrode array (Wise 2005; Wise et al. 1970). This 
type of electrode arrays was first designed specifically for extracellular neural 
recording in the brain and consisted of a gold wire insulated by a thin layer of sili-
con dioxide and formed on a silicon carrier. The arrays had multiple recording sites 
placed along a single or multiple planar shanks and was capable of recording from 
well-controlled depths (Fig. 4.6).

Developments of microfabrication techniques, including etch stops, deep reac-
tive ion etching (DRIE), and anisotropic silicon etching, have dramatically advanced 
the designs of Michigan electrode array from its first version. The basic microfabri-
cation processes are shown in Fig. 4.7 (Wise 2005). A thermal oxide mask is used 
to create a diffused boron etch stop that defines the substrate’s dimensions. These 
stops allow for defining the probe thickness to less than 15 μm. Then, a dielectric 
layer, usually consisting of a silicon oxide/silicon nitride stack, is deposited to insu-
late the backside of the electrode. Up on the dielectrics, a series of conductive traces 

Fig. 4.6 Michigan electrode array. (a) General structure of a Michigan electrode array. (b) 
Different variants of Michigan-style microelectrode arrays on the back of a US Penny. (The figures 
are adapted with permission from Wise (2005))
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are patterned to the length of the electrodes for connecting the recording sites to 
bonding pads, which are then created from metals. The common choices for the 
recording sites include gold, platinum, and iridium (iridium oxide). To insulate 
upper face of the conductive traces, another dielectric layer of stress-compensated 
silicon dioxide/silicon nitride is deposited. In addition, to increase the biocompati-
bility and protect the dielectrics from dissolution in in vivo conditions, an insulating 
polymer layer such as Parylene-C or Epoxylite has been adopted.

In parallel with the development of the Michigan electrode array, Normann and 
colleagues at the University of Utah developed another type of silicon-based elec-
trode array, which was referred to as the UEA (Campbell et al. 1991). Instead of 
patterning recording sites on a planer surface, a grid of microneedles, which were 
first cut with a dicing saw, were processed by a series of steps such as etching and 
deposition into the electrodes with recording tips in the UEA (Fig. 4.8).

Fig. 4.7 Fabrication of Michigan electrode array. (a) The basic process flow. (b) An example 
fabricated electrode. (The figures are adapted with permission from Wise (2005))

Fig. 4.8 Example UEA. (The figures are adapted with permission from Normann and 
Fernandez (2016))
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The typical UEA structure is shown in Fig. 4.8 (Normann and Fernandez 2016). 
The example UEA in Fig. 4.8a consists of a 4 mm × 4 mm substrate plate that proj-
ects out 100 (10 × 10 in a grid) penetrating microneedles, each 1.5 mm in length. 
The microneedles are electrically isolated from each other by a “moat” of glass 
surrounding at the needle roots. On the back surface of the substrate, 100 bonding 
pads are deposited to connect with each microneedle, and 100 insulated wires are 
used to connect these pads to an externally mounted connector. The tip of each 
microneedle is deposited with iridium oxide to facilitate ionic-to-electronic signal 
transduction. Except the tip of the microneedles, a biocompatible Parylene-C is 
used to insulate the entire array.

Generally, the basic fabrication processes of UEA include dicing, glassing, grind-
ing, etching, and depositing conductive and insulative layers (Fig. 4.9) (Jones et al. 
1992; Green et al. 2008; Bhandari et al. 2010). A grid of kerfs are cut by a diamond 
dicing saw on the back side of a chunk of doped silicon wafer, and the cut’s gap and 
depth depend on the design of specific UEA. The kerfs are filled with an insulating 
material of glass. The excess glass layer on the wafer top is removed by a grinding 
process. Then, back-side metalization is conducted to form metal bonding pads on the 
back side of each electrode. To produce the columns that will eventually be etched to 
microneedles, a dicing saw is used again to cut the front side of the wafer. The square 
columns are subsequently etched into rounded and sharp needles. To facilitate charge 
transfer between the neural tissue and electrode, iridium oxide film (AIROF) is depos-
ited on the microneedle tips. To form an insulative and biocompatible layer, low-
pressure chemical vapor deposition is used to deposit Parylene-C on the array. Similar 
to the wire-based electrodes, the insulation layer on the electrode tip must be removed 
to form recording sites. A wafer-scale tip deinsulation can be achieved by a combina-
tion of photoresist masking and oxygen plasma etching.

Fig. 4.9 Fabrication of the UEA. (a) Process flow for fabricating a diverse-height UEA. (b) Top 
view of the array dicing. (c–f) SEM images of the array during fabrication. (The figures are adapted 
with permission from Bhandari et al. (2008))
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The unique architecture of the UEA with a hundred, few-millimeters-long 
microneedles enables multichannel recordings of single units and local field poten-
tials (LFPs) with high spatial and temporal resolutions. Therefore, the correlation or 
communication between a large number of neurons within a cortical volume that the 
array covers can be analyzed. The capability of the UEA has been demonstrated in 
multiple cortical recordings, such as in visual and auditory cortices (Warren et al. 
2001; Kim et al. 2006). In addition, the UEA has achieved great success in BMIs 
after being approved by FDA for human testing (Hochberg et  al. 2006; 
Cyberkinetics 2005).

4.3  Intracortical Recording

4.3.1  Placement of Intracortical Electrodes

Intracortical electrodes have been applied in animal studies for a long time and in 
human clinical treatment preliminarily. Here, we describe the basic procedures of 
placing intracortical electrodes into interested regions of the brain in the view of 
animal research.

Intracortical electrodes can be placed into the cortex either chronically or acutely. 
For the acute placement, the electrodes are inserted into the cortical regions of inter-
est at each time of recording. If the animal is kept alive for consecutive recording 
sessions, a recording chamber is usually implanted on its skull by a surgery. In some 
cases, the surgery also performs craniotomy and implant guiding tubes or grids on 
the skull inside the recording chamber. In other cases, the craniotomy and electrode 
placement are performed just before each recording session. The electrodes selected 
for acute implantation are usually easy to insert, such as a single tungsten wire elec-
trode. A microdriver is applied, manually or electrically, to advance the electrode to 
a desired depth with a micrometer precision. For chronic implantation, a surgery is 
performed to implant the electrodes in the brain, and the electrodes would be kept 
for long-time usage. Their connectors are placed in a connector chamber, with 
which the electrodes can be connected to an external system. The electrodes chosen 
for chronic implantation are usually arrays, such as the UEA, because they can be 
used for a long time with enough available recording channels. Sometimes, the 
depth of chronic electrodes are also adjustable by microdrivers.

In animal studies, the surviving surgeries are performed in a sterile environment 
(Carter and Shieh 2010). The surgery room is cleaned and sterilized with UV lights 
just before surgery. The tools and probes that will contact with the inside of the 
animal body need complete sterilization. There are several ways to sterilize. A bead 
sterilizer is a small and convenient device for sterilization, filled with tiny glass 
beads that allow heat to evenly surround the tools. An autoclave is a commonly used 
device to kill microorganisms by high-temperature steam in a high-pressure con-
tainer. Most utilities, including stainless tools, gauzes, cotton swabs, suture lines, 

M. Wang and L. Guo



77

needles, saline, glass wares, etc., can be sterilized by the autoclave. But, some elec-
trodes and tools cannot tolerate the high heat. A relatively lower-temperature 
method, ethylene oxide sterilization, commonly called EtO, is suitable for steriliz-
ing these things. If the EtO is not available, these heat-sensitive tools can be soaked 
in 70% ethanol or other disinfectant for sterilization before use.

Once the surgery room and tools are ready, the animals can be anesthetized by 
either gas anesthetics, such as isoflurane, or pharmacological agents, such as ket-
amine. If it is a long-time surgery for a large animal, such as a nonhuman primate 
and cat, gas anesthetics with anesthetic machine is preferred, and some of the phar-
macological agents through intravenous infusion are also suitable. In addition, pre-
anesthesia by intramuscular or intraperitoneal injection with pharmacological 
agents is usually applied before the long-time anesthesia. Other agents, such as 
atropine for restraining saliva and dexamethasone for reducing brain swelling, 
might also be injected before the anesthesia. The fur on the head is shaved after the 
anesthetization. To keep body temperature during the surgery, heat pads are usually 
used. To monitor the animal’s vital signs, including body temperature, blood oxy-
gen saturation, heart rate, respiratory rate, and end-tidal CO2, a vital sign alert sys-
tem might be applied, especially for large animals. Intravenous infusion and oxygen 
might also be provided to keep the animal in a good condition during the surgery.

The properly anesthetized animal is placed on a stereotaxic instrument, which is 
designed to hold the animal’s head in a precise orientation and uses a micromanipu-
lator to measure and access targets with about 1 μm precision (Fig. 4.10a). First, ear 
bars are inserted into the ear canals. Second, a bite bar is place under the teeth, 
which can be adjusted to allow the head tilt up and down. Third, a nose brace is 
pressed on the nose, or a pair of eye braces is pressed on the eyes’ lower orbits to 
restrict the upward movement of the head’s anterior part. The head orientation can 
be adjusted by moving the bite bar and the braces.

It is usually necessary to have a sterile field around the operated part of the ani-
mal body. The sterile field can cover the contaminated part of the animal and serve 
as a resting place for tools. Some autoclaved strips of gauze or commercially 

Fig. 4.10 A stereotaxic instrument (a) and head orientations (b and c) for stereotaxic coordinates 
in rats. ((a) is adapted with permission from (Zhang and Xiong 2014);(b) is adapted with permis-
sion from (Paxinos and Watson 2007); and (c) is adapted with permission from (De Groot 1959))
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available papers can be arranged to a sterile field. The scalp that was shaved can be 
sterilized by wiping with iodine or peroxide.

Localization of the recording site in the brain is one essential step for the place-
ment of intracortical electrodes. Stereotaxic technique of brain is a minimally inva-
sive method that utilizes a three-dimensional coordinate system and refers extra- and 
intracranial landmarks to insert a cannula or electrode into a target location of the 
brain. The brain atlases providing the three-dimensional coordinates of brain struc-
tures are available for a variety of animals, including rodents, cats, bats, birds, and 
primates. Here, we describe an example of rat to illustrate the stereotaxic coordi-
nates (Paxinos and Watson 2007). To be consistent with the three-dimensional coor-
dinates of the published brain atlases, flat skull orientation (Fig. 4.10b) or De Groot 
orientation (Fig. 4.10c) is commonly applied. The top surface between bregma and 
lambda is flat in the former one and is tilted about 68 degrees in the latter one. The 
rat stereotaxic coordinates can be determined by three values corresponding to dor-
sal–ventral (D–V), midline–lateral (M–L), and anterior–posterior (A–P) coordi-
nates. The D–V coordinate is a vertical axis, the A–P coordinate is an axis from left 
to right, and the A–P coordinate is an axis from anterior to posterior parts of the rat 
skull. Their values would be different depending on which skull orientation is set 
and how to define the reference plane. Therefore, in the research articles, the coor-
dinate values would be noted by which system was applied. For animals with lim-
ited resources, structural MR images can be taken before and/or after the implantation 
surgery to help the localization (Fiebelkorn et al. 2019).

With the stereotaxic technique, a craniotomy is performed by a dental drill to 
expose the brain. Its size and shape are determined by the requirements of the 
implanted electrodes. A section of dura is often removed for most delicate elec-
trodes. After the brain is exposed, the intracranial landmarks, including blood vesi-
cles, sulcus, and gyrus, are visible for localization of the recording sites. For some 
large areas of the surface of the brain that can be easily accessed to, several of extra- 
and intracranial landmarks might be enough for the localization without aiding by 
the stereotaxic coordinates. For deep or folded areas, the coordinate system might 
be needed.

Once the target location determined, the electrode can be delivered to the brain 
using a micromanipulator during the surgery, if it is for chronic implantation. In 
some cases, the surgery does not place the electrode but only implants some device 
that allows long-term access to the brain, such as a sealable chamber, cannula, and 
cranial window, and then the electrode is placed in assistance with this device before 
each recording session. Titanic screws, dental acrylic, and bone cement are com-
monly applied to hold the implants in place.

After implantation, sterile sutures or tissue glues are used to seal the skin inci-
sion. The scalp can be lightly treated with iodine solution to clean the affected area. 
It will take about a week for the animal to recover from the surgery. During the 
recovery time, the animal should be inspected for any signs of discomfort and pain, 
including a lack of eating, hunched posture, and slow movement. Injections of an 
analgesic and antibiotics are used to prevent infection. After recovery, the intracorti-
cal electrode can be tested for neural recordings.
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4.3.2  Data Acquisition and Analyses

The classic intracortical electrodes are usually used to record extracellular neural 
signals in research experiments and clinical treatments. The setup for intracortical 
recording includes the following key components: (1) recording electrodes, (2) a 
ground wire, (3) a headstage, (4) a differential amplifier, (5) a filter, (6) some means 
of signal monitoring, (7) an AD converter, and (8) a computer with acquisition soft-
ware. An example of the setup is shown in Fig. 4.11 (Coleman and Burger 2015). 
There are many ways to incorporate these key components into a recording setup to 
suit to different experimental needs and personal preferences. Nowadays, a variety 
of multichannel acquisition systems are commercially available, such as the sys-
tems from Neuralynx, Tucker–Davis Technologies, Plexon, Blackrock 
Microsystems, Ripple, etc.

In general, the recorded signal from the electrode is preamplified by a small cir-
cuit board named headstage. The preamplified signal, which becomes less 

Fig. 4.11 A basic extracellular electrophysiology setup. (The figure is adapted with permission 
from Coleman and Burger (2015))
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susceptible to surrounding noises than the original signal, is transmitted through a 
tether to an amplifier for further amplification. The digitalization might be set at the 
time of either preamplification or post-amplification according to different setups. 
The wideband signal is filtered to a low-frequency part for LFP analysis and/or a 
high-frequency part for spike analysis. Some commercially available software is 
typically designed to monitor and record multichannel signals from electrode array 
or several single electrodes.

The electrode itself and the recorded cortical region are two main factors affect-
ing the quality of the signal collected from the electrode and should be carefully 
controlled during the recording session. For some electrodes, such as the UEA, their 
locations are determined from the implantation; for others, such as the single tung-
sten electrodes (Pardo-Vazquez et al. 2009), their locations can be adjusted by a 
microdriver. Because the target neurons usually have specific electrophysiological 
properties that differ from neurons in the nearby cortical areas, in most cases, espe-
cially when two cortical areas folded together, the experimenters can drive the elec-
trodes to a proper depth with a desired signal quality by observing the signal in the 
acquisition software and the electrode depth in the microdriver software. Because 
the observed signal might not be stable due to flexibility of the brain tissue, advanc-
ing of electrodes needs to be slow and sometimes wait for several minutes to allow 
the brain tissue to rebound.

For further analysis, the low and high frequencies are often extracted from the 
raw signal by a high-pass and/or a low-pass filter (Fig. 4.12). The high-frequency 
part can be analyzed for fast electrical changes, specifically the spikes of neurons. 
On the other hand, the low-frequency part can be analyzed for slow electrical 
changes, specifically the LFPs, electrical fluctuations within a cortical area resulted 
from a population of neurons. The filters can be implemented in either software or 
hardware. There is no universal definition on the frequency limits for the low- and 
high-frequency parts. The parameters of the filters are set depending on the require-
ments of specific experiments and the type of neurons. The low-frequency part is 
usually obtained under 200 Hz and the high-frequency part above 300 Hz. The types 
of digital filter algorithms used in software implementation include Bessel, 
Butterworth, or elliptic filters. An example of such a flow of data processing, which 
is readable and customizable in that software interface, is shown in Fig. 4.12.

Spike sorting is a process to extract and categorize spikes from the high- frequency 
part of recording from the cortex (Fig. 4.13). The spike sorting can be applied dur-
ing or after the recording, that is, online or offline, respectively. To save the comput-
ing resource and guarantee the speed of real-time monitoring and recording, online 
spike sorting is usually based on a simple sorting algorithm, such as setting a thresh-
old for detecting spikes. On the other hand, in the absence of time constraint, offline 
sorting can scrutinize the details of the spikes based on complex algorithms, such as 
principle component analyses of the spike’s waveform.

Because intracortical electrodes are extracellularly placed in the cortex and more 
than one neuron surrounds it, the high-frequency signal may contain activities from 
many nearby neurons. Online spike sorting is performed by setting a threshold to 
preliminarily detect spikes, usually containing both single-unit activities (SUAs) 
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and multiunit activities (MUAs). The SUA signal is supposed to be the activities 
from a single neuron, and the MUA is from a bunch of neurons at a moderate dis-
tance to the electrode. Given the small scale of the electrode tip, the activities of 
those nearby neurons differ in the signal amplitude and waveform due to their dif-
ferent distances to the electrode tip, and usually only one neuron that is close enough 
to the electrode tip can evoke a clear spike signal with a classic waveform of an 
extracellular action potential. Based on the differences, offline spike sorting can 
continue to separate the SUAs from the MUAs. As shown in Fig. 4.13d, yellow 
signals are the sorted SUAs and gray are the MUAs. If the online sorted signal is not 
good and the wideband signal is recorded, offline sorting can also redo the threshold 

Fig. 4.12 A topology diagram in the OmniPlex Server application (Plexon Inc). The diagram can 
be viewed by the users in the OmniPlex software interface. It shows the flow of data from hardware 
devices into software-processing modules and eventually flowing into the Main Data pool at the 
bottom of the diagram. Users can change the setups for the data acquisition using this interface. 
The colors of the diagram rectangles are based on the types of data: green, analog signals; blue, 
continuously digitized sample data; and pink, digital event data. WB, wideband; SPKC, spike- 
filtered continuous signal; SPK, extracted spike waveform; FP, field potentials; EVT, events; AI, 
continuously digitized non-neural data; KBD, Keyboard Digital events; CPX, data generated by a 
CinePlex System. (The figure is adapted with permission from the User Guide for an OmniPlex 
system, Plexon Inc.)
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sorting beginning from the wideband signal. Because the spike is a potential change 
within a few milliseconds, a high temporal resolution is required with a sampling 
rate typically of 40 kHz set for digitalizing the high-frequency signal.

The SUA signal is often preferred in research because it is a more reliable result 
with the highest spatial and temporal resolutions to reflect the spike activities of one 
single neuron. However, recording this signal needs more rigorous requirements, 
such as a small conductive area on the electrode tip, which is characterized by high 
impedance, and a proper distance of the neuron to the tip. Sometimes, the MUA and 
LFP can also be used in analyses when the SUA is not available.

Because LFP is relatively easy to obtain with intracortical electrodes, it is com-
monly found in research and clinical application (Lashgari et al. 2012). Even though 
LFP cannot specify one single neuron’s activity as the SUA does, its spatial resolu-
tion is still higher than signals obtained from most of the noninvasive approaches. 
LFPs were initially thought to combine signals within a cortical area of several 
millimeters (Mitzdorf 1985), and later research indicated that the signals could be 

Fig. 4.13 High-frequency signal filtered from a wideband recording of a V1 neuron in monkey 
and the spike sorting. (The figures are from the authors’ unpublished data)
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restricted within a few hundred micrometers with a small electrode tip (Katzner 
et al. 2009). Moreover, further filtering the LFP into different frequency bands can 
increase the signal specifications (Fig. 4.14) (Lashgari et al. 2012) and address more 
aspects of the brain activities (Wang et  al. 2012). The frequency bands usually 
include delta (1–4  Hz), theta (4–8  Hz), alpha (8–13  Hz), beta (13–30  Hz), and 
gamma (30–100 Hz). Despite many investigations in the past, researchers are still 
exploring new analysis methods to dig more valuable information from the LFPs.

4.3.3  BMI

BMI is a real-time bidirectional link between a living brain and artificial actuators 
(Lebedev and Nicolelis 2017). Though the conceptual propositions and proofs date 
back to the early 1960s, BMI studies only took off in the late 1990s (Lebedev and 
Nicolelis 2017). It integrates principles, techniques, and approaches derived from 
engineering, computer science, neuroscience, and neurology. The direct interface 
between the brain and devices could one day restore lost sensory and motor func-
tions in patients, as well as revolutionize the way we interact with the computers and 
other smart environments (Nicolelis 2001).

The modern era of BMI emerged with the development of chronic intracortical 
electrode arrays (Lebedev and Nicolelis 2017) (Fig. 4.15). Using neural signals 
recorded from the brain to control external devices is one important type of 

Fig. 4.14 SUA and LFPresponses of a V1 neuron to a grating stimulus. The first two panels are 
spike analyses, and the lower three panels are LFP analyses. (Figure adapted with permission from 
Lashgari et al. (2012))
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BMI. Notwithstanding the countless innovations, this type of BMI includes three 
essential components: a sensor (e.g., intracortical electrode arrays) to sample large- 
scale brain activities, a decoder to convert the recorded signals into a command 
signal, and an effector to execute the command.

The possibility of the motor cortex serving as an information source of BMI has 
been evidenced in several aspects: First, the recordings from a small number of 
intracortical electrodes implanted in the primary motor cortex have the potential to 
sample a variety of parameters for voluntary limb movements. Second, in primates 
including humans, the hand motor cortex area is identifiable and accessible easily 
for the electrode implantation surgery. Third, neural information sufficient for the 
BMI can be recorded from the motor cortex despite the long-standing injury of its 
downstream neurons, such as in people with amyotrophic lateral sclerosis. As a 
series of original studies on intracortical electrodes were conducted in rat, monkey, 
and humans, it soon became apparent that BMIs could serve as a new generation of 

Fig. 4.15 The first BMI for reaching and grasping. (a) Diagram setup of the experiment in mon-
keys. The extracellular electrical activity was recorded from multiple cortical areas and then 
decoded to control the movements of a virtual or real robotic arm. (b) Schematics of three tasks for 
the monkeys. Task 1, monkeys moved a cursor over a target with a joystick. Task 2, the joystick 
was fixed, and the monkeys grasped a virtual object by gripping the joystick. Task 3, the monkeys 
moved the cursor over the target then produced a gripping force. (c) The observed movements 
(blue lines) and the movement predicted by a decoder of the recorded neural activities (red lines). 
Hand velocity in reference to x-axis or y-axis (Vx, Vy) and gripping force (GF). (Figure adapted 
with permission from Carmena et al. (2003))
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prosthesis to restore mobility in patients severely paralyzed due to trauma, notably 
spinal cord injuries (SCIs) or neurodegenerative diseases (Hochberg et  al. 2012; 
Bouton et al. 2016) (Fig. 4.16).

4.4  Challenges

Intracortical electrodes often fail in several months to years after implantation, 
likely due to foreign body responses (FBRs) (Stiller et al. 2018; Burns et al. 1974). 
The FBR progress is related to aspects of both neuronal dieback and electrode deg-
radation. Its extent depends on the biocompatibility of the electrode. To maintain a 
stable recording from the chronically implanted electrode, it is essential to control 
the development of FBRs. Strategies for controlling FBRs can roughly be catego-
rized into two types: interventions by materials science and bioactive treatments 
(Groothuis et al. 2014).

4.4.1  FBR

FBR is the body’s self-defense mechanism and can be described as any tissue reac-
tion in response to the presence of a foreign object implantation. It starts immedi-
ately after the electrode implantation and evokes a stream of events accountable for 

Fig. 4.16 A tetraplegic patient using a BMI to control a DLR robotic arm. (Figure adapted with 
permission from Hochberg et al. (2012))
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deteriorating the electrode and forming scar tissue around it (Grand et  al. 2010; 
Kozai et al. 2015). The progress of FBR can be divided into three phases: acute, 
early, and chronic (Groothuis et al. 2014).

The acute phase takes place within several hours after the implantation. The elec-
trode insertion causes damages to cells and vasculature along the implant trajectory. 
The blood–brain barrier is disrupted, and the blood constituents, including mono-
cytes and other blood-borne cells, influx into the surroundings. The cell damage 
leads to acute cytokine response and microglia activation within about 50 μm around 
the injury site (Davalos et al. 2005).

The early phase typically takes place within the first week following the acute 
phase. During this phase, a loose glial sheath is formed around the electrode. 
Initially, microglia are activated by cytokines released by the damaged cells. Then, 
the activated microglia induce proliferation and migration of other microglia and 
astrocytes to form a lamellipodia-based encapsulation. The activated microglia and 
astrocytes are enriched in a large area ranging to several hundred micrometers 
around the electrodes (Szarowski et al. 2003).

The chronic phase may take over 6 weeks to several months after the early phase. 
During this phase, a dense sheath populated with fibrotic and glial cells is formed 
around the electrode (Fig. 4.17). Reactive microglia remain close to the electrode, 
indicating a presence of “frustrated phagocytosis,” which may aggravate the neuron 
loss (Groothuis et al. 2014). Reactive astrocytes form a compact layer that is mostly 
separated from the microglia (Szarowski et al. 2003). The sheath also contains some 
extracellular matrix molecules inhibiting neuronal growth, such as chondroitin sul-
fate proteoglycans (CSPGs) secreted by the reactive microglia. Eventually, it results 
in changes in cellular architecture and increases the distance between the electrode 
and neurons.

4.4.2  Materials Science in Controlling FBR

Biocompatibility is an implant property that allows for the materials to be compat-
ible with living cells and tissues. This implies that a biocompatible implant can 
remain functional for a long term in the organism without evoking considerable 
FBR and harming enzymes, cells, or tissues (Groothuis et al. 2014; Heiduschka and 
Thanos 1998). The degree of biocompatibility of an intracortical electrode depends 
on its material properties, geometric characteristics, and microstructures 
(Williams 2008).

The materials selected for the substrate, recording site, and encapsulation of the 
electrode should be biocompatible for chronic implantation. Metals are the most 
common material applied as the substrate and recording sites of traditional intracor-
tical electrodes. Silver, copper, iron, cobalt, and palladium are found to provoke 
severe immune responses and not safe for chronic usage. Tungsten, platinum, irid-
ium, and gold are overall safe and regularly used for chronic implantation (Szostak 
et al. 2017). Formation of galvanic cell structure should be avoided when metals, 
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especially their alloy, are used. Otherwise, it would result in the faster corrosion of 
metals in a saline environment. Conductive polymers (CPs) have been used in the 
newer generation of electrode designs. The CPs have advantages of biocompatibil-
ity, fast charge transfer, conductive tuning, and nano- or drug-releasing structures 
(Chen et al. 2013). The most popular CPs that have been used for intracortical elec-
trodes include polypyrrole (PPy), Poly(3, 4-ethylenedioxythiophene) (PEDOT), 
and polyaniline (PANI). They are usually blended with hydrogels, elastomers, and 
nanomaterials.

Mechanical moduli of most electrode materials mismatch to those of the soft 
brain tissues by two to eight orders of magnitude. The stiff electrodes exert continu-
ous stress and cause irritation to the microtissue environment around the electrodes 
under the constant agitations of the brain (Lee et al. 2005). The stress may lead to 
gaps and shift the electrodes away from active zones. The FBRs were found more 

Fig. 4.17 Formation of glial sheath on an intracortical electrode. (a) Acute injury after inserting 
an electrode activates nearby microglia and astrocytes to venture to the area of injury. (b) Chronic 
reactions form a dense glial encapsulation containing fibroblasts, macrophages, and astrocytes. 
Top, illustrations; bottom, histological images with the cell nuclei stained blue. (Figures adapted 
with permission from Marin and Fernández (2010))

4 Intracortical Electrodes



88

severe with a rigid electrode comparing to a soft one (Köhler et al. 2015). Therefore, 
flexible materials are preferred for intracortical electrodes.

The geometry of electrodes depends on the fabrication technology, biological 
model, and target brain structure. The stems of electrodes are usually needle-like 
with a conical tip or of a blade shape. Tip size of the electrode is believed to affect 
tissue responses, but it is still controversial about whether sharp or blunt tips cause 
more affection. Some suggests that a sharp tip is better because it can penetrate the 
heterogeneous tissue layers with a smaller displacement and a lower possibility of 
tearing blood vessel walls than a blunt one. Others suggest that a blunt tip can push 
tissue away and cause fewer traumas, whereas a sharp one would cut it. Moreover, 
a sharp tip might persistently injure the tissue after implantation. Research on elec-
trode sizes indicated that a size of the tip comparable to that of the neuronal soma 
(5–10 μm) would be proper to reduce implantation trauma, tissue displacement, and 
mechanical mismatch (Ludwig et al. 2011).

Roughening the electrode surface by nanomaterials is found to increase the 
cellular attachment and neuronal growth. Such nanomaterials can provide a surface 
similar to that of the extracellular matrix environment (Silva 2006). These nanoma-
terials include carbon nanotubes, platinum black, platinum grass, and CPs.

4.4.3  Bioactive Intervention in Controlling FBR

In addition to optimizing the materials and mechanical characters of intracortical 
electrodes, bioactive interventions to the tissue responses are available for control-
ling the FBRs in recent years. Some compounds and other treatments that inhibit 
inflammation or promote neuronal regrowth can be used for this purpose.

It has been reported that dexamethasone (DEX), a corticosteroid anti- 
inflammatory compound, can restrict astrocytic responses after inserting intracorti-
cal electrodes. In the initial experiments, DEX was administered as subcutaneous 
injections during the first 6 days after inserting the electrode (Spataro et al. 2005). 
The results indicated that the DEX administration attenuated both the early phase 
and sustained phase of the FBR. However, another problem of side effects would be 
caused by long-term injection of DEX. Therefore, the following studies looked for 
solutions to locally deliver DEX, such as coating the electrode with DEX (Zhong 
and Bellamkonda 2007) or incorporating DEX with other coating materials 
(Mercanzini et al. 2010; Kim and Martin 2006). According to the research on DEX 
coating, the FBR was significantly lowered, and the neuronal loss was reduced at 
both 1 and 4 weeks (Zhong and Bellamkonda 2007). Moreover, the in vivo imped-
ance of the electrode was also improved by this local delivery of DEX.

Studies found that laminin, a common extracellular matrix protein, can be used 
for controlling FBR in the electrode implantation. It is hypothesized that a layer of 
laminin on the electrode would stabilize the interface between the electrode and the 
tissue (Grill et al. 2009). Although microglia activity was increased by the laminin 
coating at the beginning (within about 1 week) of implantation, it later decreased to 
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a lower level than without using the coating at 4 weeks (He et al. 2006). This study 
suggested that the initial boost in microglia activation triggered by the laminin coat-
ing might act to remove the necrotic debris, then the tissue responses would be 
attenuated after the cleanup (He et al. 2006).

The loss and growth inhibition of neurons at the interface during FBR are one of 
the factors affecting the recording quality. Therefore, protecting the neurons from 
loss and growth inhibition would increase the performance of chronic electrodes. 
Drugs or treatments used for recovering nerve injury have the potential effects in 
this purpose. A possible option is to disrupt the inhibition caused by chondroitin 
sulfate proteoglycans (CSPGs), an extracellular proteoglycans in the glial sheath at 
the electrode surface. Chondroitinase ABC (ChABC) had some success in treating 
spinal cord injury. It can remove the sugar chains that activate CSPGs’ inhibitory 
functions (Filous et al. 2010).

4.5  Summary

Intracortical electrodes provide a valuable tool for scientists to extract neural infor-
mation from the brain. This chapter reviewed the traditional intracortical electrodes. 
According to their fabrication and architecture, intracortical electrodes include two 
main classes, the wire-based and micromachined. After decades of developments, 
they can acquire both SUAs and LFPs with a high recording quality over a long- 
term implantation. Moreover, methods for signal analysis are improving to offer 
more capabilities, such as decoding voluntary movements from neural signals of 
motor cortex (Carmena et al. 2003) and investigating attention mechanisms (Chen 
et al. 2008). Therefore, the traditional intracortical electrodes, which can be used 
in vivo in animals, have achieved many successes in the research as well as clinical 
areas. In acute research using anesthetized animals, basic mechanisms of cortical 
information processing have been interpreted (Hubel and Wiesel 1959). In chronic 
research, higher cognitive functions have been studied as the animal can be trained 
with a behavior task (Reppas et al. 2002; O’Keefe and Burgess 1996). Based on the 
successes of chronic intracortical electrode arrays, BMIs emerged, and their pio-
neering clinical studies have shown the potential to restore lost motor functions in 
paralyzed patients (Hochberg et  al. 2012). Chronic implantation of intracortical 
electrodes can provide more perceived values, whereas evidences show a great chal-
lenge to keep the quality of electrode recording for a long term. Many studies have 
been devoted to understanding the mechanisms underlying the chronic degradation 
of recording quality and to improving the long-term viability. Factors relating to 
biocompatibility and FBRs are supposed to account for this problem, which can be 
controlled with interventions by materials science and bioactive treatments.
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Chapter 5
Peripheral Nerve Electrodes

Yu Wu and Liang Guo

5.1  Introduction

With the goal of restoring muscle functions or recording neural signals, peripheral 
nerve electrodes have been extensively studied for decades. For restoration of lost 
motor function, in most cases, multiple groups of muscle fibers need to be electri-
cally activated. The straightforward approach is to use muscle-targeted electrodes 
(either epimysial or intramuscular electrodes (Navarro et al. 2005)), by implanting 
at least one electrode on/in each muscle (Veraart et al. 1993). Apparently, due to the 
sparse distribution of implanted electrodes, the wiring scheme is not only compli-
cated for surgical implantation procedure and maintenance but also fragile to limb 
movements. Therefore, within the options of muscular or neural interfaces, target-
ing peripheral nerves has the advantage of much lower activation thresholds, a 
smaller number of required electrodes, and higher recruiting accuracy.

In contrast to the complexity in the central nervous system, the relatively simple 
anatomical structure of peripheral nerves makes them easier to be accessed by elec-
trodes. Typically, neurons in the peripheral nervous system have their somas located 
in or around the spinal cord while extending their axons all the way to target organs. 
While eventually ending with branches and forming neuromuscular junctions with 
skeletal muscle fibers, the axons, for the most part of their lengths, are grouped 
together in fascicles that are wrapped by three protective layers: epineurium, peri-
neurium, and endoneurium (Fig. 5.1). Such a compact and clearly mapped structure 
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not only minimizes electrode size and quantity but also leaves adequate space for 
high-resolution interfaces such as intrafascicular electrodes.

The advances of peripheral nerve electrodes have been summarized in multiple 
excellent comprehensive reviews (Navarro et al. 2005; Yoshida et al. 2010; Ortiz- 
Catalan et al. 2012; Patil and Thakor 2016) which organize their discussions based 
on different types of devices. Instead, by focusing on challenges and corresponding 
design motivations, this chapter covers the efforts made in the field to improve 
issues of selectivity and noise reduction, electrode-neural interfaces, and surgical 
implantations. To provide an overview on the working principles of peripheral nerve 
electrodes, Sect. 5.2 will briefly introduce three major types of electrodes. The three 
major challenges and corresponding strategies will then be discussed in detail in 
Sect. 5.3.

5.2  Peripheral Nerve Electrodes

In this section, we discuss three types of conventional peripheral nerve electrodes 
used to stimulate peripheral nerves or record neural activity: cuff electrodes, intra-
fascicular electrodes, and regenerative electrodes.

5.2.1  Cuff Electrodes

Among peripheral electrodes, cuff electrodes are perhaps the most studied and 
investigated toward clinical applications. They work by completely encircling the 
nerve with an insulated tubular sheath and using two or more electrode contacts on 
the inner surface to either stimulate the nerve or record neural activity. These elec-
trodes can either completely encircle the nerve (circumferential) or come in contact 
with just a section of it (differential). Circumferential contacts have mainly been 
used for recording purposes, while differential contacts have been found to provide 
better stimulation (McNeal et al. 1989; Sweeney et al. 1990; Grill and Mortimer 

Fig. 5.1 Cross-sectional 
view of a typical peripheral 
nerve where nerve fibers 
are bundled into 
perineurium-ensheathed 
fascicles. (Adapted with 
permission from Yoshida 
et al. 2010)
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1998). Furthermore, differential contacts offer a variety of designs as they can be 
placed in a bipolar, tripolar, or short-circuit tripolar configuration to reduce noise or 
current leaks. However, the use of differential contacts for recording has been rarely 
reported in the current literature.

The flexibility of cuff electrodes allows them to avoid the problems of mechani-
cal stress and displacement that are common in muscle-based electrodes, thereby 
reducing the possibility of electrode or lead failure. They also have a higher accu-
racy when recording data because they increase the resistance of the extracellular 
return path, which increases the amplitude of the recorded signals (Sahin et  al. 
1997; Struijk et al. 1999).

Although several issues with cuff electrodes have been observed, they were often 
remedied in subsequent investigations. For example, it was found that cuff elec-
trodes caused a loss of myelinated fibers, but these fibers regenerated to a smaller 
diameter over time without any signs of control or strength loss (Larsen et al. 1998). 
It was also found that the self-sizing spiral cuff electrode could cause demyelination 
and axon losses, perineurium thickening, increased intraneural tissue, or axonal 
swelling (Naples et al. 1988). However, a different study found that these effects 
could be circumvented by placing the cuff farther away from a joint (Romero 
et al. 2001).

5.2.2  Intrafascicular Electrodes

An intrafascicular electrode is directly inserted into the peripheral nerve for direct 
contact with the nerve tissue that they are intended to activate or record. This direct 
contact enhances the selectivity and increases the signal-to-noise ratio (SNR) of the 
recording. Stimulation on a certain nerve fascicle has less effect on adjacent ones. 
More than one intrafascicular electrode can be implanted to stimulate multiple areas 
along the nerve.

Longitudinally implanted intrafascicular electrodes (LIFEs) are implanted 
parallel to the nerve fibers and are inserted a few millimeters into the endoneurium 
before exiting. The active section inside the nerve can have multiple contacts placed 
in different orientations to improve selectivity comparing to the transverse intrafas-
cicular multichannel electrodes (TIME).

Studies of metal and polymer LIFE show no damage caused by the electrode or 
biocompatibility issues and good selectivity for stimulation and multiunit extracel-
lular recording (Nannini and Horch 1991; Goodall et al. 1993). They also have long- 
term reliability, being used for studies for over 6 months (Goodall et al. 1991).

Furthermore, the electrical stimulation produced by LIFE is able to elicit sensa-
tions of touch, joint movement, and position, potentially allowing amputees to have 
prosthetic limbs with a more natural feel and control. However, the selectivity is 
challenging to achieve, as it is difficult to implant multiple LIFEs in different 
fascicles to stimulate the appropriate muscle groups (Dhillon et al. 2004a, b).

5 Peripheral Nerve Electrodes
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5.2.3  Regenerative Electrodes

Unlike cuff and intrafascicular electrodes that passively access intact nerves, regen-
erative electrodes employ a completely different strategy in which nerve fibers of 
interest are severed first and then regenerate through micro via-holes or channels to 
reconstruct neural connections. Probes or stimulation electrodes are integrated in 
the channels to directly interface with regenerated fascicles, giving rise to highly 
intimate electrode–tissue interface as well as excellent selectivity to individ-
ual fibers.

Due to its highly aggressive nature, however, many factors should be considered 
during design to ensure successful nerve regeneration. For example, appropriate 
channel dimensions should be customized so that regenerated nerve fibers will not 
be damaged by compression force. Additionally, it may also require trophic factors 
to facilitate regeneration.

5.3  Challenges and Strategies on Electrode Design

5.3.1  Toward Better Selectivity and SNR

Selectivity and SNR are the two most important properties of peripheral neural 
interfaces regarding to functionality. For both stimulation and recording purposes, it 
is always desired to recruit or record a smaller group of nerve fibers with less inter-
ference from others. Higher selectivity in stimulation enables finer and more coor-
dinated control over many muscle fibers, yielding a more effective motor prosthesis 
process.

Although recording peripheral nerve activities cannot improve neural modula-
tion directly, it provides important information on the functionality and mechanism 
of peripheral nervous system and can be used for controlling an external prosthesis. 
In addition, neural recording is an indivisible part of feedback control that enhances 
the neural modulation effectiveness. Therefore, the goal of recovering action poten-
tials while suppressing noise from muscle activities and stimulation artifacts has 
been pursued for any type of electrodes.

 Selectivity

Steering electric fields with cuff electrodes Selectively activating nerve fascicles 
can be realized in two ways: (1) manipulating the electric field inside a nerve trunk 
and (2) directly accessing individual fascicles by electrodes. The first method, also 
referred as electric field steering, was developed for cuff electrodes which have 
no direct access to axons inside a nerve. And it can be considered as a remote 
control of electric field distribution by electrodes wrapping around the nerve trunk. 
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This technique is based on two findings: (1) the excitability of a myelinated axon is 
determined by longitudinal electric field rather than transverse field (Rushton 1927; 
Coburn 1980; Rattay 1986); and (2) a transverse current could be used to steer the 
longitudinal current, restricting the region of excitation (Sweeney et al. 1990). As 
shown in the longitudinal tripolar configuration (Fig. 5.2a), by passing a transverse 
current flow at a subthreshold level from a “steering” electrode (anode) 180° oppo-
site to the central cathode, the longitudinal current can be repelled away from the 
steering electrode and into the region near the cathode. In this way, only a portion 
of the nerve trunk is stimulated rather than the entire region. Based on this longitu-
dinal tripolar configuration, further modifications have been proposed and investi-
gated (Fig. 5.2b) (Veraart et al. 1993), in which double tripolar configuration shows 
the best selectivity to activate fascicles that could not be activated selectively by a 
single tripole, at the cost of more electrodes and lead wires that complicate the sys-
tem. To achieve the best selectivity for a given muscle, it is necessary to modulate 
the amplitude of both longitudinal and transverse current, which means the stimula-
tion conditions are not predictable and highly sensitive to electrodes’ relative posi-
tion to nerve fascicles. In clinical practices, however, such a trial-and-error process 
may result in unstable implantation because changes in electrodes’ position may 
invalidate the preset stimulation parameters.

As an alternative approach, arranging electrodes transversely can achieve the 
same selectivity without compromising on robustness and simplicity. Such concept 
originates from studies of longitudinal configurations where spatial selectivity is 
maximized when the transverse current constitutes a high proportion of the total 
current (Goodall et al. 1996; Deurloo et al. 1998). Accordingly, this suggests that 
100% transverse current would result in maximum spatial selectivity. In that case, 
the two anodes from the longitudinal tripole are effectively eliminated (Goodall 
et al. 1996). This has been tested and confirmed in modeling works (Parrini 1997; 
Deurloo et al. 1998) and cat sciatic nerve implantations (Tarler and Mortimer 2003; 

Fig. 5.2 Electric field-steering techniques for cuff electrodes. (a) Schematic view of longitudinal 
tripolar cuff with field steering where the transverse current serves as steering current. (Adapted 
with permission from Sweeney et al. 1990). (b) Four longitudinal configurations based on field 
steering. Adapted with permission from Veraart et al. (1993). (c) The configuration of four-contact 
transversal cuff electrode. (Adapted with permission from Tarler and Mortimer 2004)
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Tarler and Mortimer 2004). A representative device is the four-contact cuff electrode 
(Fig. 5.2c) (Tarler and Mortimer 2004). By modulating anodic and cathodic steering 
current to hyperpolarize undesired fascicles and excite the target fascicle, respec-
tively, each of the four motor fascicles in the cat sciatic nerve can be recruited selec-
tively and independently. However, since nerve fibers are more sensitive to 
longitudinal electric fields, the activation threshold is significantly higher for trans-
verse configurations than for longitudinal ones (Goodall et al. 1996).

Reshaping Nerve Trunk with Flat Interface Nerve Electrode (FINE) While 
selective recruitment of cat nerve fascicles can be achieved by a field-steering cuff 
interface, the circular distribution of electrode sites reduces their ability to selec-
tively access central axon populations due to a significant distance to inner fascicles 
(Veltink et al. 1988, 1989a, b; Altman and Plonsey 1990). Different from the simple 
structure of cat sciatic nerve, human peripheral nerves typically contain more fas-
cicles and may not have a cylindrical cross-section. For example, a human femoral 
nerve (12 mm wide, 4 mm thick) is composed of at least 20 fascicles (Schiefer et al. 
2008), making it difficult for field-steering cuffs to work effectively. As an evolu-
tion, a noninvasive FINE was proposed to form a rectangular cross-section. By 
slowly squeezing the nerve trunk into an elongated and flattened oval, fascicles are 
lined up on a two-dimensional flat surface instead of a three-dimensional cylinder 
(Fig. 5.3a, b), resulting in more exposure of smaller and inner fascicles under stimu-
lating electrodes. The nerve reshaping process may take from hours to days, depend-
ing on the force applied on nerve trunk.

In comparison with conventional cuff electrodes, this design exploits the oblong 
cross-section of the nerve and takes advantage of the nerve’s ability to reshape 
(Tyler and Durand 2002). Since electrodes are more intimate to individual fascicles, 
they are theoretically more effective to recruit a certain fascicle without causing 
cross-talks to other fascicles (Choi et al. 2001; Schiefer et al. 2005). Using simple 
monopolar stimulation without field steering, acute experiments on cat and beagle 
have shown high degree of selectivity for major fascicles (Fig.  5.3c) (Tyler and 

Fig. 5.3 FINE. (a) Schematic cross-section of a FINE on a nerve. (b) Relative position of the 
electrodes and the nerve fascicles. Electrical contacts giving functionally equivalent torque outputs 
are circled. (c) Example of selective recruitment of four fascicles within the sciatic nerve. The lines 
with symbols show recruitment curves of individual branches having electrodes distal to the 
FINE. The recruitments from the FINE contacts are shown with the thin lines. The contacts are 
listed next to their respective recruitment trajectories. (Adapted with permission from Tyler and 
Durand 2002)
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Durand 2002; Leventhal and Durand 2004; Yoo et al. 2004), and even subfascicular 
recruitment can be achieved with optimized electrode design (Leventhal and Durand 
2003). Moreover, studies on human peripheral nerves also proved the effectiveness 
of FINE design. Modeling and simulation predicted that eight-contact FINE is 
enough to selectively stimulate each of the six muscles innervated by the proximal 
femoral nerve (Schiefer et al. 2008), which was further confirmed for femoral, tib-
ial, and peroneal nerves in human subject implantation carried by the same group 
(Schiefer et al. 2010; Schiefer et al. 2013).

However, with a flat interface to nerve trunk, the high selectivity and the simple 
monopolar stimulation without complicated field steering are actually achieved at 
the cost of greater possibility of nerve damage by pressure. Although chronic 
implantation on cat sciatic nerves up to 3 months suggested that moderate reshaping 
caused no axonal damage (Daniel et  al. 2006), the chronical biocompatibility of 
FINE still needs to be confirmed with human subject test.

Subfascicular Selectivity with Intrafascicular Electrodes To further enhance the 
selectivity, either field-steering cuff or FINE has seemed to be reaching their limits 
due to the inherent disadvantage of remote stimulation. The need for finer neural 
modulation interfaces promotes intrafascicular electrodes that are placed within 
individual fascicles to directly access the nerve fibers, instead of manipulating elec-
tric fields outside the nerve fascicles. These electrodes are usually composed of an 
insulated conducting wire with small openings at stimulation sites. Essentially, it is 
the proximity to nerve fibers and restricted current flow in space that give rise to 
their excellent selectivity and low-activation threshold.

A variety of designs have been developed for intrafascicular recording and mod-
ulation. Based on the implanting orientation, they can be categorized into LIFEs and 
TIMEs. As indicated by the name, LIFEs are designed to be implanted in parallel to 
the nerve fibers (Fig. 5.4a) (Malagodi et al. 1989). Basically, it is a conductive wire 
wrapped by an insulation layer, with several stimulation sites where insulation is 
removed to expose the conductive core. During the surgical implantation, an inser-
tion of micro-needle will penetrate the nerve tissue and lead the wire through the 
nerve trunk (Fig. 5.4b). Since stimulating sites are physically in contact with indi-
vidual nerve fibers within a certain fascicle, this interface has shown high selectivity 
with low-activation threshold (Yoshida and Horch 1993; Micera et al. 2008; Jordi 
et al. 2011) and little cross-talk to adjacent fascicles (Navarro et al. 2005) in acute 
animal studies, as opposed to field-steering cuff electrodes.

The major disadvantage of LIFEs, however, is the challenging task to access 
multiple fascicles with just one device. Based on the guiding-needle method of 
implantation, it is difficult to implant a few wires in different fascicles without caus-
ing substantial tissue damage or device malfunction (Navarro et al. 2005). Therefore, 
TIMEs are designed to address this issue and further enhance the selectivity. By 
inserting the wire transversally to the nerve trunk, a single TIME is able to interface 
with several fascicles (Fig. 5.4a), thus reducing the number of implanted electrodes 
required by LIFEs (Boretius et al. 2010). Aside from positive confirmation from 
computational modeling (Raspopovic et al. 2011), acute studies on rat sciatic nerve 
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and human amputee have also shown remarkable selectivity of TIME, despite the 
small distance between active sites and the small size of the nerve (Boretius et al. 
2010; Jensen et al. 2010; Badia et al. 2011; Boretius et al. 2012; Kundu et al. 2014; 
Harreby et al. 2015).

With similar principles of TIMEs but much more recording/stimulating chan-
nels, the Utah electrode array (UEA) can be customized for peripheral nerve inter-
facing, though originally developed for use in the cerebral cortex (Branner and 
Normann 2000). Benefiting from microfabrication technologies, 25 probes can be 
fabricated on a single device (Fig. 5.4c), significantly improving the accessibility to 
nerve fibers comparing to LIFEs and TIMEs. Furthermore, the planar array was 
improved by the Utah slanted electrode array (USEA) to avoid a nerve fiber being 
recruited by many electrodes along the axis (Fig. 5.4d, e) (Branner et al. 2001). The 
three dimensional structure of USEA with electrodes of varying length can provide 
access to more individual fibers in each fascicle and enhance graded recruitment of 
force in muscle groups in a highly selective fashion (Branner et al. 2001).

Axonal Selectivity with Regenerative Sieve Electrodes Regenerative electrodes 
are designed to precisely interface with each axon in a nerve fascicle, which reaches 
the highest resolution a peripheral nerve electrode can get. Ideally, as mentioned in 

Fig. 5.4 Longitudinal and transversal intrafascicular electrodes. (a) Schematic diagrams and 
sciatic nerve implantations of TIME, LIFE, and cuff electrodes. (Adapted with permission from 
Jordi et al. 2011). (b) Structure of a longitudinal intrafascicular electrode. (Adapted with permis-
sion from Malagodi et al. 1989). (c) Electron microscopic picture of the Utah electrode array with 
25 probes on a 2 mm by 2 mm base. (Adapted with permission from Branner and Normann 2000). 
(d) Schematic comparison of planar UEA and USEA. The varying length of electrodes allows 
more nerve fibers to be recruited. (Adapted with permission from Branner et al. 2001). (e) Scanning 
electron microscope image of the USEA. (Adapted with permission from Branner et al. 2001)
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Sect. 5.2, by guiding transected axons to grow through an array of microscale 
via- holes, individual axons can be selectively stimulated or recorded by the conduc-
tive layer deposited around the holes (Fig. 5.5). Practically, since the nerve trunk has 
to be severed before implantation, this method actually reorganizes nerve structure 
rather than simply accessing target axons. Therefore, successful application of 
regenerative electrodes depends on robust axonal regeneration that is remarkably 
affected by the dimensions of via-holes. Excluding the feasibility of the ideal one- 
axon- one-hole design (Navarro et al. 2005), most chronic tests on animals found the 
optimal diameter to be 30–60 μm (Navarro et al. 1996; Wallman et al. 2000) for rat 
sciatic nerve. However, 5 μm designs with higher selectivity have also been realized 
and proved successful in recording afferent signals from a rat glossopharyngeal 
nerve (Bradley et al. 1992, 1997).

Although regenerative electrodes offer the highest selectivity among peripheral 
nerve devices, their traumatic implantation procedure brings more risks than others. 
Such design requires high regenerative ability of peripheral nerves, and it takes a 
long period of time for severed nerve fibers to regenerate and recover. Moreover, it 
is challenging to perfectly and coherently match the number, size, and layout of via- 
holes with the intact nerve structure, resulting in functional loss and instability from 
case to case. For example, thermal and taste responses were lost (Bradley et  al. 
1997) using the nearly same device that successfully recorded tactile, thermal, and 
taste signals (Bradley et al. 1992). Also, due to the variety in neuron types, each 

Fig. 5.5 Regenerative sieve electrodes. (a) Schematic diagram. (Adapted with permission from 
Bradley et al. 1997). (b) Photo of implantation of the sieve electrode. (Adapted with permission 
from Lago et al. 2005)

5 Peripheral Nerve Electrodes



104

nerve fiber does not have the same or even similar regenerating capability. 
Implantations in rat sciatic nerve reveal that regeneration is much less successful for 
myelinated axons than unmyelinated ones, that motor axons regenerate more poorly 
than sensory axons, and that some subclasses of sympathetic fibers regenerate better 
than others (Negredo et al. 2004; Castro et al. 2008).

 SNR

For cuff electrodes, noise rejection can be realized by optimizing electrode configu-
ration and dimensions or an external shielding layer. Based on the simple principle 
of Ohm’s law, the innovative design of tripole configuration has significantly 
improved the quality of recorded signals (Stein et al. 1975; Hoffer and Marks 1976). 
Instead of detecting the voltage between two electrodes, three equally spaced elec-
trodes are placed along the nerve trunk (Fig. 5.6a) (Stein et al. 1975), and the two 
terminal ones are electrically shorted. In principle, such a design eliminates the 
potential gradient for external sources outside the cuff, allowing noises to bypass 
the device. In the meanwhile, action potentials that propagate inside the nerve trunk 

Fig. 5.6 Noise rejection for cuff electrodes. (a) Original tripolar configuration where two terminal 
electrodes are shorted. (Adapted with permission from Stein et al. 1975). (b) Variations based on 
the original tripolar configuration. (Adapted with permission from Ortiz-Catalan et al. 2013). (c) 
Schematic diagram of split-contact design. (Adapted with permission from Ortiz-Catalan et  al. 
2013). (d) Noise amplitude comparison between conventional cuff and a shielded cuff. (Adapted 
with permission from Sadeghlo and Yoo 2013)
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are still able to be detected using the central contact. However, this tripolar configu-
ration is based on the assumption that the potential gradient of noise is linearly 
distributed along the cuff, which is often compromised in clinical applications due 
to cuff imbalance and connective tissue (Rahal et  al. 2000a; Triantis and 
Demosthenous 2008; Sadeghlo and Yoo 2013). Therefore, several variations on wir-
ing scheme with amplifiers have been reported to achieve a robust recording perfor-
mance (Fig.  5.6b) (Pflaum et  al. 1996; Rahal et  al. 2000b; Demosthenous et  al. 
2004; Jun-Uk et al. 2012). In addition to focusing on electrode configurations, stud-
ies on electrode dimensions found that splitting the ring-shaped central contact into 
discrete electrode pads (Fig.  5.6c) leads to considerable enhancement on SNR 
(Ortiz-Catalan et al. 2013). Moreover, inspired by the principle of electromagnetic 
shielding, a conductive shielding layer has shown its effectiveness on external noise 
rejection (Fig. 5.6d) (Perez-Orive and Durund 2000; Sadeghlo and Yoo 2013) and 
can simplify the circuit complexity by working with bipolar cuffs (Parisa et  al. 
2017). Conductive shielding has also been integrated with thin-film LIFE (tf-LIFE) 
to reject electromyogram (EMG) artifacts (Djilas et al. 2007).

Compared to cuff electrodes, intrafascicular electrodes typically have a higher 
SNR due to the insulating effect from the perineurium. The currents of EMG from 
nearby muscles tend to go around the fascicle rather than into it (Clark and Plonsey 
1968). However, conventional monopolar scheme that records potential difference 
between intrafascicular space and extrafascicular space can still result in substantial 
EMG pickup. Based on the concept of differential recording, bipolar recording was 
proposed on LIFEs where axonal signals were detected between two intrafascicular 
electrodes (Yoshida and Stein 1999), eliminating the interference from extrafascicu-
lar sources. Moreover, the interelectrode spacing of 2 mm was found to provide an 
optimal SNR (Fig. 5.7) (Yoshida and Stein 1999).

The recording of sieve electrodes relies on close proximity of the ring electrode 
to the axons and the corresponding nodes of Ranvier; therefore, not all electrodes 
record equally well and are subject to cross-talk (Lago et al. 2007a). Microchannel 
regenerative interface combines the electrode–axon proximity of sieve electrodes 
and the snug enclosure of cuff electrodes. Instead of going through via-holes, the 
regenerated nerve fibers are enclosed by electrically insulated microchannels 
(Fig. 5.8) (Ivan et al. 2012) that restrict the amount of extracellular fluids. Such an 
encircle of axons works as a natural amplifier due to the restriction of extracellular 
current return path (Ivan et al. 2012). In addition, an axon is intimately interfaced by 
multiple recording sites. Consequently, it is easy to pick up weak axonal signals and 
obtain a high SNR up to four (Ivan et al. 2012; Musick et al. 2015).

5.3.2  Toward a Better Tissue–Device Interface

Clinical applications require not only high selectivity and noise suppression but also 
a good tissue–device interface that maintains the stability over long-term implantation. 
The implanted neural interface should be able to adapt to local motions and mini-
mize neural damage without significant degradation on the  stimulation/recording 
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capability. Taking advantages on microfabrication techniques and material advances, 
the quality of tissue–device interface can be improved through structural optimiza-
tion, flexible base materials, and high-performance electrode materials.

 Innovations on Structural Design

tf-LIFE and ACTIN  tf-LIFE (thin-film longitudinal intrafascicular electrode) was 
proposed to improve not only selectivity but also mechanical matching of the neural 
interface (Yoshida et al. 2000). Using micromachining process, electrode sites can 
be fabricated on a flat ribbon of polyimide substrate (Fig. 5.9a, b). Comparing to 

Fig. 5.7 Relative bipolar LIFE SNR as a function of interelectrode spacing (Yoshida and Stein 
1999). (Adapted with permission from Yoshida and Stein 1999)

Fig. 5.8 Microchannel regenerative electrodes (Ivan et al. 2012). (a) Schematic diagram of the 
microchannel device interfaced with root L5. (b) Photo of the implanted device during recording. 
(c) Circuit diagram of recording sites and amplifiers. (Adapted with permission from Ivan 
et al. 2012)
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metal wire LIFEs, such a 2D structure allows for more recording sites and a much 
smaller interfacial area, which significantly enhances the selectivity without apply-
ing intensive spike-sorting algorithms (Mirfakhraei and Horch 1994). More impor-
tantly, the flexibility of the polymer substrate relieves the mechanical stress between 
the implanted electrodes and endoneural tissue (Yoshida et al. 2010). While a fibrous 
response is inevitable, tf-LIFEs produced less axonal damage than conventional 
LIFEs or polyLIFEs during a 3-month implantation (Lago et al. 2007b).

To address the issue of formation of encapsulation layer in chronic implantation, 
the concept of “movable interface” has been proposed and tested by embedding 
microactuators in the core of a polyLIFE device, referred to as actuated intraneural 
(ACTIN) electrodes (Bossi et al. 2009) (Fig. 5.9c, d). The ACTIN is actuated by the 
deforming of a TiNi thin film sandwiched by top and bottom polyimide layers. 
When applying voltage to the TiNi actuator, the bending force of the TiNi core (due 
to heating) causes the entire interface to turn from flat to corrugated. In addition, the 
memorized shape of TiNi microactuator is optimally designed so that its peaks coin-
cide with the active sites of the interface, maximizing the displacement of active 
sites without undesired movements of the rest of the structure. With displacement of 
up to 60 μm, such micro-adjustment after implantation is very helpful to recover the 
lost connection between electrodes and nerve tissue. However, in vivo test of this 
design has not been reported yet, and due to the cytotoxicity of pure Ni, the biocom-
patibility of TiNi microactuator still remains unknown.

Fig. 5.9 tf-LIFE, ACTIN, and SELINE designs. (a, b) tf-LIFE and its implantation on a rat sciatic 
nerve. (Adapted with permission from Lago et al. 2007b). (c, d) Corrugated structure of ACTIN 
and its thermal responses under applied voltages. (Adapted with permission from Bossi et  al. 
2009). (e) The wing-shaped anchoring structure of SELINE. (Adapted with permission from 
Cutrone et al. 2015)
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SELINE The issues with LIFEs and TIMEs inspire the development of SELINE 
(self-opening intrafascicular neural interface), an evolution of LIFEs and TIMEs. 
The electrode has a main shaft with two lateral wings on each side (Fig. 5.9e). After 
insertion into a nerve and gently being pulled back, the two wings open transversely 
and remain anchored to the nerve tissue, making the implanted device more stable 
over long-term implantation (Cutrone et al. 2015). In addition, since there are active 
stimulation sites on both the main shaft and opening wings, axons from different 
sub-fascicles can be accessed in a three-dimensional way. Comparing to LIFEs and 
TIMEs, this design significantly improves the mechanical stability of the tissue–
device interface, while inheriting the outstanding selectivity from TIMEs.

For regenerative electrodes that have more intimate contact with nerve fibers, an 
implantable interface must be able to facilitate healthy axonal regeneration and mat-
uration while maintaining the close contact with axons (Srinivasan et  al. 2015). 
Moreover, the mixed motor and sensory fibers after transection make it even harder 
to separately record motor signals and stimulate sensory nerves. Rigid sieve elec-
trodes fall short on these requirements due to the difficulty of designing a suitable 
layout for the complicated axon populations (Thompson et al. 2016). Even with the 
flexible polyimide polymer, the thin-plate structure can generate substantial com-
pressive force on a small area to cause damage to nerve fibers. Likewise, the low- 
channel density also limits chronic applications of the flat microchannel electrode. 
Therefore, several three-dimensional microchannel interfaces have been proposed to 
promote the chronic performance by combining sieve and microchannel structures. 
Rolling a flat microchannel device for implantation not only increases channel den-
sity significantly (Fig. 5.10a) (Srinivasan et al. 2015), but also forms a more friendly 
interface with the  nerve fibers, as its tubing structure provides more support to 
relieve localized compressive force and mimics the natural cross-sectional architec-
ture of a nerve. With modifications, such tubing microchannel structure can also 
realize guided growth of motor and sensory fibers, separately. As shown in Fig. 5.10b, 
the Y-shape tubing together with nerve growth factor (NGF) and neurotrophin- 3 
(NT-3) has preferentially enticed specific axonal populations into separate compart-
ments (Lotfi et al. 2011). Alternatively, multiple nerve fibers have been guided into 
wider channels first and then grow into bifurcated channels with diminished sizes 
(Fig. 5.10c) (Irina et al. 2013), which facilitates the separation of the regenerating 
axonal bundles in a more gradual and effective way than sieve electrodes.

Expanding the principle of in situ amplification of microchannel electrodes, a 
biohybrid regenerative peripheral nerve interface (RPNI) has been proposed by 
inclusion of living muscle grafts (Fig. 5.11) (Stieglitz et al. 2002; Urbanchek et al. 
2011; Kung 2014; Langhals et al. 2014a; b; Urbanchek et al. 2016). This design 
integrates muscle grafts and recording electrodes together and then interfaces with 
transected nerves. Consequently, nerve fibers will grow toward these muscle grafts 
and regenerate neuromuscular junctions to form new innervations. In this way, 
action potentials from regenerated nerves give rise to contraction of muscle cells 
whose membrane potentials are picked up by recording probes. Comparing to sieve 
and microchannel devices, RPNI innovatively exploits the tendency of neurons to 
form neuromuscular junctions, which serve as biological amplifiers as muscular 
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ionic currents are much larger in amplitude than those of neurons. In addition, since 
axons are interfaced by the RPNI in a natural way rather than going through a pas-
sive structure, foreign body reactions and traumas are significantly alleviated. 
However, nerve fibers innervating artificial muscle grafts cannot engage again with 
natural muscles, thus this strategy only applies to amputees whose original muscles 
are already beyond repair.

Fig. 5.10 Microchannel electrodes as an improved neural interface. (a) Schematic view of micro-
channel structure consisting of PDMS substrate, SU8 walls, and gold electrodes (up); cross- 
sectional view of the device rolled for implantation (down). (Adapted with permission from 
Srinivasan et al. 2015). (b) Mixed nature of regenerative nerve in the absence of any molecular 
cues (up); specific growth factors attract a subtype of neurons to the modality-specific compart-
ment (down). (Adapted with permission from Lotfi et  al. 2011). (c) Three stages of bifurcated 
microchannels with diminished sizes for axons to grow through. (Adapted with permission from 
Irina et al. 2013)

Fig. 5.11 Biohybrid muscle graft regenerative electrode. (Adapted with permission from 
Urbanchek et al. 2016). (a) Schematic view of RPNI in which the peripheral nerve is wrapped by 
acellular muscle with PEDOT and the device is populated with cultured myoblasts (b) RPNI after 
4 months of implantation on rat peroneal nerve
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 Innovations on Materials

The development of more stable and biocompatible materials is crucial to improv-
ing tissue–device interface and often serves as the basis of novel design on electrode 
structures. For peripheral nerve interfaces, material innovations are often used for 
either the skeleton of devices or recording/stimulation sites, in which the former 
focuses on mechanical and biological properties while the latter on electrical 
characteristics.

For chronic implantations, the high stiffness of conventional Pt-Ir LIFEs com-
pared to surrounding neural tissue often leads to relative motions of electrodes, 
causing nerve damage and fibrous encapsulation (Lefurge et al. 1991). To minimize 
the mechanical mismatch, flexible polymers are used as core structures to replace 
pure metal wires (Yoshida et  al. 2010). Based on the metalization techniques 
(McNaughton and Horch 1996), metalizing a 12-μm Kevlar fiber and insulating it 
with silicone (Fig. 5.12a) can make a polyLIFE device 60 times more flexible than 
Pt-Ir electrodes, without a significant loss in the recording capability (Lawrence 
et al. 2003). Similarly, the tf-LIFE mentioned before uses flexible polyimide as the 
substrate material to reduce the structural rigidity. These efforts have demonstrated 
reduced nerve damage and high degree of biocompatibility in chronic implantations 
(Malmstrom et al. 1998; Lawrence et al. 2002; Dhillon et al. 2004a, b; Dhillon and 
Horch 2005; Dhillon et al. 2005). In addition, flexible polyimide has shown better 
long-term stability in sieve electrodes and promotes faster axonal regeneration than 
traditional silicon-based devices (Navarro et al. 1998; Lago et al. 2005). To further 
increase the flexibility, liquid GaIn alloy as electrode material has been proposed to 
fabricate stretchable peripheral nerve interfaces (Rui and Jing 2017) similar to cuff 
electrodes (Fig. 5.12b). While liquid metal cannot be surpassed by solid materials in 
terms of mechanical flexibility, whether it is suitable for intrafascicular applications 
is still unclear.

The critical stimulation/recording sites that electrically interact with nerve fibers 
also benefit from the advances of biomaterials. Among four popular electrode mate-
rials, Pt, IrOx, poly(3,4-ethylenedioxythiophene) (PEDOT), and platinum black (Pt 
black), acute and long-term stimulations with cuff electrodes have demonstrated Pt 
black as the best candidate for chronically implantable electrodes, due to its excel-
lent performance on charge delivery capacity, charge injection capacity, interfacial 
impedance, and most importantly the stable electrochemical properties (Lee et al. 
2016). Although tested on cuff electrodes, the application of Pt black can also be 
extended to smaller and more invasive interfaces that demand higher charge deliv-
ery capability for stimulating sites.

In contrast, the application of ion-selective membrane (ISM) stands out of the 
traditional electron–ion interfaces by directly modulating ion concentrations along 
the nerve (Fig. 5.12c) (Song et al. 2011). Since the essence of action potential is the 
motion of different ions into or out of plasma membrane, such innovative design 
actually works the same way as neurons and eliminates the electron–ion conversion 
process at the neural interface, resulting in 40% reduction of stimulation threshold 
on a frog sciatic nerve.

Y. Wu and L. Guo



111

5.3.3  Toward Easier Surgical Operation and Implantation

Surgical operation is not only the very first step of peripheral nerve electrode 
implantation but also determines the performance and stability of implanted devices. 
Since this process is very likely to introduce neural trauma and displacement of 
electrodes, it is critical to make surgical protocols as simple and robust as possible 
when designing a neural interface. Therefore, this section will discuss the strategies 
for easier surgical implantation, from the improvement on electrodes and device 
wirings.

 Modification of Electrodes

Since cuff, intrafascicular, and regenerative electrodes are significantly distin-
guished from each other in both structure and working principles, the corresponding 
surgical procedures should also be discussed individually. As discussed before, a 
conventional split-cylinder cuff interface is made of silicon rubber with metal con-
tacts on its inner side, which requires sutures to secure the device around the target 
nerve during implantation. Not only does the suturing complicate the surgical instal-
lation but causes a non-intimate interface as well (Naples et al. 1988). Spiral cuff 
and shape memory alloy (SMA) cuff are therefore proposed to eliminate the sutur-
ing process using self-closed scheme. By bonding two pieces of silicone sheet with 
different resting lengths, stress is stored in the spiral cuff, and the device can 

Fig. 5.12 Innovative neural interfaces based on advanced materials. (a) General design of 
polymer- based intrafascicular electrode. (Adapted with permission from Lawrence et al. 2003). (b) 
Flexible cuff electrode using liquid alloy as the electrode core. (Adapted with permission from Rui 
and Jing 2017). (c) Neural modulation using ion-selective membrane. (Adapted with permission 
from Song et al. 2011)
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spontaneously coil into a spiral tube once released (Fig. 5.13a) (Naples et al. 1988). 
With a similar strategy, the SMA cuff utilizes the shape memory effect and super 
elasticity of NiTi alloy to make the device self-closed at 37 °C while self-opening at 
10 °C (Fig. 5.13b) (Crampon et al. 1998; Crampon et al. 1999). Benefitted from 
advances on microfabrication and flexible materials, various new designs have been 
reported under the concept of self-closed cuff (see the table in Kang et al. (2015)). 
A typical example is the microfabricated parylene-based cuff electrode (Fig. 5.13c), 
which further reduces mechanical mismatch and increases the number of channels 
to 16 (Kang et al. 2015). Compared to the original design, these modifications help 
the cuff wrap snugly around nerve trunk and adapt to size changes, significantly 
enhancing the quality of the neural interface and its recording/stimulating efficiency.

Compared to cuff electrodes that only need to wrap the entire nerve trunk, the 
surgical installation of intrafascicular electrodes is much more complicated and 
easier to cause tissue damage. According to the basic design of intrafascicular elec-
trodes (Malagodi et al. 1989), the device can be introduced into a nerve fascicle by 
an electrosharpened tungsten needle that is cut off after implantation (Fig. 5.14a). 
However, this apparently leaves the electrode unsecured and subject to longitudinal 
movements. This was addressed by anchoring the device on a silicone tube (Lefurge 
et al. 1991). Specifically, medical-grade Silastic adhesive was injected into the tub-
ing to anchor the electrode wires and suture (Fig. 5.14b). Furthermore, since elec-
trodes are glued with the introducing needle, the entry terminal of a wire LIFE has 
to be cut off when removing the needle, and this may cause further longitudinal and 
rotatory motion of already positioned electrode, as well as the exposure of the metal 
core to body fluids. The creative dual electrode from a single insulated wire can 
solve this issue by eliminating the need of gluing (Fig. 5.14c, d). By breaking the 

Fig. 5.13 Self-closed cuff electrodes. (a) Spiral cuff electrode is fully closed when stress is 
released, forming snug and adaptive wrapping on a nerve trunk. (Adapted with permission from 
Naples et al. 1988). (b) Structure of the shape memory alloy electrode. (Adapted with permission 
from Crampon et  al. 1998). (c) Fabrication procedure of self-closed parylene cuff electrode. 
(Adapted with permission from Kang et al. 2015)
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metal contact between two interfacial sites and stretching the insulation layer, the 
device can be folded into a loop and linked with a sacrificial polyaramid loop glued 
to the needle. In this way, the needle can be released after implantation by simply 
cutting off the sacrificial loop rather than the electrode body.

 Modification of Device Wirings

In addition to the implantation of the  device itself, wiring and accessories of a 
peripheral nerve interface, especially those with multiple channels, also constitute 
substantial liability to surgical operation as well as chronic implantation after sur-
gery. On the one hand, it is highly desired to minimize the overall dimensions of the 
implanted device using integrated circuit technology. For FINE, despite plenty of 
leads required for electrode contacts, the wiring scheme could be significantly sim-
plified by integrating a multiplexer (Lertmanorat et al. 2009) with the electrodes. 
Similar integration design can also be implemented in sieve electrodes to enable 
chronic recordings (Bradley et al. 1997).

On the other hand, wireless transmission has been proposed to completely elimi-
nate the need for tethered communication as well as powering of implanted devices. 
Based on electromagnetic energy coupling and communication, many systems have 
been developed using radiofrequency (RF) electromagnetic transmission. Wireless 
powering for in vivo stimulation can be realized by direct antenna harvesting (Park 
et al. 2015), resonant cavity (Montgomery et al. 2015), or midfield regime transfer 
(Tanabe et al. 2017). Through capacitive coupling between an adjacent serpentine 
antenna, RF power can be harvested to provide electricity for LEDs that are 

Fig. 5.14 Surgical implantation of intrafascicular electrodes. (a) Schematic representation of 
implantation process for LIFE and TIME. (Adapted with permission from Yoshida et al. 2010). (b) 
Anchoring of LIFE using a tube filled with Silastic adhesive. (Adapted with permission from 
Lefurge et al. 1991). (c, d) Implantation of LIFE (Lago et al. 2007b) and TIME (Boretius et al. 
2010) without gluing to the introducer needle (Lago et al. 2007b). (Adapted with permission from 
Lago et al. (2007b) and Boretius et al. (2010))
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implanted to optogenetically stimulate rat sciatic nerves (Fig. 5.15a). Alternatively, 
electromagnetic energy can be uniformly localized on an aluminum resonant cavity 
to power LEDs implanted on mouse peripheral nerve endings (Fig. 5.15b). In addi-
tion to optogenetic probes, RF transmission has also been applied to cuff electrodes 
on the vagus nerve using midfield regime that significantly enhanced transmission 
efficiency (Fig. 5.15c).

However, further miniaturization of electromagnetic wireless electronics is bot-
tlenecked by their poor efficiency at dimensions lower than 5 mm due to the ineffi-
cient RF coupling within tissue (Rabaey et  al. 2011). To overcome this inherent 
limitation, ultrasonic transmission has been proposed to replace the electromagnetic 
strategy. With much smaller wavelength and less attenuation within tissue, ultra-
sonic wave is able to achieve higher spatial resolution and penetration depth, yield-
ing excellent power efficiency at smaller dimensions compared to its electromagnetic 
counterparts (Seo et al. 2015). By integrating a piezocrystal to convert ultrasonic 
energy into electricity, the recording transistor can be electrically powered, and neu-
ral potentials can be detected by the transistor’s gate, modulating the current flow-
ing through the piezocrystal (Fig.  5.15d) (Seo et  al. 2016). In turn, this current 
modulation affects the vibration of the crystal and the reflected ultrasonic wave that 
is then reconstructed externally. This technology, named Neural Dust, is well known 
for its sub-mm size and high efficiency, which makes the surgical operation easier 
and reduces trauma caused by micromotion of the electrodes during chronic 
implantation.

Fig. 5.15 Electromagnetic wireless powering for peripheral nerve electrodes. (a) Soft and wire-
less optogenetic stimulation device based on capacitive coupling through serpentine antenna. 
(Adapted with permission from Park et al. 2015). (b) Resonant cavity-based light delivery system 
and implanted devices (subfigure). (Adapted with permission from Montgomery et al. 2015). (c) 
Schematic diagram (left) and photos (right) of the wireless cuff, which consist of electrode sites, a 
meandered antenna, and integrated circuits. (Adapted with permission from Tanabe et al. 2017). 
(d) Neural Dust mote implanted on rat sciatic nerve. A piezoelectric crystal, a transistor, and two 
recording electrodes are assembled on a flexible PCB. (Adapted with permission from Seo 
et al. 2016)
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5.4  Conclusion

Directly acting on nerve fibers, peripheral nerve interfaces can modulate muscular 
activity with less activation energy and more compact structure. Decades of exten-
sive studies on electrode-based interfaces have witnessed significant progress on 
selectivity, noise rejection, tissue–device interface, and surgical implantation. 
Although the challenges are discussed individually here, they are inherently corre-
lated to each other, particularly between the functionality and tissue–device inter-
face. Both higher resolution of recruitment and lower noise level require more 
intimate interface between the implanted probes and nerve fibers, which inevitably 
brings issues of scar encapsulation, neural trauma, and instability of recording/stim-
ulation during chronic implantation. While difficult to be perfectly eliminated, these 
side effects have been much alleviated through more stabilized device structures, 
the application of flexible materials, and robust implantation procedures. Moreover, 
the emergence of muscle-graft interface and ion-selective membrane has opened up 
the possibility of accessing peripheral nerves in a more natural way than conven-
tional electrodes.
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Chapter 6
Failure Modes of Implanted Neural 
Interfaces

Jean Delbeke, Sebastian Haesler, and Dimiter Prodanov

6.1  Introduction

6.1.1  Neural Implants: A Broad Spectrum of Devices 
and Applications

Implantable devices, capable of modulating electrical activity in the nervous  system, 
promise to address major hitherto unmet clinical needs. A number of therapies 
already exploit bioelectronic medicine and provide clinical benefits. They can inter-
face to the cortex (Schalk 2010), deep brain nuclei (Arle et al. 2008; Shils et al. 
2008), retina (Barriga-Rivera et al. 2017), spinal cord (Nagel et al. 2017), cranial 
nerves (Giordano et al. 2017), spinal nerve roots (Donaldson et al. 1997), peripheral 
nerves (Ortiz-Catalan et al. 2012), and even intramuscular nerve endings (Nizard 
et al. 2012; Ordonez et al. 2012b; Peterson et al. 1994). The corresponding sensors 
or electrodes are shaped to fit the targeted anatomical structure. For example, epi-
dural or subdural grids can directly contact the cortical surface or the spinal cord 
(Barriga-Rivera et  al. 2017), while multi-contact slender electrodes have been 
developed to target the basal ganglia for deep brain stimulation (DBS) and cuff 
electrodes wrap around peripheral nerves. Slender wire electrodes can provide 
intra- neural as well as intra-cerebral interfaces, while spiral electrodes are needed to 
fit the helical shape of the cochlea (Gaylor et al. 2013).
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Multi-channel microelectrodes have been developed for interfacing the brain, as 
well as the peripheral nerves (Normann et al. 1997; Branner and Normann 2000). 
These assorted devices are used to target a diverse set of diseases. Neural interfaces 
have proven successful for the treatment of pain (Nizard et al. 2012; Rushton 2002), 
deafness (Gaylor et al. 2013), incontinence (Patton et al. 2013), Parkinson’s disease 
(Weaver et  al. 2017), essential tremor (Borretzen et  al. 2014), epilepsy (Krishna 
et  al. 2016), treatment-resistant depression (Bewernick and Schlaepfer 2015; 
Williams et al. 2016), obesity (Val-Laillet et al. 2015), phrenic nerve stimulation for 
diaphragm pacing (Sharkey et al. 1989; Peterson et al. 1994), sleep apnea (Fleury 
Curado et al. 2018), blindness (Lewis et al. 2015), hypertension (Ng et al. 2016), 
stroke (Kimberley et al. 2018), spasticity (Nagel et al. 2017), drop foot (Martin et al. 
2016; Pečlin et  al. 2016), and inflammatory diseases (Pavlov and Tracey 2015). 
Many more applications are being submitted for clinical trials. Invasive brain- 
computer interface (BCI) devices use brain electrodes to control prosthetic or 
robotic devices in tetraplegic patients (Hochberg et al. 2006; Gunasekera et al. 2015).

Vagus nerve stimulation implants treated more than 30,000 patients for various 
applications (Stieglitz 2019). Since the medical device approval in 2004, the num-
ber of implanted patients is continuously growing. Indications include epilepsy, 
severe forms of schizophrenia, and obsessive-compulsive disorder. It was even pro-
posed that heart failure patients might benefit from vagus nerve stimulation, but this 
is still being disputed by the latest clinical studies (Gold et  al. 2016; De Ferrari 
et al. 2017).

Electrodes on peripheral nerves can provide sensory feedback to control limb 
prostheses (Ortiz-Catalan et  al. 2012). Stimulation can also be used to transmit 
feedback signals generated in external sensors (Schiefer et  al. 2016). Recently, 
interest has grown for neural recording providing afferent control loop or allowing 
symptom-triggered therapies to be developed. The feedback loop can involve 
peripheral nerves but also the brain with BCI to support communication with or 
control of robotic prostheses in quadriplegic patients, for example (Wright et  al. 
2016). While the promise of innovative technologies has great potential, caution is 
necessary to ensure clinical benefits outweigh the risks associated with implanting 
devices into the human body. A better understanding of the biological mechanisms 
of action is required for many clinical applications, device performance needs to be 
optimized, and possible side effects must be considered.

6.1.2  The Timetable of Post-implantation Events

The interactions between the body and the implant are best known from animal 
studies of brain implantations. Features of brain responses appear relatively stereo-
typic considering different microelectrode types, sterilization procedure, or implan-
tations surgeries, which have been investigated in over 100 studies involving many 
species (Jorfi et al. 2015; Prodanov and Delbeke 2016).
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Conventionally, the post-implantation period is divided into acute, sub-chronic, 
and chronic periods but no exact time-related definition has been agreed upon. On 
the other hand, evidence toward finer temporal granularity in the effects of implan-
tation has been recently published (Potter et al. 2012; Xie et al. 2014). In our previ-
ous review, we have proposed such a more detailed classification of the 
post-implantation events. The following stages can indeed be discriminated with 
times given for rodents (Prodanov and Delbeke 2016):

• The surgical stage is characterized by possible hemorrhage and other conse-
quences of vascular damage (Grand et al. 2010). Electrode breakages are also 
more frequent in this period, and other surgical accidents are reported as well.

• The acute stage corresponds to the first 24 hours. Three causal factors typify this 
period, namely, (i) insertion-related tissue dimpling, (ii) local surgical tissue 
damage, and (iii) implant volume-related pressure effects. The acute biologic 
reactions most visibly expressed as edema are amplified by vascular issues such 
as hemorrhages and/or ischemia. These dynamic complications are already 
detected within 6 hours post-implant showing axonal damage and loss of capil-
lary perfusion on multiphoton imaging (Kozai et al. 2012; Michelson et al. 2018).

• The progressive stage runs between 24 hours and 3 weeks, and it corresponds to 
a whole spectrum of possible effects, including infections related to the lack of 
sterility. More typically, an acute brain inflammation with blood-brain barrier 
breach is reported eventually with hematoma resorption or damaging mechanical 
micro-motion. These factors can lead to the formation of a cell gap between the 
electrode and the target tissue.

• The sub-chronic stage spans between the 4 and 6  weeks after implantation. 
Tissue remodeling is the main feature of this period. Signs of chronic vascular 
damage and inflammation predominate. Any neuronal cell gap between the elec-
trode and target tissue can further develop during this period.

• The chronic stage spans from the 6 to the 12 weeks after implantation. During 
this phase, restoration through neuronal migration becomes quite significant. 
Functional neurons can re-enter the neural cell gap. Neural migration is under 
the strict control of cytokines, and perturbations of diffusion or any chemical or 
mechanical force acting on the local cellular surroundings will play a major role. 
Traumatic insertion injury and a prolonged foreign body reaction have often 
been considered as the major causes of the functional failure of electrodes 
(Turner et  al. 1999; Holecko et  al. 2005; Ward et  al. 2009). However, micro- 
motion and other mechanical forces chronically activate tissue reactions and sig-
nificantly contribute to the mechanisms maintaining a distance between 
electrodes and the target neurons (Du et al. 2017).

• The steady or persistent stage is a modified but chronically stable state reached 
after 12 weeks. At this stage, a glial scar has formed through the coordinated 
action of several cell types, among which are astrocytes and activated microglial 
cells exchanging various messenger molecules and cytokines. An overview of 
cytokines secreted in this gliosis process can be found in Balasingam et  al. 
(1994). Other cells participate as well, such as cells of mesodermal origin, fibro-
blasts, and endothelial and hematogenous cells.
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The events described above can be applied as well to human studies. However, 
the times given above apply to rodents, while rates of metabolic mechanisms and 
the immune responses vary among species so that the timing of the various stages 
must be adapted. Unfortunately, there is no simple allometric rule to extrapolate the 
given milestones observed in rats to the human situation where similar data are still 
lacking (Mahmood 2018).

6.1.3  The Configuration of a Generic Neural Implant

Across the numerous devices listed above, a general three-component generic or 
“model” implant blueprint can be identified whose description will later be comple-
mented with application-specific features. Conceptually, this generic neural implant 
can be divided into three sub-systems: (i) the electrodes, (ii) the leads, and (iii) the 
controller itself containing, for example, an implantable battery, signal processing 
unit, a logic unit, RF-links, etc. (see Fig.  6.1). This configuration of the neural 
implants can already be recognized in the cardiac pacemakers—historically the first 
successful neuro-muscular prosthesis. The electrodes consist of an insulating sup-
porting structure holding sensors and/or neural electrical contacts in close contact 
with the targeted neural tissue. This is thus the proper neural interface, often 
described in the context of electrical stimulation or recording. However, in a general 
framework, other forms of energy exchange (photic stimulation or transmission), 
mechanical sensors, etc., must be considered as well.

From the perspective of the bottom-up assembly, the highly parallel organization 
of the nervous system suggests an ideal specification for a neural interface. This 
includes a high level of specificity and multi-channel input-output capacity. 
However, such blueprint would imply fractal branching of the unit design repeating 
simple geometrical structures on many scales. This favors the self-assembly mode 
of manufacturing. On the other hand, established mass manufacturing practices 
favor top-down approaches, where every electrode configuration must be specified 
in advance. Addressing simultaneously thousands of individual neurons in such a 
top-down manner is still science fiction. Contemporary electrodes are several orders 
of magnitude away from such a goal, and the modest successes in that direction are 
usually limited in their lifetime and not compatible with chronic clinical applica-
tions. Despite these limitations, existing systems have already proven beneficial in 
the treatment of the diseases listed above. However, neural electrodes clearly repre-
sent the main limiting factor in neural interfaces. Consequently, the literature about 
failure mechanisms has often concentrated on the performance and shortcomings of 
electrodes.

The second part of the model device, which we suggest to be called the implanted 
transmission unit (IXU), is enclosed in a hermetically sealed box, containing 
 typically a battery and a simple stimulator. Historically, this was the configuration 
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Fig. 6.1 Configuration of a generic neural implant. The implant components include Implanted 
Transmission Unit IXU, lead(s), and electrodes. The biotic components include the skull, menin-
ges, the cerebrospinal fluid, and the brain tissue. The cellular components are drawn out of scale 
and include neurons, microglia, and astrocytes. The neurovascular unit is schematically drawn as 
an insert. The interactions between the implant and the brain span several spatial scales with prom-
inent involvement of inertial, compression, shear, and stress force components, which have pleio-
tropic physiological effects

6 Failure Modes of Implanted Neural Interfaces



128

of the cardiac pacemakers—the first successful active implants.1 In other 
 applications, the electronic stimulator is more sophisticated and is called implant-
able stimulus generator. Nowadays, recording facilities become essential; some 
neural interfaces are even limited to the recording function so that the word “stimu-
lator” no longer fits all applications. Today, the hermetically encapsulated box can 
also contain transcutaneous bidirectional communication links in addition to the 
power supply, a programmable processor with embedded software or firmware, 
memory, timers, stimulation current sources, and data recording and conditioning 
channels. The implant has become a transmission hub, hence the suggested 
name IXU.

The third component of the model device are the leads, which transmit signals 
and electrical power between the IXU and the electrodes. Although a lead can be 
integrated with the electrode and/or the IXU, it comes more often with connectors 
allowing in situ assemblies and later separate replacement, if needed. Therefore, the 
lead component includes the connectors to the IXU and/or to the electrodes if these 
are present.

6.1.4  Reporting of Adverse Events

As explained above, the key component of implanted neural interfaces is the elec-
trodes (i.e., the sensors). Therefore, in order to gain insight about all clinical appli-
cations in use, a survey in the MAUDE2 database was performed for the period 
between 2007 and 2018 using the term “electrode(s)” with contact OR degeneration 
OR failure OR fracture OR migration as qualifiers. This yielded 322 reports. The 
number of recorded “electrode failures” is dominated by the cochlear implants 
reported by audiologists. The cardiac pacemakers occupy second place. Clearly, and 
quite logically, the relative number of devices implanted influences the number of 
reported events. Most events are reported as “failures” usually with little informa-
tion about the causal factors. Confusion between problem description and cause- 
seeking effort is common in the reports. In many cases, devices are not made 
available to the manufacturer, or no description of the cause of failure is provided. 
There is a clear lack of diagnostic effort. Similar findings were reported previously 
in a search performed about cochlear implants (Tambyraja et  al. 2005). Clearly, 
auto-diagnostic features of implants and a systematic return of failed devices to the 
manufacturer could improve the present state of affairs and would allow for better 
mitigation measures to be implemented.

1 The lay public recognized the importance of the power supply and often referred to the pacemaker 
as an implanted “battery.” Later, and with the appearance of applications, such as the cochlear 
implant, power was supplied by transcutaneous means. The emphasis was put on the anatomically 
shaped electrode, hence the cochlear prosthesis.
2 https://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfMAUDE/search.CFM
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The available medical literature is only partially informative because most 
reports seem only interested in the relative risk of failures and overlook the preven-
tive value of a detailed causal analysis. It is also possible, of course, that some 
events are underreported. Therefore, although based on a thorough literature search, 
and supported by the results of this survey, the first part of this chapter will attempt 
to systematically organize the possible events rather than simply summarize reported 
facts. This is, in such way, an attempt to provide a complete overview and to mini-
mize the risk of overlooking issues. The second part will be devoted to a more in- 
depth exploration of the main causal mechanisms. The final goal of the chapter will 
be to place in perspective the development of preventive actions. Because of the 
rapid development of the field of neural interfaces and the broad spectrum of poten-
tial applications, this work will not only exploit data about currently approved clini-
cal applications but also include preclinical and experimental findings coming from 
research projects.

6.2  Causal Failure Classification

6.2.1  Types of Neural Implant Failures

Neural implant failures can be broadly subdivided into two types, based on the 
mechanisms of action underlying the failure. Technical or abiotic failures are linked 
to the device itself or its mode of action (Prasad et al. 2014). Biologic or biotic fail-
ures result from the tissue and foreign body reaction to the implanted material and 
its actions on the tissues. These subdivisions are necessary to allow a systematic 
survey of the possible failures, but the various factors interfere with each other 
across categories.

Whether due to tissue or device damage, the malfunction can have an abrupt 
onset or be characterized by a progressive decline in performances. Observation of 
this temporal characteristic can help identify the cause of failure. Not considering 
the expected battery end-of-life, the lead and/or connector issues are probably the 
most frequent cause of failure (Blomstedt and Hariz 2005) requiring device replace-
ment (Almassi et al. 1993). Unfortunately, in the literature, such failures are often 
only qualified as “high impedance” (Agarwal et al. 2011) or electrode breakage 
(Blomstedt and Hariz 2005), while any further systematic investigation of possible 
root causes, such as insulation breaks, corrosion, or metal fatigue breaks, would 
allow improving the system design. In other instances, the missing clinical details 
about the malfunction could have been of great help in diagnosing an IXU mal-
function. Fortunately, altogether, these represent only about 10% of hardware-
related complications (Blomstedt and Hariz 2005). More progressive declines in 
performance could also point to a subset of causes, such as contact displacement or 
electrode encapsulation. It should be stressed that the progressive failure of an 
implanted system does not necessarily mean system failure. Neural pathology or 
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further progression of the disease can provide alternative explanations for decreased 
efficacy after one or several years of treatment (Ghika et al. 1998).

A further distinction must be made between side effects of the therapy and fail-
ures or complications resulting from a failure of the implanted system (Ben- 
Menachem et al. 2015; Günter et al. 2019). Side effects are, in principle, unavoidably 
linked to the therapy and often specific to a single clinical application. The present 
chapter focuses on possible corrective actions (see Sect. 6.6). Failures can lead to an 
abrupt loss of function or a progressive decline in performances limiting the value 
of therapies, such as DBS (Koller et al. 2001). The consequences are not limited to 
a deprivation of the corresponding therapy but also include the need for additional 
revision and replacement surgery or secondary side effects, such as pain or infec-
tion. While a failing device can be life-threatening for cardiac pacemakers and simi-
lar devices, the situation is less dramatic for neural interfaces (Borretzen et al. 2014; 
Gold et al. 2016). It should nevertheless be pointed out that, as an extreme conse-
quence, the surgery itself, as well as severe infections, still confronts patients with a 
life-threatening risk (Révész et  al. 2016). Failures can result from design errors, 
manufacturing problems, body reaction to the implant, surgical errors, inadequate 
therapy application, wrong handling or storage of the implant, and interference 
from other implants or external devices including magnetic resonance imaging 
(MRI). Failures can result from errors as well as inherent technological limitations, 
such as the battery lifetime.

Biotic failures can result from a whole range of biological effects, the major ones 
being described in Sect. 6.4. Extensive in vitro testing can ensure material “harm-
lessness.” However, potential neural damage induced by an implanted active (i.e., 
with energy output) device is more difficult to predict and test, in part because every 
patient is unique. Moreover, surgical implantation protocols are being constantly 
developed and refined. The effect of implanted devices on tissue, which is com-
monly described as “foreign body reaction,” is influenced by device properties, 
including shape and size, and material properties including surface chemistry (Lotti 
et al. 2017; Boehler et al. 2017; Skousen et al. 2011). Other major determinants of 
biotic failures are the cleanliness and the sterility of devices.

As an example, earlier publications about the cochlear implants suggest that 
device failure represents the most frequent and single most important complication 
(Luetje and Jackson 1997). Quite unlike what is seen with pharmaceuticals, the 
numbers of clinical indications for a specific implant are often relatively limited 
with the result that available data remain poorly representative and are often col-
lected over a comparatively short period of time. On the other hand, the common 
features of these devices most often lead to generic causes of failure for which data 
from several applications (including pacemaker literature) can be pertinent and thus 
be pooled in order to increase and strengthen their statistical significance. A broad 
survey of the literature should thus combine all neural interface implementations 
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when justified while still considering specific situations when appropriate. Implant 
failures are typically resulting from chronic multi-factorial biotic as well as abiotic 
processes from which simple mechanisms are difficult to sort out (Prasad et  al. 
2012). Of course, each clinical application might lead to a set of unique character-
istic failures. For example, cerebrospinal fluid fistulas, cochlear ossifications, 
 cholesteatomas, and mastoid fibrosis are specific complications cited in the frame of 
cochlear implants (Arnoldner et al. 2005; Balkany et al. 1999).

To partially overcome this shortcoming, the present review will be completed by 
some theoretical considerations to develop a more exhaustive failure analysis frame-
work. The results are intended to lead to preventive actions or design decisions for 
overall device improvements.

In the following classification scheme, neural implant failures are considered 
from two very different points of view. First, events that might affect the patient- 
centered risk/benefit balance of clinically available therapies will be explored. The 
second point of view is that of researchers aiming at improving existing devices or 
developing new systems. Of course, with time, the same problems will be found at 
the root of the limitations identified by both groups, and this is the reason for com-
bining these issues hereafter.

A simplified casual failure classification is schematized in Fig. 6.2. This will be 
the leading conceptual framework for the subsequent failure analysis. Conceptually, 
it will be useful to distinguish four major causes for failures: patient-related, device- 
operation- related interference with other devices or medical technologies (i.e., MRI 
scans), design errors, physician-related (iatrogenic) effects, and tissue remodeling. 
The main simplification depicted in Fig. 6.2 is the representation of the various fac-
tors as isolated elements. Clearly, interactions between the various causes is the 
rule. For example, a hemorrhage has mechanical consequences and produces some 

Fig. 6.2 Simplified casual failure classification
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toxic substances that can affect the blood-brain barrier. For the purpose of clarity, 
the figure puts emphasis on the mechanical interactions leading to blood-brain bar-
rier breach, as well as on the lack of biocompatibility without, however, excluding 
other interactions. As we will see below (Sect. 6.4.2), the tissue reaction to an 
implant is controlled by many signaling molecule exchange cascades involving sev-
eral cell types and physiological structures. Therefore, control of the neuroinflam-
matory response could improve electrode chronic stability (Jorfi et al. 2015). Also, 
the blood-brain barrier (BBB) damage participates in the complex diffusion pattern. 
An important recent finding is the confirmation of the presence of bi-phasic reactive 
tissue response having a highly variable acute stage that appears to respond well to 
various interventions (Purcell et al. 2009; He et al. 2006) and relatively more stereo-
typic chronic phase. The importance of the diffusion of different factors might draw 
attention to the electrode and tissue geometrical structure, as well.

6.2.2  Patient-Related Effects

Because of the possible temporal changes, a regular follow-up and appropriate 
counseling are mandatory for failure prevention. Patients should be carefully 
instructed in such matters as the appropriate use of the battery charger or other 
external components. Similarly, attention should be given to a possible “Twiddler 
syndrome” leading to damage due to the implanted IXU mobilization as found in 
1.3% of the patients of a cohort of 226. In all cases, securing the IXU in the chest 
pocket resolved the problem (Burdick et al. 2010). Twiddler syndromes can present 
as a lead fracture or lead retraction (Trout et al. 2013). Finally, accidental trauma 
with a direct impact on one of the implanted components is always possible. 
Prevention should take each patient’s professional activities, age and habits into 
account. The mechanical and traumatic causes of failure are more frequent in chil-
dren than in adults (Arnoldner et al. 2005).

6.2.3  Device Operation-Related Effects

We can highlight two important aspects: notably, the battery life and the handling 
and storage errors.

 Handling and Storage Errors

Between the end-of-fabrication tests and their implantation, devices can be exposed 
to possibly damaging conditions, including the effects of time. Avoiding mechanical 
or thermal damage, preservation of sterile conditions, and protection from electro-
static discharges (ESD) during transport, storage, and pre-operative handling require 
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appropriate packaging, clear instructions, and a validity limit date. In some instances, 
monitoring devices and a pre-implantation test can be justified.

 Battery Life

Battery life has a large impact on the risk/benefit ratio and thus on the economic 
viability of implants. Therefore, it is important that an implanted battery perfor-
mance be monitored. For many active implants, a theoretical end of life can be 
estimated based on the device battery capacity and the power consumption which is 
influenced by the applied stimulation regimen. Battery end-of-life is perhaps not a 
real failure, but it is nevertheless perceived by patients as a limiting factor requiring 
replacement surgery. For example, in vagus nerve stimulation (VNS) therapy, more 
than half of the replacement or revision surgeries are motivated by the battery deple-
tion (Couch et al. 2016). It should be also noted that if patients complain about a 
loss of therapy efficiency, this might be due to a discharged battery.

Over the years, however, battery performances improve, and the power con-
sumption of the devices decreases so that implants can remain functional for many 
years. At the same time, alternatives have appeared. Non-life-sustaining implants, 
such as cochlear implants, can use transcutaneous power transmission when the 
device is being used. Another alternative is the transcutaneously rechargeable bat-
teries which become more and more popular. There is abundant research literature 
about energy-scavenging systems; however, these methods have not yet reached 
clinical applications.

6.2.4  Shortcomings in Design

The shortcomings in design can be a root cause, but they are not typically direct 
causes of failure. Therefore, they are very important but often hidden from view, 
and proper consideration must be given to them.

Good implant design should be perfectly patient-compatible. In practice, some 
initially unexpected failures are observed that could have been avoided with a more 
appropriate design of the implant. These can be minimized by design processes that 
include properly documented cycles of improvement of the application-oriented 
specifications. The systematic documentation guarantees that any shortcoming dis-
covered later can be corrected through additional design cycles. An actively main-
tained feedback loop from the stakeholders to the designer is essential to progress. 
As “stakeholders,” we designate the patient, the physicians in charge, and the sur-
geon implanting the system as well as the designer and manufacturer. For practical 
reasons, it seems that the patient’s view will best be conveyed by the physician in 
charge. A well-designed data anonymization procedure can and is necessary to 
ensure proper privacy protection.
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6.2.5  Material Issues

The term “biocompatibility” of an implanted device commonly refers to “the ability 
of a material to perform with an appropriate host response in a specific situation” 
(Williams 2008). This term is ubiquitously and traditionally used in the neural pros-
thesis literature because of some important safety concerns and regulatory require-
ments. Unfortunately, the definition is not very specific and therefore claims about 
biocompatibility in a functional sense are difficult to compare across studies. It can 
be used in different context often confusing the issues. Biocompatibility also refers 
to two different realities, both deserving specific attention. The term can indeed 
include both “biostability,” that is, the indefinite preservation of the implanted 
device functionality, and “harmlessness,” that is, the absence of damage to the body 
tissues and functions (Günter et al. 2019). In the section below, we discuss harm-
lessness as a notion including biocompatibility in the strict regulatory sense. The 
contrast between mere material biocompatibility and harmlessness is schematically 
presented in Fig. 6.3.

Medical device approval procedures and post-market surveillance methods 
appear to be very complex, and despite obvious efforts toward international stan-
dardization, details remain specific to each jurisdiction. In Europe, for instance, it is 
regulated at the EU level by the Medical Device Regulation 2017/475/EC supported 
by the European Medicines Agency and national conformity notified bodies.

Fig. 6.3 From top to 
bottom and left to right: 
electrochemical corrosion, 
fibrotic electrode 
encapsulation, a 
mechanical stab wound 
and neural inflammation 
combine in four schematics 
representing the two failure 
causal factor categories 
(abiotic and biotic) times 
the two failure types 
(device breakdown and 
harm to neural tissue)
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 Material Biocompatibility as Harmlessness

In the narrowest sense, biocompatibility is a property of implant materials. All 
chemical compounds making up an implant and coming in direct contact with tis-
sues and body fluids have to be proven biocompatible (in the sense of harmless-
ness), as defined by adopted standards, such as the ISO 10993 “Biological evaluation 
of medical devices.”3 Standards and regulatory requirements largely cover topics, 
such as cytotoxicity, sensitization, intracutaneous reactivity, hemotoxicity, systemic 
toxicity, chronic toxicity, pyrogenicity, genotoxicity, and carcinogenicity. The con-
cept of biocompatibility can also be broadened from a material perspective toward 
entire devices. However, in such cases, it loses its regulatory context.

Most of the tests specified in the biocompatibility standards can be performed 
in vitro. In contrast, rare allergic reactions can occur only in vivo. Such reactions are 
difficult to predict since they are subject-dependent. Nevertheless, given the long 
history of existing materials being used in common applications, material biocom-
patibility is rarely an issue at present. However, the fact that the reaction to the 
implant is very sensitive to the fabrication method and not only to the nature of the 
material itself should not be overlooked. In that respect, novel fabrication tech-
niques, such as additive manufacturing, bring about new challenges, in particular. 
Given their potential for personalizing the geometry of implants in a patient-specific 
manner, these challenges merit further studies.

Surface coatings, which draw a lot of attention in the literature, can also be dis-
cussed in the context of improving biocompatibility. Neural implants often undergo 
contact surface treatment and specific coating. As an example, the effect of 
Parylene-C coating of silicon microelectrodes suggests that a progressive failure 
can potentially be associated with CD68 immunoreactivity (Winslow et al. 2010). 
The resulting local damage includes demyelination and BBB breakdown near the 
implanted devices. In this study, the surface chemistry of the microelectrodes did 
not clearly affect the cyto-architectural component of the foreign body response. 
Various other types of coatings have been investigated for potential improvement of 
the tissue interface, such as hydrogels, bio-hybrid interfaces, cell-attachment poly-
mers, etc. (reviewed in Aregueta-Robles et  al. (2014)). Reported applications 
include improving the mechanical interface between the implant and tissues (Heo 
et al. 2016), protecting the tissues from the device surface material (Rao et al. 2012), 
improving the electrochemical exchange at the electric contact interface (Ludwig 
et al. 2011; Panic et al. 2010; Pierce et al. 2009), and allowing local release of pre-
ventive drugs (Winter et al. 2008; Taub et al. 2012; Mercanzini et al. 2010).

3 Renewed in 2018  – https://www.fda.gov/downloads/medicaldevices/deviceregulationandguid-
ance/guidancedocuments/ucm348890.pdf
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 Material Biocompatibility in the Sense of Biostability

On the other hand, biocompatibility in the sense of “biostability” is part of the 
patient compatibility of any medical device design. Selecting appropriate materials 
goes beyond the regulatory biocompatibility concept explained above. Survival in 
the body and chronic preservation of selected functional features are essential. Also, 
not only the bulk material must be considered but also fabrication contaminants and 
chemicals leaching from the devices especially from polymers and porous materi-
als. Hermeticity failures could be responsible for the release of many toxic sub-
stances. Ensuring the systematic reproducibility and traceability is essential for a 
manufacturing process to identify and correct fabrication problems. Such quality 
management is only possible, however, if the entire production/use cycle is closed 
by accurate feedback from clinical issues to the manufacturer.

Indisputably, progress is linked to the discovery of new functional materials 
offering interesting but still very challenging perspectives (Wellman et al. 2018). 
However, the introduction of new materials reduces the support of past experience, 
and some authors have found less frequent technical failures in serially fabricated 
devices than in single unit prototypes (Baer et al. 1990). Noteworthy, the device 
failure rate seems to be particularly important in less common applications, such as 
sacral neuromodulation for lower urinary tract dysfunction (Shih et al. 2013).

 Mechanical Mismatch

Some electrode designs themselves are sometimes near the limits of technical 
implantability. Such is the case with the mechanical buckling phenomenon occur-
ring during insertion of some needle electrodes (Yoshida et al. 2007). Also, the brain 
tissue viscoelastic strain limit of about 0.1–0.3% is very low. Thus, acutely stretch-
ing of neural tissue during surgery must be limited as suggested by the exquisite 
sensitivity of the brain (Rashid et al. 2014) and the small elongation tolerance of 
peripheral nerves (Rickett et al. 2010). Damage induced by such acute mechanical 
action might not be immediately perceptible, while it triggers delayed cellular pro-
cesses ending in apoptosis. On the other hand, functional losses due to physiologi-
cal reactions, such as demyelination and axonal degeneration, can be temporary and 
subject to spontaneous recovery over weeks or months. Electrode displacement and 
migration are a common failure mode in epidural spinal cord stimulation for chronic 
pain (Kumar et al. 1991; Kumar et al. 1998). Such displacements can mimic lead 
fractures. Improved implantation techniques have been proposed to take care of this 
issue (Renard and North 2006).

J. Delbeke et al.



137

6.2.6  Iatrogenic Events

From the preceding discussions, it is apparent that the physician in charge should be 
well trained not only to select the appropriate indication for the implantation but 
also to establish the most efficient stimulation regimen. Proper information exchange 
could prevent iatrogenic complications, such as trying, in an emergency, to access 
the jugular vein and accidentally puncturing the lead. Surgical clipping of the wire 
during surgery has also been described (Pearl et al. 2008).

 Surgical Events

Lead failures can sometimes be traced back to inadequate implantation technique, 
resulting, for example, in cable kinking (Czerny et al. 2000; Holubec et al. 2015). 
Many surgical adverse events are more or less application-specific. Insertional 
trauma, for example, is typically observed in the delicate anatomical structures of 
the cochlea (Welling et al. 1993; Zrunek and Burian 1985). Also, the IXU of cochlear 
implants inserted between the skull and scalp represents a risk of disturbance of the 
overlying skin blood vessels, which is not the case when the device can be implanted 
deeper in the subclavian fossa, for example. Flap necrosis (Arnoldner et al. 2005) is 
described in 1.5–2% of patients with cochlear implants (Cervera-Paz et al. 1999). 
Skin pressure (e.g., in patients wearing helmets) and poor vascularization due to 
previous surgery are important factors (Ishida et al. 1997).

An estimated 16.8% of so-called drug-resistant epileptic patients receiving VNS 
suffer from complications related to surgery (Kahlow and Olivecrona 2013). 
However, improved surgical techniques seem to be able to significantly reduce this 
incidence (Lotan and Vaiman 2015). Anatomical variations in peripheral nerve anat-
omy can be a real challenge, which requires experienced surgeons. This might 
explain side effects or a lack of benefit in some cases (Hammer et al. 2015). Specific 
risks of VNS include rare instances of intraoperative bradycardia or even asystolia 
that can be observed during the implantation surgery (Giordano et al. 2017).

Electrode positioning is challenging in the brain due to blood vessel variations, 
and electrode malposition is also a possible cause of failure. Edema, blood clots, 
and bleeding represent typical risks for DBS. The surgical complications for this 
procedure are well described in the literature (Hariz 2002; Beric et al. 2001). Even 
subdural electrodes can lead to surgical complications (Fountas and Smith 2007). 
Device displacement represents 25% of the causes of failure in DBS, while the 
migration of the electrode is twice as frequent as the migration of the IXU 
(Blomstedt and Hariz 2005). Electrode migration (dislocation) is most frequently 
reported while cochlear implants (Balkany et al. 1999) and often linked to cochlear 
ossification (Connell et al. 2008). Mood disorders including depression, as well as 
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voice alterations, dizziness, vomiting, heart rhythm problems, and even cognitive 
changes, can result from wrong stimulation parameters or electrode dislocation 
(Stieglitz 2019).

Placing an electrode around or on a peripheral nerve can induce local hemor-
rhage, a complication that can be avoided using endovascular leads as in pacemak-
ers and other cardiac stimulation devices. However, these, in turn, bring the risk of 
long-term health issues, including lead failure, infections, and vein thrombosis 
(Daubert et al. 2014). The cochlear implant exploits the specific local anatomy, but 
this does not exclude the possibility of intraoperative bleeding (Kempf et al. 1999). 
The problem is, of course, much worse with invasive brain electrodes, which can 
drag the tissue along the implantation channel (Bjornsson et  al. 2006). Signs of 
intra-parenchymal bleeding such as (ferritin immunoreactivity in microglia macro-
phages) do correlate with poor electrode performance. This is in sharp contrast with 
the absence of a similar correlation for neuro-inflammation (microglial activation) 
(Prasad et al. 2014).

 Inadequate Device Use

Artificial neural stimulation allows for driving the activity of physiological sys-
tems at a level far above their natural functional level. Such an “overstimulation” 
can lead to a reversible loss of function or apoptosis thus resulting in cell loss. Such 
damaging effects have been described in the retina (Cohen 2009). The destructive 
influence of high-level noise on hearing is well known (Basta et al. 2018). Similarly, 
stimulation-induced depression of neuronal excitability (SIDNE) has been 
described by McCreery et al. (2000) and McCreery et al. (1997). Reduced sensitiv-
ity is not always linked to damage as neural adaptation can take place (Graczyk 
et al. 2018). Overall, however, very little work has been devoted to this important 
question. In addition, different physiological systems obviously can sustain a com-
pletely different stimulation regimen. Findings are thus difficult to extrapolate, and 
much more specific information is needed (Günter et al. 2019). One should also 
consider the full extent of the effects of neural stimulation, including effectors, 
such as muscles and bones that could be damaged by being driven above their nor-
mal working range. Finally, recruiting neighboring structures can induce avoidable 
side effects.

The stimulation regiment only does not necessarily lead to the restoration of 
a healthy state. Neural activation interferes with spontaneous activity and reg-
ulated systems typically including feedback loops. A good example is the 
importance of sensory integrity when stimulating spinal motor structures 
(Formento et al. 2018).
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6.3  Abiotic Failure Mechanisms

6.3.1  Electromagnetic Interferences

Any exchange of energy (and signal transmission) creates the possibility for the 
implant to interfere with other devices or have its own function jeopardized by 
external equipment including other implants. The rapid development of new appli-
cations for active implants seriously increases the likelihood of several devices from 
different manufacturers to be implanted in the same patient. There is also a good 
chance that these will have been prescribed by different medical specialists. 
Technical coordination of such situations still needs to be organized. In addition, a 
large variety of medicotechnical procedures, such as magnetic resonance imaging 
(MRI), cardiac electroshock, transcranial magnetic stimulation (TMS), electrocon-
vulsive therapy (ECT), and surgical electrocautery, are in common use or being 
developed. These could have serious disturbing or damaging effects on implanted 
material. Conversely, these procedures could be affected by implanted devices (see 
Sect. 6.3.4). Despite being less typically applied to a patient’s body, non-medical 
devices must be considered as well. Finally, in our world of WiFi, Bluetooth, and 
other wireless RF-links, such as 5G, the transcutaneous communication facility of 
implants could open the possibility for interference with the proper implant function 
or for “hacking” by ill-motivated persons.

6.3.2  Hardware Failures

Despite the many identified causal parameters (Sankar et al. 2013), published stud-
ies tend to gather all device failures in a single category without further precision 
(Joint et al. 2002; Lyons et al. 2001). Root failures stemming from IXU hardware 
and software issues require a technical understanding of the device operation, which 
is usually only accessible to the manufacturers who are thus responsible for the 
necessary preventive actions. The pertinent technical details are mostly specific and 
often proprietary. They cannot be discussed in the frame of this chapter.

 Leads and Connectors

Abnormal tethering of the leads can lead to “bowstringing,” a complication of DBS 
associated with contracture of the patient’s neck over the cable (Janson et al. 2010; 
Pearl et al. 2008).

A more common issue with leads is the conduction failures well-known from the 
cardiac pacemaker implants (Udo et al. 2012). Lead fracture and disconnection have 
also been frequently reported with neural implants such as the VNS system used in 
drug-resistant epilepsy patients (Kahlow and Olivecrona 2013), but lower failure 
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rates (2.8%) seem to be found in more recent work (Révész et al. 2016). More opti-
mistic figures are reported in the case of upper limb neuroprostheses (Kilgore et al. 
2003). Lead failure does not necessarily result from an inadequate surgical tech-
nique such as exaggerated strain or cable kinking (Holubec et al. 2015). Conductor 
breakage could indeed result from metal fatigue on frequent bending or as the final 
stage of a corrosion process itself resulting from a lead insulation failure (see 
6.3.2.2). A proper diagnosis of the primary cause requires clinical information about 
the timing of the failure and a description of clinical symptoms such as the patient 
feeling electric shocks at an abnormal location. Surgical findings during the revi-
sion/explantation surgery should also be reported, and finally, a detailed material 
analysis should be carried out on the breakage point.

A special and rare cause of lead break mimicking failure is the possibility of gas 
accumulation over the electrode contact, thus resulting in very high electrical 
impedances (Lasala et al. 1979).

 Encapsulations, Passivation Layers, and Insulations

Hermetic encapsulation of electronic circuits is absolutely necessary to avoid 
moisture- induced failure. Encapsulation also protects tissues from the possible 
leakage of toxic substances making up electronic components. Insulation is also 
essential to preventing undesired current spreading to neighboring tissues and cor-
rosion. Circuit passivation, lead insulation, and device encapsulation are thus criti-
cal fabrication steps that represent a significant challenge for very small device 
volumes (Ordonez et al. 2012b).

Delamination is a common problem that calls for improved adhesion layers 
(Ordonez et  al. 2012a). With time, polymers lose their elasticity, and cracks can 
happen. Chronic movements are an important co-factor in the degradation of insu-
lating material (Josset et al. 1984). Crossings between spare lead loops or pressure 
exerted by a hard IXU box on the polymer insulation can lead to damage.

 Mechanical Forces

Implant failure can result from a direct mechanical impact. The mechanical forces 
deserve special attention since they are intimately linked to the biotic reactions 
described further (see Fig. 6.4). Well-protected intra-cranial electrodes are subject 
to inertial forces during head rotation, and blood and CSF flow create a mechani-
cal load. Also, the blood pulsation causes variations in the pressure on the implant 
wall. Relative micro-motion of brain tissue generates mechanical stress near the 
less mobile brain implant. The importance of this mechanism and the resulting 
functional damage are often overlooked in the literature. However, as shown by 
Rennaker et  al., the electrode longevity could be increased using mechanical 
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insertion devices that prevent cortical compression. On the day of implantation, 
tissue micro-motion was found to be responsible for 12–55% of the steady-state 
stress on the  microelectrode (n = 4). This decreased to a contribution of 2–21% 
after 4  weeks (n  =  4) and 4–10% after 6–8  weeks post-implantation (n  =  7) 
(Sridharan et al. 2013).

Muthuswamy and coworkers have measured brain micro-motion in animals 
(Muthuswamy et al. 2003; Gilletti and Muthuswamy 2006). In anesthetized rats, 
micro-motion evaluated as surface pulsations due to respiration was 10–30  μm 
larger when the dura mater was removed compared to the intact dura mater cases. 
Vascular pulsatility appeared to generate 2–4 μm displacements.

In monkeys and humans, brain motion has an even more impressive amplitude 
than in rats, because of the proportionally larger brain and subdural space. The peri-
odic axial force of 5 mN has been measured as 0.22 Hz motions in monkey brains 
(Hosseini et al. 2007).

Tethering and Micro-Motion

While enclosed in the rigid cranial box, the brain floats in a cushion of cerebrospinal 
fluid (CSF) with the result that it becomes isolated from the external mechanical 
forces impacting the head during the normal active life. The tethering to the skull 
will increase the shear and tensile forces due to the implant torque during head rota-
tion as well as due to the vascular pulsations. Because of the electrode tethering to 
the skull, all brain displacements will cause repeated stress on the interface. Such 
view is supported by the significantly reduced scars observed in untethered com-
pared to tethered implants (Kim et al. 2004; Biran et al. 2007; Thelin et al. 2011; 
Thelin et al. 2011).

Fig. 6.4 Schematic drawings of different mechanical forces acting on the brain tissue. In the teth-
ered configurations, the shear and torque components are expected to dominate. In the untethered 
configuration with wireless power supply, mostly pressure is present
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Uncompensated Mechanical Forces Trigger Deleterious Mechanisms

Evidence accumulates from animal experiments that chronic neuroinflammatory 
events and BBB breakdown carry a major responsibility for the degradation of the 
long-term performance of neural interfaces. A self-sustained BBB breach modu-
lated by stress and strain is a central mechanism in this issue. The mechanical forces 
and displacement of the tissue can also lead to capillary damage and micro- 
hemorrhages. The impact of the implant shape and cross-section has not been clari-
fied except for the general understanding that these should be minimized. A typical 
example is a reported correlation between the clinical complications and the size of 
brain electrodes used for pre-surgical evaluation (Wong et al. 2009). From this per-
spective, the inertia tensor of some implanted parts should be reduced in order to 
decrease the resulting torque forces. The design of specific implants must be opti-
mized to minimize mechanical interaction given the constraints of the desired func-
tionality (Lecomte et al. 2018). With the advent of computer-aided design (CAD) 
tools, such an optimization would be relatively straightforward. However, only very 
few studies have measured kinetic or dynamic parameters of the brain-implant 
interaction. Most of the studies focused on the insertion forces only covering the 
surgical and acute phases (Welkenhuysen et al. 2011; Andrei et al. 2012).

Mechanical Damage to the Electrode

Last but not least, mechanical forces can also be deleterious to the implant itself. 
Indeed, with the most recent miniature neural probes, the chronic strain between 
subcomponents of the electrode can be a cause of mechanical failure, especially 
during insertion (Rennaker et  al. 2005). Failure of invasive microelectrodes can 
often be traced back to the mechanical interaction between the brain and implanted 
electrodes.

6.3.3  Material and Energy Exchange

A systematic review of energy exchanged between an implanted system and its sur-
roundings is a simple method to ensure proper consideration of all possible abiotic 
interactions.

 Ultrasound

Among the mechanical forms of pulsations, ultrasounds deserve particular atten-
tion, because of the development of various medical procedures whereby damaging 
ultrasound powers can be concentrated in a limited internal body volume. Lithotripsy 
and high-intensity, high-focus applications (Kirkhorn et al. 1997) represent the most 
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extreme examples. However, less controlled ultrasound applications, such as in 
physical therapy or in teeth cleaning devices, should not be overlooked. The hazard 
of ultrasound for implanted material users is not always considered thoroughly. 
Typically, however, diagnostic ultrasounds work at safe low intensities, though 
image distortion is possible.

 Electricity

The first source of electricity to consider is the stimulator. Contact corrosion and 
local production of toxic chemicals are the most immediate risk factors, but these 
can effectively be mitigated by the use of charge-balanced biphasic stimulation 
pulses (for a review on safety aspects, see Günter et al. (2019)). Low-level DC cur-
rent, on the other hand, will rapidly be responsible for electrochemical changes 
resulting in  local toxicity and severe corrosion. Excluding the possibility of DC 
current leakage requires careful design of the system itself and selected transmis-
sion schemes (Liu et al. 2007). Single failures should never lead to DC current leak. 
Electrochemical mechanisms characterize the electrode interface are discussed 
below. These electrode-tissue interactions are dependent on many parameters 
including the electrode size. It is important to stress that electrode contact size is not 
necessarily favorable, and it has even been suggested that small dimension might 
lead to lower rates of corrosion and nerve damage (Thoma et al. 1989).

Synkinetic (i.e., stimulus-related) activation of neighboring nerves can result 
from too strong stimuli, the presence of anatomical lesions, electrode malposition, 
or leakage from defective cable or connector insulation (Graham et al. 1989; Muckle 
and Levine 1994). In such cases, unexpected muscle contractions, discomfort, or 
pain can be observed.

Of course, the possibility of electrical damage to the target neural structure 
should also be considered. Typically, living tissue tolerates electricity very well if 
the injected power does not lead to unacceptable heating. A typical neural implant 
is unable to reach electrical field intensities that could induce electroporation. On 
the other hand, the stimulus can drive nerves and their target organs into quite dam-
aging non-physiologic activity regimen (see Sect. 6.2.6).

Electricity generated outside the body can also reach an implant and damage it. 
Cardiac resuscitation electroshocks are typical examples. Depending on the posi-
tion of the implant, such a treatment is likely to destroy the implant but save the 
patient, which is the preferred choice, of course. The surgical use of electrocauteri-
zation in the vicinity of an implant can be equally destructive and should be avoided. 
Careful use of electro-diagnostic examination procedures has also been recom-
mended (Pease and Grove 2013). The Electro-convulsive Therapy ECT used in psy-
chiatry can represent a significant risk of interference for implants such as a VNS 
system in a depressive patient, for example.

The exceptional failure of a cochlear implant found in a case of electric shock 
from a domestic electrical appliance has been traced back to the failure of a capaci-
tor in the stimulator circuit (Woolford et  al. 1995). At least in one instance, the 
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functional failure of a VNS was attributed to a lightning strike in the vicinity of the 
patient (Terry et al. 2011). Electrostatic discharges (ESD) are potentially destructive 
for most electronic devices, but the body conductivity seems to offer enough protec-
tion when those are fully implanted. Note that this is not the case when an open 
surgical wound gives access to the device.

 Electromagnetic Interference

Magnetic Resonance Imaging MRI is presently an indispensable medical diagnostic 
tool. Although noninvasive from the patient’s point of view, this technique uses 
extremely strong magnets and electromagnetic fields that could lead to major issues 
for implanted devices. Image distortion is probably one of the most negligible con-
sequences because, although it can impair a diagnostic evaluation, it is also easily 
recognized and taken into account by the experienced practitioner. The mechanical 
force on ferromagnetic material is known to induce “flying path lesions,” that is, 
lesions induced by small objects freely moving in the surroundings. Some implants, 
such as clips or orthopedic devices made of ferromagnetic material, can be subject 
to dangerously strong mechanical forces. Implanted magnets have been used in 
some designs (cochlear implant) in order to facilitate proper alignment of a transcu-
taneous power supply. The magnetic field of an MRI system can then exert very 
significant forces on these, although not enough to induce a fracture of the skull 
(Sonnenburg et al. 2002).

Also, all implanted metallic parts (even remnants of partially explanted systems) 
will work as antennae subject to the induction of potentially hazardous voltages and 
high-frequency pulsations leading to heating (Muranaka et al. 2011). It should be 
remembered that these effects can be quite different for different MRI systems 
because they work at different frequencies (64  MHz for a 1.5 Tesla system and 
128 MHz for 3 Tesla). Considering the different antennas being used for different 
types of investigations, it is difficult to generalize the findings of safety tests. New 
techniques, such as Transcranial Magnetic Stimulation TMS or magnetic evoked 
potentials (MEP) must also be considered for possible interference with implanted 
systems, especially, but not only, with intracranial devices.

Finally, through their communication systems, devices are potentially sensitive to 
electromagnetic sources. This includes commonly used safety gates but also GSM, 
WIFI, Bluetooth, RFID, 5G, etc. Power levels remain low, and appropriate encoding 
is applied in order to be safe, but false alarms are expected to be triggered, and “mala 
fide” or inadvertent interference with the software is a theoretical possibility.

 Light

The steady growth of interest in optogenetics and the development of many medical 
laser applications have recently called attention for the consequences of photonic 
irradiation. Relatively high-power lasers are sometimes used (Rungta et al. 2017) 
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resulting in neural tissue heating, sufficient to cause nuclear magnetic resonance 
(NMR) frequency shifts (Christie et al. 2013). Thermal effects could thus not only 
be damaging but also lead to misinterpretation of opto-fMRI experiments.

 Ionizing Radiation

Although this has only been poorly studied, strong irradiations such as proton and 
X-ray beam therapy can clearly affect active implant (Gomez et al. 2013; Gossman 
et al. 2012). However, DBS treatment is not necessarily incompatible with brain 
radiotherapy (Kotecha et al. 2016). Risks of palliative cranial irradiation seem mod-
erate, but changes in output currents have required reprogramming the speech map 
of a cochlear implant (Ralston et al. 1999).

 Thermal Effects

All locally applied forms of energy will ultimately be converted into heat and could, 
therefore, damage neural tissue if the temperature rises above some critical value. 
The level of energy is usually well known, and the caloric capacity (relating heat 
energy to temperature) of the various tissues is roughly similar to water, that is, 
about 4.184 J/K/g (Stujenske et al. 2015). The temperature increase can thus easily 
be estimated for acute exposure. However, the maximal allowable temperature 
increase is unknown, is probably very different for various structures, and is depen-
dent on the exposure duration. Usually, a temperature increase of below 2  °C is 
considered safe (Chou et al. 1997). The risks of chronic applications are much more 
difficult to evaluate. Heat transfer is dependent on the blood supply, which in turn 
changes with temperature via physiological reflexes (Rungta et al. 2017), thus lead-
ing to non-linear behavior. Hotspots will typically appear because of the tissue and 
device heterogeneities, but these are rarely considered. Safe thermal limits can thus 
only be established from empirical data specific to the application considered.

The high-frequency electric fields created by MRI scanners or by electrosurgical 
units can induce burnt lesions by interference with implants (Patterson et al. 2007). 
A reversible pain episode with the failure of DBS treatment with edema surround-
ing the electrode was observed after diathermy (Roark et al. 2008). Diathermy is 
contraindicated, of course.

 Charge and Mass Transfer

From a chemical point of view, four issues should be considered. The first one is 
about the biocompatibility of the materials in contact with body tissues (see Sect. 
6.2.5), the second issue is about the electrochemical consequences of the electric 
current exchanges. As a third point, we have the device surface triggering biotic 
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reactions, and finally, we will consider the various preventive coatings that have 
been recently proposed.

Electrochemical electrode corrosion due to the stimulation current has been 
described under Sect. 6.3.3.2 above. Electrochemical exchanges become particu-
larly critical with multichannel stimulating devices. Specific circuits have been 
described to maintain the small electrode contact within electrochemical water 
potentials and ensure that the electrode voltage remains zero (Kelly et al. 2014). 
Another consequence of electrochemical changes is the potential toxicity of prod-
ucts accumulating during the current flow. There is scarce literature about this 
aspect, probably because with electrode contact metals such as platinum, the toxic 
threshold is relatively high, thus rarely observed and difficult to measure (Kovach 
et al. 2016).

6.4  Biotic Failure Mechanisms

6.4.1  Bio-Mechanical Properties of the Brain

Biological tissue’s viscoelastic properties can be determined from the stress-strain 
relationships. There are three types of moduli that characterize the linear response: 
Young modulus E, which describes the axial elasticity, when opposing forces are 
applied along an axis; shear modulus G, which describes the deformation of shape 
at constant volume, when the object is acted upon by opposing non-axial forces; and 
finally the bulk modulus K, which describes volumetric elasticity, or the object volu-
metric deformation, when uniformly compressed in all directions. Since biological 
tissue is inhomogeneous and anisotropic, all three moduli are independent of 
each other.

There have been many efforts to develop specific mathematical models of the 
various aspects of the brain mechanical response, but few have been validated (over-
views in Miller (2011), Ch. 4, and van Dommelen et al. (2010)). The strong strain- 
rate sensitivity and non-linear viscoelasticity of brain tissue cannot yet be translated 
in widely used equations. The viscous transient behavior is often represented as the 
sum of a finite series of Maxwell elements (dashpots and springs). As a result, the 
relaxation modulus is described by the different time constants of a Prony series of 
exponentials. As an additional approximation, Fung has proposed a quasi-linear vis-
coelastic (QLV) theory, based on separation of different temporal and spatial scales 
of a continuous material body model (Fung 1993). The stress function can be sepa-
rated in an elastic and a time- dependent portion, as introduced by the same author. 
The stress tensor is assumed to have the Boltzmann form:
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While the kernel G is given by Prony series approximation normalized at t = 0:
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This is a flexible framework amenable to experimental parameter estimation. A 
starting point could be a single-exponent model (see Table 6.1).

The huge difference in Young’s moduli between brain tissue and neural probes 
(0.1–10  MPa) remains a major issue. Materials typically used for neural probe 
fabrication have a high Young modulus contrasting with the brain’s softness (see 
Tables 6.1 and 6.2).

However, in order to approach the brain characteristics, ultra-soft microelec-
trodes have been developed with Young’s modulus lower than 1  MPa (Du et  al. 
2017). Investigation of the interface brain implant indeed confirms that (1) normal 
morphology is better preserved with definitely less deformation from mechanical 
stress; (2) the inflammatory gliosis seen with stiff electrodes is clearly reduced near 
soft electrodes; (3) this is linked to a clearly better long-term preservation of the 
BBB in the case of soft electrodes; and (4) tightly bonded neurons and other cells 
found on the surface of explanted soft wires also indicate a better integration with 
soft tissue.

In another study, after a 26–96 weeks’ trial in the rabbit cortex, Sohal et al. found 
a reduced foreign body reaction to their new flexible microelectrode when compar-
ing to microwires (Sohal et al. 2016). Also, the local neural density was most often 
increased alongside the probe. Over the relatively long implantation period, the soft 
wires also induced less gliosis than the stiff wires. The combined effect of an overall 
reduced micro-gliosis and a higher neuronal density with soft probes did contribute 
to this result. Microelectrode flexibility thus appears to reduce the trauma induced 
by micro-motions. The expected result is a prolonged electrode functional life. 
Isodense electrodes, that is, electrodes with the same stiffness characteristics as the 
brain, clearly represent an ideal situation which, unfortunately, is still quite chal-
lenging because of the conflicting requirements of implantability.

Table 6.1 Brain and hydrogel viscoelastic material constants

Density  
(kg/mm3)

Bulk modulus,  
K (GPa)

Short-term shear 
modulus, Go

Long-term shear 
modulus, G∞

Decay 
constant,  
λ (ms−1)

Brain 1.05 × 10−6 2.1 10 kPa 2 kPa 0.08
PVA 460 kPa
Alginate 40–200 kPaa

PVA Polyvinylalcohol
aDepending on the composition; references (Polanco et  al. 2016; Aregueta-Robles et  al. 2014; 
Mancini et al. 1999)
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6.4.2  Biologic Reaction Mechanisms

Despite the insights provided by electrophysiology, material science, and histology, 
the picture of the biologic reaction mechanisms developed in the literature is far 
from complete. However, the functional state of the BBB or blood-nerve barrier 
(BNB) emerges as the main feature. Also, the brain is no longer considered as an 
“immune privileged” organ, and immune reactions should actively be studied.

 The BBB and BNB

As already indicated above, the microenvironment of an implanted electrode can be 
subject to mechanical strain, BBB leakage, glial cell activation, deficient blood per-
fusion, secondary metabolic changes, and neuronal degeneration (Michelson 
et al. 2018).

These mechanisms are not independent, but they do strongly interact with each 
other. For example, neuronal health and activity level are very sensitive to the state 
of the neurovascular network (Kozai et al. 2012). In a 16-week experiment combin-
ing noninvasive imaging, electrophysiology, genomics, and histology in rats, Saxena 
et al. studied the functional consequences of a BBB breach on implanted electrodes 
(Saxena et al. 2013). The performances of intracortical electrodes (Michigan-style 
planar probes and microwire electrodes) inversely correlated with the BBB breach, 
while an enhanced wound healing response was demonstrated by the performed 
genomic analysis. The BBB permeability and the transcript levels of 
neuroinflammation- activating cytokines were lower in the cases with functionally 
stable electrodes. On the other hand, the accumulation of neurotoxic factors and the 
invasion by pro-inflammatory myeloid cells consecutive to the chronic BBB breach 
characterized the poorly functioning electrodes. The disruption of the BBB explains 
the observed deposition of albumin, globulins, fibrin/fibrinogen, thrombin, plasmin, 
complement components, and all plasma proteins normally not present in the 
CNS. The neuronal health is, of course, affected by these surroundings.

Material Young modulus, E

Tungsten 400 GPa
Silicon 200 GPa
Polyimide 3 GPa
Parylene C 2–5 GPa
Collagen 0.5–12 kPaa

Agarose 1.5–2580 Paa

aIn the function of composition (Aregueta-Robles et al. 2014)

Table 6.2 Young moduli of some materials used in implants compared to 
natural polymers
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Michelson et  al. reported that the widely used NeuN, Iba1, GFAP, and IgG 
histologic markers were not adequate to grasp the complexity of the biological 
mechanisms at the neural interface. A broader perspective should include both an 
evaluation of neuronal health and the ability to record functional electrophysio-
logical activity from intact microelectrodes. Already 6 hours after implantation, 
multiphoton imaging in vivo could demonstrate a loss of capillary perfusion and 
signs of axonal injury (Michelson et al. 2018). It is still unclear whether this is a 
transient phenomenon or it can carry over time to degrade the tissue-implant inter-
face. In the same study, molecular expression level analysis indicated a shift from 
excitatory transporters and ion channels to inhibitory transporters and ion chan-
nels in the course of 4 weeks. This can be expected if the neural interface stabi-
lizes over time, as the neurofilament levels around the implants increase.

Saxena et al. hypothesized that a chronic breach of the BBB, resulting from the 
intracortical electrode insertion, is responsible for the chronic inflammation main-
taining the BBB breach in a positive feedback loop. The long-term consequences 
are neurodegeneration and electrode functional failure. This view is in line with the 
differences in neuronal survival profile found by Potter et al. (2012) when compar-
ing the effects of chronically implanted devices (non-functional planar single-shank 
arrays) with matched cortical stab wounds in animals. These authors found an 
enhanced IgG (a marker for BBB leakage) present, around devices implanted for 
16 weeks, contrasting with the baseline levels observed in the stab injury region. 
Potter et al. concluded that an initial phase of neuronal loss resulted from the BBB 
leakage, while endogenous tissue events were responsible for the chronic neurode-
generation. Karumbaiah et al. also reported a comparatively higher permeable BBB 
and abundant active inflammatory cells and neurotoxic factors in the surroundings 
of chronically failing electrodes (Karumbaiah et al. 2013). Potter et al. performed a 
detailed assessment of the neuroinflammatory events and BBB integrity following 
implantation of non-functional planar single-shank arrays vs an identical cortical 
stab injury (Potter et al. 2012).

In a study of soft polymer probes compared to silicon devices, a reduction of 
microglia/macrophages and BBB leak could be demonstrated at 4 and 8 weeks after 
implantation as evidenced by fluorescent biomarkers (Lee et al. 2017).

Bedell et al. demonstrated that 2 weeks after implantation of Michigan type of 
neural probes, inhibiting innate immunity pathways associated with CD14 results in 
higher neuronal density and decreased glial scar, whereas implantation of a larger 
thiolene type of probes resulted in more microglia/macrophage activation and 
greater BBB leakage (Bedell et al. 2018). It should be noted that the probes’ dimen-
sions used in the study were not very well comparable. The differences reduced by 
16th week post-implantation, which indicates that the persistent factors, were not 
affected by the genetic modification.

In a similar study, Hermann et al. implanted silicon planar non-recording neural 
probes into knockout mice lacking Toll-like receptor 2 (Tlr2−/−), knockout mice 
lacking Toll-like receptor 4 (Tlr4−/−), and wildtype control mice and evaluated 
endpoint histology at 2 and 16 weeks after implantation (Hermann et al. 2018). It 
was shown that Tlr4−/− mice exhibited significantly lower BBB permeability at 
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acute and chronic time points but also demonstrated significantly lower neuronal 
survival at the chronic time point. Inhibition of the Tlr2 pathway had no significant 
effect compared to control animals. When investigating the neuroinflammatory 
response from 2 to 16 weeks, transgenic knockout mice exhibited similar histologi-
cal trends to controls. Together, reported results indicate that complete genetic 
removal of TLR4 was detrimental to the recovery after, while inhibition of TLR2 
had no impact.

 Inflammatory Reaction

A distinction should be made here between the sterile inflammation, caused by the 
presence of a foreign object, and infection, causing reactive inflammation against 
brought in pathogens. It is clear that understanding and interfering with the neuro-
inflammatory response could lead to progress in the long-term electrode stability. 
The chronic sterile inflammation and local neuronal degeneration and loss are still 
topics of active research (Mols et al. 2017; Michelson et al. 2018). It was hypothe-
sized that the chronic immune reaction is a continuous response primarily sustained 
by the local mechanical stress created by the implanted device and the surface- 
released molecular factors (Prodanov and Delbeke 2016).

In the long term, the implanted neural electrodes get encapsulated by a fibrous 
tissue containing microglial cells, macrophages, meningeal fibroblasts, and reactive 
astrocytes. Numerous messenger molecule exchanges regulate the interactions 
between these cells. A full understanding of the temporal organization and the 
implant-triggered tissue modifications will require focusing more attention to often 
overlooked actors, such as oligodendrocytes and their precursor cells, as well as the 
pericytes associated with the BBB. This is clearly demonstrated in a very recent 
study using new histological markers (Wellman et al. 2019). Using these histologi-
cal markers, Wellman et al. demonstrated apoptosis-induced oligodendrocyte cell 
death during the acute phase. Activation and proliferation of microglia, astrocytes, 
and NG2 glia were observed preferentially around inserted devices at distances 
about 150 μm. Furthermore, a novel subtype of reactive astrocytes was revealed 
around the site of implantation, potentially derived from a resident oligodendrocyte 
precursor population. Finally, chronic pericyte deficiency was noted alongside 
increased vascular dysfunction near inserted devices.

Using mechanically adaptative materials, it has been demonstrated that the corti-
cal implant stiffness contributes to the neuroinflammatory response (Nguyen et al. 
2014). In the brain, inflammation can induce vasogenic edema not to be confused 
with complications, such as a hemorrhage or infection (Englot et  al. 2011). In 
peripheral nerves, functional electrical stimulation-associated trauma induces thick-
ening of the connective tissue around the nerve and slightly compromises its con-
duction velocity (Pečlin et al. 2016).

Pharmacological means to mitigate the persistent inflammation are concisely 
reviewed in Capadona (2018). Briefly, these include steroids, for instance, dexameth-
asone, and antibiotics, for instance, minocycline, ILR-1a-modulating compounds, 

J. Delbeke et al.



151

and caspase-1-modulating compounds. While these compounds alone cannot reverse 
the chronic inflammation, it is possible that some of them could contribute to the 
beneficial effect of optimal mechanical designs.

The causal link between micromotion and persistent local neuroinflammation is 
not a simple hypothesis to be demonstrated methodologically. There are many inter-
actions and interdependencies, which are difficult to isolate. Use of the right bio-
markers is particularly important. For example, NeuN, Iba1, GFAP, and IgG are 
traditional histological markers for tissue viability. However, some recent studies 
suggest that these are not adequate to predict long-term electrode performance 
(Kozai et al. 2014; Michelson et al. 2018). On the other hand, there is negative evi-
dence coming from very stable preparations (Mols et al. 2017). Mols et al. have 
performed chronic multiunit recordings of cortical neurons using a tilted silicon 
probe tightly fitting an enclosure fixed to the skull. The electrophysiological signals 
remained stable for up to 10  weeks after implantation. The authors reported an 
increase in astrocyte fluorescence that remained unchanged between the second and 
the tenth week, which indicated a very stable glial scar and possibly reduced ampli-
tude of micromotion.

 The Reactive Oxygen Species (ROS)

A brief account of the contribution of ROS is given in Prodanov and Delbeke (2016). 
Peroxides, superoxide, hydroxyl radical, and singlet oxygen, functionally referred 
to as ROS, are present in every living cell. These molecules control redox homeo-
stasis, thus playing a key role in many physiological processes and in pathology. In 
conjunction with reactive nitrogen species (RNS), they contribute to several cellular 
mechanisms. The corresponding regulatory processes use these compounds as 
mediators in redox signaling (review in Hsieh and Yang (2013)). Oxidative/nitrosa-
tive stress, corresponding to a deficient ROS elimination, will result in an oxidative 
imbalance causing irreversible tissue damage. ROS and oxidative stress have been 
well covered in the scientific literature. Interested readers are referred to the reviews 
in Abbott (2000), Hsieh and Yang (2013), and Uttara et al. (2009).

Oxidative stress effects on local neuronal cells are not the only consequence of 
ROS accumulation. The cerebral vasculature will be affected as well and in particu-
lar endothelial cells involved in the maintenance of BBB. As a consequence, mul-
tiple pathways lead to the participation of ROS in the observed BBB disruption:

• Direct damage to proteins, lipids, and DNA, that is, essential cellular building 
blocks

• Matrix metalloproteinase (MMP) activation
• Cytoskeleton reorganization
• Interference with tight junction proteins and inflammatory mediator release

Oxidative stress causing BBB breakdown is an often-met pathophysiologic 
mechanism in neurological diseases, such as stroke, amyotrophic lateral sclerosis, 
and multiple sclerosis. In these diseases, the neuronal malfunction can be traced 
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back to ionic imbalances and abnormal interstitial fluid contents affecting neuro-
transmission and metabolism. These changes easily explained by the BBB leakage 
are responsible for increased firing rates as observed during a few weeks after 
implantation. Finally, the catalytic function of Fe3+ in the blood clot also appears to 
be linked to the ROS activity.

In a recent study, the membrane integral protein named caveolin-1 (located at 
caveolae) was shown to reduce RNS and matrix metalloproteinase (MMP) activity 
(Gu et al. 2011). The result was the protection of tight junctions and BBB integrity. 
Caveolin-1 and RNS interact in a positive feedback loop considered as important 
components of brain-damaging mechanisms in ischemia-reperfusion.

Likewise, ROS cause secondary BBB leakage that maintain the neuroinflamma-
tory response and cellular dysfunction. In a 4-week study of neurodegeneration 
around intracortical microelectrodes, Potter et al. indeed identified targets able to 
improve the local neuronal survival through a short-term inhibition of ROS accumu-
lation and stabilization of BBB (Potter et al. 2013). The resulting therapeutic per-
spectives suggest that the local BBB integrity and neuronal health could be improved 
by controlling the ROS production near the implant.

 Diffuse Reactions

Implanted electrodes can be responsible for subtle brain damage requiring refined 
behavioral tests to be detected. Hence, the example of rats with chronic intracortical 
electrodes was found able to perform fine motor tasks but at the cost of a time-to- 
completion increase of 527% (Goss-Varley et al. 2018). In humans, gross move-
ments can be affected by DBS electrodes before the onset of electrical stimulation. 
Several mechanisms could explain this microlesion effect (MLE) of the implanted 
device. Acute edema and hemorrhage are often considered, but a reduction in glu-
cose metabolism could be a causal factor as well (Goss-Varley et al. 2018). On the 
positive side, MLE could provide evidence for correct electrode placement. Optical 
coherence tomography (OCT) of the surrounding tissue can be an interesting diag-
nostic tool (Xie et al. 2014). In their 12-week study, these authors found an initial 
monotonic increase of the OCT signal reaching a plateau after 6  weeks post- 
implantation. This observation might be explained by the backscattering caused by 
the astrocytes that accumulate around the glass fiber. Impedance spectroscopy find-
ings are in keeping with these changes up to 100 μm from the electrode.

Reactions to less-invasive electrodes have been also studied: for instance, subdu-
ral electrodes in micro-ECoG.  In a histopathology study in rats, moderate tissue 
reactivity is present at 25 weeks post-implantation, while new blood vessels grow 
through the perforated electrode substrate (Henle et al. 2011; Schendel et al. 2013). 
Nearly 2 years after subdural ECoG array implantation, in a rhesus monkey, the 
inflammatory response was minimal, and the implant was encapsulated in fibrous 
tissue (Degenhart et  al. 2016). A comparison with the contralateral side did not 
reveal cortical damage under the implanted grid.
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 Resulting Tissue Changes

Neural tissue is far from a homogeneous medium. Even peripheral nerves contain 
several well-organized structures, such as the nerve fascicles, endoneurium, peri-
neurium, and epineurium, with blood vessels and their BNB. Neural cells and axons 
are interacting heavily with the myelin-producing Schwann cells. In the brain, astro-
cytes, oligodendrocytes, and microglia far outnumber neurons. Fibroblasts and 
endothelial cells are major contributors to the foreign body reaction. Immunologically 
competent and vascular cells are by far not the only participants to the many cellular 
interactions. The large variety of cellular actors is also embedded in an extracellular 
matrix, where molecule diffusion mechanisms interfere with the various exchanges 
and signaling mechanisms.

Fibrosis and electrode encapsulation are often considered as a major source of 
functional degradation because of the resulting distance increase and the shielding 
effect between electrodes and their target. The post-implantation signal to noise 
ratio (SNR) showed more stability than the action potential (AP) amplitude, but, 
after a number of months, the SNR increasingly correlated with the neuronal den-
sity which corresponded to the neuronal loss near the microelectrodes (McCreery 
et al. 2016). This correlation was found at distances up to at least 140 μm from the 
microelectrodes, while the neuron density and glial fibrillary acidic protein (GFAP) 
density correlated up to about 80 μm. Immediately after implantation, the AP ampli-
tude strongly reflects the histology marker density (GFAP and NeuN), while neuron 
density and SNR correlated better near the end of the study. On the other hand, 
GFAP density near the electrode did not significantly correlate with the SNR.

In order to improve cell attachment and differentiation, device surface coatings, 
such as hydrogel coating with collagen I or polylysine-laminin-1, have been pro-
posed (Zhong et al. 2001). Also, the silicon surface immobilization of L1 biomole-
cules was shown to promote neuronal growth and, at the same time, prevent astrocyte 
attachment (Azemi et al. 2011).

Temporary demyelination/remyelination can explain some initial increases in 
stimulation threshold after implantation. Axonal degeneration is another cause of 
temporary failure not always easy to distinguish from neural cell migration. Neural 
apoptosis is another failure mechanism leading to cell death. It can contribute to the 
neural gap increasing the electrode to target distance.

Neural tissue is a living and adaptive structure. Activation through a stimulation 
implant will have a broad variety of consequences. Progressive functional loss in 
the frame of stimulation-induced depression of neuronal excitability (SIDNE) is an 
example. However, many physiological adaptive mechanisms exist, such as sensi-
tization, habituation, and plasticity, whereby the response to a constant stimulus 
varies with time. Finally, one should not overlook the fact that neural interfaces are 
normally intended as a treatment, that is, to help a sick patient. The patient’s dis-
ease can be degenerative (e.g., Parkinson’s disease, among others), in which case a 
mere evolution of the pathology could also explain some failures despite initial 
success.
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6.4.3  Infections

Basically, two infection mechanisms must be distinguished. Primary infections, are 
expected to appear locally, rapidly after surgery and could result, for example, from 
contamination, insufficient material sterilization, or a nonsterile implantation proce-
dure. In the second instance, delayed or secondary infections are also possible 
because implanted foreign material is known to facilitate metastatic colonization by 
germs of distant origin. Surface adhesion (biofouling) mechanisms play a major 
role in such cases, and device micro-geometry might create spaces inaccessible to 
the immune cells. In cochlear implants, the prevalence of germs of the dental cavity 
suggests that preoperative dental care might have a preventive value (Kanaan 
et al. 2013).

Because the foreign material itself facilitates the infection, explantation of a 
properly working system is sometimes necessary. Infections are thus a relatively 
common cause of implant revision (Agarwal et al. 2011). In a 14-year follow-up of 
VNS, a revision incidence of 2% was reported (Couch et al. 2016). A somewhat 
higher rate of 3.5% necessitating device removal has been found in VNS-treated 
epileptic children (Smyth et al. 2003). Similar infection rates are reported for very 
different procedures. For example, a rate of 2.9% of infections has been found for 
phrenic nerve stimulator implantations (Weese et al. 1996).

Localization can be an important evaluation factor. The severe consequences of 
local brain infections represent an obvious example.

6.5  Phenomenology of Preclinical In Vivo Studies

Current-controlled stimulation electrodes can compensate for electrode impedance 
fluctuations. Stronger stimuli can compensate for activation threshold changes. 
Such an increase, however, typically will reduce the stimulus selectivity. Recording 
electrodes are even more exquisitely sensitive to the quality of their integration 
within the neural tissue. Their functional state (i.e., contact impedance, AP, and 
SNR) is often used as chronic monitoring of the interface evolution. Several types 
of highly parallel and/or selective neural interfacing (mostly cortical) electrodes 
have been developed that are under preclinical and clinical investigations. In animal 
studies using wire electrodes (Liu et al. 1999; Nicolelis et al. 2003) or silicon-based 
devices or multiwire arrays (Ward et al. 2009), recording longevity proved highly 
variable. However, the failure mode of neural prostheses still tends to be poorly 
explored. The very fragmentary data available limit potential translation to human 
applications.
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6.5.1  Utah Array

A 3D microneedle electrode array, known as the Utah Array, can provide a dense 
parallel cortical access that has been exploited in visual prostheses (review in 
Schwartz (2004)). Recording from the motor cortex could lead to the development 
of neuromotor prostheses (Hochberg et  al. 2006). However, short circuits in the 
electrode, cable, and/or connector ended in a failure after a trial of 6  months’ 
 duration. A second attempt by the same group in a 55-year-old subject was a little 
more successful with a 10-month recording period before an unexplained failure.

An eight-direction discrimination experiment exploiting a 100-electrode array in 
the primary motor cortex of three Macaque monkeys worked for 1.5 years (Suner 
et al. 2005). The electrode used was the Bionic silicon probe (Cyberkinetics, Inc., 
Foxboro, MA). Over time, that was, after 83, 179, and 569 days, there seemed to be 
a shift in the neurons contributing to the recorded waveform. Tuning to the reach 
direction was found in 66% of the recorded neurons.

With Utah arrays in rhesus macaque monkeys, inter-spike interval histograms 
and spike waveforms remained stable for 7, 10, and 15 days in 57, 43, and 39% of 
the initially recorded units, respectively (Dickey et al. 2009). In 56% of implanta-
tions in nonhuman primates, the intracortical Utah Array failed within a year of 
implantation (Barrese et al. 2013). Among mechanical causes (83% of the failures), 
connector issues explain 48% of the failures, in sharp contrast with only 24% of 
observable biological problems. Among these, shielding the tissue from the elec-
trode array was due to a progressive meningeal reaction in 14.5% of the cases. In 
addition to the acute failures described above, a slow decline in the spike signal 
amplitude with increased noise was observed. A progressive loss of exploitable 
channels ended after 8 years in total recording failure. The recording quality did not 
parallel the impedance measurements, which after an initial increase progressively 
dropped over the duration of the experiment.

A detailed study of the tissue reaction to a 12-week Utah Array implantation has 
been performed in rats. Nolta et al. reported findings, such as plasma proteins point 
to BBB leakage, while the presence of activated macrophages and microglia and 
astrogliosis indicated persistent inflammation (Nolta et al. 2015). At the implanta-
tion site, a relatively large pyramidal-shaped cavity was often found that corre-
sponds to a loss of brain tissue. This damage is likely to be caused by the surgical 
implantation itself, as similar lesions have been observed in stab wounds.

6.5.2  Wire Arrays

With only 8% successful cortical unit recording 5 months after implantation, the 
same slow decline has been observed with wire electrodes in the cat brain (Burns 
et  al. 1974). Some implanted multiwire arrays are characterized by an early 
increase in the SNR and loss of recordable units (Williams et al. 1999). In other 
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cases, however, the performance rapidly became stable after a limited initial dete-
rioration. The experiments were terminated after 15–25 weeks, because of a skull 
cap loosening or medical issues. In another study with Ir wire electrodes (Liu et al. 
1999), unstable recordings were observed during the tissue remodeling phase, 
while the following months were characterized by a slow and steady decrease in 
performances.

Minimal cell death was found at implantation of a tungsten wire microarray in 
the rat motor cortex (Freire et al. 2011). However, the number of recorded neurons 
progressively decreased over the 6-month study period. Immediate-early gene 
(IEG) expression was compatible with normal tissue physiology around the implant. 
However, the same exhaustive study identified local gliosis and detected signs of a 
mild inflammatory response.

Significant structural changes have been observed up to 6 months after implanta-
tion in rats of Pt/Ir electrode arrays (Prasad et al. 2014). This comprehensive abiotic- 
biotic study revealed delamination and cracking of insulation in almost all electrodes. 
However, irregular structural details including delamination and cracks of the insula-
tion layer and recording surface were already clearly present before implantation. 
The long-term decline of the electrode impedance could thus be explained by the 
changes in the electrochemical interface area and leakage paths. Manufacturing vari-
ability and poor material quality are thus important contributors to electrode failure.

On the other hand, there was only a poor correspondence between the electrode 
performance and the impedance reduction. Intense ferritin immunoreactivity found 
in microglia and macrophages provided evidence for intra-parenchymal bleeding. 
This was correlated with a reduced electrode performance in sharp contrast with the 
unrelated microglial activation. Electrode failure could thus be caused by both 
biotic (intra-parenchymal bleeding) and abiotic (suboptimal electrode structure) 
factors.

6.5.3  Silicon Probes

For decades, multielectrode silicon probes have proven to be valuable research tools 
in animal experiments (Kuperstein and Eichenbaum 1985; Drake et al. 1988; Wise 
and Najafi 1991). On the other hand, the mechanical biocompatibility of many 
designs was rather limited compared to wire electrodes. It is also unclear if such 
electrodes will be introduced in the clinic or remain predominantly a research tool.

Electrode impedance, charge capacity SNR, recording stability, and immune 
response of implanted microelectrode arrays of different configurations have been 
compared in rats (Ward et al. 2009). The results were variable among the same elec-
trodes as well as between electrode types, to such a degree that no “best” device 
could be identified.

At respectively 3 days and 12 weeks post-implantation, quantitative histology, 
transcriptomics, and electrophysiology have been exploited to compare the effect of 
the global shape (cylindrical or planar), size (15  μm, 50  μm, and 75  μm), and 
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 fixation of commercially available intracortical electrodes (Karumbaiah et  al. 
2013). Significantly more glial scarring was shown with tethered Michigan 50 μm 
electrodes comparing to the microwire and Michigan 15 μm design. Also, fewer 
neurons survived with the first two devices. No significant difference was found 
between the two observation time points. After 12 weeks, the microwire electrodes 
yielded significantly better electrophysiological results than all the other electrode 
types. These results show that the inflammatory response to intracortical electrodes 
can be minimized by selecting cylindrical shapes of small dimension and avoiding 
tethering.

6.6  Failure Mitigation

6.6.1  Severity Evaluation

Any design is confronted with choices between benefits, risks, and cost. For medi-
cal equipment, the severity of the risks of an adverse event or other consequences 
must be evaluated from the point of view of prospective patients. Failure evaluation 
must thus adopt a scale in line with that point of view. We could propose the follow-
ing 6-grade severity scale:

 1. The therapy requires adjustment because of temporary efficacy loss or side 
effects.

 2. The therapy is a failure and the system must be explanted. The surgery can 
involve several regions (e.g., electrode and IXU).

 3. The system requires explantation and replacement due to any cause including 
battery end-of-life.

 4. Complications such as infection require delayed replacement surgery after 
explantation. Also, a specific treatment of the causal infection is necessary and 
can result in additional complications.

 5. The therapy has generated permanent but moderate pain or side effect.
 6. The therapy has ended in severe permanent pain or disability or even death.

Fortunately, active neural implant failure-induced risks remain mostly at levels 
1–4 (Quigley et al. 2003). This is not the case for treatments of acute life- threatening 
conditions, such as heart pacing. Here, simple device failure can be deadly and is 
thus of severity level 6. It is thus obvious that the severity of the same technical 
failure can have a totally different impact in different therapeutic applications.

Secondary consequences or complications must also be considered. For exam-
ple, any of the failures listed above will result in temporary or permanent, as well 
as partial or complete treatment deprivation, and/or discomfort. Often, secondary 
complications are application-specific, such as osteomyelitis, lateral sinus throm-
bosis, and temporal lobe infection seen after infection of a cochlear implant 
(Staecker et al. 1999).
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Surgery is not only a relatively unpleasant experience, but it also exposes the 
patient to rare but major secondary complications. Replacement surgery justified by 
the end of battery life is not an adverse event but rather an expected part of the 
therapy (Lam et al. 2016). Lead revision is a relatively safe surgical procedure in 
patients with VNS lead fracture (Waseem et al. 2014).

Because of the relatively frequent need for replacement, it is important that the 
implanted device could be replaced safely, which seems to mostly be the case 
(Agarwal et al. 2011; Balkany et al. 1999; Dlouhy et al. 2012; Greenberg et al. 1992; 
Henson et al. 1999). Ultra-sharp monopolar coagulation can contribute to electrode 
revision safety (Ng et al. 2010). Only some authors suggest that the rate of adverse 
events can be slightly higher after replacement/revision than after first implantation 
(Giordano et al. 2017). In particular, a higher number of IXU replacements seems to 
correspond to a higher risk of infection (Kahlow and Olivecrona 2013).

6.6.2  Prevention

In general, prevention is better than cure. Professional quality work is characterized 
by an efficient exploiting of the knowledge acquired from previous experience 
(Welling et  al. 1993). The analysis of failure modes throughout this chapter has 
come across possible preventive actions. For example, some researchers work on 
the development of soft implantable neuroprosthesis in order to minimize the 
mechanical mismatch between the devices and neural tissue (Lacour et al. 2016). 
Appropriate shapes can contribute to the compliance of neural implants (Sankar 
et al. 2013). Also, an appropriate failure reporting and analysis procedure is thus an 
essential part of any effort toward risk reduction and hazard prevention. Clearly, 
extending the information exchanges between users and manufacturers could lead 
to a significant acceleration of improvements.

6.6.3  Early Detection

Knowledge of possible failures would allow introducing prevention during the 
design phase by the inclusion of specific features, appropriate modeling, and bench 
testing. Similarly, fabrication quality includes exhaustive input and output testing as 
well as accurate process control. The premarket and clinical studies are pivotal in 
the preventive effort. In vitro and ex vivo testing on brain slices and cell cultures 
(Koeneman et al. 2004) can limit the need for animal studies. On the other hand, 
in vivo testing (in small and large animals) remains necessary for long-term studies 
(Vasudevan et al. 2016). However, evaluation of the expected chronic survival of an 
implant is far from obvious, and small animal experiments cannot always be consid-
ered as an accelerated model for the situation in humans. Existing allometric scaling 
methods are indeed probably not entirely justified (Glazier 2018).
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Other aspects that should be considered are the clinical trials and post-market 
 studies. Precise instructions should allow the surgeon to proceed to the last device 
check before implantation. At a later stage, the proper patient instructions and patient 
monitoring are essential preventive tools. The clinical efficiency of the therapy must 
be regularly evaluated because many forms of implant failures typically start with a 
re-emergence of the symptoms (Burdick et al. 2010). Pain and other new side effects 
or symptoms, stimulus-related or not, are also essential warning signs. Device main-
tenance tests must be planned. Auto-diagnostic features of the implanted device can 
also play a major role at this stage.

Steps in this direction have been recently undertaken by the European regulators 
with the new Regulation (EU) 2017/745 on medical devices. The high-risk devices 
are subject to stricter preventive controls with new pre-market scrutiny procedures 
and increased transparency based on a comprehensive EU database on medical 
devices. Also, the newly introduced unique device identification is expected to 
improve device traceability; a patient-linked “implant card” carrying implanted 
medical device information has been introduced; finally, the post-market surveil-
lance requirements for manufacturers have been strengthened.

6.6.4  Diagnostic Means

Once placed in the body, an implanted device is by definition no longer accessible. 
Therefore, failures appearing after surgery place the caregivers before difficult deci-
sions requiring an accurate diagnosis. This is when the availability of diagnostic 
means is essential.

The electrode impedance measurement is the most frequent test performed on a 
regular basis. High impedance values allow detecting electrode or connector break-
ages. Elevated impedance can also lead to failure because of the stimulator output 
voltage limit. Alternatively, low impedance can suggest insulation failures. 
Impedance signature could provide some information about the type of electrode 
encapsulation that has taken place (Cody et al. 2018).

When a battery is present, the battery voltage measurement is essential to predict 
the device end-of-life. However, the voltage is only an indirect predictor of charge 
capacity. Timely replacement of a battery is indeed desirable to avoid a resurgence 
of the pathology, abnormal stimulus delivery due to low power, and interrogation 
failure through the external system (Tatum et al. 2004).

Technical controls on the power supply transmission between implant and exter-
nal components, checks on the user’s input, and even software controls can be 
essential to detect partial failures.

Recording physiological parameters provide a direct functional evaluation. This 
can result in an improved follow-up of the efficiency of the therapy (Battmer et al. 
1994). For example, physiologic potentials evoked by the therapeutic stimulus are 
an important confirmation of appropriate settings. With proper synchronization 
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means, skin surface potentials generated by the stimulus can also be recorded 
(Grimonprez et al. 2014).

X-ray or computed tomography (CT) scan can demonstrate dislocation, twisting, 
and lead fractures (Burdick et al. 2010). It can be argued that conventional X-rays 
are preferable to CT scan in some instances (Czerny et al. 2000).

Attention for diagnostic or auto-diagnostic features seems relatively new but 
nonetheless very important to minimize the failure consequences for the patient. 
Implanted devices should include the necessary sensors and data logging facility to 
identify primary causes in case of failure.

6.7  Concluding Remarks

Current capabilities of neurotechnology are a limiting factor for the advancement of 
neuroscience and neuroprosthetics. Another hurdle toward further development is 
the inadequate understanding of the neural signal necessary to optimize designs and 
parameter trade-offs for meaning extraction (Kozai 2018). This can be considered 
as a grand challenge for cortical prostheses. At present, progress is being made 
about aspects, such as MRI compatibility, long-term power supply, and mechanical 
compatibility. Much work is devoted to the numerous interactions between the body 
and electrodes. The optimal integration of massively parallel multichannel, as well 
as selective recording and stimulation electrodes, remains a major challenge despite 
the ongoing very active research efforts.

Further development of high-quality implanted neural interfaces requires a 
proper understanding of the failure modes of existing applications. The present 
reporting system is insufficient, and more effort should be devoted to a complete 
causal analysis, which is clearly lacking at present. Each therapeutic use of a neural 
interface has its own specificities, but the main issues are common to most applica-
tions. Therefore, lessons should be learned not only from the limited experience 
with a single form of therapy, but also across the whole field of active implants.
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Chapter 7
Strategies to Improve Neural Electrode 
Performance

Katrina Guido, Ana Clavijo, Keren Zhu, Xinqian Ding, and Kaimin Ma

7.1  Introduction

The electrode is one of the most crucial components in neural interfacing for direct 
neural signal recording and stimulating. Neural interface technology has emerged as 
one of the main tools for treating various nervous system disorders and conditions 
in both research-related and clinical applications. Many individuals with conditions 
such as Parkinson’s disease (Kim et al. 2018) and motor cortex injuries (Murphy 
et al. 2016) directly benefit from the use of implanted electrodes to help support and 
improve quality of life. Despite the importance of this technology, many challenges, 
which can broadly be categorized as those pertaining to electrode design/engineer-
ing and those pertaining to biological response, remain.

The traditional approach for neural interfacing requires the insertion of a metal- 
based electrode near the neuron(s) of interest to record or mimic/stimulate a neural 
signal. However, this method cannot completely replicate the original neural signal 
because the electrodes are seen as intruders to the body’s immune system. This 
identification initiates the foreign body response (FBR). Ultimately, FBR results in 
loss of signal due to the formation of a glial sheath around the electrodes. As a 
result, the traditional recording electrode can only function properly for a few 
months up to 2 years (Seymour et al. 2017). However, FBR is only one of the many 
problems that are associated with classic electrodes. Aside from biological issues, 
technological failures (e.g., electrical failure of wiring, exposure of delicate elec-
tronics to the biological environment from the dissolution of protective coatings) 
also contribute to the short lifespan of current neural electrodes (Chen et al. 2017). 
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New techniques from a variety of research fields such as material science, electrical 
engineering, and biology need to be integrated to overcome these challenges. These 
new techniques aim to create more stable and better performing chronically 
implanted electrodes for neural interfacing applications. Strategies currently under 
investigation include, but are not limited to, altering the electrode material, coating, 
size, shape, etc. (Guo 2016; Rousche and Normann 1998; Schwartz et al. 2006). The 
purpose of this chapter is to explore strategies to improve the performance of the 
classic neural electrode model.

7.2  Improvement Strategies

The following sections discuss insertion methods, physical design parameters, 
material choices, and novel technologies designed to improve electrode 
performance.

7.2.1  Implantation Methods

In order to record or stimulate with a neural electrode system, a brain-computer 
interface can be established by directly accessing the brain. This invasive procedure 
is referred to as a craniotomy. During this procedure, the many protective layers 
covering the brain are removed or reflected, revealing the target location for electri-
cal recording or stimulation by the electrode system. First, the topmost layers of 
hair, skin, and connective tissue are removed. Then, the visible bone of the skull is 
cleaned and dried, and holes are drilled into the skull to attach the stereotactic frame 
with several screws (see Fig. 7.1). These screws are very important because if they 
are too loose, the skull could slip and prevent localization of the target, but if they 
are too tight, skull damage could occur, particularly at the cranial sutures 
(Zrinzo 2012).

The stereotactic frame is designed to immobilize the skull during the operation 
and to serve as a guide for the insertion of the electrode (Schuhmann Jr et al. 2018). 
In order to guide the electrode to the target structure, preoperative MRI imaging 
data is used in combination with the frame to localize the target and plan the trajec-
tory of the probe (Zrinzo 2012). There are multiple types of stereotactic systems. 
The most common are arc frame stereotactic systems (see Fig.  7.2), mini-frame 
stereotactic systems, and frameless stereotactic systems. Arc frame systems are the 
most accurate at the target location, while frameless and mini-frame systems are 
most accurate at the point of insertion. A study conducted on deep brain stimulation 
(DBS) implants in the thalamus found that arc frame systems were more accurate 
than the other two at hitting the target location; however, patient functional out-
comes were similar for all groups (Anon 2018; Zrinzo 2012).
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Following the placement of the frame, the bone is then drilled and removed. In 
some surgical protocols, the dura mater is also removed, while in other insertion 
protocols, the dura mater is left intact, and the electrode system pierces it to access 
the region of interest. The electrode is inserted into the stereotactic frame and cali-
brated to reach the target depth of the region of interest. Finally, once the device is 
inserted into the target area, the skull fragment is replaced, and the wound is sutured 
and closed (Gage et al. 2012a).

Due to the highly invasive nature of these operations and insertion procedures, 
there are several possible complications that may occur. Complications include 
damage to brain tissue or blood vessels when drilling or cutting through the bone 
and contaminating or damaging the electrode with excessive bleeding (Kook et al. 
2016). Potential complications are also associated with the process of insertion. The 
trauma caused by insertion and surgery forms the primary wound, which can have 
consequences including vascular damage, increased intracranial pressure, and dim-
pling of the dura mater. Additionally, vascular damage may occur in two forms. The 
first is edema or hemorrhage caused by bleeding due to tears in the small vessels of 
the brain, and the second is loss of perfusion, or a lack of blood flow, resulting from 
the severing of upstream blood supply to a cell or small area. Age and hypertension 
are two important risk factors for vascular complications (Zrinzo 2012).

Another concern is the partial breakdown of the blood-brain barrier, which pro-
tects and isolates the central nervous system from the periphery of the body. For 
example, one study found that, after the electrode-insertion process, the biological 
molecule carbidopa, which normally is present only in the periphery, was present in 

Fig. 7.1 A craniotomy in 
progress with reflected 
meninges and exposed 
skull. (Reproduced with 
permission from Gordon 
et al. (2018))
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the central nervous system, which indicates a breakdown of the blood-brain barrier 
(Kozai et al. 2015). Finally, due to trauma and injury to the neural tissue, the neural 
inflammation process, FBR, is initiated through the activation of microglia. This 
immune response continues to be an obstacle for implanted electrodes throughout 
their lifetime (Kook et al. 2016; Kozai et al. 2015).

The severity of these complications and extent of damage are determined by the 
specific electrode system and insertion protocol used (Kozai et al. 2015). Several 
important factors must be considered when a surgical protocol is designed. The first 
is the force necessary to penetrate the brain tissue. The amount of force depends on 
variables such as the species or age of the subject, brain region, cell type and den-
sity, and the shape of the electrode tip. For example, a mature rat cortex requires 
approximately 1.5 mN of penetrating force to insert an electrode (Weltman et al. 
2016). Speed is the second factor to consider. Previous studies have found that 
slower insertions require less force because brain stiffness increases at high inser-
tion speeds (Weltman et al. 2016). However, previous research has also indicated 
slow insertion speeds as a potential cause of acidosis and increased vascular damage 

Fig. 7.2 Attachment of stereotactic frame from external (top) and internal (bottom) view. 
(Reproduced with permission from Edwards et al. (2018))
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and bleeding after the insertion (Weltman et al. 2016). In classic neural electrode 
implantation surgeries, the speed of the insertion has ranged from approximately 
10 μm/s to 1 mm/s (Weltman et al. 2016). Additionally, elastic tissue compression 
occurs when the electrode system pushes down and compresses the tissue instead of 
piercing the surface and entering the region of interest. This compression is associ-
ated with increased primary injury to the neural tissue (Rousche and Normann 
1992). Finally, the specific anatomy and vasculature of the subject must be consid-
ered. Mapping of the major blood vessels on the surface of the brain is important to 
ensure the insertion process will not damage them (see Fig.  7.3). Hitting these 
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Fig. 7.3 A 3D reconstruction of the neural vasculature before and after when a major blood vessel 
is targeted (g), (h) or avoided (i), (j). (a)-(c), (g), (i) show cortical vasculature prior to insertion of 
the implant, (d) is following insertion, and (e), (f), (h), (j) is explantation of the implant. 
(Reproduced with permission from Kozai et al. (2015))
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vessels results in increased bleeding and vascular damage. This mapping can be 
done with a variety of techniques, such as two-photon endoscopy (Kook et al. 2016). 
Additionally, with the use of MRI imaging, an approach to insertion through the 
crest of a gyrus is preferred to reduce the risk of damaging a blood vessel or allow-
ing escape of cerebrospinal fluid (Zrinzo 2012). Due to the number of factors and 
variance between electrode systems, designing an insertion protocol optimal in 
every scenario is not realizable (Kook et al. 2016).

As novel electrode designs are developed, insertion protocols must evolve as 
well. One example of a new electrode design that has a dramatically different surgi-
cal insertion protocol is the flexible electrode. These electrodes have a distinct 
advantage during chronic recording or stimulation, because their flexibility causes 
less damage and a decreased immune response. These electrodes follow the same 
craniotomy procedure as the classic electrodes; however, during insertion, the flex-
ible electrodes are unable to penetrate the neural tissue with enough force to pierce 
the surface and enter the region of interest. Instead, the flexible electrodes compress 
the tissue and result in elastic tissue compression leading to increased primary 
trauma (Weltman et al. 2016). Several design solutions can be implemented to tem-
porarily increase stiffness or sharpness of the electrode during the insertion process 
to overcome this problem. Soluble, biocompatible coatings such as silk, gelatin, or 
biologically degrading polymers can coat the electrode and provide stiffness during 
insertion and then safely dissolve in the physiological environment once the system 
is in place (Weltman et al. 2016). Another strategy is the attachment of a shuttle 
system to deliver the electrode to the target location, which then safely disengages 
and can be removed after insertion. These probes can be attached with dissolvable 
adhesives such as polyethylene glycol (PEG) (Felix et  al. 2013; Weltman et  al. 
2016) or simply hooked to the shuttle device (Luan et al. 2017). Additionally, the 
electrode system can be frozen with liquid nitrogen immediately prior to insertion. 
The liquid nitrogen increases electrode stiffness during insertion, but when the sys-
tem warms up to physiological temperature, the electrode becomes flexible and soft 
again (Kook et al. 2016).

Another promising electrode design is the mesh electrode system. These elec-
trodes can be delivered by syringe, so, though a craniotomy is still necessary to 
access the brain, the size of the hole is smaller, even though the electrode can cover 
a greater area compared with a classic electrode system. This smaller hole has many 
advantages, including less disruption of normal neurological function, shorter 
recovery time, and lower risk of surgical complications, though insertion is still a 
concern as with any invasive procedure (Schuhmann Jr et al. 2018). The syringe 
used to insert the electrodes can be mounted in the stereotactic frame to help locate 
the target area and guide the injection. As the electrode is injected with a minimal 
amount of fluid, the syringe is slowly removed from the brain. The injection must 
occur with the mesh in a specific orientation: the recording or stimulating region of 
the electrode exits the syringe first, followed by the input and output region 
(Schuhmann Jr et al. 2018). The insertion of these electrodes leads to a much lower 
immune response in the tissue after surgery. A recent study found that levels of 
GFAP, a protein that indicates the presence of glial cells and is found in elevated 
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amounts during inflammation and immune response, are nearly normal after inser-
tion of the mesh electrode system (Liu et al. 2015). In less dense areas of neural 
tissue, such as the ventricles, these electrodes spread out over a very wide area, 
while in areas of more densely packed cells, such as the hippocampus, they spread 
slightly following insertion but remain more compact (Wozny and Richardson 
2015). The syringes used to insert the electrode depend on the individual electrode 
system specifications. For example, an inner diameter of a typical needle used 
ranges from 150 μm to 1.17 mm and an outer diameter from 250 μm to 1.5 mm 
(Schuhmann Jr et al. 2018). This illustrates that mesh electrodes must be very com-
pressible and cannot adhere to the sides of the syringe, which is an important con-
sideration for the design.

7.2.2  Electrode Fixation

Any probe or electrode system must be connected and able to communicate with the 
outside world. Commonly, the electrode probe is anchored or tethered to the skull, 
and then wires pass through this system to allow for communication with an exter-
nal processing system (Wise et al. 2004). These probes can be attached to a cable 
that is fixed with PEG or dental cement to a stainless steel or titanium jewelry screw 
in the skull (Gage et al. 2012b; Kook et al. 2016). These systems exert force on the 
tissue in two places, at the insertion site on the surface of the brain and at the tip of 
the probe at the interior of the tissue (Kook et  al. 2016). Other systems have 
attempted to more firmly fix the probe in the neural tissue with small barbs on the 
shaft of the probe known as anchors. These anchors are attached to the probe at the 
end closest to the tip and extend backward from the shaft of the probe at a 60-degree 
angle. This allows for easy insertion, but once placed, the anchors hook into the tis-
sue and prevent movement. However, the anchor system can cause extensive dam-
age to neural tissue in cases where the electrode needs to be removed at a later date 
for any reason, such as surgical complications or revisions and replacements of 
parts (Kook et al. 2016). Cable attachment has also been shown to be a major source 
of strain and tissue damage for electrodes (Kook et al. 2016).

A major flaw in this approach is that while the electrode is firmly held in place 
by the tethering system, the brain is not a static organ. It is free floating in cerebro-
spinal fluid (CSF) and is in constant motion due to normal physiological functions 
such as respiration and circulation. During respiration, brain tissue exerts between 
80 and 130 μN of force on the probe system, which causes movement between 2 and 
25 μm. Circulation occurs at a frequency of approximately 5–6 Hz, and these vas-
cular forces exerted on the probe are between 14 and 25 μN. These forces cause 
movement between 1 and 3 μm (Weltman et  al. 2016). This constant movement 
against the probe system causes extensive, chronic tissue damage, especially if the 
probe is rigid or has sharp edges (Weltman et al. 2016).

Several strategies have emerged to reduce movement and minimize the forces 
that cause damage to the tissue. Flexible probes allow the electrode itself to move 
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with the brain, which reduces damage by absorbing the forces of respiration and 
circulation, reducing the strain by up to 94% (Weltman et al. 2016). Other strategies 
to reduce strain include a Teflon barrier between the probe and dura mater and a 
Goretex barrier between the dura and skull, S-shaped cables, sinusoidal-shaped 
shanks, and a dissolvable PEG matrix to attach traces of an electrode system to 
allow free, independent movement of individual traces once the system is implanted 
(Kook et al. 2016; Weltman et al. 2016). Mesh probes are essentially free floating 
once injected. On the edges of the polymer, there are I/O pads that attach to a zero 
insertion force (ZIF) connector and then to a custom printed circuit board (PCB) 
(see Fig. 7.4) (Fu et al. 2017; Zhou et al. 2017).

Studies have shown that untethered systems perform better than the classic teth-
ered systems. In a direct comparison, untethered systems caused less immune 
response in the body, including less astrocyte and microglia response and higher 
neuronal density after 4 weeks (Thelin et al. 2011). The foreign body response is the 
cause of much of the signal degradation in classic systems as the body attacks and 
forms a scar around the electrode (Thelin et al. 2011). Additionally, tethered sys-
tems have a large cavity between the electrode and the neurons in the region of 
interest which is not present or is much smaller in untethered systems (Thelin et al. 
2011). The mesh probes that are currently being developed have shown even less 
immune response and in fact have been shown in some studies of NeuN and DAPI 
stainings to be neurotrophic (Wozny and Richardson 2015).

Wireless systems are being developed as well. While wires are necessary for an 
electrode system’s power supply and data transfer, they are also the primary source 
of infections, manufacturing cost, discomfort to patients, and electrode system fail-
ure. These systems are quite complex and have many challenges to maintain func-
tionality and practicality. These requirements include a sufficiently high power 
supply for the system and neural stimulation, if necessary. This power system is 

Fig. 7.4 Mouse subjects after mesh electrode is injected, with complete system of mesh electrode, 
ZIF connector, and PCB, wired to an external processing system. (Reproduced with permission 
from Schuhmann Jr et al. (2018))
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usually based on electromagnetic radio frequency (RF) between two closely cou-
pled coils, though infrared or acoustic energy can also be used (Wise et al. 2004). 
Additionally, a large enough range, such as several centimeters, and a high band-
width, usually greater than 1 or 2 Mb/s, to allow fast speeds of data transfer to an 
external computing system are necessary. These devices must also be applicable for 
multiple types of neural electrode systems and biocompatible to withstand chronic 
implantation in the physiological environment (Wise et al. 2004). However, they 
show great promise to overcome some of the issues that are present in wired sys-
tems, both tethered and untethered.

7.2.3  Physical Design Parameters of the Electrode

Since most neural interfaces utilize invasive techniques to stimulate and record elec-
trical signals, one of the biggest concerns is tissue response. Despite the mechanical 
trauma caused by the insertion process, the acute tissue response heals after a given 
amount of time (Schwartz et al. 2006). However, the chronic tissue response caused 
by FBR remains for the life of the implant and thus influences the performance of 
the whole interface (Schwartz et al. 2006; Stensaas and Stensaas 1967; Szarowski 
et al. 2003). One method to combat FBR is focusing on the physical design of the 
interface (e.g., the shape, size, and stiffness).

As mentioned above, FBR is the covering of the electrodes by activated microg-
lia and reactive astrocytes (Schwartz et al. 2006; Marin 2010), so the design of the 
electrode tip is extremely important. Upon insertion into neural tissue, a structure 
will compress/stretch the surrounding tissue or tear the cells surrounding the struc-
ture. Stretching and compression, in physical terms, only cause minimal harm to the 
tissue and cells due to the abnormal leakage of certain ions. If the insertion of the 
structure breaks neuronal cells (changing their action potential capability), these 
cells die because of an imbalanced ionic state and thus the consumption of large 
amounts of energy due to a large influx of calcium (Ermak and Davies 2002). For 
example, a blunt electrode tip can break the blood vessel walls during the insertion 
process, causing bleeding within the brain. Microhemorrhages within the brain are 
very dangerous and can cause brain dysfunction (Walton 1978). However, inserting 
a sharp and smooth electrode probe can reduce harm to vessel walls caused by 
piercing or severing (Edell et al. 1992). At the same time, the surrounding tissue can 
still provide enough tension to prevent microhemorrhages.

Aside from sharpness, the shape of the tip is another engineering aspect to con-
sider. The shape of electrode tips can be generally divided into two categories: coni-
cal and blade. A conical tip probe first opens a tiny hole, and upon insertion, the 
surrounding tissue is gently pushed away. However, due to the fibrous structure of 
neural tissue, the tip tears the immediate tissue area but leaves the adjacent tissue 
uncut (Walton 1978). As the probe is pushed further into the neural tissue, the adja-
cent tissue becomes tighter, requiring additional force to finish the insertion. This 
additional force spreads out into the adjacent tissue causing the tissue to compact. A 
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microhemorrhage may occur as a result of this increased tension (Edell et al. 1992). 
Figure 7.5a shows what may happen when a conical tip is inserted.

Another basic type is the blade which includes microwires and the chisel-point 
shape (Mccreery et al. 1990). To create a sword/blade tip from a conical tip, a small 
point is added to the tip of the conical geometry. That small point is used to first cut 
tissue and then separate tissue under a triangular-shaped edge. For minimizing dam-
age, the tip edges are designed to be sharp enough so that the least possible amount 
of force is necessary to cut the tissue. Other parts of tissue will provide enough ten-
sion to reduce the possibility of microhemorrhages (Edell et al. 1992). This design 
is theoretically preferred, since it requires cutting only a small amount of tissue with 
minimal applied force, but the shape is difficult to build (Edell et  al. 1992). 
Comparing the separation of the tissue around the tip and the difficulty of imple-
mentation, the best compromise is a chisel-point blade shape. This geometry also 
cuts the minimum possible amount of tissue and retains enough tension within the 
residual tissue (Edell et al. 1992). Figure 7.5b shows three possible designs of the 
blade-type probe tip.

At the same time, concerning FBR, the electrode must also maintain the quality 
of the recorded signal. The signal can be affected by the scalp, skin, body noise, and 
other factors (Nicolas-Alonso and Gomez-Gil 2012). If the target neural area is 
small and the probe is placed with high precision, the recording results are more 
reliable with less noise (Schmidt et al. 1976; Kipke et al. 2008). One possible design 
is the Utah Intracortical Electrode Array (UIEA), shown in Fig. 7.6a, which is com-
posed of 100 isolated silicon 1.2 mm long needles placed on a single thin substrate 
(Maynard et  al. 1997; Normann et  al. 1998). An integrated wireless electrode, 
shown in Fig. 7.7, based on the Utah Array, was also implemented, containing a 
signal processer, power coil, and capacitors (Kim et  al. 2008a). Considering the 
compatibility and combination of each component’s materials and integration, the 
technology offers a platform for the implantable microelectrode (Kim et al. 2008a). 
Another unique design that is based on the microelectrode and that allows the 
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Fig. 7.5 (a) What may happen when a conical tip is inserted. (b) Three possible designs of blade- 
type probe tip. (Reproduced with permission from Edell et al. (1992))
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realization of a fully implantable system is called the floating multi-electrode array 
(FMA), shown in Fig. 7.8 (Musallam et al. 2007). The FMA uses anchors to make 
sure the electrode stays attached to the intended area of the brain.

The stiffness is also one of the factors influencing electrode performance and is 
a consideration in material choice, as discussed in the following section. Probe 
material can significantly affect the balance between recorded signal quality and 
probe biocompatibility (Schendel et al. 2014). Additionally, the focus of designing 
the electrode has moved from how to improve rigid and needle-like probes to 

Fig. 7.6 (a) Utah Intracortical Electrode Array (b) UIEA next to a US penny (diameter of 1.9 cm). 
(Reproduced with permission from Normann et al. (1998))

Fig. 7.7 Schematic of the integration and packaging concept of an integrated wireless neural 
interface. (Reproduced with permission from Kim et al. (2008a))
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considering the use of soft and polymeric material to design novel and ultrathin 
electrodes (Rivnay et al. 2017).

7.2.4  Material Composition of the Electrode

One of the key aspects/challenges for any neural electrode design is material choice. 
Classic electrodes are made with metallic conductors that enable the transition from 
electron flow in the electrode to ion flow in the tissue (Cogan 2008). However, con-
ventional metal-based electrodes are rigid, stiff, and inefficient in stimulation mode. 
Introducing these components into the target subject can result in problems such as 

Fig. 7.8 (a) FMAs with short and long electrodes (b) FMA substrate, 1.95 mm × 2.45 mm, with 
attached 0.001 in. Parylene-C-insulated gold wires (Musallam et al. 2007)
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deformation of the existing cells, inaccurate signal recording, and poor long-term 
performance (Negi et al. 2012). For this reason, electrode material composition is 
an area with the potential to greatly improve neural interfacing.

From an electrical perspective, materials can be selected to achieve a low elec-
trode impedance and high charge-injection capacity (CIC) (Cogan 2008). Low elec-
trode impedance ensures a high signal-to-noise ratio (SNR) for electrodes, meaning 
better signal quality. Typically, the electrode impedance is measured at 1 kHz, and 
ideal SNR is around 5:1 (Cogan 2008). However, the challenge is to achieve high 
signal selectivity or the ability to activate a small population of neurons. Increased 
selectivity requires the electrode to be smaller in size, and this size decrease in turn 
increases the impedance. To overcome this trade-off, high-CIC materials are desired 
(Negi et al. 2012). High CIC, on one hand, lowers the potential required for stimula-
tion and, on the other hand, allows a smaller electrode to achieve high current den-
sity within stimulation safety limits (Negi et al. 2012).

In literature, many materials have been studied to improve the electrode’s electri-
cal performance (i.e., increasing the SNR, lowering the impedance, and increasing 
the CIC). The most popular materials used for electrodes include but are not limited 
to Pt (Negi et al. 2010), PtIr alloys (Robblee et al. 1983), activated iridium oxide 
(Cogan 2008), thermal iridium oxide (Robblee et al. 1985), sputtered iridium oxide 
(Negi et al. 2010), titanium nitride (Weiland et al. 2002), tantalum oxide (Cogan 
2008), poly(3,4-ethylenedioxythiophene) polystyrene sulfonate (PEDOT) (Cogan 
2008), and carbon nanotubes (CNT) (Cogan 2008).

One material characteristic that reduces electrode impedance is texture (i.e., 
dimples in the surface resulting in increased electrochemical surface area) (Green 
et al. 2012). Among the aforementioned materials, CNT are well-known for having 
low electrical impedance and increased SNR (Shoval 2009). PEDOT-coated elec-
trodes have been shown to have the highest CIC (15 mC/cm2) (Cogan 2008). The 
good electrical performance (i.e., CIC) of PEDOT is primarily due to its intrinsi-
cally rough morphology (Aregueta-Robles et  al. 2014). To further increase CIC, 
introducing additional dopants to the PEDOT increases the intrinsic surface rough-
ness. As is seen in Fig. 7.9, molecularly large dopants such as poly(styrene sulfo-
nate) (PSS) generally make the surface smoother, while small dopants such as 
paratoluene sulfonate (pTS) generally create a more nodular surface, in turn increas-
ing the surface area and ultimately improving the electrical performance (Green 
et al. 2012).

From a biological perspective, materials can be selected to reduce tissue response 
and improve biocompatibility and chronic performance. Typically, two methods are 
used to achieve this effect: (1) applying a biomaterial organic coating to the elec-
trode outer layer or integrating the electrode on a biocompatible substrate and (2) 
directly using surface topography modifications on the electrode itself to improve 
the electrode neuron cell adhesion.

Biomaterials such as biocompatible conductive polymers (CPs) can easily cam-
ouflage as part of the target environment, improving chronic performance and 
reducing inflammation (Seidlits et al. 2008). The biomaterial coating aims to mimic 
the cell environment while supporting the growth and survival of tissues near the 
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implanted electrodes. Some of the commonly used coating materials and their struc-
tures are summarized in Fig. 7.10a. The CNT, as their name suggests, are physically 
small; thus, when infiltrating the tissue, CNT are less likely to be identified as a 
foreign body by the immune system (Bolin et al. 2009). Consequently, when coat-
ing the electrode with CNT, less scar tissue is formed around the electrode, improv-
ing the long-term performance of the electrode.

All of the rest of the coating materials shown in Fig. 7.10a have been shown to 
be cytocompatible with various neural cells. For example, various CPs have been 
shown to be compatible with cells including but not limited to neuroblastomas 
(Bolin et al. 2009), spiral ganglion cells (Evans et al. 2009), and neural cell lines 
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Fig. 7.10 (a) Schematic of example coating material for traditional electrode (Aregueta-Robles 
et  al. 2014) (b) One example structure of the bio-material coating using conductive hydrogels 
(CH). (Reproduced with permission from Green et al. (2013))

Fig. 7.9 (a) PEDOT doped with PSS (b) PEDOT doped with pTS. (Reproduced with permission 
from Aregueta-Robles et al. (2014))
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(Schmidt et al. 1997). Conductive hydrogels (CH) have shown the ability to support 
neural cells (i.e., PC12) for 12 days with no visible neuronal death using the layer 
schematic shown in Fig. 7.10b (Green et al. 2013). However, even though the CP 
coating can easily support the target neuron cells, those cells cannot directly attach 
to the electrode surface itself, resulting in increased background noise and undesir-
able electrical coupling of the neuron to the electrode. As a result, the electrode 
sensitivity and signal accuracy are reduced (Waser 2012).

To overcome adhesion issues, modifications can be directly applied to the con-
ductive electrode material via surface topography modifications to increase neuro-
nal adhesion on the bare electrode, further improving electrode sensitivity and 
signal accuracy (Hai et al. 2009). One of the most promising electrode materials that 
have shown a high level of bioacceptance is graphene (Schmidt 2012). The study in 
(Veliev et al. 2016) has shown healthy neuronal adhesion and growth on pristine 
graphene (uncoated) through the main stages of neuron growth. A 5-day in vitro 
(DIV) experiment in Ref. (Veliev et al. 2016) assessed cell growth from adhesion 
kinetics (DIV1, DIV2) to neuritogenesis (DIV4) and finally to first synaptic con-
tacts formation (DIV5). Figure  7.11 shows the experimental results comparing 

Fig. 7.11 Mouse embryonic hippocampal neurons’ growth on bare single-layer graphene and 
uncoated glass. The dashed line separates the glass with bare graphene. Nucleus is stained with 
DAPI in blue, pre-synaptic vesicles are stained with synapsin in green, and actin and axon are 
stained with phalloïdin and tau, respectively, in red. (Reproduced with permission from Veliev 
et al. (2016))
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neuronal growth on uncoated glass with high-quality, single-layer bare graphene 
through DIV1 to DIV5. It is seen that single-layer graphene has the ability to sup-
port healthy neuronal growth with a strong confinement to the material. In turn, this 
confirms graphene not only has a strong adhesive nature to the neuron but also is 
capable of supporting neurite branching, pre-synaptic vesicles agglomerating, and 
dendrites outgrowing for neurons to successfully connect with its neighboring cells 
(Veliev et al. 2016).

Moreover, combining the coating and surface topography modification tech-
niques, coated electrodes have also shown promising results (Veliev et al. 2016; Li 
et al. 2011). Research in Ref. (Veliev et al. 2016) compares neuronal growth among 
poly-L-lysine (PLL)-coated glass, PLL-coated graphene, and bare graphene at dif-
ferent stages (Fig. 7.12). Results have shown that although all three materials dem-
onstrated the ability to support healthy neuronal growth (Fig. 7.12a) with similar 
neuronal density at DIV5 (Fig.  7.12b), graphene coated with PLL had a signifi-
cantly higher neuronal growth with respect to surface area (Fig. 7.12c, d). Along 
these lines, the graphene layer and PLL coating complement each other, creating a 
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Fig. 7.12 (a) Mouse embryonic hippocampal neurons’ growth at DIV5 on (left to right): PLL- 
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(Uncoated graphene/Gr). Nucleus is stained with DAPI in blue, pre-synaptic vesicles are stained 
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(b) Neuron density vs. days of in  vitro experiment for Glass+PLL, Gr+PLL, and Gr bare. (c) 
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at DIV4 and DIV5. (d) Area per neuron vs. days of in vitro experiment for Glass+PLL, Gr+PLL, 
and Gr bare. (Reproduced with permission from Veliev et al. (2016))
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higher neuronal growth with respect to surface area after a few days of neuronal 
growth (Veliev et al. 2016).

From a mechanical perspective, choosing soft and flexible electrode materials 
can reduce cell deformation in the implantation area. Flexible electrodes using vari-
ous substrate materials include but are not limited to silicone, polyimide, and 
parylene and can provide extreme flexibility (Seymour et al. 2017; Ghane-Motlagh 
and Sawan 2013). This flexibility minimizes cell deformation at the implantation 
site in the long run (Capogrosso et al. 2016). The elastic modulus was introduced to 
quantitatively characterize the stiffness of the electrode. For a classic Pt electrode, 
the elastic modulus is about 164 GPa which is significantly stiffer than that of the 
neural tissue (Weiland et al. 2006). As a comparison, most neural tissue has a modu-
lus of less than 100 kPa (Lacour et al. 2010). Some of the most discussed materials 
that claim to have low stiffness can be summarized into two primary categories: CPs 
and hydrogels. One well-known example of using CPs as stated in (Minev et al. 
2015) uses an elastomeric substrate made with transparent silicone integrated with 
stretchable gold interconnects and a compliant fluidic microchannel to achieve 
long-term implantation without significant cell deformation. A more detailed 
description of this system is discussed in the next section. Another example within 
the category of CPs uses PEDOT/PSS exhibiting an elastic modulus as low as 
40  MPa (Green et  al. 2012). Though still significantly stiffer than neural tissue, 
when compared to the conventional Pt electrode, this material reduces the modulus 
by 106 times.

Another example is using hydrogels to coat the electrode. Using a polyvinyl 
alcohol-heparin (PVA-Hep) hydrogel-coated Pt electrode, the modulus is reduced to 
around 100 kPa (Green et al. 2012). Combining the CPs and hydrogels, CH exhibit 
an elastic modulus generally between the two.

7.2.5  Novel Interface Technologies

Due to the recent development in materials science and nanotechnology, electronics 
are able to be fabricated on stretchable, flexible, and three-dimensional materials to 
form a non-planer and soft electrical functional unit (Minev et al. 2015; Kaltenbrunner 
et al. 2013; Kim et al. 2008b; Timko et al. 2009; Cherenack and Pieterson 2012; 
Martirosyan and Kalani 2011; Rousche et  al. 2011). Three representative neural 
interfaces in this category are presented below.

E-dura The elastic and shear moduli of most electrodes are around GPa. These 
electrodes are considered “rigid” when compared to neural tissues with elastic and 
shear moduli in the range of 100–1500 kPa (Minev et al. 2015; Shanks and Konrad 
2010). Rigid electrodes cause the acute and long-term tissue response following 
surgery. In order to resolve such a mismatch between the neural tissues and elec-
trodes, a soft neural interface imitating the physical shape and mechanical behavior 
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of the dura mater, called E-dura, was designed in 2015 (Kaltenbrunner et al. 2013; 
Hong et al. 2018).

E-dura is made up of one 120-μm-thick elastic silicone substrate, several 35-nm- 
thick stretchable gold interconnects, platinum-silicone-coated soft electrodes with a 
diameter of 300 μm, and one microfluidic channel of which the cross section is 
100 μm by 50 μm. These are shown in Fig. 7.13a. Electrical excitation and collected 
bio-signals are transmitted through the interconnects and soft electrodes. Drugs are 
delivered through the fluidic microchannel. Due to the percolating network of 
microcracks in the gold interconnects and soft electrodes, e-dura has excellent 
stretchability and flexibility (Minev et al. 2015; Xie et al. 2015).

In e-dura control experiments, the long-term performance of e-dura was tested 
compared with stiff implants. Both e-dura and stiff implants were implanted into the 
subdural space of lumbosacral segments in healthy rats. In order to insert e-dura into 
the subdural environment, Ivan et  al. developed a vertebral orthosis to support 
e-dura which is shown in Fig. 7.13b. A 25-mm-thick polyimide film was chosen as 
the comparing stiff implants. The sham-operated rats were used as the control 
group. After 6 weeks of implantation, three groups were tested together to give the 
motor performance. From the high-resolution kinematic recordings of the rats’ 
movements when they were tested to cross a horizontal ladder, Fig. 7.13c shows that 
the motion behavior of rats with soft implants was indistinguishable from that of the 
sham-operated rats. Meanwhile, Fig. 7.13d illustrates that those rats inserted with 
stiff implants presented significant motor deficits and their spinal cord structure was 
damaged due to tissue response.

Another experiment was conducted on a model of a spinal cord to compare the 
physical damage of the rigid implant and e-dura to the spinal tissues. They used a 
hydrogel core to simulate spinal tissue and a silicone tube to mimic the dura mater. 
From Fig. 7.13e, the rigid implant flattened the raised circular structure. In contrast, 
e-dura kept the original shape of the model. When they bent the model with the 
implants, the rigid implant formed wrinkles and caused compression along the “spi-
nal tissues.” However, e-dura did not change the smoothness of the model. Compared 
to stiff interfaces, e-dura can be embedded into dura mater without pressing the 
tissue and damaging the neurons. A large number of experiments have shown that 
e-dura can be functional and biologically friendly during a long-term implantation 
in rats.

Syringe injectable mesh electronics Conventional implantable probes do not 
exhibit long-term compatibility due to the chronic immune response, FBR (Liu 
et al. 2015). Even flexible probes made of polyimide with a thickness of 10–20 μm 
are a few orders of magnitude stiffer than brain tissue (Hong et al. 2018). To improve 
the long-term performance, Harvard University’s research team developed the 
“tissue- like” neural probes called mesh electronics in 2015 (Hong et al. 2018; Xie 
et al. 2015; Liu et al. 2015). Specifically, mesh electronics have a bending stiffness 
similar to that of brain tissues that is 4–6 orders of magnitude smaller than conven-
tional implantable probes. One mesh width is about 10 μm, and the whole structure 
can be several millimeters wide according to the corresponding brain region, which 
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Fig. 7.13 (a) Optical image of e-dura and scanning electron micrographs of the gold film and the 
platinum-silicone composite. (b) 3D microcomputed tomography scans of the e-dura implanted 
into the rats’ spinal cord. (c) Hindlimb kinematics during horizontal ladder walking 6 weeks after 
implantation. (d) 3D spinal cord reconstructions 6 weeks after implantation. The first picture in (d) 
shows the spinal cord of the sham-operated rat. The second and third ones belong to rat inserted 
with e-dura and stiff implant. (e) The scanning picture of the spinal cord model. The red line shown 
in the picture is the stiff implant (25 mm thick), not visualized because of scanner resolution. 
(Reproduced with permission from (Minev et al. 2015))
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is shown in Fig. 7.14a (Zhou et al. 2017). Different from previous surgical implants, 
mesh electrodes can be injected directly through a needle. Giving positive pressure, 
the mesh electrodes that were drawn into the needle could be delivered to the target 
region (Hong et al. 2018). Mesh electronics are able to handle the issues from the 
mismatches between brain tissue and implants in size, mechanism, and topology 
due to the following reasons: Mesh electronics (1) has a nanometer to micrometer 
scale structure which is the same as that of the neural tissue, (2) features similar 
mechanical properties to those of brain tissues, and (3) can be accurately delivered 
to the target brain region through one syringe, which means acute damage caused 
during insertion is decreased as shown in Fig. 7.14b and discussed in a previous 
section. Additionally, the topology of mesh electronics provides a 90% open space, 
which allows diffusion of molecules through membranes and interpenetration by 
neurons. Also, previous experiments illustrated that neuronal soma and axons can 
interpenetrate the open space of the 3D mesh electronics several weeks after injec-
tion, so that no immune response was found around the implant (Hong et al. 2018; 
Xie et al. 2015; Liu et al. 2015; Zhou et al. 2017). Up to 1 year of immunohisto-
chemical studies after implantation displayed that the distribution of neuronal cell 
bodies and axons at the reticular interface was nearly the same as the baseline of 
natural tissues for 4–6 weeks and kept this natural distribution for at least a year 
(Hong et al. 2018). Compared with stiff electrodes, mesh electronics show great 
flexibility and minimal immune response which provides better long-term perfor-
mance after implantation.

Living electrodes Commercial implants are usually fabricated by biologically 
inert conductive materials (Geddes and Roeder 2003; Ward et  al. 2009; Rutten 
2002). The stimulating process involves the flow of electrons from the device to 
produce depolarization and action potentials in neural tissues. The electric field 
generated around the implant affects the local biological environment, which may 
worsen the scar tissue response that wraps and electrically segregates the implant. 
As a result, the efficiency of the implant is reduced over time (Onnela et al. 2019).

To improve the long-term performance of implants, “living electrodes” was first 
proposed in the 1980s by Ochiai et al. (1980). In this technique, living neurons were 
integrated with the electrode to produce a natural physiological tissue activation 

Fig. 7.14 (a) Schematic of the mesh electronics, w is the one mesh width, α is the angle of devia-
tion from rectangular. (b) Schematics of injectable mesh electronics. (Reproduced with permission 
from Liu et al. (2015))
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pattern. Ochiai et al. used live blue-green algae embedded in alginate gel to form a 
photo-converter (Mahoney and Anseth 2006). In subsequent studies, the biological 
electrode tested was stable; however, the power conversion efficiency was as low as 
0.1%. After that, many experiments had been carried out, but due to the inappropri-
ate environment produced by electrodes and exposure to DC voltages, neural tissues 
could not survive long after implantation (Mahoney and Anseth 2006). They all 
ended in failure.

Recently, Green et al. developed a hybrid material which combined PEDOT and 
PVA hydrogel called the CH (Green et al. 2012). In the CH, the CP was produced in 
a doping hydrogel mesh to exhibit electrical activity comparable to conventional CP 
materials. The CH had similar elastic and shear moduli to neural tissues and was 
physically stable compared to classic medical electrodes. Based on the CH, a layer 
approach was put forward to solve the problems of the living electrode technique 
which is shown in Fig.  7.15. When encapsulated in an overlying hydrogel layer 
above the CH coating, cells were isolated from high DC voltage and the solvents 
that were not suitable for neural tissues. As the overlying hydrogel was degradable, 
neurons were able to grow and differentiate after implantation. After a period of 
time, with the degradation of hydrogel, cells would generate their own structure and 
form an effectively integrated electrode interface that would work for a long time 
without the FBR immune response (Goding et al. 2017).

7.3  Recording Versus Stimulation Electrodes

Up to this point, this chapter has discussed strategies to improve the electrode per-
formance with only a minor mention of the differences between stimulation and 
recording electrodes. As many of the strategies mentioned (i.e., insertion methods) 
apply to both, this does not detract from what has been presented. However, differ-
ences and motivations regarding the challenges to overcome do exist.

Target tissue

Neural cells
embedded
in hydrogel
CH coating

Platinum
electrode

Fig. 7.15 Schematic of layered “living electrode” design. (Reproduced with permission from 
Goding et al. (2017))
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With regard to decreasing the impedance of stimulation electrodes, as briefly 
mentioned in Sect. 7.3.1, the motivation is to increase the CIC, whereas in recording 
electrodes, the decreased impedance is necessary for an increased SNR. For stimu-
lation electrodes, the increased CIC in turn decreases the voltage required to elicit 
an action potential (Cogan 2008) and therefore decreases the power consumption of 
the electrode. The decreased power consumption increases efficiency of the stimu-
lation system. When building an end-to-end system, especially one leveraging bat-
teries (e.g., deep brain stimulators), increased efficiency equates to fewer 
battery-replacement surgeries and therefore a decreased risk to the patient as well as 
a lower lifetime monetary cost. A decrease in the electrode surface voltage also 
decreases heating and subsequent irreversible faradaic reactions, which are harmful 
to the surrounding cells.

For recording electrodes, a decreased impedance at the electrode-tissue interface 
gives a decreased mismatch or resistance to the flow of charges between the elec-
trode and its environment. A smaller mismatch leads to fewer ionic vibrations/colli-
sions at the electrode surface, which leads to less thermal noise obscuring the 
intended signal.

Aside from electrode material impedance, the increased efficiency of stimulation 
electrodes is also achieved via field shaping (Howell and Grill 2015). Selectively 
placing electrode contacts to direct the electric field toward a specific target as 
opposed to placing contacts to radiate equally in all directions reduces the overall 
power supplied to an electrode required to elicit an action potential (Fig. 7.16). The 
increase in SNR for recording electrodes is also achieved via the use of differential 
recording (i.e., using multipolar recording) where the reference (negative input for 
the differential amplifier of the recording unit) for the measurement is moved closer 
to the recording site (Howell and Grill 2015).

Regarding tissue damage, FBR is an issue for both stimulation and recording. 
However, stimulation electrodes are able to overcome this challenge (albeit to a 
limited extent) by adjusting stimulation parameters (e.g., frequency, duration, and 
amplitude,) (Cogan 2008). The adjustment of stimulation parameters can also over-
come issues with electrode migration, whereas recording electrodes have no corre-
sponding adjustment methods (Howell and Grill 2015). Stimulation electrodes also 
have the added issue of stimulation-induced tissue damage. Issues include heat gen-
eration and irreversible charge transfer, which can be overcome by careful material 
choice, as discussed in the previous sections, and stimulation parameters, the details 
of which are situation dependent (Cogan 2008).

7.4  Conclusion

In spite of the frequent chronic failures of classic electrode technologies regarding 
engineering design and biological response, many strategies designed to ameliorate 
the various failure modes associated with the classic electrode model are in develop-
ment. Strategies range from altering the geometrical properties of the electrode to 
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increasing electrode flexibility to using biocompatible coatings. This chapter leads 
the reader to a better understanding of how these various cutting-edge strategies can 
be employed to combat the classic electrode failure modes.
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Chapter 8
3D Cell Culture Systems 
for the Development of Neural Interfaces

Omaer Syed, Chris Chapman, Catalina Vallejo-Giraldo, Martina Genta, 
Josef Goding, Emmanuel Kanelos, and Rylie Green

8.1  Introduction

8.1.1  The Role of 3D Culture Neuronal Interface Research

The basis of neural interface research is the study of connections between the 
nervous system and devices or within the nervous system itself. Applications span 
both the central nervous system (CNS) and the peripheral nervous system (PNS), 
including recording and stimulation, therapeutic applications and neural prostheses. 
Some more specific applications include brain-machine interfaces (BMIs), cochlear 
implants and functional electrical stimulation (FES) (Hatsopoulos and 
Donoghue 2009).

Animal models remain the gold standard for neural interface research; however, 
with increasing weight of ethical considerations, the time scales required (usually 
chronic, >30  days) and high cost, these are not always easily undertaken. 
Furthermore, the ability of these models to truly represent the human nervous sys-
tem with differences in the genetic, biochemical and metabolic functions can be 
brought into question (Zhuang et al. 2018). Consequently, the need has arisen to 
produce better in vitro research models.

Conventional 2D models possess several limitations, as they do not have the 
capacity to replicate critical features of the in vivo environment, having inadequate 
cell–cell and cell–ECM interactions (Ko and Frampton 2016). Cells grown in 2D 
are usually adhered to a flat substrate and communicate only laterally with adjacent 
cells, having minimal interactions across their cytoplasm, which is exposed to the 
fluid media. This is starkly different to the endogenous 3D neural cell environment. 
It is known that the simple process of placing a neural or neuroglial cell on a 2D 
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substrate will alter its phenotypical behaviour. Cultures with 3D approaches have 
been developed with a view to overcome these limitations. As such, complex 3D 
environments are expected to act as better models and have been used to improve 
prediction for the in vivo behaviours of neural cells and tissues.

Several 3D culture systems have been developed to study different aspects of 
neural responses, electrophysiology, function and development. While models 
using 3D cell culture cannot replicate an entire neural interface, a number of impor-
tant subjects can be studied and used to inform performance aspects critical to neu-
ral interfaces. Biocompatibility and cell interactions are important considerations 
that can be studied using such cell culture models. Tissue response, including the 
inflammatory response in both acute and chronic time scales, can be modelled to 
give insight on the in vivo response to an interface or device. The impact of the 
biological environment on biomaterials can also be studied through these cell cul-
ture models, including impacts on the electrical properties for conductive materials, 
the changes in stiffness for dynamic materials and the effect of surface properties. 
Application specific properties such as the delivery of a neuromodulating signal can 
be analysed in vitro prior to progression to in vivo. Some neural interface devices 
may contain cells within them, and in vitro studies can be used to investigate the 
efficacy of these cell components including their survival and function Finally, 
in vitro cell cultures enable useful insight into the controlled release of drugs and 
biomolecules at the neural interface (Fattahi et  al. 2014; Green et  al. 2013; 
Nam 2012).

The 3D cell models currently used to investigate this broad range of neural inter-
facing properties can be categorized into explant or ex  vivo models, cell-only 
approaches and biomaterials and scaffold approaches. The ability of these three 
different approaches to model neural function and how they aid towards the broader 
goals of neural interfacing between synthetic constructs and neural tissue are 
discussed.

8.1.2  Cells and ECM Components of the Nervous System

To develop 3D cell culture models, there must be an adequate understanding of the 
tissues being modelled. The nervous system is one of the most complex systems in 
the human body and is composed of multiple different types of cells and ECM com-
ponents. It contains approximately 171 billion cells, divided almost equally into 
neuronal and non-neuronal cells (Benam et al. 2015). Non-neuronal cells include 
microglia, oligodendrocytes, astrocytes, endothelial cells and pericytes (Zhuang 
et al. 2018). Each of these cell types is characterized by substantial variability in 
terms of function, morphology, size and gene expressions, further amplifying the 
diversity of the whole system (Benam et al. 2015).

The nervous system is divided into two parts: the central nervous system (CNS), 
which includes the brain, spinal cord and auditory, olfactory and vision systems, 
and the peripheral nervous system (PNS), which consists of all the nerves departing 
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from the brain (with the exception of the optic nerve which is part of the CNS) and 
the spinal cord (Schmidt and Leach 2003). Each of these components is character-
ized by different structures as well as specialized cells. Therefore, when designing 
neuronal interfaces and modelling the nervous system’s inflammatory response and 
subsequent gliosis (Fig.  8.1) (Moshayedi et  al. 2014), it is essential to consider 
which part of the nervous system is being targeted and interfaced. Furthermore, the 
gliosis process in the CNS and PNS involves different cell types. In the CNS, this is 
driven by the astrocytes, whereas in the PNS Schwann cells represent the main cel-
lular component in this reaction (Tian et al. 2015).

All cells are embedded in ECM, which not only gives support through a unique 
physical environment but also contains a multitude of biochemical cues, such as 
soluble factors, growth factors, chemokines and cytokines. These cues play an inte-
gral role in the regulation of cell behaviour and fate (Zhuang et al. 2018). In most 
human tissues, ECM structurally consists of multiple components including fibro-
nectin, collagen, elastin and laminin. However, brain ECM is mainly composed of 
hyaluronic acid (HA) and proteoglycans (Mouw et al. 2014). In particular, glycos-
aminoglycans (GAGs), the core protein of proteoglycans, have been shown to play 
an essential role in neural tissue development and pathological states (Miller and 

Fig. 8.1 Onset of the gliosis response at the brain-electrode interface. (a) Representation of the 
acute inflammation after a device implantation. (b) Chronic inflammation leading to the formation 
of glial scar. (Figure adapted and reproduced with permission from Vallejo-Giraldo et al. (2014))
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Hsieh-Wilson 2015; Yu et  al. 2017). Furthermore, amongst the family of GAGs, 
chondroitin sulphate and heparan sulphate are the most important in the CNS, spe-
cifically in the peri-neuronal nets, neural interstitial matrix and the basement mem-
brane (Fig. 8.2) (Lau et al. 2013).

The interactions between different brain cells and ECM are of great importance, 
and it has become clear that leveraging these components is essential to the success-
ful design of neural interfaces. For this reason, the incorporation of ECM biomole-
cules as a functionalization approach for neural interfaces has been adopted to better 
mimic the native neural tissue and elucidate functionality of the neural system 
(Chen et al. 2018). The simplest approach to maintaining this interaction is to use 
the intact tissue as a model in the form of explants for ex vivo models.

8.2  Explant and Ex Vivo Approaches

Historically, the most common approach to studying or modelling tissue responses 
has been to use whole tissues extracted from animal subjects. In the neural system, 
this has included whole brain, brain slices, whole nerve and in some cases organs, 
such as the ocular orbits (Famm 2013; Humpel 2015a; Ogilvie et al. 1999). These 

Fig. 8.2 Brain extracellular matrix heterogeneity and cell interaction in the three main compart-
ments of the CNS. (Figure reproduced with permission from Lau et al. 2013)
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tissue preparations are intrinsically 3D and therefore recapitulate a myriad of rele-
vant cell processes. The main advantage to using explanted or ex vivo tissues is that 
the cellular environment is preserved, and with techniques that enable preservation 
of these tissues in vitro, there is capacity for increased throughput compared to typi-
cal in vivo models. Although these preparations provide the most realistic replica-
tion of the 3D cellular environment in vitro, many of these tissue preparations can 
suffer from lack of longevity, degradation of their 3D microenvironment during the 
culture period as well as challenging preparation steps. The use of these prepara-
tions is strongly recommended when cellular connectivity and replication of the 
in  vivo environment are extremely important parameters for assessing neural 
interfaces.

8.2.1  Explant Culture Types

The most well-known and characterized method of studying the nervous system 
through explanted tissue is the brain slice, which can be taken and sustained in vitro 
for chronic time periods from weeks to months (Humpel 2015b). Many different 
techniques have been developed for slicing and maintaining regions of the brain, the 
most notable of which are the cortex (Eugene et al. 2014; Humpel 2015b) and hip-
pocampus (De Simoni and My Yu 2006; Gogolla et al. 2006; Hsiao et al. 2015), as 
shown in Fig.  8.3a. Other explant systems include cultures of explanted retina 
(Fig. 8.3d) (Caffe et al. 2001; Feigenspan et al. 2009; Germer et al. 1997; Ogilvie 
et al. 1999; Rzeczinski et al. 2006), dorsal root ganglion (DRG) (Fig. 8.3b) (Fornaro 
et  al. 2018; Livni et  al. 2019; Melli and Hoke 2009) and spinal cord sections 
(Fig. 8.3c) (Gerardo-Nava et al. 2014; Glazova et al. 2015; Heidemann et al. 2014; 
Ravikumar et al. 2012). There has also been some work carried out on the spiral 
ganglion of the cochlea (Evans et al. 2009; Hahnewald et al. 2016; Mullen et al. 
2012; Zheng and Gao 1996). With the recent increase in interest surrounding periph-
eral nerve stimulation (Famm 2013; Waltz 2016), explanted whole nerve section has 
seen use as an acute ex vivo model.

Slice cultures of the brain are typically taken from rodents in the early post-natal 
(p0–p7) development stages or in some cases from the embryonic stage for thalamic 
tissue (Humpel 2015b). The early post-natal development stages are ideal for the 
culturing of brain slices due to the larger size, more developed cytoarchitecture and 
improved survival of cells in the culture. Although the surgical techniques to sepa-
rate the tissue of interest differ, the slices are typically prepared similarly after dis-
section. Hundreds of micrometre-thick slices are cut using a vibratome or tissue 
slicer and secured to a semi-porous membrane culture substrate. These cultures 
have been kept in stable in vitro conditions for weeks to months from preparation 
(Gogolla et al. 2006). Interestingly, it has been shown in hippocampal slices that 
while oligodendrocytes and microglia maintain normal activity, astrocytes lose their 
layer-specific distribution (Hailer et al. 1996). Since normal synaptic transmission 
and excitation is seen within these cultures, they are still appropriate models for 
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electrophysiological studies for both extra- and intracellular recordings (Gähwiler 
et al. 1997; Hsiao et al. 2015).

Similar to the brain slice cultures, retinal slice cultures are typically taken from 
early post-natal rodents (p0–p2). The cells that make up the retina are morphologi-
cally driven, and therefore the preserved environment in the slice cultures is the 
main benefit of this system. Mouse retinal slices have been successfully cultured for 
over 4 weeks in vitro using a method published by Ogilvie et al. (1999). Retinal 
explant cultures are essential for developing neural interfaces for stimulating the 
tissue. However, the preserved morphology of retinal slices has been reported to 
limit the efficacy of fluorescent dyes that are frequently used to assess electrophysi-
ological activity (Briggman and Euler 2011). Additionally, as the preserved envi-
ronment is particularly crucial for retinal explants, these cultures suffer more from 
the in vitro degradation.

The DRG is a major collection of afferent nerve fibres in the PNS. Ex vivo cul-
turing of the DRG can be done using tissue from embryonic, postnatal and adult 
animals. Typically, embryonic DRG are used for ex vivo preparations owing to the 
high content of neurons that can be isolated (Melli and Hoke 2009). Many rodent 
DRG explant protocols have been published (Fornaro et al. 2018; Livni et al. 2019). 

Fig. 8.3 Light microscopy images of explanted cultures. (a) Side view of an optimal hippocampal 
slice with clearly visible cell layers. (Reproduced with permission from Gogolla et al. 2006). (b) 
Anti-β-III tubulin immunostaining showing axonal outgrowth from DRG explant in  vitro. 
(Reproduced with permission from Livni et al. 2019). (c) A combination of spinal cord slice (bot-
tom) interfacing with an explanted nerve (top) cultured 7 days in culture. (Reproduced with per-
mission from Gerardo-Nava et al. 2014). (d) Retinal explants grown to maturity in organ culture. 
(Reproduced with permission from Ogilvie et al. 1999)
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These preparations are particularly useful when investigating pharmaceutical inter-
actions due to the known afferent fibre composition. Additionally, the morphology 
of the explant enables control of the sprouted neurites, leading to easy compartmen-
talization and use with microfluidic systems (Mobini et al. 2018). One major limita-
tion of DRG explant cultures is that although the 3D microenvironment is preserved 
for the neuron bodies in the ganglion, the new sprouted neurites are typically grown 
in 2D. The preservation of the ganglion is important to maintaining relevance to the 
in vivo system; however, for applications that require 3D neurite outgrowth, this 
culture system can be limiting.

Another common ganglionic explant culture system is the spiral ganglion from 
the cochlea. These explant cultures are typically used from either mature (Hahnewald 
et al. 2016) or post-natal (Evans et al. 2009) rats. Similar to the DRG cultures, these 
explant cultures maintain a 3D microenvironment for the neuron bodies in the gan-
glion, but the neurite outgrowth is in 2D. Explant cultures from the spiral ganglion 
have been used to investigate both electrical (Evans et al. 2009; Hahnewald et al. 
2016) and chemical cues (Mullen et al. 2012; Zheng and Gao 1996) on neurite out-
growth from the ganglion.

Slice cultures from the whole spinal cord are frequently used to investigate spinal 
cord regeneration (Gerardo-Nava et al. 2014; Heidemann et al. 2014), degeneration 
(Ravikumar et al. 2012) and neurogenesis (Glazova et al. 2015). These cultures are 
prepared similarly to the brain slice cultures. The spinal cord sections are typically 
taken from post-natal (p7–p9) rodents to ensure the cellular organization in the spi-
nal cord is well developed; however, methods for embryonic slices have also been 
presented (Pakan and McDermott 2014). The preservation of cellular arrangement 
in the spinal cord slices is particularly important when investigating neural regen-
eration and connectivity from specific branches in the spinal cord. However, a major 
limitation of spinal cord slices is their lack of preserved vasculature as well as end 
targets for regenerating axons (Gerardo-Nava et al. 2014).

While several tissue slice models have been used for CNS interrogation, the most 
common approach in the PNS is the use of whole nerve explants. These explant 
models have historically been used from non-mammalian animals such as frogs, 
cephalopods, crustaceans and nematodes (Hodgkin 1948). With the recent interest 
in PNS stimulation, these whole nerve explant models have been adapted to sustain 
activity from mammalian nerves of interest, such as the sciatic (Park et al. 2015) or 
vagus nerve (Peclin and Rozman 2014). In these cultures, the nerve of interest is 
dissected from an adult animal and kept alive in a heated bath of physiological solu-
tion. A major limitation of these preparations is that they are only effective as acute 
models kept for approximately 1 day at a time. This is due to the cell bodies being 
transected during dissection. Although the lack of culture time is a major limitation, 
a benefit is that with the system consisting only of peripheral nerve fibres, it is much 
easier to decouple changes in activity from cellular changes. These culture systems 
are typically used for the development of cuff electrodes for electrical neuromodu-
lation devices (Grill et al. 2009; Navarro et al. 2005) prior to in vivo studies.
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8.2.2  Use of Ex Vivo Systems in Neural Interface Development

Ex vivo culture systems have been applied to study a wide variety of neural inter-
faces in which their preserved cytoarchitecture is of a direct benefit to the parame-
ters being studied, specifically, for electrophysiological studies involving extra- or 
intracellular stimulation and recording, studies involving investigation of changes in 
the cellular environment and studies on long-term neural regeneration. Specific use 
of explanted tissue cultures for the development of neural interfaces is discussed, 
detailing investigation of electrical, chemical and mechanical characteristics of 
interfaces.

 Electrical Stimulation and Recording Interfaces

One of the most common uses of explanted tissue slices is to investigate the efficacy 
of neuro-electronic interfaces. These studies focus on understanding neural connec-
tivity through stimulation and recording paradigms, where it is paramount that the 
cellular architecture is preserved. Owing to the importance of preserving the cellu-
lar connections, there have been many electrical neural interfaces developed in the 
form of multiple electrode arrays (MEAs) for the integrated culturing and recording 
of explanted brain slice cultures (Fig. 8.4a) (Berdichevsky et al. 2009, 2010; Egert 
et  al. 1998; van Bergen et  al. 2003). In the case of devices being developed for 
implantation into the nervous system, the long-term cellular coupling becomes 
another factor of interest, particularly when new electrode surfaces are being devel-
oped. Typical implants tested this way are planar MEAs; however, acute ex vivo 
nerve cultures are increasingly being used to test efficacy of peripheral nerve cuffs 
(Fig. 8.4b). Planar MEAs are particularly amenable to development with explanted 
tissues due to their flat surfaces upon which the explanted tissue can be mounted 
(Ou et al. 2012; Raz-Prag et al. 2017). Devices with new electrode materials such as 
carbon nanotubes (Kuzum et  al. 2014; Raz-Prag et  al. 2017), graphene (Kuzum 
et al. 2014) and conductive polymers (Aregueta-Robles et  al. 2014; Khodagholy 
et al. 2013) have all been tested using explanted neural tissues. For example, Kuzum 
et  al. (2014) demonstrated the efficacy of transparent flat graphene electrodes to 
enable both electrical and optical recording and stimulation from a hippocampal 
slice culture model.

 Understanding Mechanical, Chemical and Physical Interactions

When developing neural interfaces, the cellular reactions to the synthetic device or 
interface at both acute and chronic time points are important. Explanted slice cul-
tures enable these long-term cellular reactions and interactions to be studied. These 
explanted tissue slices are most often used in the development of pharmaceuticals 
and devices designed to form chemical interfaces with the nervous system (Daviaud 
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et al. 2013; Kim et al. 2013; Yi et al. 2015). When studying the effects of newly 
developed pharmaceutical agents, it is important that the cellular connections and 
the surrounding architecture are preserved as much as possible to mimic the envi-
ronment in which the cells are processing the drug. These cultures can also enable 
the long-term imaging of changes in the cells and their environment as a result of a 
disease state (Fig. 8.4c, d) (Le Duigou et al. 2018). However, the difficulty in prepa-
ration and the reduced throughput in comparison to a purely in vitro model can 
make these systems less attractive for doing bulk chemical screening. These culture 
preparations are particularly useful when a pharmaceutical of interest has been 
identified and a more realistic model system needs to be used before performing 
in vivo work.

Explanted slice cultures have also been used with devices to study the effect of 
mechanical trauma on neural tissue. One area of specific interest is to study how 
mechanical trauma to the CNS (such as traumatic brain injury) alters the neural con-
nections and architecture. Devices using stretchable materials have been developed 
to study the reaction of explanted slice cultures to the application of a known force 
(Morrison 3rd et al. 2006). In addition to providing a relevant platform to examine 
the effects of chemical and/or mechanical cues, explanted cultures are also often 

Fig. 8.4 Examples of uses for ex vivo and explanted tissue cultures ranging from electrical inter-
faces to chemical and mechanical. (a) Hippocampal slice culture at DIV 20 on a planar multiple 
electrode array (MEA) and the associated signals recorded. (Reproduced with permission from 
Berdichevsky et  al. 2009). (b) Image and schematic of a stimulation and recording set-up for 
ex vivo rat sciatic nerve. (Reproduced with permission from Park et al. 2015). (c) Organotypic 
hippocampal slices in PDMS compartments to investigate neurite outgrowth and connectivity 
between slices. (Reproduced with permission from Berdichevsky et al. 2010). (d) Compartmentalized 
DRG cultures in microfluidic channels to investigate drug effects on neurite outgrowth. 
(Reproduced with permission from Melli and Hoke 2009)
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used for the development of devices involved in neural regeneration. Explanted cul-
tures of spinal cord slices are predominantly used in studies in conjunction with 
engineered scaffolds to measure their potential in aiding either neurogenesis 
(Glazova et  al. 2015) or the regeneration of severed connections (Gerardo-Nava 
et al. 2014; Heidemann et al. 2014).

While explant models have advantages, particularly for certain applications, they 
do suffer from a degradation of their 3D microenvironment during the culture period 
and, in many cases, a lack of longevity. They can also be challenging to prepare, and 
high-throughput studies may not be possible. There remains the issue of requiring 
animal tissues, which has practical and ethical concerns. Understandably, the vast 
majority of research has turned to cell culture to model neural tissues.

8.3  Cell Biology–Based Models

Characteristic features of the native neural tissue rely on the large assortment of 
biomolecules and cell types within the nervous system (Hopkins et al. 2015; Zhuang 
et al. 2018). Therefore, successful in vitro 3D models must embrace the native cell 
diversity to provide cell–cell interactions and enhanced intrinsic organization, a 
fundamental requirement to the assembly of key signals for neural networking 
(Hopkins et  al. 2015). The move to 3D does mean that the support of a matrix 
becomes unavoidable. While biomaterial approaches are discussed later, cell 
approaches which use only basic ECM components to create 3D cell models are 
detailed in this section.

The simplest form of a cell culture model for the neural interface is a pure neu-
ronal model. These provide important neuron to neuron interactions, allowing for 
the assessment of cell attachment for neural implants and micro-devices, as well as 
neurite outgrowth and synapse formation (Gao et al. 2002). Systems involving neu-
ronal cell cultures have been developed using 3D engineering approaches. A study 
conducted by Frega et  al. (2014) showed the conformation of a 3D structure by 
using layers of glass microbeads. The confined microbeads, together with the dis-
sociated hippocampal neurons, were maintained on a porous membrane forming a 
structure with hexagonal geometry (Fig. 8.5a). The suspension of microbeads and 
hippocampal neurons were then moved from the porous membrane to the active 
areas of the MEA for direct recording and stimulation (Fig.  8.6b). Their results 
showed that the 3D-engineered hippocampal assemblies presented with cell mor-
phology and neural network connectivity similar to those observed in an in vivo 
environment.

Another type of pure neuronal model can be made with ECM components, such 
as the development of a 3D culture using collagen gel constructs with hippocampal 
neurons (Bourke et al. 2018). This technique allows unrestricted cell positioning 
and neurite outgrowth within the gel. The 3D cell constructs were transferred to 
MEAs for electrophysiological recordings and showed extended neuronal burst 
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patterns suggesting a fully interconnected neural network formation when 
compared to the 2D controls (Bourke et al. 2018).

Although neuronal cell models promote the study of neural networking and neu-
rite outgrowth, they may not be the most useful for assessing device/material inter-
actions, as they do not capture the important inflammatory response. This is because 
most of the significant cellular components involved in this reaction are the non- 
neuronal glial cells (Gilmour et al. 2016; Kawano et al. 2012; Sofroniew 2015).

Fig. 8.5 Graphical representation of the structure of the 3D neural cell construct. (a) Representation 
of the PDMS mould used to layer microbeads and neurons in the final configuration. (b) Main 
steps for the creation of a 3D neural network. (Figure adapted and reproduced with permission 
from Frega et al. 2014)

Fig. 8.6 Overview of the most widespread bioprinting approaches and critical parameters govern-
ing the bioprinting process for each. (Figure reproduced with permission from Holzl et al. (2016))
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8.3.1  Non-neuronal/Mixed Cell Type Culturing Approaches

Models with both neuronal and glial cell types provide a more complete approach 
in determining interface reactions. Mechanical mismatch between an electrode 
probe and tissue (brain cell components) and micromotion are key drivers of the 
inflammatory response. Glial cell mixed population cultures produce important 
morphological hallmarks of inflammation and the glial scar enabled by the presence 
of microglia and astrocytes.

Mixed glial cells can be used to model device interactions and understand the 
role of glia on the neural system. Jeffery et al. (2014) have described an in vitro 3D 
culture model of a glial scar formed in response to a microelectrode. A methacry-
lated HA hydrogel was formed into an insoluble network scaffold. Mixed glial cells 
(microglia and astrocytes) taken at postnatal day 1 were encapsulated in the HA 
hydrogel, and the inflammatory response to the microelectrode inserted into the 
hydrogel was assessed over a period of 2  weeks (Jeffery et  al. 2014). The pro- 
inflammatory phenotype of microglia was first increased at the peri-electrode region 
followed by astrocytes at the electrode. These results demonstrated the potential of 
the 3D in vitro model system to assess glial scarring.

3D collagen gels have been used to show the role of electrode micromotion in 
driving glial scar formation around neural implants using embryonic mixed neural 
cell cultures (Spencer et al. 2017). In this study, the presence of reactive astrocytes 
was highlighted in cell areas and perimeters in response to micromotion when com-
pared to a static control (Spencer et al. 2017). However, the neuronal component of 
the culture was not fully assessed. Due to the complexity of cell–cell and cell–ECM 
interactions, there remains limited knowledge of neural network functionality in 3D 
cell culture–based systems. This may be due to the difficulties in elucidating elec-
trophysiological mechanisms and the lack of more comprehensive tools for cell data 
analysis (Hopkins et al. 2015). Despite this limitation, when compared to 2D cul-
ture, the 3D models have been shown to better mimic the in vivo CNS environment 
(Griffith and Humphrey 2006; Hopkins et al. 2015; Szarowski et al. 2003). However, 
creating more biomimetic neural interfaces capable of interconnecting with the 
native brain tissue still remains a challenge.

Current methods are still limited for modelling acute and chronic inflammatory 
responses at the electrode-brain interface. Moreover, the 3D cell-based models are 
restricted in size as well as in supporting heterogeneous cell architectures which do 
not accurately reflect the nervous system organization and functionality (Hopkins 
et al. 2015). The incorporation of microfluidics into 3D cell culture scaffolds (dis-
cussed in Sect. 8.4.3) has been proposed for the development of pseudo- vascularized 
models (Cullen et al. 2007; van Duinen et al. 2015) which could improve translation 
of the culture responses to in vivo responses. Increasing the complexity and hence 
accuracy of a 3D model can be achieved through manipulating the properties of the 
matrix in which the cells are being cultured. A large number of biomaterials and 
synthesizing techniques exist and have been applied to neuronal models.
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8.4  Materials and Engineering-Based Models

The use of biomaterials for creating 3D cell culture models covers a very wide range 
of techniques and approaches. Creating scaffolds for cell culture can be as varied as 
advanced 3D printing to as simple as bulk polymer synthesis. This section focuses 
on material approaches and considerations related to either adding cells after scaf-
fold synthesis or materials into which cells must be incorporated during the synthe-
sis process.

8.4.1  Biomaterial Approaches

To more accurately recreate a neuronal environment, cells are required to be sus-
pended in a nutrient-permeable matrix. Using biomaterials allows for the creation of 
a biochemically, spatially and mechanically relevant cellular environment. In pro-
ducing a suitable 3D environment, there is greater capacity for representing the 
complex cell–cell and cell–biomaterial interactions that occur in vivo. This gives 
rise to complex patterning, highly controlled differentiation and morphogenic char-
acteristics not possible in 2D. There is a plethora of biomaterial scaffolds available, 
both synthetic and natural, with a variable and often tailored array of properties. As 
a result, care must be taken when selecting a biomaterial to ensure the desired 
outcome.

Commonly used biomaterials for neural cell culture include fibrin (Willerth et al. 
2006), alginate (Gu et  al. 2016) and polyethylene glycol (PEG) (Schwartz et  al. 
2015). Furthermore, proteins and peptides such as laminins and collagens have been 
used to promote the adhesion properties of otherwise synthetic materials (Schwartz 
et al. 2015). Fibrin gels have been widely employed as they represent a low-cost 
scaffold with satisfactory cell adhesion properties and biomechanics. Willerth et al. 
were able to incorporate embryonic stem cells into fibrin gels and differentiated 
them into neurons, astrocytes and oligodendrocytes (Willerth et  al. 2006, 2008). 
Similar results were attained by Johnson et al. (2010), and this was further devel-
oped to demonstrate an interface with an in vivo model of spinal cord injury. Despite 
the encouraging results, fibrin possesses slow gelation mechanics and thus is rarely 
used on its own. It is often mixed with other biomaterials that have rapid gelation 
rates, such as alginate (Gu et al. 2016). Despite exhibiting adequate biorecognition 
and fostering cell adhesion, fibrin gels support higher neurite outgrowth when pro-
teins such as laminin are incorporated within the hydrogel carrier (Pittier et  al. 
2005). There remains some concern over immunogenicity of biologically sourced 
materials such as fibrin, including fear of disease transfer and batch-to-batch varia-
tion. The uncontrollable biofunctionalization of biological hydrogel carriers has led 
to researchers pursuing synthetic biomaterials as an alternative or adjunct.

Synthetic hydrogels have several attractive properties. These include defined 
pore size and mechanics, lower immunogenicity, ease of biofunctionalization, 
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possessing extracellular matrix components or growth factors and controllable deg-
radation (Shao et  al. 2015). For example, peptide-functionalized PEG gels have 
been shown to sustain diverse neuronal and glial populations when seeded with 
neural precursor cells (NPCs), microglial precursors, mesenchymal stem cells and 
endothelial cells and even exhibit some vascular networks (Schwartz et al. 2015).

The range of biomaterials and their capacity for modification are extensive; how-
ever, a more limited number of approaches have been used in the context of neural 
cell culture. Some examples of synthetic and natural biomaterials used in 3D cul-
tures are listed in Table 8.1. As evidenced, a range of material properties will impact 
on the cell survival and function, including biological activity, immunogenicity, bio-
mechanics and the degree of functionalization or modification. In addition, degrada-
tion kinetics must be closely evaluated to ensure that the cells are properly supported. 
Overall, most scaffolds used in neural cultures degrade over 2–8 weeks via hydro-
lysis, ionic exchange or enzymatic degradation (Thomas and Willerth 2017). 
Critically, degradation creates by-products (e.g. salts, acids, macromolecules and 
peptides), which can affect cell growth or initiate immune responses and thus should 
be considered carefully.

Table 8.1 highlights the wide range of materials which have been used to culture 
3D neural tissues, and this list is by no means exhaustive. While many studies have 
been used to investigate the effects of specific material variables on neurons for 
modelling the neural interface, there are also many more studies which use 3D cell 
culture as a means for neural tissue engineering. This extensive subject has been 
reviewed elsewhere (Ko and Frampton 2016; Zhuang et al. 2018).

A major obstacle in 3D culture is controlling the spatial arrangement of cells in 
order to generate relevant tissues (e.g. specific brain areas) which are able survive 
and function as desired. An example of this is organoids being used to generate 3D 
brain-like structures (Lancaster et al. 2013). Here, the organoids cultured in Matrigel 
droplets were able to form a neuroepithelium and possessed structures reminiscent 
of a cerebral cortex while surviving up to 10 months in a bioreactor. However, cul-
tures could only be grown to a maximal size of 4 mm due to the lack of vascular 
network and eventually began to die.

Biomaterial approaches, both biological and synthetic, usually involve scaffolds 
created by 3D printing, electrospinning or bulk material synthesis (Deb et al. 2018). 
Incorporating cells into these 3D scaffolds can be a challenge. Cells can be incorpo-
rated either during synthesis or after synthesis, depending on the material fabrica-
tion approach. When a scaffold is porous, the cells are usually introduced 
post-fabrication. When cells are encapsulated within a hydrogel volume, they must 
be incorporated during synthesis. This latter approach may limit the type of shapes 
and structures which can be made, as conditions for gelation of the hydrogel can 
impact on cell survival and hence the encapsulation process must be designed to be 
cytocompatible and rapid. To overcome this challenge and provide additional 
advantages, alternative approaches have been developed, such as bioprinting and 
microfluidics, which incorporate cells during the material synthesis process.
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8.4.2  Bioprinting

Bioprinting is computer-aided precise deposition of biomaterials within a defined 
space (Tarassoli et al. 2018). This process differs from conventional 3D printing in 
that it typically incorporates cells into the biomaterial matrix or bioink. Bioprinting 
allows for high geometric control over cell and scaffold placement. This includes 
control over the ECM feature size, mechanical properties/gradients and generation 
of chemical gradients. Ultimately, this allows the user to generate exceedingly com-
plex constructs (Chia and Wu 2015).

The bioink acts as a cell supporting environment which can mimic some aspects 
of the ECM, promoting natural processes such as cell adhesion, differentiation and 
proliferation. They differ from other materials used in 3D printing in that they are 
printed at much lower temperatures, are commonly naturally derived and have 
cross-linking conditions that have been designed to preserve cell function and pre-
vent unwanted matrix degradation (Malda et al. 2013). The design criteria for bio-
inks and the various systems used within the literature have been extensively 
reviewed (Chen et  al. 2018; Holzl et  al. 2016; Hospodiuk et  al. 2017; Tarassoli 
et al. 2018).

 Bioprinting Methods

Bioprinting allows for both cells and supporting materials to be positioned at the 
same time. This is beneficial in that fabrication is usually done in a single step, 
enabling rapid production of constructs that minimize impact on cell survival. The 
process covers a number of different approaches broadly defined as extrusion, drop-
let printing and laser. Figure 8.6 outlines some of the technologies covered by each 
approach.

Extrusion-based methods have been employed in a wide number of applications. 
The advantage and popularity of this technique are in part that it relies on a very 
simple and clear method which has led to diversity and predictability. The viscosity 
of the bioinks is in the range of 30 mPa.s to 6 × 107 mPa.s. At the upper end of this 
range extrusion is the only way in which such a viscous material can be formed 
(Derakhshanfar et al. 2018). This capacity for high viscosity supports printing of 
high cell densities including cell spheroids (Holzl et al. 2016). The drawbacks of 
this approach are relatively low resolution (200–1000 μm), potential nozzle clog-
ging and decreased cell viability post-printing due to shear stress (Chang et al. 2008; 
Malda et al. 2013).

Extrusion printing can also be employed to produce gel-in-gel structures. This is 
where a secondary gel is printed within a primary supporting gel. Specifically, struc-
tures are made where one material encapsulates the other. Photocrosslinking can be 
used as a secondary step to stabilize one or both components of the structure. When 
one hydrogel component is photosensitive, the uncrosslinked component can be 
washed away to produce voids or complex 3D shapes (Holzl et al. 2016; Wu et al. 

O. Syed et al.



219

2011). Highley et  al. (2015) printed modified shear thinning HA inks with self- 
healing properties into the shape of a bifurcating channel. The construct was then 
exposed to UV light to stabilize the supporting gel component. The printing ink was 
then removed by flow applied through needles inserted into the gel in the inlet and 
outlet of the channel structure, leaving behind an open channel with the printed pat-
tern and dimensions within a supporting structure.

Droplet printing involves the use of an inkjet bioprinter to deliver small droplets 
of bioink (1–100 picolitres; 10–50 μm diameter) (Nakamura et al. 2005; Pereira and 
Bártolo 2015) which can then be deposited sequentially onto a substrate. Inkjet 
printing has the advantage of being a rapid process and able to simultaneously print 
multiple cell types (Thomas and Willerth 2017). It also has the advantages of low 
cost due to similar components with commercial printers (Bourke et al. 2018) and 
relatively high cell viability (usually from 80% to 90%), as described in a number 
of studies (Cui et al. 2012a, b, 2013). The disadvantage of this technique is that the 
bioinks have to be relatively low in viscosity, typically lower than 10  mPa∙s 
(Derakhshanfar et  al. 2018). With low bioink viscosity, the resulting constructs 
often possess poor mechanical properties (Thomas and Willerth 2017). The cell 
densities possible are also lower when compared to extrusion-based techniques, as 
increased cell number within the bioink will increase the average viscosity, result-
ing in clogging of the printing head (Bourke et al. 2018). This technique also pro-
duces small droplets potentially limiting the number of cells per unit volume (Holzl 
et al. 2016). Within inkjet printing, there are two main technologies used to achieve 
bioprinting: piezoelectric and thermal bioprinting (Holzl et al. 2016; Saunders and 
Derby 2014) (see Fig. 8.6). These two methods along with electrostatic inkjet bio-
printing form the most commonly used subdivision of bioprinting, which includes 
drop-on demand inkjet bioprinting, continuous-inkjet bioprinting and electro- 
hydrodynamic jet bioprinting (Benam et al. 2015).

Laser-induced forward transfer (LIFT) is a technique which has been applied to 
bioprinting and involves a pulsed laser beam being focussed and scanned over a 
donor substrate coated with a laser absorbing layer (e.g. gold or titanium), below 
which is a layer of bioink. The result of the laser pulsing is the localized evaporation 
at the absorbing layer creating a high-pressure bubble that pushes small volumes of 
bioink onto a collector. The advantage of this technique is that it is nozzle-free. Both 
the risk of clogging and the impacts from shear stress on the cells are eliminated 
(Holzl et  al. 2016). The resolution of LIFT is quite high, being in the range of 
10–100 μm (Duocastella et  al. 2007; Guillotin et  al. 2010). Laser bioprinting is 
considered suitable for bioinks with viscosity ranging between 1 and 300 mPa.s and 
medium cell densities of approximately 108 cells/ml (Barron et al. 2004; Guillotin 
et al. 2010; Holzl et al. 2016) . The disadvantage of the system is that the cell sur-
vival is often below 85% (Hopp et al. 2012). This is due to thermal damage by the 
nanosecond laser pulses (Derakhshanfar et al. 2018); however, this problem might 
be alleviated by newer picosecond- and femtosecond-based techniques (Petit et al. 
2017). A variation on the method which potentially avoids this issue uses surface 
acoustic waves (Demirci and Montesano 2007; Tasoglu and Demirci 2013).
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The different techniques highlight the number of technical issues which need to 
be taken into consideration when using bioprinting. Design of system and fabrica-
tion approach must take into account the application, cell type and matrix material. 
Bioprinting has been applied to numerous tissues and applications (Benam et al. 
2015; Bourke et al. 2018; Cullen et al. 2007; Derakhshanfar et al. 2018; Murphy and 
Atala 2014). The technique remains a versatile one which can be tailored to a wider 
variety of applications. While the number of 3D neural culture applications remains 
relatively small, these have demonstrated the versatility of bioprinting for neural 
applications.

 3D Printed Neural Cell Culture Systems

Through the use of 3D printed neural culture systems, it has been shown that cell 
survival, function and growth of neural networks depend on a wide range of factors. 
The growth of the cells can be influenced by the scaffold or carrier base material 
used, the incorporation of mobile bioactive factors, tailoring of systems with inclu-
sions and topographies and the length of culture time. A number of different 
approaches can be taken to bioprint 3D neural culture systems.

The simplest form of bioprinting involves homogenous cells being printed in a 
bioink to produce tissue-like constructs. Gu et al. showed that small tissue-like con-
structs could be produced using bioprinting (Gu et al. 2016). In this instance, frontal 
cortical human neural stem cells were printed in a matrix made of alginate, 
carboxymethyl- chitosan and agarose. The constructs were made using an extrusion 
method and built up through a series of criss-cross patterned extruded lengths with 
the matrix forming a gel by chemical cross-linking following extrusion. The method 
produced a homogenous cell distribution with high viability throughout the printed 
construct. Immunophenotyping and reverse transcription quantitative PCR 
(RT-qPCR) analysis demonstrated successful differentiation into functional neurons 
and supporting neuroglia. A similar concept was applied to human-induced pluripo-
tent stem cells (iPSCs), and while they were shown to differentiate into cell aggre-
gates demonstrating different cell linages, with the use of neural induction medium 
they were able to obtain a tissue construct consisting of neural cell types (Gu et al. 
2017). The constructs, also made of a combination of alginate, carboxymethyl- 
chitosan and agarose, were found to have negligible cell death over a period of 
7  days, and after 10  days, pluripotency markers were also confirmed with flow 
cytometry. The bioprinted iPSCs were shown to be differentiated into phenotypes 
that represented neuronal subtypes and microglia. This demonstrated not only that 
iPSCs could be printed but also that tissue-like constructs could be created and dif-
ferentiated into desired cell types. Both studies also demonstrated the suitability of 
alginate, carboxymethyl-chitosan and agarose as a bioink which can be used with 
neural cell types.

This approach to producing tissue-like constructs can also be performed using 
other methods such as inkjet printing. Xu et al. (Miller and Hsieh-Wilson 2015) 
were able to inkjet-print 3D cell sheets using NT2 neurons and within a fibril gel 
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matrix. This was created through a layer-by-layer process using fibrinogen, fol-
lowed by thrombin to produce the fibrin gel. The cells were printed onto the layer, 
and the process was repeated. Each compound layer was 50–70 μm with a total 3D 
sheet dimension being 5 mm × 5 mm × 1 mm. In this culture, the cells were able to 
spread and exhibited neurite outgrowth after 12 days. The fibril gel was found to 
have a loose microporous structure which provided an efficient means of supplying 
nutrients and oxygen to the cells.

Previous examples have described bioprinting approaches using single cell 
types; however, this is not a limitation of the technique. In a study by Lee et al., a 
layered 3D approach was used to make constructs with mixed rat astrocytes and 
embryonic neurons, which were printed in a multi-layered collagen gel (Lee et al. 
2009). The viabilities of both the neurons and astrocytes were between 75% and 
80% and not statistically different from the controls. A natural extension of this 
would be bioprinting of neural spheroids. The use of neural spheroids in neural 
research is increasing (Dingle et al. 2015; Kraus et al. 2015), but only limited work 
on bioprinting neural spheroids has been carried out (Han and Hsu 2017).

While the approaches used have largely consisted of cells and matrices, addi-
tional components can also be printed along with the cells. Lee et al. used a collagen 
and fibrin matrix with the fibrin having been loaded with VEGF (Lee et al. 2010). It 
was observed that mouse neural progenitor cells (C17.2 cells) exhibited signifi-
cantly higher degrees of morphological changes after 3 days, compared to the con-
trol. The cells also had greater than 90% viability and were observed migrating 
towards the fibrin. It was concluded that the VEGF was effectively bound to the 
printed fibrin gel and, through its release, was able to support cell function. This 
illustrates the potential for adding bioactive molecules to bioinks.

In addition to the bioactive molecules, the properties of the matrix can also be 
modified. Neurons are electrically excitable and may benefit from materials that can 
transport charge. This has been investigated using graphene which, along with its 
derivatives, is considered a potential material component for imparting electrical 
conductivity to biomaterials (Kawano et  al. 2012). Wei et  al. bioprinted murine 
NSCs within gelatin methacrylate (GelMA) modified with graphene nanoplatelets 
(Wei et al. 2016). The cells showed high viability and were also observed to differ-
entiate normally. However, the addition of the graphene nanoplatelets resulted in no 
significant difference when compared to the control. It is important to note that in 
this study the electrical properties of the scaffold were not characterized. While not 
successful in this instance, it is now known that there is a clear lack of understand-
ing of the long-term effects of electrical inclusions, with potential cytotoxicity also 
being a concern for nanoscale inclusions (Sofroniew 2015). In contrast, entirely 
electroactive scaffold materials have been shown to impact on cell differentiation 
and promote the formation of neural networks (Inal et al. 2017; Wan et al. 2015).

While simple tissue constructs can be used for a variety of study applications, 
bioprinting can be used to create more complex 3D shapes. Lozerno et al. demon-
strated the creation of a novel 3D layered construct with a more complex structure 
containing discrete layers of primary cortical neurons (murine cells harvested from 
E18 embryos) with the ambition to mimic the layered structure of the human cortex 
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(Lozano et al. 2015). The structure was stable for 7 days, and viability of encapsu-
lated cells after printing remained stable and over 70% for 5 days. The base material 
was an RGD peptide-modified gellan gum hydrogel, and each layer can be pro-
duced with a different composition, an advantage unique to printing processes, 
resulting in a free-standing construct containing six layers with different composi-
tion. The layered structure was tested with cells in three layers with the top and 
bottom containing cells and the middle containing no cells. Axon penetration was 
observed from cell-containing layers to the middle layer which lacked cells. Survival 
and function past this time point were not investigated; however, the principle of 
making a more complex tissue structure was demonstrated.

While 3D bioprinted neural cultures can be used to study a variety of topics, they 
do not appear to have been used in any great capacity to study electrophysiology, a 
topic relevant to neural interfaces. Xu et al. bioprinted 2D cultures using primary 
embryonic hippocampal and cortical neurons onto collagen-based biopapers (Xu 
et al. 2006). Amongst other analysis, the electrophysiological characteristics of the 
printed neurons were also evaluated by the patch-clamp technique. After 15 days in 
culture, both printed hippocampal and cortical cells exhibited normal recordings of 
voltage-gated outward K+ currents and inward Na+ currents, suggesting that these 
cells expressed normal voltage-gated ion channels. Despite being in 2D, this study 
answered the important question of whether printed neurons could retain normal 
electrophysiological functions.

Most bioprinting studies in the literature are reported in culture for relatively 
short time scales. While this may be suitable for these particular experiments, inves-
tigation into a longer time scale would be important for creating more informative 
neural interface models. In a study by de la Vega et al. (2018), human-induced plu-
ripotent stem cells (hiPSCs) were bioprinted in a layered fibrin-based bioink for 
30 days. The bioprinting produced good cell viability of greater than 81%. The cells 
in the neural tissue were found to differentiate normally and after 15 days express 
the neuronal marker, T-III and markers associated with spinal cord motor neurons 
(MNs), such as Olig2 and HB9. While the cells at 30 days did appear to be stable 
and differentiated as indicated by the mature MN marker (ChaT), it was not clear 
how long these cells could be cultured. There is a clear need and drive for the devel-
opment of long-term 3D neural cultures. It has been argued that CNS models which 
can span beyond the time of the initial neural wound healing and remodelling phases 
would allow for a more meaningful study output (Gilmour et al. 2016).

The technologies and the scope for 3D bioprinting of neurons have the potential 
to impart insight into neural interfaces for both modelling and implant design. 
Neurons have been shown to survive the printing processes at high viability, with 
capacity for tailoring the environment through growth factors, cell types, matrix 
components and geometries. Crucially, a 30-day culture time (de la Vega et al. 2018) 
and electrophysiology of bioprinted cells may provide improved translation of mod-
els through understanding of the neural network development within these struc-
tures (Xu et  al. 2006). In the future, bioprinting will undoubtedly provide 
opportunities to create complex geometries critical to creating tissue models (such 
as layered tissues). There do remain some challenges to overcome, as not all 
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materials can be easily printed with some requiring specialized conditions, such as 
photopolymerization in the presence of an initiator, which can complicate the print-
ing process and reduce cell viability (Carrow et al. 2015). Despite the numerous 
advantages of 3D cultures, the viability of cells over time does show some degree of 
variability depending on the approach (Thomas and Willerth 2017).

8.4.3  Microfluidics in 3D Culture

 Microfluidic Approaches

Microfluidic devices utilize precise control and manipulation of fluid flow at sub- 
millimetre scales based on capillary action, micropumps and microvalves. 
Microfluidic devices for cell culture have traditionally been fabricated via photoli-
thography and injection moulding processes; however, 3D printing techniques have 
been a boon to laboratory-scale production of microfluidic devices. The devices are 
typically made from soft, elastic materials such as polydimethylsiloxane (PDMS) 
(Fig.  8.7) or hydrogels such as Matrigel or GelMA, which enable them to be 

(a) (b)

(d)(c)

Culture chamber

Outlet port

1 cm

Inlet port

Used media
collecting pool

Fig. 8.7 (a) Microfluidic chamber designed for 3D neural cell cultures by Cullen et al. (b) Cross 
section showing PDMS culture chambers and polytetrafluoroethylene (PTFE) housing. (c, d) 
Microfluidic device incorporated in bioreactor/perfusion platforms. (Reproduced from with per-
mission from Cullen et al. 2007)
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compatible with cell culturing and optical imaging (Gupta et al. 2016; Millet and 
Gillette 2012). An important advantage of these systems that they enable continu-
ous, high-resolution spatiotemporal control of the extracellular microenvironment 
via controlled perfusion of media. This active perfusion of media overcomes some 
limitations inherent to traditional 3D cell culture such as mass transport limitations, 
hence avoiding the development of necrotic cores (Ayuso et al. 2016; Barisam et al. 
2018). They also allow for a large degree of flexibility, in both device design and the 
types of experiments which can be conducted. Other advantages include a high 
degree of possible control, the potential for automation, low reagent volumes and 
low cell numbers.

Another application of microfluidics in 3D cell culture is in the fabrication of 
hydrogel microspheres for cellular encapsulation. Microfluidic-based devices are 
capable of fabricating monodisperse, core-shell microspheres by delivering a con-
tinuous outer phase from an aperture to shear off droplets of an immiscible, cell- 
loaded hydrogel-phase from an in-line capillary (Fig. 8.8) (Young et al. 2013). The 
creation of microspheres is due to the coaxial laminar flow interaction between the 
two immiscible phases. Furthermore, it is possible to create microspheres with dual- 
shell layers by using coaxial needles. This can confer functionality to the micro-
spheres, such as mimicking the blood-brain barrier through the use of a tightly 
cross-linked outer shell, while the internal phase is designed to support neuronal 
growth. The main advantage of the microfluidic systems here is that they overcome 
issue of the polydispersity found amongst microspheres produced using droplet 
extrusion techniques (Young et al. 2013).

 Application of Microfluidics in 3D Neural Culture

The flexibility of microfluidic systems means that they can be designed and tailored 
to specific research applications and hence can create custom-made 3D neural cell 
cultures for probing specific research questions. An example of this is the use of 

Fig. 8.8 Microfluidic device for the fabrication of microspheres. (Adapted with permission from 
Young et al. 2013)
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microfluidic systems in attempting to replicate the high-density cell–cell and cell–
matrix interactions that occur in native neural tissue. Cullen et al. demonstrated the 
use of a microfluidic system (Fig. 8.7) for the co-culture of primary murine neurons 
(E17–E18) and astrocytes (P0–P1) at high cellular densities (greater than 104 cells/
mm3) with viabilities over 90% when medium perfusion was 10–11 μL/min (Cullen 
et al. 2007). Lower perfusion rates resulted in lower viabilities with survival being 
dependent upon proximity to the perfusion source. While low cell density can be 
seen as an advantage of microfluidic cultures, here a high cell density demonstrates 
the flexibility of the approach.

The flexibility of these systems can also be used to exert a high degree of control 
over the culture environment. Kunze et  al. describe a microfluidic system which 
utilizes micropatterned, laminated agarose hydrogel layers with neurotrophic che-
mogradient channels to spatially control the synaptic density throughout the con-
struct (Kunze et  al. 2011). In addition to trying to replicate the complex in vivo 
neural environment, microfluidic systems can also be used to probe specific cell–
cell interactions, by controlling the introduction and geographical location of indi-
vidual cell types. Additionally, microfluidic systems can be designed to investigate 
specific pathologies. Osaki et al. developed a microfluidic-based 3D model of stem 
cell-derived motor neuron spheroids and endothelial cells to investigate neuro- 
vascular coupling and its role in neurodegenerative diseases such as motor neuron 
disease (Osaki et al. 2018).

The other method in which microfluidic culture can be used is in the production 
of microspheres. Kim et al. encapsulated mouse embryonic carcinoma (EC) cells 
within alginate hydrogel microspheres and cultured them within a microfluidic 
device for 10 days to study the effect of retinoic acid on the neuronal differentiation 
of EC cells (Kim et al. 2012). Such an experimental set-up can be used as a 3D 
neural model for high-throughput screening of bioactive agents. Allesandri et  al. 
designed a dual-shell microsphere system comprising of an outer alginate hydrogel 
layer and an internal layer of reconstituted extracellular matrix (ECM) (Alessandri 
et al. 2016). The ECM layer is only a few microns thick and designed to mimic the 
basal membrane of a cellular niche. The microspheres were used to encapsulate 
human neural stem cells derived from iPSCs and further differentiate them into 
neurons with approximately 98% viability.

Both methods demonstrate a large degree of flexibly and control and confer some 
important other advantages. The low cell numbers and small reagent volumes have 
the potential for high-throughput experiments. The systems also benefit from the 
ability to be automated. However, there are a number of disadvantages with using 
these approaches. With the microfluidic system, there may be technical challenges 
to consider such as the requirement of complex operational control and design. The 
use of non-standard culture protocols and novel culture surface (such as PDMS) 
also makes comparative analysis difficult which can be limiting from research per-
spective. Furthermore, with the use of small volumes, there might be challenges to 
subsequent analytical chemistry (Halldorsson et al. 2015).
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8.5  Conclusions

Culture systems, being inherently outside of the natural biological environment, are 
limited in what they can model. However, they provide valuable insights into cell 
behaviours and potential interventions that are not easily explored in vivo.

Explant/ex vivo models are able to provide intact 3D tissue to model electro-
physiological properties of cells allowing extra- or intracellular stimulation and 
recording. In the case of explant slices, their intact structure also means that they 
can be used to study cellular reactions to a synthetic device or interface. However, 
while certain tissues can be cultured for weeks or even months, most tissues last for 
short time periods. All explanted tissues gradually deteriorate over time, with 
changes occurring in the cellular structure, such as the loss of astrocyte layer- 
specific distribution in hippocampal explants. Explants and in vivo tissues are con-
sidered difficult to prepare, being both technique sensitive and time-consuming.

The use of cell only 3D cultures provides an obvious alternative. Cell cultures 
remain a viable model for interface work being cost-effective, well-established in 
research and with the capacity for high-throughput studies. They can be used to 
model a number of relevant subjects such as glial scar responses, drug delivery and 
biomaterial interactions. However, when used in isolation, without ECM support, 
their complexity in modelling the 3D microenvironment is limited.

The combination of cells with 3D biomaterial constructs provides the capacity to 
study the widest range of factors. This approach seems to represent the greatest 
potential to produce complex 3D cultures to model the different components of 
neural interfaces. Previously using scaffolds required incorporating cells post syn-
thesis or into materials at the cost of a reduced viability. Newer techniques including 
bioprinting and microfluidics can incorporate cells into the synthesis process with 
improved viability. These techniques provide an increasing number of options for 
3D culture models with the ability to tailor the properties of scaffolds allowing neu-
ral cultures to be created and shaped according to the requirements of specific 
studies.

While progress has been made over the last few decades on modelling neural 
tissue, there remain a number of important challenges. The length of time these 
models are generally cultured remains too short to accurately model the chronic 
implantation of an interface device. There remains the need for more chronic time 
scale work to produce better models. Additionally, viable tissue models may inher-
ently be limited in size due to the lack of vasculature. Furthermore, no model can 
yet capture the complex interconnectivity of an intact nervous system. However, it 
can be envisioned that with ongoing developments in biomaterial technologies and 
with continued advancement of 3D printing on the microscale, models for neural 
interfaces will be produced which better replicate the physiological behaviour and 
functionality of neural and surrounding tissues.
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Chapter 9
Conductive Hydrogels for Bioelectronic 
Interfaces

Teuku Fawzul Akbar, Christoph Tondera, and Ivan Minev

9.1  Introduction

Current neural interface technologies rely on metal electrodes such as platinum, 
iridium, stainless steel, and alloys for recording or stimulation (Merrill et al. 2005). 
The mechanical properties of these electrodes are significantly different in compari-
son to those of tissues. For example, stiffness of metal in comparison to neural tis-
sue could differ for more than 7 orders of magnitude. Young’s modulus of platinum 
or stainless steel is reported in the range of 100–200 GPa (Rho et al. 1993; Merker 
et al. 2001), while for the central nervous system tissue, the value is much lower, 
ranging between 100 Pa and 10 kPa (Lacour et al. 2016). Metal electrodes also have 
low elastic strain limit (<5%) (Jeong et al. 2015) in contrary to some types of neural 
tissue which can experience repeated 10–20% tensile strain (Lacour et al. 2016).

Mechanical mismatch between electrode and tissue could aggravate adverse tis-
sue response to electrode especially in invasive and long-term implantation. This 
tissue response mainly arises as a trauma due to insertion of an electrode and chronic 
inflammation due to forces which appear during movement and micromotion 
(Goding et al. 2018a). The interaction between electrode and tissue further induces 
foreign body reaction that leads to the formation of a fibrous encapsulation layer 
wherein the case of the central nervous system is called glial scar (Polikov et al. 
2005). The presence of this tissue increases impedance of the electrode and extends 
the distance between electrode and target neurons (Polikov et al. 2005) which con-
sequently gradually reduces the quality of electrical signal after implantation 
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(Leach et al. 2010). To minimize those unfavorable effects, several strategies have 
been attempted in producing soft and stretchable implantable electrodes. For exam-
ple, Minev et al. integrated gold electrodes on polydimethylsiloxane (PDMS) sub-
strate to create a soft implant for neuromodulation of the spinal cord (Minev et al. 
2015). Rodger et al. used platinum and iridium electrodes on Parylene substrate as 
multielectrode array for stimulation of retina and spinal cord (Rodger et al. 2008). 
By employing serpentine shape Ti/Au electrodes as interconnect encapsulated by 
polyimide and low-modulus silicone, Park et al. created an implantable optoelec-
tronic system (Park et al. 2015). Although in comparison to metals these electrodes 
are softer, the development of truly biomimetic electrode materials still remains a 
challenge.

Hydrogels are a class of crosslinked polymeric material with high water content 
which allows modifications of its mechanical and biochemical properties. The ben-
efit of hydrogels for neural interface is not only limited by its tunable mechanical 
properties. Electrical functionality could also be added by incorporation of conduc-
tive materials such as metal nanoparticles, carbon nanoparticles, or conductive 
polymers. Conductive hydrogels are a promising material class for improving the 
biointegration of implanted electrode arrays.

There are two mechanisms in which flow of electrons in an electrode is converted 
into ionic flow in an electrolyte or vice versa to allow communications with cells 
(Merrill et al. 2005). The first mechanism is capacitive charge transfer. This mecha-
nism involves charging and discharging of an electrical double layer that is formed 
between the electrode and electrolyte. The second mechanism is faradaic where 
reduction or oxidation reaction occurs. Faradaic mechanism in general delivers a 
higher amount of current, although in certain cases it could be undesirable due to the 
possibility of generation of potentially harmful ions (Rose et al. 1985).

By employing conductive hydrogel as an alternative to metal electrodes, the con-
tact between conductive material and electrolyte occurs inside the bulk of the hydro-
gel. This significantly increases the electrochemical surface area of the electrode 
(Cogan et al. 2016a). The electrical double layer forms throughout the volume of the 
hydrogel resulting in volumetric capacitance as opposed to areal capacitance in 
metal electrode (Yuk et al. 2018). Expansion of electrochemical surface area results 
in increasing charge injection capacity that allows reduction of electrode polariza-
tion during stimulation (Cogan et al. 2016a). Lower polarization of the electrode 
reduces the likelihood of harmful reactions to occur (Cogan et al. 2016b).

Another benefit of hydrogel is the versatility in performing tissue engineering. 
As the porosity, mechanical properties, and biochemical composition of a hydrogel 
can be engineered to mimic extracellular matrix, cells could be embedded within or 
made to interact with the electrode (Goding et  al. 2018b; Goding et  al. 2017; 
Aregueta-Robles et al. 2014). One potential architecture for such an “electronic tis-
sue” is presented in Fig. 9.1.
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9.2  Classification of Conductive Hydrogels

9.2.1  Nanocomposite Hydrogels

Incorporation of electronically conductive materials into the hydrogel network 
could be done to impart electrical functionality to a hydrogel. The most common 
method of producing this nanocomposite hydrogel is by mixing nanomaterials into 
the hydrogel precursor before gel formation although other routes of incorporation 
are also possible. Nanomaterials could be physically added after hydrogel forma-
tion (Pardo-Yissar et al. 2001) or converted in situ within a hydrogel that contains 
nanomaterial precursors (Saravanan et  al. 2007). Another method is employing 
nanomaterials as a crosslinker for the polymer network (Skardal et  al. 2010). 
Examples of these strategies are outlined below.

Metallic nanoparticles Incorporating metal nanomaterials in hydrogels is a 
straightforward way to impart electrical conductivity. Metal nanomaterials are usu-
ally added together with hydrogel precursors before crosslinking. Noble metals 
such as gold, silver, and platinum were used in conductive nanocomposite hydro-
gels (Dvir et al. 2011; Lim et al. 2019; Zhai et al. 2013; Navaei et al. 2016). As for 
the use of hydrogels for neural interface, the metal must be stable in physiological 
environment and should not yield a toxic by-product that can harm cells under 
stimulation.

Fig. 9.1 Concept for an electronic tissue architecture based on porous conductive hydrogel inter-
acting with host tissue (cross-section view)
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Incorporation of gold nanowires within alginate hydrogel was shown by Dvir 
et  al. to improve electrical communication between cardiac cells even when the 
nanowires were not physically interconnected (Dvir et al. 2011). Besides, addition 
of the nanomaterials was also shown to improve the mechanical properties of the 
composite due to interaction between nanomaterials and the polymer matrix. The 
fabricated nanocomposite hydrogel had a compressive modulus of around 3.5 kPa 
which is significantly lower compared to that of native heart at around 425 kPa. Low 
compressive modulus hydrogel is beneficial as it does not inhibit contraction of 
cardiac tissue. With improved electrical and mechanical properties, the hydrogel 
could be used as a cardiac patch for treating damaged heart tissue. By applying 
electrical stimulation to the cells in contact with gold-embedded hydrogels cardiac 
patches, alignment of cells (Dvir et al. 2011), and uniformity of their beating behav-
ior (Navaei et al. 2016) are improved.

Addition of some types of nanomaterials could increase the stiffness of the 
hydrogel significantly which is undesirable for some applications. For example, 
Lim et al. reported that incorporation of a 0.5% weight silver nanowire into alginate 
hydrogel increased Young’s modulus of the material to around 15  MPa despite 
improvement of its electrical conductivity (Lim et al. 2019).

Carbon Graphene and carbon nanotubes (CNTs) are two allotropes of carbon that 
have been incorporated in carbon hydrogel nanocomposites. CNT has a cylindrical 
structure, while graphene has a two-dimensional layer structure. The use of carbon 
in conductive hydrogel is quite popular due to its high electrical conductivity, low 
mass density, and chemical stability in aqueous environment (Novoselov et  al. 
2012; Tasis et al. 2006). Moreover, carbon-based nanomaterial is a good candidate 
for neural stimulation as it provides high charge injection ability which operates 
mainly by capacitive charge transfer mechanism (Lu et al. 2016; Wang et al. 2006). 
Both materials have high surface to volume ratio that allows chemical modification 
to alter its surface properties.

Although the conductivity of graphene is very high, graphene is difficult to pro-
cess as it lacks functional groups that interact with water or organic solvent for 
dispersion in the hydrogel phase. Graphene oxide (GO) on the other hand, which 
could be prepared from inexpensive graphite, has better dispersibility in water and 
organic solvents although in comparison to graphite, it has lower electrical conduc-
tivity which corresponds to its degree of oxidation (Ray 2015). However, GO can be 
further reduced into reduced graphene oxide (rGO) which improves its conductivity 
due to recovery of the conjugated structure. To form a hydrogel, graphene-based 
materials can be incorporated into the polymer matrix (Xiao et al. 2017; Han et al. 
2017) or undergo self-assembly (Xu et al. 2010; Cong et al. 2012).

Incorporation of graphene oxide into polyvinyl alcohol and polyethylene glycol 
hydrogel was demonstrated for fabrication of electrocardiography (ECG) electrodes 
by Xiao et  al. (2017). Addition of graphene oxide corresponds to generation of 
additional physical crosslinking points due to formation of hydrogen bonds between 
graphene oxide polar groups and the polymers. This interaction consequently 
improves stretchability of the hydrogel to more than 900% strain at around 1% 
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weight GO concentration. Graphene oxide was also shown by Han et al. for fabrica-
tion of a self-healable, tough, and skin adhesive electrode that could be implanted 
intramuscularly for electromyography (EMG) (Han et al. 2017). In that work, GO 
was incorporated into a polydopamine (PDA)-polyacrylamide (PAM) hydrogel net-
work. PDA reduced some of GO to rGO, which provided electrical conductivity to 
the hydrogel, while the remaining unreduced GO improved the mechanical proper-
ties of the hydrogel by creating a network of noncovalent interaction with PDA and 
PAM via hydrogen bonding, π-π stacking, and electrostatic interactions. By fully 
reducing the GO, they could achieve a hydrogel with conductivity of 0.18 S/cm and 
extension ratio of 20.

CNT composite hydrogels have been shown to improve the viability and prolif-
eration rate of some neuron-like cell lines such as PC12 (Shah et  al. 2015) and 
RSC96 (Wu et al. 2017). A CNT nanocomposite hydrogel was also demonstrated 
for cardiac tissue engineering. Shin et al. incorporated CNTs into gelatin methacry-
late hydrogel and used the composite hydrogel as cardiac patch to improve adhe-
sion, viability, organization, and maturation of rat cardiomyocytes (Shin et  al. 
2013). By creating a freestanding structure, the gel cultured with cardiomyocytes 
could be used as an actuator as it showed beating behavior which could be modu-
lated by the application of an external electric field.

Alignment of CNTs can be controlled to provide anisotropic electrical conduc-
tion by employing several methods. Ahadian et al. performed dielectrophoresis to 
align CNTs within gelatin methacryloyl hydrogel (Ahadian et al. 2016). Alignment 
of CNTs improved cardiac differentiation of mouse embryoid bodies which was 
observed from gene expression analysis and beating analysis. This improvement 
was further enhanced after stimulation of electric field. Alignment of CNTs pre-
pared with the same method was also shown to improve generation of functional 
myofibers (Ahadian et al. 2014) and contractility of muscle cells (Ramón-Azcón 
et al. 2013). Shin et al. embedded aligned vertically grown CNTs on silicon sub-
strate into a hydrogel (Shin et al. 2015). The hydrogel was then used to fabricate 
microelectrode array for cardiac tissue stimulation.

9.2.2  Ionogels

Ionogels are a type of gel characterized by charge transport mechanism that is domi-
nated by moving ions instead of mobile electrons. Ionic liquid or salt is generally 
introduced into a hydrogel to provide mobile charge carriers. Ionogels can also be 
produced by polymerizing crosslinkable ionic liquid monomers although this 
method usually results in poor conductivity due to lack of mobile charge carriers 
(Yuan and Antonietti 2011). However, employing ionic liquid could restrict the 
applications of ionogel due to its cytotoxicity (Thuy Pham et al. 2010).

Liu et al. demonstrated the use of Fe3+ metal ion as a crosslinker to form a poly-
ethylene glycol/poly(acrylamide-co-acrylic acid) double-network hydrogel (Liu 
et  al. 2018). The gel exhibited self-healable behavior due to dynamic metal ion 
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coordination bonds and hydrogen bonds. The resulting hydrogel achieved 1350% 
fracture strain, and due to free diffusion of Fe3+ and Cl− ions, the conductivity could 
reach 0.0062 S/cm.

Another method to fabricate an ionogel is by soaking a hydrogel in sodium chlo-
ride solution. By embedding hydroxypropyl cellulose (HPC) biopolymer fibers in 
polyvinyl alcohol (PVA) hydrogel to provide space for ion migration, this method 
could achieve hydrogels with admittance as high as 0.034 S/cm at 1 MHz (Zhou 
et al. 2018a).

Ionic liquids could be immobilized in a polymeric network using electrostatic 
interaction. Ding et  al. entrapped ionic liquid into negatively charged poly(2- 
acrylamido- 2-methyl-1-propanesulfonic acid) (PAMPS)-based tough double- 
network hydrogel (Ding et al. 2017). The ionogel achieved conductivity of 0.019 S/
cm and is optically transparent. This transparent behavior is not commonly observed 
in other types of conductive hydrogel. Optical transparency was also demonstrated 
by Odent et al. in an acrylamide, [2-(acryloyloxy)ethyl]trimethylammonium chlo-
ride (AETA)-based ionogel (Odent et al. 2017). The hydrogel showed admittance in 
the range of 10−2 S/cm at 1 MHz. Due to its transparency, the gel can be patterned 
using stereolithography by inducing photopolymerization of a hydrogel monomer.

9.2.3  Conductive Polymer-Based Hydrogels

Conductive polymers (CPs), in comparison to other conductive materials, could be 
advantageous due to the possibility to control their chemical, electrical, and physi-
cal properties (Balint et al. 2014). Incorporation of a conductive polymer in hydro-
gels usually results in materials with some common characteristics such as mixed 
electronic and ionic conductivity, flexibility, nontoxicity, and high specific surface 
area (Stejskal 2017).

Origin of CP conductivity The conductivity of CPs stems from their conjugated 
structure which is indicated by alternating double and single bonds in the polymer 
backbone. This bond structure is formed by sp2 hybridization, which results in exis-
tence of π-electrons attached by a π-bond. The weakly bound π-electrons compose 
delocalized electron orbitals throughout the polymer chain which is responsible for 
its conductivity.

An intrinsic conductive polymer in general has low conductivity. Hence, it is 
necessary to modify the material to improve its electrical properties by partial 
reduction (n-doping) or oxidation (p-doping) of the material, causing some elec-
trons to be added or removed from the polymer chain. This could be achieved chem-
ically by addition of oxidizing or reducing agent, or electrochemically by applying 
an electric field to the polymer in the presence of an electrolyte. The process of 
doping initiates geometric modification of the polymer chain and formation of 
charged defects in the form of soliton, polaron, or bipolaron (Bredas et al. 1984).
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Addition of a certain chemical to a doped conductive polymer is often performed 
to further increase its conductivity. This process is called secondary doping (Elschner 
et al. 2011; MacDiarmid and Epstein 1994). MacDiarmid and Epstein noted that the 
difference between primary dopant and secondary dopant is that for secondary dop-
ant, enhanced properties persist after complete removal of the dopant (MacDiarmid 
and Epstein 1994). The enhancement of conductivity could correspond to the 
change of crystal structure, reduction of anisotropy, change of proportion or interac-
tion between the polymers and counterions, modification of morphology, or change 
of work function (Elschner et al. 2011).

 Routes to Incorporating CPs in Hydrogels

Single-component hydrogels A conductive polymer network could be engineered 
to form a hydrogel without the need of a nonconductive polymer scaffold. This type 
of hydrogel could be advantageous in terms of its electrical properties as it does not 
contain an electrically nonconductive polymer network that hinders charge trans-
port. Several methods such as self-assembly or modification of a conductive poly-
mer to enable crosslinking could be performed to produce a conductive polymer 
hydrogel (Yuk et al. 2018; Mawad et al. 2016).

PEDOT/PSS dispersion in aqueous solution could form a hydrogel after addition 
of acid (Yao et al. 2017), salt (Leaf and Muthukumar 2016), or ionic liquid (Feig 
et al. 2018). The hydrogel formation could be caused by screening of electrostatic 
repulsions between PEDOT/PSS particles that leads to physical crosslinking due to 
π-π interactions (Feig et  al. 2018). The PEDOT/PSS hydrogels produced by this 
method in general possess high conductivity which can still be enhanced after fur-
ther treatment. For example, Yao et al. demonstrated a PEDOT/PSS hydrogel with 
conductivity of 0.46 S/cm after gelation which was increased to 8.8 S/cm after treat-
ment with concentrated sulfuric acid (Yao et al. 2017). Phytic acid is a common 
crosslinker which also acts as a dopant for polyaniline. The crosslinking mechanism 
of this type of polyaniline hydrogel is likely based on the formation of hydrogen 
bonding (Stejskal 2017).

CP electropolymerization Electropolymerization usually employs a three- 
electrode setup where the scaffold hydrogel is in contact with a working electrode. 
The scaffold hydrogel as well as counter and reference electrodes are immersed in 
a solution that contains monomers of conductive polymer and counterions. Potential 
is applied between the working electrode and the reference electrode to start polym-
erization which occurs around the working electrode, filling the pores of the hydro-
gel with CP. One benefit of this method is the possibility to control the polymerization 
reaction by, for example, regulating the applied charge density. Higgins et  al. 
showed that by increasing deposition charges during polymerization of pyrrole with 
gellan gum as a dopant, change of hydrogel morphology could be obtained (Higgins 
et al. 2011). They formed a polypyrrole/gellan gum hydrogel as a coating on gold 
electrode. The resulting hydrogel formed islands with fibrillar features at low 
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 deposition charges, while increasing the deposition charges resulted in a porous 
structure that corresponded to lower impedance.

Chemical polymerization of CP in hydrogel For comprehensive discussions 
about this topic, we refer the readers to a review by Stejskal (2017). Conductive 
hydrogels could be prepared by chemical polymerization of CP in a hydrogel 
matrix, causing the formation of an interpenetrating polymer network (IPN). This is 
usually achieved by immersing a monomer-containing hydrogel in the solution of 
an oxidizing agent or exposing a hydrogel which contains an oxidizing agent into 
the monomer solution. Diffusion causes the two solutions to mix, starting the 
polymerization reaction. In some cases where the oxidizing agent and the monomer 
solution are immiscible, interfacial polymerization occurs, which takes place only 
in the area close to the hydrogel surface. This was demonstrated by Wu et al. for 
polymerization of aniline in gelatin methacrylate (Wu et al. 2016). Gelatin methac-
rylate hydrogel was immersed in ammonium persulfate (APS) solution and then 
subsequently moved into hexane solution containing aniline monomers. A cross- 
sectional cut showed that polyaniline was formed in the outer layer of the hydrogel 
where the oxidizing agent and the monomers were in proximity.

Another method was demonstrated where polymerization of a hydrogel and CP 
was performed simultaneously using the same initiator and oxidizing agent to pro-
duce both hydrogel and CP. Tang et al. demonstrated polymerization of aniline and 
acrylamide with potassium peroxydisulfate (KPS) as oxidizing agent (Tang et al. 
2008). However, the reaction was difficult to control as different concentrations of 
KPS were needed for polymerization of aniline and acrylamide. This could prevent 
the formation of one type of the polymers (Stejskal 2017).

Formation of a CP network in the hydrogel results in increasing stiffness which 
is sometimes accompanied by reduction of stretchability (Zhu et  al. 2018; Kishi 
et al. 2014). Zhu et al. reported a decrease of maximum strain from more than 500% 
to less than 300% for polyion complex hydrogel without aniline in comparison to 
the hydrogel with polymerized 1.5  M aniline (Zhu et  al. 2018). This change in 
mechanical properties could be a drawback for applying the hydrogel as a neural 
electrode.

Incorporation of CP dispersion Another approach to embed CP into a hydrogel 
is by incorporating CP dispersion into the hydrogel. The CP polymer dispersion is 
usually incorporated in the monomer mixture before scaffold polymerization. 
This method relies on homogeneous dispersion of the CP in water to make sure 
phase separation does not occur in the hydrogel composite. Poly(3,4- 
ethylenedioxythiophene) with polystyrene sulfonate (PEDOT/PSS), which has 
good dispersibility in water and widely commercially available, is often used to 
prepare this type of hydrogel composite. Xu et al. demonstrated a physical hydrogel 
system made of PEDOT/PSS and peptide-polyethylene glycol (PEG) (Xu et  al. 
2018). The hydrogel showed self-healing ability and injectability due to the forma-
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tion of a dynamic network resulting from interaction between PEDOT/PSS and the 
peptide-PEG.

 Examples of Hydrogels Containing CPs

Polyaniline (PANI) Depending on its oxidation states, polyaniline can be formed 
as leucoemeraldine (colorless), emeraldine (green/blue), and (per)nigraniline (blue/
violet) (Stejskal et al. 1995). For each of its oxidation states, polyaniline could be 
protonated or deprotonated. The highest conductivity is observed for green proton-
ated emeraldine which is also referred to as emeraldine salt. Due to the change of its 
protonation state, PANI loses its conductivity at neutral and high pH which signifi-
cantly limits its applications. To overcome this problem, several methods were 
attempted such as introducing a negatively charged sulfonate group on polyaniline 
molecules (Yue et  al. 1990) or trapping large-molecular-sized anions within the 
polyaniline matrix (Lukachova et al. 2003).

PANI/regenerated cellulose hydrogel was demonstrated by Fan et al. for periph-
eral nerve regeneration (Fig. 9.2) (Fan et al. 2017). The conductive hydrogel was 
produced as a conduit by employing the interfacial polymerization method of ani-
line in cellulose hydrogel. The hydrogel was then surgically implanted on an injured 
sciatic nerve of an adult male rat. The presence of polyaniline without external 
electrical stimulation increased expression of ciliary neutrophic factor (CNTF), 
brain-derived neurotrophic factor (BDNF), growth-associated protein-43, Tau, and 
α-tubulin. In addition, polyaniline was also shown to activate extracellular kinase 
(ERK) 1/2 signaling pathway which corresponded to nerve regeneration.

Polypyrrole (PPy) Polypyrrole (Fig.  9.3) is obtained by oxidation of pyrrole 
which usually results in the form of black powder (Vernitskaya and Efimov 1997). 
In the thin film form, as the oxidation takes place, the color changes from yellow to 
blue and finally black (Vernitskaya and Efimov 1997). Some forms of polypyrrole 
can retain its conductivity in highly alkaline condition (Stejskal et al. 2016).

The formation of a PPy hydrogel was demonstrated by using FeCl3 as an oxida-
tive polymerization initiator and tannic acid as a crosslinker and dopant (Zhou et al. 
2018b). The conductivity could reach up to 0.18 S/cm with storage modulus between 
0.3 and 2.2 kPa that can be controlled by changing tannic acid concentration. The 
conductive hydrogel was then implanted in the spinal cord of mice and was reported 
to promote endogenous neurogenesis in the lesion area and improved recovery of 
locomotion.

Poly(3,4-ethylenedioxythiophene) (PEDOT) PEDOT (Fig.  9.3) is one of the 
most widely investigated CPs due to its chemical stability (Yamato et al. 1995). As 
is the case with other CPs, one drawback of PEDOT is low solubility in water. To 
overcome this problem, polystyrene sulfonate (PSS) is usually added as counterion. 
PEDOT and PSS form a polyelectrolyte complex which improves its dispersibility 
in water.
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Other than PSS, biomolecules such as DNA, heparin, hyaluronic acid, and guar 
gum can be applied as counterions for PEDOT to create a stable dispersion (Sanchez- 
Sanchez et al. 2019). Wang et al. demonstrated a scaffold for neural stem cells made 
of PEDOT/hyaluronic acid nanoparticles in chitosan-gelatin matrix (Wang et  al. 
2017). Hyaluronic acid did not only function as counterions but also promoted 
attachment of PEDOT in the polymer matrix via chemical crosslinking of an amino 
and carboxyl group. Incorporation of PEDOT and hyaluronic acid was shown to 
improve proliferation and differentiation of neural stem cells into neurons and astro-
cytes. Recently, Tondera et al. reported a multinetwork hydrogel where PEDOT was 
polymerized in a scaffold formed by synthetic clay nanoparticles (Tondera et  al. 
2019). It was observed that negative charges of the nanoclay colloids contributed to 
doping of PEDOT as suggested by a dramatic increase in the conductivity of the 
hydrogel.

Fig. 9.2 Polyaniline/
regenerated cellulose 
hydrogel on injured sciatic 
nerve of an adult male rat 
(a) just after operation and 
(b) 3 months after 
operation (Fan et al. 2017). 
(Reproduced with 
permission. Copyright 
2017 Spandidos 
Publications UK Ltd.)

Fig. 9.3 Chemical 
structure of some common 
conductive polymers that 
have been incorporated in 
hydrogels: polypyrrole, 
poly(3,4- 
ethylenedioxythiophene), 
and polyaniline (Guimard 
et al. 2007). (Reproduced 
with permission. Copyright 
2007 Elsevier)

T. F. Akbar et al.



247

9.3  Electromechanical Properties of Conductive Hydrogels

9.3.1  Electrical Properties of Conductive Hydrogels

Electrochemical impedance spectroscopy Electrochemical impedance spectros-
copy is a technique applied for the characterization of bioelectrodes. Measurement 
is done by applying a small sinusoidal voltage to an electrochemical cell while the 
current is being measured. Applied excitation signal is given in a broad frequency 
range, in which the magnitude should be small enough (<50 mV) to allow pseudo- 
linear current response. Hence, the response signal of the cell would have the same 
frequency as the applied signal with a certain phase shift. The impedance magnitude 
and phase angle could be extracted from the response signal in accordance to the 
applied excitation signal. Electrochemical impedance spectroscopy is also routinely 
applied for the characterization of conductive hydrogels.

Figure 9.4a shows the impedance spectra of a PPy hydrogel and film coating on 
a gold neural electrode as reported by Kim et al. (Kim et al. 2004). In comparison 
to the PPy film coating, impedance reduction of conductive hydrogel or conductive 
lyophilized hydrogel coating is more significant. This improvement, which shows 
the benefit of porous coating, could correspond to a larger contact area between the 
conductive material and electrolyte compared to film coating. Figure 9.4b shows the 
Nyquist plot of PPy hydrogel electrodes, demonstrated by Shi et al. (2014). The 
conductive hydrogel was prepared using the interfacial polymerization method by 
mixing an aqueous solution of oxidizing agent and dissolved pyrrole monomer in 
isopropyl alcohol. To make an electrode, the hydrogel was loaded to a carbon fiber 
cloth with varied mass loadings. The nearly vertical tail on the low-frequency range 
shows capacitive behavior of the electrodes. Increasing PPy concentration clearly 
reduces the real and imaginary components of the complex impedance.

Cyclic voltammetry Cyclic voltammetry (CV) is a method of characterization 
which employs a three-electrode setup consisting of the reference electrode, work-
ing electrode, and counter electrode. The potential of working electrode is swept 
cyclically in respect to a non-current-carrying reference electrode. The potential 
difference causes current to flow between the counter electrode and working elec-
trode. This resulting current is measured and plotted as a function of the applied 
voltage.

The CV plot could be utilized to determine the charge storage capacity (CSC) of 
an electrode or hydrogel by calculating the integral of the current-voltage curve in a 
slow sweep rate. The integral of cathodic current and anodic current would show the 
cathodic (CSCc) and anodic (CSCa) charge storage capacity, respectively, although 
typically only CSCc is reported (Cogan 2008). This value is relevant to predict the 
number of charges that can be injected by an electrode during a tissue stimulation.

Other electrode properties could be derived from the measurement. The charac-
teristics of the CV curve could hint the presence of capacitive charge transfer 
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mechanism, region of reduction and oxidation potential, reversibility of the reac-
tion, chemical reaction rate, electrode stability, and concentration of the analytes.

As an example, CV was employed by Ismail et  al. for characterization of an 
extrusion-formed microfiber made of chitosan PPy hydrogel (Ismail et al. 2011). 
The measurement employed a three-electrode setup with microfiber as working 
electrode, Ag/AgCl as reference electrode, and stainless steel plate as counter elec-
trode in 1 M NaCl aqueous solution. At 10 mV/s scan rate, a broad anodic peak 
could be observed at 0.18 V showing the oxidation of polypyrrole, while a broad 
cathodic peak at −0.26 V showing the reduction potential (Fig. 9.5a).

The characterization was performed at varied scan rates from 2 to 200  mV/s 
(Fig. 9.5b). Lower scan rate resulted in decreased current as the diffusion layer sur-
rounding the electrode grew thicker hence limiting the electrochemical reaction. 
The peak current was reported to be linearly proportional with square root of the 
scan rate until 50 mV/s (Fig. 9.5c). This behavior which followed Randles-Sevcik 
equation suggested electrochemical reversibility because the electron transfer pro-
cess is fast in comparison to the voltage scan rate (Elgrishi et  al. 2018). As the 
electron transfer reaction occurred fast, the reaction was controlled or limited by the 
diffusion of chemical species.

Figure 9.5d shows the effect of temperature to the potential where the electro-
chemical reaction occurred. The CV was performed in the temperature range from 
10 °C to 40 °C. As the temperature increased, the anodic peak potential was reduced, 
and the cathodic peak potential was increased as the reaction occurred in a higher 
rate following Arrhenius equation (Ismail et al. 2011).

Conductivity The conductivity of a hydrogel is usually measured using a 4-probe 
setup. Four electrodes made of metal are brought into contact with the hydrogel. 
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Fig. 9.4 (a) Impedance spectra of bare gold electrode, polypyrrole film (PPy), polypyrrole grown 
in intact hydrogel (PPy in HG), and polypyrrole grown in freeze-dried hydrogel (PPy in LHG) 
(Kim et al. 2004). (Reproduced with permission. Copyright 2004 John Wiley & Sons, Inc.) (b) 
Nyquist plot of polypyrrole hydrogel electrodes with different mass loadings (Shi et al. 2014). 
(Reproduced with permission. Copyright 2013 Royal Society of Chemistry)
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Two probes are used as current-carrying electrodes and the other two are used for 
sensing the voltage. The purpose of using a separate pair of electrodes for feeding 
the current and sensing the potential difference is to minimize the effect of contact 
resistance between the probe and hydrogel. However, a 2-probe setup is also 
employed by various groups. Conductivity of a conductive hydrogel widely ranges 
from 10−4 S/cm to more than 1 S/cm (Yao et al. 2017; Tondera et al. 2019; Zhao 
et al. 2013). Table 9.1 shows the conductivity values of various types of conductive 
hydrogels. In the literature, there is a wide variation in the reported conductivities 
which depend on the composition and type of the hydrogel.

9.3.2  Mechanical Characterization

Several measurement techniques could be applied to assess the mechanical proper-
ties of a hydrogel. The measurements are based on applying force to cause deforma-
tion. Hydrogels behave as a viscoelastic material which exhibits time-dependent 

Fig. 9.5 Cyclic voltammogram of chitosan polypyrrole microfiber at (a) 10  mV/s and (b) 
2–200 mV/s scan rate. (c) Linear relationship between the square root of the scan rate and the peak 
current suggesting electrochemical reversibility. (d) Temperature dependence of voltammetric 
response at 10 mV/s scan rate (Ismail et al. 2011). (Reproduced with permission. Copyright 2011 
Elsevier)
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relation between applied stress and deformation due to molecular rearrangement of 
their polymeric chain. Hence, in addition to static measurements, frequency-based 
tests such as shear rheometry or dynamic mechanical analysis are usually performed.

To use conductive hydrogels as a neural electrode, the mechanical properties of 
the hydrogel must match those of neural tissue to minimize tissue damage. Young’s 
modulus, a parameter which describes the stiffness of a material, is reported in the 
range of 100 Pa to 10 kPa for central nervous tissue (Lacour et al. 2016). Another 
parameter such as stretchability could be important considering some tissues are 
constantly in motion. For example, the human spinal cord undergoes 10–20% 

Table 9.1 Examples of conductive hydrogels and reported conductivities

References Hydrogel type
Conductivity 
(S/cm)

Measurement 
method

Concentration of 
conductive 
material

Carbon nanocomposite
Han et al. 
(2017)

Polydopamine-rGO- 
polyacrylamide

0.18 Two-probe 4% rGO

Xu et al. 
(2010)

Hydrothermally reduced 
graphene

0.0049 Two-probe 2.6% rGO

Shah et al. 
(2015)

Polyethylene glycol-CNT 0.02 Two-probe 1.2% CNT

Ionogel
Liu et al. 
(2018)

Polyethylene glycol- 
poly(acrylamide-co-acrylic 
acid)-Fe3+

0.0062 Four-probe 0.057 M Fe3+

Ding et al. 
(2017)

1-Ethyl-3-methylimidazolium 
dicyanamide ([EMIm]
[DCA])-poly(2-acrylamido-2- 
methyl-1-propanesulfonic 
acid) (PAMPS)

0.019 Four-probe 66.4% ionic 
liquid

Single-component conductive polymer
Yao et al. 
(2017)

PEDOT/PSS (gelation with 
H2SO4)

0.46 to 8.8 
after 
posttreatment

Four-probe 0.78% before 
posttreatment

Leaf et al. 
(2016)

PEDOT/PSS (gelation with 
ionic liquid EMIM BF4)

0.012 Four-probe 11 mg/ml 
PEDOT/PSS and 
70 mM of EMIM 
BF4

Zhou et al. 
(2018b)

Polypyrrole-tannic acid 0.18 Two-probe 0.416 M aniline

Interpenetrating network of conductive polymer
Feig et al. 
(2018)

PEDOT/PSS-polyacrylic acid 0.23 Four-probe 1.1% PEDOT/
PSS

Zhu et al. 
(2018)

PANI-polyion complex 0.014 Four-probe 1.5 M aniline

Tondera 
et al. (2019)

PEDOT/laponite-PAAM 0.26 Four-probe 44% PEDOT (of 
the dry weight)
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tensile strain during normal postural movements (Lacour et al. 2016). These param-
eters are important to consider in designing the hydrogel to reduce mechanical mis-
match between the hydrogel and tissue.

Compression and tensile The elastic properties of hydrogels can be characterized 
by tensile or compression testing. For both methods, tensile or compression force is 
applied at constant rate usually on one end until the specimen reaches ultimate fail-
ure. The load is recorded in respect to displacement and presented as stress and 
strain by considering the geometry of the specimen. Young’s modulus (E), maxi-
mum strain, yield strength, and ultimate tensile strength can be derived from the 
measurement.

The influence of monomer concentration and crosslinker concentration to the 
mechanical properties of a conductive hydrogel was demonstrated by Feig et  al. 
(2018). They formed interpenetrating network conductive hydrogels by introducing 
ionic liquid in PEDOT/PSS aqueous solution to induce gelation followed by infil-
trating the network with polyacrylic acid. Figure  9.6a and Table  9.2 show that 
reduction of monomer and crosslinker concentration could reduce the elastic 

Fig. 9.6 (a) Stress-strain curve of PEDOT/PSS polyacrylic acid hydrogel with different concen-
trations of monomer and crosslinker (Feig et al. 2018). (Creative Commons BY). Elastic modulus 
and maximum strain can be tuned by modifying the concentration of the monomer and crosslinker. 
(b) Tensile testing of polypyrrole polyacrylic acid hydrogels. The hydrogel is stretched to 1500% 
strain (Darabi et al. 2017). (Reproduced with permission. Copyright 2017 John Wiley & Sons, Inc.)
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modulus of the hydrogel by almost two orders of magnitude, bringing it close to the 
stiffness of soft biological tissue in the range of 10 kPa. In this case, the reduction 
of elastic modulus is mostly accompanied by increasing stretchability. Although the 
hydrogel was formed by 2 polymer networks, the mechanical properties were 
mainly affected by polyacrylic acid as the percolation of PEDOT/PSS was achieved 
at very low concentration.

Darabi et al. demonstrated a highly stretchable self-healing conductive hydrogel 
based on covalently crosslinked polyacrylic acid, PPy, and ferric ions as physical 
crosslinker (Darabi et al. 2017). Compressive elastic modulus was in the range of 
200–800  kPa depending on the concentration of PPy. The elastic modulus and 
stretchability of the hydrogel could also be tuned by modifying its covalent cross-
linker concentration. Higher concentration of crosslinker corresponds to higher 
elastic modulus and lower stretchability. The hydrogel reached maximum strain of 
around 2000% without any covalent crosslinker (Fig. 9.6b).

Indentation Indentation is a method used to determine the mechanical properties 
of a material by locally compressing a specimen with a probe while the load and 
displacement depth are measured. Indentation can be done in static mode where the 
movement of the probe is held steady or in dynamic mode where the probe oscil-
lates with certain frequency. Depending on the size of probe and specimen, this 
measurement could provide information about inhomogeneity of the material in nm 
and mm scale (Oyen 2014). The parameters reported are usually reduced elastic 
modulus and hardness (Guillonneau et al. 2012). Creep and relaxation behavior are 
also possible to be examined with this method (Ahearne et al. 2008).

Liu et al. reported a conductive hydrogel with Young’s modulus of 24 ± 5.4 kPa 
measured with nanoindentation and 32 ± 5.1 kPa measured with compression test 
(Liu et  al. 2019). The hydrogel which was fabricated as conductive material for 
microelectrode arrays was then used for electrical stimulation of sciatic nerve in live 
mice. The electrodes were shown to cause minimum damage and inflammatory tis-
sue response in comparison to the plastic cuff electrode. The reduced adverse reac-
tion was due to similarity of mechanical properties between the electrodes and 
surrounding tissue.

Table 9.2 Mechanical properties of PEDOT/PSS polyacrylic acid hydrogel with varied 
concentrations of monomers and crosslinkers (Feig et al. 2018)

C-IPN formulation AAc wt% Bis/AAc wt ratio Modulus (kPa) Stain at break (%)

1 50 0.02 374 121
2 22 0.01 175 163
3 20 0.01  99 191
4 20 0.002  23 399
5 11 0.002   8 338

Creative Commons BY
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9.4  Fabrication Methods (Patterning) Compatible 
with Conductive Hydrogels

In order to be integrated in bioelectronic systems such as implants or artificial skins, 
conductive hydrogels have to be patterned into complex shapes on the meso- and 
microscale. Several techniques that have been investigated to date are described below.

Extrusion-based 3D printing Extrusion-based 3D printing employs regulated 
pressure inside a printing syringe to extrude an ink through a print-head nozzle 
while the movement of the nozzle is controlled. Hydrogel printing in the biomedical 
field is already demonstrated for various applications such as wound dressing 
(Murphy et  al. 2013), mold for scaffold-free tissue spheroid growth (Tan et  al. 
2014), and different kinds of scaffolds such as aortic valve scaffold (Hockaday et al. 
2012), scaffold for femur, branched coronary arteries, embryonic hearts and human 
brains (Hinton et al. 2015), and skeletal tissue scaffold (Fedorovich et al. 2007). 
Generally, preformed hydrogel is printed followed by polymer crosslinking to retain 
its structure. By controlling anisotropy of the printed hydrogel and taking advantage 
of its swelling behavior, Sydney Gladman et al. showed formation of complex struc-
tures after immersion of printed hydrogel in water (Sydney Gladman et al. 2016).

This method could also be used for creating a conductive hydrogel pattern. Lu 
et al. demonstrated printing of PEDOT/PSS aqueous solution with dimethyl sulfox-
ide (DMSO) as an additive (Fig. 9.7a) (Lu et al. 2019). After printing, the structure 
was subsequently dried. Due to the presence of DMSO, the PEDOT/PSS chain rear-
ranged during drying which lead to formation of a pure PEDOT/PSS hydrogel after 
re-swelling. The anisotropy of swelling could be controlled by modifying the condi-
tion of drying. With this method, a resolution of 400 μm could be achieved.

One benefit of extrusion printing is its versatility in terms of cell handling. Huang 
et al. demonstrated a printable hydrogel composite consisting of polyurethane, gra-
phene oxide, and pluronic-stabilized graphene (Huang et  al. 2017). Neural stem 
cells were loaded into the gel before printing and have been shown to survive the 

Fig. 9.7 Extrusion-based 3D printed construct of: (a) PEDOT/PSS hydrogel. (Modified from (Lu 
et al. 2019) (Creative Commons BY)) and (b) neural stem cells (NSC)-laden polyurethane- pluronic 
modified graphene hydrogel (Huang et al. 2017). (Reproduced with permission. Copyright 2013 
Royal Society of Chemistry). (c) Fluorescence labelled NSCs embedded in the hydrogel (Huang 
et al. 2017). (Reproduced with permission. Copyright 2013 Royal Society of Chemistry)
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printing process (Fig. 9.7b,c) as observed from gene expression analysis. Addition 
of 25-ppm graphene-based materials into the ink induced proliferation and differen-
tiation of the cells due to improvement of cellular oxygen metabolism. The incorpo-
ration of those materials in this case was not meant to add electrical functionality to 
the hydrogel.

Stereolithography Stereolithography is another form of 3D printing that is based 
on spatially controlled layer-by-layer photopolymerization of monomers. Proper 
choice of hydrogel materials is necessary as the monomers must be able to photo-
polymerize at a rapid rate to fabricate the structure within a reasonable time. A 
polymer with an acrylate or methacrylate functional group is often used due to their 
photoreactivity (Wu et al. 2016; Arcaute et al. 2010).

Odent et al. printed a transparent and ionically conductive hydrogel with stereo-
lithography (Fig. 9.8a) (Odent et al. 2017). The hydrogel was based on acrylamide 
and [2-(acryloyloxy)ethyl]trimethylammonium chloride (AETA) with riboflavin 
and triethanolamine as photoinitiator and co-initiator which enables free radical 
photopolymerization. Wu et al. polymerized polyaniline after printing a nonconduc-
tive gelatin methacrylate hydrogel (Fig. 9.8b) (Wu et al. 2016). Both routes resulted 
in conductive hydrogels with feature size less than 100 μm.

Photolithography Photolithography is the most common method used in the 
semiconductor industry to fabricate microscale devices. It uses light that passes 
through a patterned photomask to transfer the pattern by polymerizing the exposed 
photoresist. Liu et al. used this method to create a pattern on a PEDOT/PSS ionic 
liquid gel by etching exposed gel deposited under a patterned photoresist with oxy-
gen plasma (Liu et al. 2019). The patterned gel was subsequently transformed into 
hydrogel by immersion in water to exchange the ionic liquid with water. The same 
technique was further employed to pattern fluorinated elastic photoresist on top of 
the conductive structure to create a passivation layer. The resulting structure could 

Fig. 9.8 (a) Transparent ionically conductive hydrogel (Odent et  al. 2017). (Reproduced with 
permission. Copyright 2017 John Wiley & Sons, Inc.) (b) Gelatin methacrylate polyaniline hydro-
gel (Wu et  al. 2016). (Reproduced with permission. Copyright 2016 Elsevier). Both structures 
were patterned using stereolithography
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be patterned down to 5-μm resolution which was then used as microelectrode arrays 
(Fig. 9.9).

Patterned transfer via electropolymerization Electrochemical polymerization 
requires a conductive substrate/template. Hence, employing patterned electrodes as 
template for the polymerization of a conductive polymer could reproduce the pat-
tern into the hydrogel. Ido et  al. performed electropolymerization of PEDOT on 
platinum microelectrodes (Fig. 9.10a) (Ido et al. 2012). After attaching a hydrogel 
layer on the electrodes, a second PEDOT polymerization was performed to anchor 
the first layer of PEDOT to the hydrogel. The hydrogel with a patterned conductive 
polymer was then peeled off from the substrate. This method was shown to be ver-
satile and can be used on a wide range of hydrogel substrates such as agarose, col-
lagen, glucomannan, polyacrylamide, and polyHEMA.  The resolution of the 
generated pattern greatly depends on the fabrication method of the template elec-
trode. This method was employed by Sekine et al. to create an electrode array for 
stimulation and induction of muscle cell contraction (Sekine et al. 2010).

A highly conductive pattern made of PEDOT/polyurethane composite was pro-
duced using the method above (Sasaki et al. 2014). The resulting conductive hydro-
gel hybrid attained conductivity as high as 120 S/cm at 100% elongation and could 
support adhesion, proliferation, and differentiation of cultured neural and muscle 

PFPE-DMA

PFPE-DMA

top insulation

200 µm

Soft jelly

MECH electrode array

MECH

substrate

Fig. 9.9 Microelectrode array made of PEDOT/PSS hydrogel as material for electrodes and inter-
connects and dimethacrylate-functionalized perfluoropolyether for substrate and passivation layer 
(Liu et al. 2019). (Reproduced with permission. Copyright 2019 Springer Nature)
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cells. Although the resolution of the fabricated pattern was not exceptionally high 
(0.5 mm), this was due to the limited resolution with which the template electrode 
arrays was patterned. An extension of this method has been used to create 3D con-
ductive patterns by using a metal wire as a substrate for electropolymerization 
(Fig. 9.10b) (Sasaki et al. 2014).

Other routes Another method was used by Shin et al. to pattern carbon nanotubes 
inside of a hydrogel (Fig. 9.11) (Shin et  al. 2015). They employed the chemical 
vapor deposition (CVD) method to vertically grow carbon nanotubes on thin pat-
terned Fe film on silicon wafer. Fe was used as a catalyst for CNT growth. PEGDA 
hydrogel was then crosslinked on the structure followed by delamination and the 
second hydrogel network formation which  was composed of CNT and modified 

EDOT
monomer forming gel

Pt / glass
substrate

1st
PEDOT

film

glass

(b)

(a)

Pt

or
laminating gel

gel

2nd
PEDOT

Fig. 9.10 (a) Electropolymerization of PEDOT to transfer a pattern from a platinum electrode 
template into the hydrogel (Ido et  al. 2012). (Reproduced with permission. Copyright 2012 
American Chemical Society). (b) Conductive line inside the bulk of a hydrogel produced by elec-
tropolymerization of PEDOT on a metal wire (Sasaki et al. 2014). The wire was removed subse-
quently. (Reproduced with permission. Copyright 2014 John Wiley & Sons, Inc.)

Fig. 9.11 Schematic of carbon nanotube hydrogel composite electrode array grown by the chemi-
cal vapor deposition method. The construct was used for cardiac tissue engineering (Shin et al. 
2015). (Reproduced with permission. Copyright 2015 John Wiley & Sons, Inc.)

T. F. Akbar et al.



257

gelatin. The second hydrogel network acted as a bridge between CNT electrodes 
and the cardiac tissue layer. The whole hydrogel construct demonstrated beating 
activity after incorporation of cardiac tissue and was used as biohybrid actuator.

9.5  Applications

Electrode coating Hydrogel coatings are often used to reduce the impedance of 
microelectrodes. They have also been considered as mechanical buffers to minimize 
the adverse effects associated with implantation of a rigid probe. Coating of cochlear 
electrode arrays (Fig. 9.12), for example, was reported by Hassarati et al. to increase 
the charge storage capacity and charge injection limit of the electrode for approxi-
mately one order of magnitude in comparison to a bare Pt electrode (Hassarati et al. 
2014). Decrease of electrical impedance was also observed with the same coating 
which was stable for more than 1 billion stimulations. The coating was based on 
poly(vinyl alcohol) (PVA) and heparin methacrylate (Hep-MA) hydrogel with gal-
vanostatically polymerized PEDOT as conductive material.

Besides coating cochlear implants, conductive hydrogel is also used for coating 
electrodes for implantation in the brain (Fig. 9.13a) (Kim et al. 2004, 2010). Alginate 
hydrogel with electrochemically grown PPy was used for coating a gold neural 
electrode for recording neural activity in the cerebellum of guinea pig (Kim et al. 
2004). After coating, reduction of electrical impedance was more significantly 
observed for conductive-hydrogel-coated electrode in comparison to PPy-coated 
electrode without hydrogel. This shows the benefit of conductive hydrogel coating 

Fig. 9.12 (a) Uncoated and (b) PEDOT PVA Hep-MA hydrogel–coated cochlear electrode array 
at 60× magnification (Hassarati et  al. 2014). Conductive hydrogel coating reduces electrical 
impedance and improves charge injection of the electrodes. (Reproduced with permission. 
Copyright 2014 IEEE)
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in comparison to coating with conductive film in terms of improvement of electrical 
properties due to increase of conductive surface area.

Additional improvement could be introduced to the hydrogel coating such as 
formation of macropores by freeze drying. The constructed pores allowed growth of 
neurons inside the hydrogel which enabled better communication between elec-
trodes and tissue (Kim et al. 2004).

Mechanical and electrical stability of an electrode is important to be properly 
designed especially for long-term implantation or stimulation. To improve adhesion 
stability, sometimes an additional layer is needed between the electrode and the 
hydrogel coating (Hassarati et al. 2014). In terms of electrical properties, Staples 
et  al. showed that conductive hydrogel coating improved stability of metal elec-
trodes especially for stimulation with long-term, high-frequency signal for nerve 
block (Fig. 9.13b, c) (Staples et al. 2018). High surface area introduced by conduc-
tive hydrogel coating increased charge storage capacity, which consequently low-
ered the voltage needed for stimulation thus improving the stability of an electrode 
(Hassarati et al. 2014). The authors demonstrated the stability of PEDOT-poly(vinyl 
alcohol)-coated stainless steel electrode array and platinum iridium (PtIr) for con-
tinuous delivery of 2-mA square pulse waveforms at 40 kHz for 42 days (Staples 
et al. 2018).

An additional benefit of hydrogel coating is the possibility of incorporation of 
bioactive molecules. Sericin and gelatin, for example, proteins with negatively 
charged groups, were covalently incorporated via methacrylate crosslinking within 
the hydrogel (Mario Cheong et  al. 2014). The biomolecules improved electrical 
charge transfer due to their polarity while also promoted neural cell adhesion and 
proliferation. Furthermore, drug delivery capability was demonstrated by release of 
nerve growth factor to the target cells which promoted differentiation and neu-
rite growth.

Fig. 9.13 (a) Conductive hydrogel coating on gold electrodes implanted into the auditory cortex 
of guinea pig (Kim et  al. 2010). (Reproduced with permission. Copyright 2010 Elsevier). (b) 
Conductive hydrogel coating on PtIr cuff array for delivery of high-frequency pulses (Staples et al. 
2018). (Creative Commons BY). (c) Curled PtIr cuff array (Staples et  al. 2018). (Creative 
Commons BY)
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Cardiac tissue engineering Conductive hydrogels could be used to bridge electri-
cal signaling between cardiac cells. This enables conductive hydrogels as potential 
materials for cardiac patch to treat myocardial infarction. As physical and electrical 
properties of the hydrogel can be tuned, the patch could be engineered to conform-
ably interface with cardiac tissue. Liang et al. demonstrated a cardiac patch that can 
be painted directly onto the heart surface (Liang et al. 2018). Dopamine that was 
embedded in the hydrogel provided strong adhesion with cardiac tissue, while poly-
pyrrole increased its electrical conductivity close to that of cardiac tissue (~10−4 S/
cm). By employing the patch to treat infarcted rat heart, decrease of fibrosis area and 
infarct size was observed.

Several other conductive hydrogel composites were demonstrated as scaffolds 
for cardiac tissue growth. Incorporation of conductive materials such as carbon 
nanotube or gold nanorods in the hydrogel improved cell retention, viability (Navaei 
et al. 2016), adhesion and organization (Shin et al. 2015), tissue alignment (Dvir 
et al. 2011), and conduction velocity (Pok et al. 2014). Conductive materials could 
also affect beating behavior of the cells. Adding carbon nanotubes into gelatin 
methacrylate hydrogel scaffold, for example, increased spontaneous beating rates of 
embedded cells and lowered its stimulation excitation threshold (Shin et al. 2015). 
Low excitation threshold is beneficial to avoid damage of cardiac tissue due to 
unwanted electrochemical reaction.

Ahadian et al. further enhanced the electrical properties of scaffold by aligning 
carbon nanotube in gelatin methacryloyl hydrogel using dielectrophoresis 
(Ahadian et al. 2016). Applying electrical pulse stimulation in the scaffold increased 
cardiac protein and cardiac gene (Tnnt2, Nkx2–5, and Actc1) expression in compari-
son to unaligned scaffold, implying greater cardiac differentiation. This shows con-
ductive hydrogels as promising materials for the treatment of cardiac tissue disorders 
and for in vitro studies.

Microelectrode arrays The use of conductive hydrogel as a material in microelec-
trode arrays for neural stimulation or recording in vivo without employing metal has 
been scarce due to current challenges in fabrication. In early 2019, Liu et al. pub-
lished a work on the development of a microelectrode array made of PEDOT/PSS 
hydrogel for both electrodes and interconnect material (Liu et  al. 2019). 
Dimethacrylate-functionalized perfluoropolyether was used as substrate and pas-
sivation layer. Using lithography, they patterned electrodes and insulation layer with 
20-μm feature size. The conductive hydrogel possessed high charge storage capac-
ity, more than 2 orders of magnitude higher than that of platinum. Hence, neuro-
modulation of mice sciatic nerve could be performed at a low voltage of 50 mV to 
observe leg movement. Low elastic modulus of the hydrogel, passivation layer, and 
substrate material allowed conformal wrapping of the array around the sciatic nerve 
with reduced immune response.
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9.6  Conclusions and Future Outlook

Despite wide applications of long-established metal neural electrodes, conductive 
hydrogels hold a great potential as future alternative materials due to their superior 
mechanical, electrical, and biochemical properties. Various methods of hydrogel 
fabrication by using different polymers and crosslinkers have been demonstrated, 
resulting in diverse hydrogel mechanical properties such as tunable elastic modulus 
and stretchability, self-healing ability, and tissue adhesion. Hydrogels also allow 
modifications of their biochemical properties to improve adhesion, differentiation, 
and proliferation of cells. Methods to impart conductivity are shown by forming 
hydrogel composites, interpenetrating polymer network, conductive polymer hydro-
gel, or employing ions as charge carriers.

The resulting fabricated hydrogels are used for various applications such as 
in vitro tissue engineering and coating, where it is shown to improve the electrical 
properties of common metal electrodes. However, for some other applications, more 
complex structures are needed where patterning of the hydrogel is necessary. Here, 
the method to fabricate a device made of conductive hydrogels and elastomers as 
insulation is currently a challenge. To employ well-developed technologies such as 
additive manufacturing or photolithography for fabrication of complex structures, 
hydrogels must be adapted to fit the process. Solving this problem will bring hydro-
gels closer to more complex applications for in vivo recording and stimulations.
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Chapter 10
Biofluid Barrier Materials 
and Encapsulation Strategies for Flexible, 
Chronically Stable Neural Interfaces

Jinghua Li

10.1  Introduction

Implantable electronic devices are essential for not only fundamental biomedical 
research but also the diagnostics and therapeutics of neurological diseases (Ahmad 
et al. 2013; Fu et al. 2017; Pei and Tian 2019; Rivnay et al. 2017; Won et al. 2018). 
Of particular interests are advanced technologies and platforms that can support 
real-time monitoring of brain activities with high spatiotemporal resolution across 
large areas for closed-loop neuromodulation. Ideally, the implantable platform 
should enable continuous sensing and stimulation over a long period of time during 
implantation with high fidelity, which can reach up to the whole lifespan of the 
patients based on the specific research target. To this end, an important research 
topic in this area is associated with improving the long-term stability of neural elec-
trodes in biofluids for chronic operations. However, the permeation of biofluids, 
including water, ions, and other small molecules, can cause significant degradation 
in the electronic components of the devices, leading to device failures within a short 
time (e.g., from several hours to days) after implantation (Bazaka and Jacob 2013; 
Bowman and Meindl 1986; Liu et al. 1999; Swerdlow et al. 1999). This issue is even 
more critical for active electronic systems with on-chip field-effect transistors 
(FETs) for local signal amplification and multiplexing in the context of brain activ-
ity mapping with high spatiotemporal resolution (Viventi et al. 2010, 2011), as the 
leakage will result in not only catastrophic failures of transistors but also damages 
to surrounding tissues due to electrochemical reactions, additional potentials, and 
undesired stimulations. To address these challenges, one research direction focuses 
on the development of encapsulation materials to isolate the electronic devices from 
the surrounding environment. Thick and rigid bulk materials (e.g., metals and 
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ceramics) can provide comparatively long lifetime, but at the price of compromising 
the compliance of bioelectronics to the biotissues for intimate coupling with mini-
mal invasiveness and long-term biocompatibility (Mayberg et al. 2005; Wilson et al. 
1991). As a result, the use of thin-film materials are of interests due to the form fac-
tors that can provide the mechanical flexibility to minimize the formation of scars 
and to enhance the chronic stability. In general, the ideal encapsulation materials 
should possess the following properties: (1) high structural integrity to minimize the 
penetration and permeation of small molecules such as water and ions, (2) low reac-
tivity in biofluids in the presence of voltages/currents to avoid electrochemical reac-
tions, (3) biocompatibility to yield a benign end product in solution environment, 
and (4) efficient electrical coupling at the biotic/abiotic interfaces for high signal-to- 
noise (SNR) ratio.

This chapter summarizes recent advances in the development of thin-film materi-
als, structures, and integration strategies to build electronic platforms with neces-
sary operational stability and biocompatibility for in  vivo applications in 
neuroengineering. The chapter begins with an overview of different types of neural 
electrodes as persistent interfaces to the nervous system for chronic implantation 
with high fidelity. The following section discusses the capabilities of the most 
widely explored organic/inorganic materials as biofluid barriers with an emphasis 
on understanding the fundamental limitations associated with the extrinsic and 
intrinsic problems. The next part of this chapter presents a class of emerging materi-
als derived from monocrystalline Si wafers for the encapsulation of flexible, actively 
multiplexed electronics that enable high spatiotemporal resolution in electrophysi-
ological mapping and/or stimulation. Overall, this chapter aims to provide a frame-
work for sophisticated neural electrodes with chronically stable performances to 
tackle grand challenges in human health. These advances suggest great potential in 
novel bio-integrated electronic devices as chronic implants for a broad scope of 
applications ranging from fundamental neuroscience research to clinical medicines.

10.2  Overview of Emerging Flexible Bioimplants 
for Neuroengineering

As stated in the Introduction, implantable bioelectronics are of growing interests for 
widespread applications in animal models and human subjects. In recent years, the 
development of these systems focuses on the design of materials, structures, and 
encapsulation strategies to provide the mechanics, operational stability, and bio-
compatibility necessary for chronic applications. Figure 10.1 shows a collection of 
examples with different geometries. Early works using techniques adapted from 
standard semiconductor procedures can produce interconnected microelectrodes on 
planar, rigid platforms such as “Utah arrays” (Kim et al. 2006) and/or “Michigan 
probes” (Fujishiro et  al. 2014) for intracortical sensing of brain signals. Micro- 
optoelectrode array in these platforms based on monolithic microprobes of zinc 
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Fig. 10.1 (a) Photograph of a micro-optoelectrode array (MOA) device with 16 sensing nodes 
bonded on a polyimide electrical cable. (Reprinted with permission from Lee et  al. (2015). 
Copyright 2015 Nature Publishing Group.) (b) Schematic illustration of Neuropixel probe high-
lighting electrode layouts and probe packaging. (Reprinted with permission from Jun et al. (2017). 
Copyright 2017 Nature Publishing Group.) (c) Photograph of four recording modules assembled 
into a 3D Si probe array device with 1024 electrodes. (Reprinted with permission from Rios et al. 
(2016). Copyright 2016 American Chemical Society.) (d) Optical image of ultrathin NeuroGrid 
implanted onto the surface of the somatosensory cortex of a rat. (Reprinted with permission from 
Khodagholy et  al. (2015). Copyright 2014 Nature Publishing Group.) (e) Photography of a 
graphene- based, carbon-layered electrode array (CLEAR) device placed onto the cortex of a 
mouse. Inset: a CLEAR device in a bent configuration wrapping around a glass rod. (Reprinted 
with permission from Park et al. (2014). Copyright 2014 Nature Publishing Group.) (f) Optical 
image of the fiber probe tips for simultaneous electrical, optical, and chemical interrogation of 
neural circuits. Inset: a photograph showing a fiber wrapping around a finger. (Reprinted with 
permission from Canales et  al. (2015). Copyright 2015 Nature Publishing Group.) (g) Optical 
image of multiple nanoelectronic thread (NET) electrodes suspended in water. Inset: optical image 
of two electrodes. (Reprinted with permission from Luan et al. (2017). Copyright 2017 AAAS.) (h) 
Optical image of macroporous flexible mesh electronics injected into aqueous solution using a 
syringe. (Reprinted with permission from Liu et  al. (2015). Copyright 2015 Nature Publishing 
Group.) (i) 3D reconstructed interfaces between neuron-like electronics (NeuE, red) and neurons 
(green). (Reprinted with permission from Yang et al. (2019). Copyright 2019 Nature Publishing 
Group)
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oxide (ZnO: height, 1.5 mm; width, 125 μm) can enable spatiotemporally selective 
light stimulation on the microscale through the ZnO-waveguide pillars and simulta-
neous electrophysiological recording through the indium tin oxide (ITO) coating 
(Fig.  10.1a) (Lee et  al. 2015). The manufacturing processes developed in the 
integrated- chip industry allow the fabrication of Si neural probes with combined 
high spatiotemporal resolution and large volume coverage in a miniaturized format. 
Figure 10.1b shows a custom complementary metal–oxide–semiconductor (CMOS) 
fabrication process with micromachining on a planar silicon wafer to form a sophis-
ticated electronic system with 960 sensing units on a rigid shank (length: 10 mm) 
with cross-sectional dimensions of 70 × 20 μm (known as “Neuropixel”), which 
offers multiplexed addressing and local amplification to enable chronic and low- 
noise electrophysiological mapping over a period of 6–8 weeks (Jun et al. 2017). 
Similarly, Fig. 10.1c shows another example of using three-dimensional (3D) elec-
trode arrays for electrophysiology to enable neuronal activity monitoring with 
unprecedented spatial and temporal resolutions (Rios et al. 2016). These systems 
exploit mature microfabrication techniques and are readily scalable for large arrays 
and/or high densities that match to the needs of neuroscience and exploratory clini-
cal studies. Challenges, however, are that the rigid construction and planar format 
interacting with soft biotissues may limit the sophistication at the bio-interface and 
lead to tissue/cellular damages.

To solve this problem, researchers pay attention to structural engineering to form 
systems with sufficient mechanical compliance to micromotions in biology due to 
their ability to establish intimate biotic–abiotic integration across curved, soft 
biotissues. Figure 10.1d shows an example of using ultrathin electrode arrays with 
sheet structures as a flexible micro-electrocorticographic (μ-ECoG) monitoring sys-
tem. In this case, poly(3,4-ethylenedioxythiophene) doped with poly(styrene sulfo-
nate) (PEDOT/PSS) serves as surface sensing electrodes with Au interconnects 
supported on an ultrathin membrane Parylene substrate (thickness: 4  μm). The 
sheetlike sensing electrodes conformally attach to the curved, dynamic, and wet 
surface of the rodent brain and record μ-ECoG signals from the surface of the cortex 
for a period of 10 days before device failure (Khodagholy et al. 2015). Aside from 
conventional organic/inorganic electronic materials, the use of emerging low- 
dimensional thin-film materials with broad-spectrum transparency could further 
enable simultaneous electrophysiology, optical imaging, and optogenetic activation 
of local brain tissues. Figure 10.1e shows an example of a graphene-based, carbon- 
layered electrode array (CLEAR) device for high-resolution neurophysiological 
recording (Park et al. 2014). The device demonstrates significant improvements in 
optical imaging capability compared to conventional metal-based electrodes, indi-
cating broad utility for neuroengineering and other biomedical applications. 
Converting the geometries of electrodes from sheet to fiber and open-mesh struc-
tures can further enhance the flexibility for unique modes of integration. As illus-
trated in Fig. 10.1f, fibers fabricated from polymers by a thermal drawing method 
can enable the integration of multiple materials into neural interfaces for multi-
modal interrogation (Canales et al. 2015). In vivo operations, including recording, 
optical stimulation, and drug perturbation, confirm the stable performances for at 
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least 2 months. Figure 10.1g shows another example of flexible brain probes with 
four passive electrodes embedded in a needlelike polymeric matrix (photo-definable 
epoxy, SU-8: thickness, 1.5 μm; width, 10 μm) that effectively decreases the  bending 
stiffness to ensure high compliance to surrounding tissues. The design reduces 
probe–tissue interfacial forces to the level of cellular force (nanonewtons, nN), ren-
dering it capable for chronic electrical recording in cortices for 4 months with low 
noise and stable impedance (Luan et al. 2017). Beyond probe geometries, complex 
3D structures with tissue-like deformable mechanics and mesoscopic dimensions 
show advantages in device deployments and biotic/abiotic coupling. As shown in 
Fig. 10.1h, macroporous flexible mesh electronics consisting of Si nanowire transis-
tors or Pt electrodes supported on photo-defined epoxy (SU-8) exhibits low bending 
stiffness (~ 0.087 nN m) and allows minimally invasive delivery through a syringe 
into tissue in a floating mesh structure (Liu et al. 2015). Another example, referred 
to as neuron-like electronics (NeuE), uses building blocks that mimic the subcellu-
lar structures and mechanical properties of neurons with polymer encapsulation lay-
ers. This design can yield bending stiffness comparable to those of individual 
neurons. A system with 16 channels demonstrates stable electrophysiological 
recordings for over 3 months with no evidence of loss of isolated neural signals dur-
ing this period (Yang et al. 2019).

10.3  Conventional Encapsulation Strategies for Neural 
Electrodes

As outlined in Fig. 10.1, the considerations in form factors, geometries, and mechan-
ics of bioimplants are essential to building systems for chronic in vivo applications. 
In the meantime, the choice of materials and their interactions with biofluids are of 
further interest to ensure the long-term stability of the electronic platforms, espe-
cially in the context of active electronic devices with advanced functionalities such 
as multiplexed addressing and local signal amplification. Figure 10.2 shows a col-
lection of examples of material strategies to exploit organic and/or inorganic thin 
films for the encapsulation of implantable devices. A lot of works in this field focus 
on using thin-film materials deposited by spin coating, physical vapor deposition 
(PVD), chemical vapor deposition (CVD), and/or atomic layer deposition (ALD). 
Figure  10.2a provides an example of using organic electrochemical transistors 
(OECTs) for μ-ECoG recording (Khodagholy et al. 2013). Here, Parylene C, a Food 
and Drug Administration–approved polymer, is deposited by the CVD method as 
the substrate and the top-surface insulator. PEDOT/PSS patterned by photolithogra-
phy serves as the transistor channels and the surface electrodes. The Au wires are 
isolated from the electrolyte with PEDOT/PSS or Parylene C. The total thickness of 
the system is 4 μm. In addition to polymers such as polyimide and Parylene C, there 
have been growing interests in liquid-crystal polymers (LCPs) for the packaging of 
bioimplants. The advantages of LCPs include their low moisture absorption rate, 
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low free volumes, and efficient chain packing within crystalline structures (Feng 
et al. 2004; Jeong et al. 2012), which lead to improved barrier properties compared 
to organic alternatives with similar thicknesses. Figure 10.2b shows an example of 
using LCPs for the encapsulation of flexible radio-frequency integrated circuits 
(RFICs) (Hwang et al. 2013). In this design, a LCP substrate (thickness: 50 μm) 
supports the flexible RFICs and is monolithically bonded with another layer of LCP 
as the cover (thickness: 25 μm). The LCPs exhibit excellent barrier properties as 
validated by in  vitro soaking tests (projected to be ~2  years according to the 
Arrhenius equation) and in vivo tests (6 weeks). However, the relatively large thick-
ness value limits the conformality of the platform to brain tissues for sensing and 
stimulation. Compared to organic materials, inorganic thin films adapted from 
CMOS technology can provide advantages in preparation and performance. An 
example of large-scale integration of Si probes appears in Fig. 10.2c, which con-
tains 960 sensing units on a shank (length: 10 mm) with a 70 × 20 μm2 cross section 
(Jun et  al. 2017). Here, plasma-enhanced chemical vapor deposition (PECVD) 

Fig. 10.2 (a) Photograph and optical image of ECoG probes that contain organic electrochemical 
transistors (OECTs) on a Parylene film (thickness: 2 μm) with PEDOT/PSS serving as the channel 
and surface electrodes. (Reprinted with permission from Khodagholy et al. (2013). Copyright 2013 
Nature Publishing Group.) (b) Photograph of flexible RFICs on LCP substrate (thickness: 5 μm) 
with LCP encapsulation on the top (thickness: 25 μm). (Reprinted with permission from Hwang 
et al. (2013). Copyright 2013 American Chemical Society.) (c) SEM image of a Neuropixel probe 
tip for high-density recording of neural activity. (Reprinted with permission from Jun et al. (2017). 
Copyright 2017 Nature Publishing Group.) (d) Exploded-view schematic illustration of actively 
multiplexed Si transistor arrays with trilayers of SiO2 (thickness: ∼300  nm)/Si3N4 (thickness: 
∼400 nm thick)/SiO2 (thickness: ∼300 nm) as encapsulation. (Reprinted with permission from Yu 
et al. (2016). Copyright 2016 Nature Publishing Group)
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forms 800-nm SiO2 which serves as the encapsulation with opening on the elec-
trodes, and a 300-nm TiN layer deposited by reactive PVD serves as the electrical 
interfaces (Lopez et al. 2013). In vivo experiments by implanting a probe in the 
nervous system of a mouse suggest stable long-term recordings over 150 days. One 
commonly used method to enhance the barrier performance of the encapsulation is 
to use alternating multilayer stacks. Figure  10.2d shows an example of using a 
trilayer structure of SiO2 (thickness: ~300  nm)/Si3N4 (thickness:~400  nm)/SiO2 
(thickness: ~400 nm) deposited by PECVD for the encapsulation of actively multi-
plexed Si transistor arrays (Yu et al. 2016). Failures of the device arise from the 
extrinsic imperfections (pinholes) associated with the deposition process due to the 
environment available to academic cleanroom facilities.

10.4  Thermally Grown SiO2 as Capacitive Interface 
for Flexible Bio-integrated Electronics

As discussed in the previous session, the limitations in thin-film barrier materials 
prepared by conventional deposition approaches motivate studies to identify novel 
strategies for encapsulation. In general, disadvantages are sourced from both extrin-
sic (e.g., pinholes) and intrinsic (e.g., free volumes, reactivity with biofluids) prob-
lems. To address these issues, recent works report the use of ultrathin, thermally 
grown silicon dioxide on monocrystalline Si wafer (thermally grown SiO2, t-SiO2) 
as the encapsulation for various types of bioelectronics with unprecedented lifetime 
for applications as validated by in vitro and in vivo studies (Fang et al. 2016, 2017). 
Here, the monocrystalline structure of the growth substrate (Si wafer), together 
with the high oxidation temperature (typically above 1100 °C), helps to overcome 
the intrinsic and extrinsic deficiencies of deposited thin-film materials as stated 
above to yield a defect-free barrier layer that can effectively isolate electronic 
devices from water/ions in the surrounding environment. The well-established Si 
technology also enables the large-scale thin-film process with well-controlled spa-
tial uniformity and thickness for targeted lifetimes. Figure 10.3a shows a schematic 
illustration of the integration scheme for transferring t-SiO2 for encapsulation. The 
process begins with the fabrication of electronics on silicon-on-insulator (SOI) sub-
strate with device-grade Si on the top. Bonding the top side of the device onto a 
temporal substrate followed by etching of the back-layer Si handle wafer exposes 
the buried oxide. Peeling off the device from the temporary substrate forms a piece 
of flexible electronics with t-SiO2 to simultaneously serve as the chronically stable 
biofluid barrier and the capacitive sensing interface. Acceleration tests at elevated 
temperatures provide understanding on the chemistry and kinetics of the dissolu-
tion of t-SiO2. As illustrated in Fig. 10.3b, the t-SiO2 thin film shows a systematic 
reduction in thickness due to the hydrolysis (SiO2 + 2H2O → Si(OH)4), and the 
lifetime linearly depends on the thickness. Temperature-dependent studies confirm 
that the dissolution rates depend exponentially on 1/T, which is consistent with the 
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Arrhenius scaling (Fig.  10.3c). The results indicate that the reaction proceeds 
exclusively at the surface without reactive diffusion into the film or permeation 
through defects. These findings enable the integration of t-SiO2 with actively mul-
tiplexed Si  transistor arrays for large-scale electrophysiology. Figure 10.3d shows a 
system consisting of 396 actively multiplexed sensing units with capacitive cou-
pling. The design of a unit of this type appears in Fig. 10.3e, with a multiplexer 
connected to the back end to switch the unit and a source follower amplifier for 
signal processing. A layer of t-SiO2 covers the entire interface, isolating all metal 
interconnects and electronic components from the biofluids. Bending (10,000 bend-
ing cycles) and soaking (120 days in phosphate-buffered saline [PBS], room tem-
perature) tests highlight the mechanical flexibility and longevity of this platform, 
respectively (Fig.  10.3f). In vivo recording of the auditory cortex in rat models 
shows stable leakage current (~10−8 A) up to 20 days (Fang et al. 2017). The multi-
plexed transistor arrays can be readily scaled up to a very large coverage area and 
channel count, meeting the requirement for the study of brain activities in higher 
mammals such as primates.

Fig. 10.3 (a) Schematic illustration of key fabrication steps exploiting thermal SiO2 as biofluid 
barrier layer for implantable devices. (b) SEM images showing change in the thickness of a ther-
mal SiO2 (thickness: 1 μm) during soak test in PBS at 96 °C. (c) Dissolution speed of t-SiO2 as a 
function of 1/T showing the linear relationship consistent with Arrhenius scaling. (Panel a–c 
reprinted with permission from Fang et al. (2016). Copyright 2016 National Academy of Sciences.) 
(d) Optical image of an actively multiplexed, capacitively coupled sensing system with t-SiO2 
encapsulation and 396 sensing nodes in a slightly bent configuration. (e) Optical image of a sens-
ing node with two Si transistors serving as the multiplexer and the amplifier, respectively. (f) The 
output curves of a representative sensing unit to a sine wave input after 10,000 bending cycles and 
after soak test (120 days). (Panel d–f reprinted with permission from Fang et al. (2017). Copyright 
2017 Nature Publishing Group)
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10.5  Heavily Doped, Highly Conductive Monocrystalline Si 
Interface for Sensing and Stimulation

Despite the advantages of using t-SiO2 as a novel type of relatively inert and defect- 
free biofluid barrier for various types of bioimplants, the intrinsic insulating prop-
erty of SiO2 sets fundamental limitations in its applications as the biotic/abiotic 
interface material in neuroengineering at high spatiotemporal resolution: in this 
design, t-SiO2 is unpatterned, and the sensing takes place through capacitive cou-
pling between the biotissues and transistors. Accordingly, the top gate dielectrics 
and the sensing interface form a voltage divider structure with two capacitors in 
series (Fang et al. 2017; Li et al. 2019, 2020). The voltage gain of the circuit can be 
calculated as

 
Total gain out In TG in CAP TG CAP= = = +( )V V V V C C C

 
(10.1)

where Vout is the output voltage, VIn is the input voltage, VTG is the voltage drop 
across the transistor, CCAP is the interface capacitance, and CTG is top gate capaci-
tance. As a result, strategies to avoid signal attenuation involve maximizing the ratio 
of CCAP to CTG, which can be achieved through either reducing the thickness or 
increasing the lateral dimension of the t-SiO2 capacitor according to the following 
equation:

 C A t= ε εr 0  (10.2)

where εr is the relative permittivity of the material of the capacitor, ε0 is the vacuum 
permittivity (ε0 = 8.854 × 10−12 F m−1), and A and t are the area and thickness of the 
capacitor, respectively.

However, such types of scaling will either compromise the lifetime or the spatial 
resolution of the system (Feiner et al. 2016). To circumvent this problem, a recently 
reported study uses patterned p-type Si NMs (p++-Si, concentration: 1020 cm−3) inti-
mately bonded to t-SiO2 to form a conductive pathway that enables the direct electri-
cal coupling to the top gate of the transistor. Although lightly doped Si dissolves in 
water at relatively high rate with transient performances in biofluids (~20 nm/day at 
37 °C), p-type dopants can reduce the width of the depletion region at the water/Si 
interface by lowering the Fermi level in Si, thereby promoting the recombination of 
injected electrons with holes and impeding the reduction of water during the Si dis-
solution (Li et al. 2018; Seidel et al. 1990). As a result, p++-Si demonstrates a much 
lower dissolution rate (~0.5 nm/day at 37 °C) and can serve as a chronically stable 
conductive sensing interface (sheet resistance: 32 Ω/sq) and biofluid barrier simulta-
neously. Figure 10.4a shows an illustration of a device of this type highlighting key 
functional layers (exploded view). The monolithic structure of p++-Si and t-SiO2 
(denoted as p++-Si//t-SiO2) with chemically bonded interfaces formed at 1000  °C 
eliminates the capacitors at the surface of the electrode and enables direct electrical 
coupling between biotissues and transistors. Coating and patterning a layer of noble 
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metal on the side in contact with biofluids enables a 100% fill factor (defined as the 
ratio of sensing area to total unit area). Figure 10.4b, c present optical images of a 
sensing node before and after the coating of 300 nm Au, with p++-Si only occupying 
a small portion (5%) of the whole area. This coupling strategy without signal attenu-
ation provides a voltage gain of ~0.99 (design point: 1) (Fig. 10.4d), as expected 
based on Eq. (10.1). Systematic studies investigate key parameters (via opening size, 
fill factor of p++-Si) on the scalability of active electronics with p++-Si//t-SiO2 inter-
face for electrical recording with high spatial resolution (Li et al. 2019, 2020). Due to 
the direct electrical coupling, the devices show stable electrical performances with 

Fig. 10.4 (a) Schematic illustrations of active Si transistor arrays with p++-Si//t-SiO2 encapsula-
tion and 64 sensing nodes. (b, c) Optical images of a sensing unit before (b) and after (c) the 
deposition of a metal coating. (d) Output characteristics of a sensing node with an AC input (volt-
age, 2.8 mV; frequency, 10 Hz). (e) Circuit diagram of a test system to evaluate efficiency and 
stability of p++-Si stimulation electrodes. (f) Lifetimes of p++-Si and Au electrode with different 
stimulation voltages. (Panel a–f reprinted with permission from Li et al. (2018). Copyright 2018 
National Academy of Sciences.) (g) SEM images showing the side views of TiSi2 during soak tests, 
suggesting no change in thickness at 96 °C for 10 days. (h) Statistics of lifetimes of transistors 
encapsulated by t-SiO2, p++-Si//t-SiO2, and TiSi2/p++-Si//t-SiO2. (Panel g and h reprinted with per-
mission from Li et al. (2019, 2020). Copyright 2019 American Chemical Society.) (i) Schematic 
illustration of transferring crystalline SiC for use as flexible, long-lived, and multifunctional bio-
electronics. (Panel i reprinted with permission from Phan et al. (2019). Copyright 2019 American 
Chemical Society)
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low variations in gain (~0.97–0.99) and noise (~30–80  μV) levels over a wide 
dynamic range (−100  Hz, input voltage: 2  mV). In contrast, devices with t-SiO2 
encapsulation demonstrate strong dependence on the lateral dimension of the inter-
face capacitor (Fang et al. 2017). The structure of p++-Si//t-SiO2 provides a conduc-
tive interconnect to the top gate transistor and enables the capability for scaling to the 
resolution only limited by the dimension that can be achieved using semiconductor 
fabrication facilities. Such a monocrystalline, conductive interface can also deliver 
current for electrical stimulation in neuro- and cardiac science (Fig. 10.4e). Studies 
of electrochemical stability of the electrical interface during pulsed-mode stimulation 
evaluates the lifetime of p++-Si (170 nm) and conventional thin-film materials (Cr/
Au) (Li et al. 2018). While Au reacts with ions in PBS in the presence of a voltage 
(2–5 V) through the reaction (Au + 4Cl− → AuCl4

− + 3e−) which lately causes thin-
film dissolution and delamination from the substrate, p++-Si remains stable under the 
same conditions, suggesting its excellent and reliable properties to simultaneously 
serve as electrical interface and encapsulation layer for stimulation electrodes.

In the meantime, the choice of conductive interface material is worth further 
attention, as p++-Si has lower activation energy (0.82 eV) and, as a result, possesses 
a dissolution rate 1–2 orders higher than that of t-SiO2 (1.32 eV) (Fang et al. 2016) 
and limits the lifetime of the system at body temperature to several years (with ~60- 
nm thickness). To address this issue, recent studies also focus on finding Si-based 
alternatives with higher conductivity and lower reactivity with water. One strategy 
is to use metal silicide alloys formed by the deposition of Ti on p++-Si followed by 
thermal annealing (850 °C) (Li et al. 2019, 2020). The silicidation partially con-
sumes top-layer Si and yields a TiSi2/p++-Si structure. The backside wafer etching 
steps described in Fig. 10.3 flip the stacks to form a p++-Si/TiSi2//t-SiO2 structure 
with p++-Si in contact with biofluids. Experimental studies and theoretical investiga-
tions using reactive diffusion modeling suggest the extrapolated lifetime of TiSi2 to 
be approximately three orders of magnitude higher than that of a SiO2 interface with 
a similar thickness. Consequently, the lifetime of the whole system with p++-Si/
TiSi2//t-SiO2 can be solely decided by the slow but finite dissolution of t-SiO2 
(Fig. 10.4g). However, the stability and suitability of TiSi2 as chronic neural inter-
face requires further studies. As one step further beyond this point, another study 
reports the use of transferred cubic silicon carbide (3C-SiC) nanomembranes (NMs) 
prepared by low-pressure chemical vapor deposition (LPCVD) as an alternative 
strategy for the encapsulation of bioimplants. The conductivity can be tuned by 
introducing dopants (e.g., aluminum or nitrogen) to form p- or n-type conductive 
interfaces (Phan et al. 2019). Systematic studies demonstrate that 230-nm SiC NMs 
show no hydrolysis behavior in PBS, with no detectable water permeability for 
60 days at 96 °C, setting the record for conductive Si-based NMs as biofluid barriers 
among results reported so far. No Na+ diffusions through SiC are detected at a thick-
ness of 50 nm after soaking tests in PBS for 12 days at 96 °C. In addition to the 
encapsulation capability, SiC NMs are also well-suited as temperature and strain 
sensors due to the thermoresistive and piezoresistive phenomenon (Phan et  al. 
2019), respectively, suggesting a promising pathway towards multifunctional plat-
forms for the applications in neural and cardiac electrophysiology.
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10.6  Challenges and Perspectives

This chapter reviews recent progress in advanced materials and integration strate-
gies for the development of chronically stable neural interfaces for long-term sens-
ing and stimulation. While conventional encapsulation approaches show limitations 
due to intrinsic and extrinsic problems, the use of thin-film materials derived from 
monocrystalline Si appears to circumvent these challenges by providing ultrathin, 
flexible capacitive/conductive encapsulation layers with very low water vapor trans-
mission rates. Incorporating these concepts with advanced neural circuits will likely 
provide further opportunities in developing bio-integrated electronics as the basis 
for closed-loop neuromodulations. While the studies reviewed here address chal-
lenges in the chronic stability of electronic devices, the biocompatibility of the sys-
tem requires further attentions, as tissue reactions such as immunogenic fibrotic 
scar formation can isolate the devices from the surrounding environment to compro-
mise sensing performances. This could reduce the effective lifetime of the implant-
able platform even if the sensor remains functional during chronic implantation. To 
avoid this issue, one solution is to use functionalized polymers (e.g., polymers with 
zwitterionic interfaces) and/or drug-eluting materials to suppress the immunogenic 
responses and the formation of insulating scars caused by nonspecific enzyme/cell 
binding on the neural electrodes. Additionally, although it would be highly desirable 
to build sensing platforms having the merits described above, the cost and morbidity 
due to additional procedures and surgeries to remove the bioimplants can lead to 
potential problems. To solve this, one solution is to substitute the conventional 
materials (e.g., Au, Cr, Ti, Cu) with more bioresorbable counterparts (e.g., Mo, Zn, 
Mg) (Yin et al. 2014, 2015). These materials together with Si electronics can go 
through complete bioresorption, producing benign end products that can be effi-
ciently cleared via normal metabolic pathways (Bai et al. 2019). These bioresorb-
able electronic technologies could enable continuous, high-fidelity recording and 
data streaming over well-defined time periods matching the treatment process prior 
to complete dissolution, eliminating the danger and cost associated with non- 
resorbable metals. Overall, the future of the research field will bring together col-
laborative and multidisciplinary efforts in materials science, biomedical engineering, 
electrical engineering, and neuroscience. The continued interests in both fundamen-
tal and applied research will undoubtedly create a fertile research area for advanced 
healthcare.
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Chapter 11
Regenerative Neural Electrodes

Gildardo Guzman, Muhammad Rafaqut, Sungreol Park, and Paul Y. Choi

11.1  Introduction

With nearly 2 million amputees in the United States and roughly 185,000 yearly 
amputations due to diabetes and peripheral arterial disease, prosthetic technology 
advancements have become an increasingly important topic (Kathryn Ziegler- 
Graham et al. 2008). Unfortunately, current prosthetic technology is far from per-
fect, as a review from 1980 to 2006 displayed a rejection rate of 45% for upper body 
prosthetics and 35% for body-powered prostheses and electric prostheses, respec-
tively (Biddiss and Chau 2007). This points to current prostheses being inadequate 
replacements for lost limbs and suggests that there is much room for improvement. 
Over the past decades, huge leaps have been made in prosthetic technology and 
improved patient satisfaction. Advancements have led to the development of two 
major interfacing technologies: brain-machine interfaces which are implanted in the 
brain and translate signals from the cortex and peripheral nerve interfaces which are 
implanted directly into or around peripheral nerves to record signals. Both translate 
the recorded signals into movement of a prosthetic limb; however, these technolo-
gies each come with their own set of problems.

Brain-machine interfacing works with brain signals that may be too weak when 
recording outside of the cranium and require implantation within the cranium, mak-
ing it a highly invasive procedure (Brown et  al. 2004; Lee et  al. 2008). Implant 
devices must be designed to effectively record brain signals without damage, but 
inserting an electrode array may potentially damage the brain (Edell et al. 1992). 
Brain signals are also harder to translate into movement since limb movements are 
not processed in an isolated area of the brain but rather multiple foci that represent 
any movement, making the recorded signals abstract and harder to interpret (Rao 
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et al. 1995; Sanes et al. 1995). In contrast, peripheral nerve interfaces (PNIs) are 
directly implanted on/in peripheral nerves, thus avoiding any risk of damage to the 
brain or central nervous system, and expose the peripheral nerves to minimal dam-
age (Munger et al. 1992; Thanos et al. 1998; Branner et al. 2001; Stieglitz 2004; 
Navarro et al. 2005). Since signals from peripheral nerves have a much more obvi-
ous connection to movement than those found in the brain, a PNI allows for easier 
translation to prosthetic movement. A PNI uses electrodes to record neural signals 
and translates the information into specific functions such as movement. A limiting 
factor of PNIs is that extracellular action potentials are relatively weak and difficult 
to effectively detect and work with (Loeb and Peck 1996). Clinically viable PNIs 
must also be able to remain functional for years or even decades. These limitations 
have given rise to diverse PNIs, each seeking to address a certain limitation.

Myoelectric sensors paired with targeted muscle reinnervation can vastly 
improve the dexterity of a prosthetic device as compared to body-powered prosthet-
ics (Kuiken et al. 2009). However, myoelectric technology is limited since the abil-
ity of myoelectric sensors to detect electrical muscle outputs becomes inhibited over 
extended periods of time by humidity and sweat which are quite common in pros-
thetic zones of attachment. The quality of information collected also suffers, because 
surface electrodes are limited to individual muscles as opposed to being nerve spe-
cific (Birbaumer et al. 2004). Kung et al. developed a PNI which used neurotized 
muscle units in a similar fashion to surface electrodes. The key difference was that 
the electrodes were subdermal and thus closer to the muscle and nerves, allowing 
for improved readings (Kung et  al. 2014). Another subdermal alternative is cuff 
electrodes, which encircle nerves and offer higher selectivity than surface elec-
trodes. Their cuff structure confines both reading and stimulation to what is inside 
the cuff’s structure, increasing selectivity and decreasing cross-reading. However, 
due to their all-encompassing structure, they cannot record signals from distinct 
axonal fascicles (Loeb and Peck 1996). To address this problem, multichannel cuff 
electrodes (Rozman et al. 1993; Navarro et al. 2001) and flat-interface nerve elec-
trodes have been developed, aiming to reshape nerves in order to increase selectivity 
(Durand et al. 2009).

In addition to extraneural interfaces, intraneural interfaces have also been devel-
oped to record neural signals. The main advantage of intraneural interfaces is that 
they can record stronger signals since intraneural action potential amplitudes are 
higher than extraneural potentials (Yoshida et al. 2000). They also have access to 
both motor and sensory axons allowing for modality-specific stimulation for sensa-
tion (Dhillon et  al. 2004; Rossini et  al. 2010). Longitudinal intrafascicular elec-
trodes (LIFEs) are a type of electrode that is inserted through the ends of amputated 
nerves. Their elongated structure has allowed them to penetrate deep into neural 
fascicles for recording and stimulation purposes (Malagodi et al. 1989; McNaughton 
and Horch 1996; Yoshida et al. 2000; Lawrence et al. 2003). A few variations of 
LIFEs have been used to elicit graded sensation of touch, position, and joint move-
ment (Dhillon et al. 2004; Lawrence et al. 2004). Penetrating interfaces are another 
form of intrafascicular interface, consisting of needlelike electrode arrays. They 
were designed for use in the central nervous system, but have been tested in the 
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peripheral nervous system as well (Vallbo et al. 1979; Hagbarth 1993). After testing, 
however, only 10–20% of penetrating electrodes were shown to be capable of 
recording single-unit responses in mechanoreceptors (Branner and Normann 2000; 
Branner et al. 2001). Another example of a penetrating interface is the transverse 
intrafascicular multichannel electrode (TIME). In testing, this interface was 
implanted using a needle which penetrated longitudinally through the side of the 
nerve, pulling the electrode along behind it. The interface was held in place using 
fibrin glue and used to selectively stimulate and record different groups of axons in 
various fascicles in the nerve (Boretius et al. 2010). The drawback of penetrating 
interfaces is that they are relatively rigid. While this is not a disadvantage in the 
central nervous system where the implant is not subject to macro-motions, it is in 
the peripheral nervous system where implants are subject to macro-movements 
from the nerve itself and the surrounding muscles. This may result in premature 
failure of the interface.

All of these have led to the development of regenerative peripheral nerve inter-
faces (RPNIs). The idea of an RPNI was proposed in 1973 in a paper published by 
Llinas et al. (1973), but was first implemented in a design that allowed both record-
ing and regeneration in 1991 (Kovacs et  al. 1992). RPNIs work with transected 
nerve tissue by suturing the nerve stumps to a medium through which the nerve will 
regenerate (Edell 1986; Kovacs et al. 1992). An example of this is the sieve elec-
trode interface, which is composed of a substrate structure (usually silicon, PDMS, 
or polyimide) with perforations known as via holes through which the axons grow 
(Llinas et al. 1973). These via holes may be surrounded by a ring electrode which is 
used to record and stimulate the axons (Rosen et al. 1990). RPNIs can offer great 
selectivity due to multiple electrodes reading individual axons. The electrode’s 
close proximity to the nerve has also proven to be favorable for signal reading. 
However, effective readings may be dependent on the electrode’s distance to a node 
of Ranvier (Hess and Young 1952; FitzGerald et al. 2009). Regenerative peripheral 
nerve microchannel interfaces can increase selectivity by isolating and recording 
from single axons, effectively eliminating cross-reading and increasing signal 
strength due to encompassment of the node of Ranvier by the microchannel. 
Figure 11.1 shows how the microchannel covers and records neural signals from 
individual axons through structural selectivity during nerve regeneration. Despite 
the current problems that RPNIs face, they are a great option for controlling a pros-
thetic device, since the residual nerve tissue may remain functional for years after 
amputation (Dhillon et al. 2004). They can provide a more intuitive form of control 
due to the peripheral nervous system’s direct link to movements and avoid perma-
nent brain damage, which is seen in some cases from brain-machine interfaces.

This chapter will focus on RPNIs and provide an overview of existing technolo-
gies, along with their application and viability. The first section will discuss con-
duits and how they are used for basic nerve regeneration but do not include 
electrodes. Then it will discuss conduits integrated with electrodes and how they 
work to record and stimulate nerves, but are limited in that unorganized nerve 
growth restricts the consistency and selectivity of recorded signals. Next is sieve 
electrode interfaces, which allow for nerves to regenerate through via holes 
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increasing the number of potential signals recorded, but are limited based on their 
proximity to a node of Ranvier. Microchannel interfaces, with their various struc-
tures and designs, such as rolled polyimide or PDMS interfaces or microwire fabri-
cated channel interfaces, are then reviewed, focusing on their advantages, such as 
organized regeneration, high selectivity, and accurate recordings. The chapter will 
conclude with a discussion on how RPNIs can be improved and tested in the future, 
allowing for their use with human-controlled prosthetics.

11.2  Regenerative Conduit

Regenerative conduits guide along nerve regeneration and are essential for RPNIs 
in helping bridge the gaps between severed and damaged nerves. Several designs for 
regenerative conduits have been developed with their own purposes and approaches, 
and these conduits, and later RPNIs, have all been developed using biocompatible 
material used in neural gap bridging for decades (Lundborg et al. 1981; Suematsu 
et al. 1988; Wang et al. 1993). The conduit’s synthetic biocompatible nature does 
not demonstrate any adverse effects such as an apparent inflammatory response or 
damage to nervous tissue, and the materials needed are widely available and rela-
tively easy to fabricate (Pettersson et al. 2010; Srinivasan et al. 2015). For example, 
one method for conduit manufacture utilizes fibrin glue and a PDMS mold 
(Pettersson et al. 2010). Regeneration using the conduits occurs by suturing both the 
proximal and the distal nerve stumps to opposite ends of the conduit’s tube as shown 
in Fig. 11.2. By altering the fabrication process, conduits may be customized, which 
can improve neural regeneration by avoiding dimensional mismatching and making 
the conduits extremely adaptable (Nichols et al. 2004).

Further research using these conduits and their application for regenerating 
nerves has also been studied. For example, axonal regeneration was successfully 
promoted over a 17-mm nerve gap in a rat model using aligned polymer fibers and 
demonstrated that conduits were functional in bridging long nerve gaps as well 

Fig. 11.1 Microchannel 
combined with an 
electrode for modulating a 
single axon. The 
microchannel is long 
enough to record the neural 
signal from the nodes 
of Ranvier
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(Kim et al. 2008). The regenerated neural tissue reinnervated the distal muscle and 
formed new neuromuscular junctions. Pairing conduits with neurotrophic factors 
was also studied. Neurotrophic factors such as brain-derived neurotrophic factor 
(BDNF), nerve growth factor (NGF), and neurotrophin-3 (NT-3) were shown to 
enhance cell survival, nerve regeneration, and functional recovery in peripheral 
nerves (Fischer et al. 1991; Nagahara et al. 2009; Brock et al. 2010; Rangasamy 
et al. 2010). Lotfi et al. used NGF and NT-3 to selectively entice growth of TrkA+ 
nociceptive with NGF or TrkC+ proprioceptive (Lotfi et al. 2011). The effects of 
either substance on growth were tested using “Y”-shaped tubing with one branch 
containing NGF and the other NT-3. This research showed that neurotrophic factors 
can be used to effectively promote specific axon types and could be used to segre-
gate motor and sensory neurons in peripheral nerve interfaces. In addition to neuro-
trophic factors, the presence of certain cells has been shown to improve neural 
regeneration (Williams et  al. 1984). For example, Schwann cell transplantations 
stimulated growth factor synthesis during nerve regeneration (Friedman et al. 1992), 
and Schwann cell proliferation in conduits may be improved by the presence of 
fibronectin (Evercooren et al. 1982). The effect of different distal ends for regener-
ating axons was also tested as shown in Fig. 11.2. When the distal end was replaced 
with skin or tendon or left open, regeneration was not successful. It was only suc-
cessful when the distal end contained peripheral nerve tissue as shown in Fig. 11.2a.

Different conduit designs work to address different nerve regeneration problems. 
The standard design, a single tube, works to simply connect the two ends of the 

Fig. 11.2 Macroscopic view of 10-mm PDMS chambers with differing cell types at the distal 
ends. (a) Distal nerve at end (3 weeks). (b) Skin cells at end (1 week). (c) Tendon at end (1 week). 
(d) Open at end (3  weeks). Scale bar  =  1  mml. (Adapted with permission from Williams 
et al. (1984))
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severed nerve and allow regeneration to occur. The problem with this method, how-
ever, was that axons regenerated in a disordered manner. This has led to the develop-
ment of microchannel scaffolds which guide along and organize axon regeneration. 
The microchannel scaffolds differed from conduits in that they compartmentalized 
nerve growth into separate elongated channels to control axonal growth, as opposed 
to conduits which allowed relatively disorganized growth (Stokols et al. 2006). The 
regenerative microchannel scaffolds were developed using three different methods: 
pulling microwires out from casted PDMS, rolling a single microchannel layer, and 
a stacked multilayer microchannel scaffold (Lacour et al. 2009; Hossain et al. 2015). 
Fitzgerald et al. developed both the rolled microchannel scaffold and the pullout 
microchannel scaffold (FitzGerald et al. 2012). Srinivasan et al. improved on the 
rolled scaffold and developed their own version (Srinivasan et al. 2015), and Kim 
et al. advanced the pullout scaffold (Kim et al. 2015). Fitzgerald et al. manufactured 
the pullout implant by casting PDMS around bundles of nylon filament (Lacour 
et  al. 2009; FitzGerald et  al. 2012). Alternatively, the advanced pullout scaffold 
developed by Kim et al. was made by tightly packing microwires in PDMS tubes 
and then casting PDMS prepolymer to create the structure (Kim et al. 2015). The 
advantage of this technique was that no specialized equipment or cleanroom facili-
ties were required, increasing accessibility for others attempting to fabricate a 
regenerative scaffold. Srinivasan et al. fabricated the rolled implant using PDMS, 
SU-8, and spin coating techniques (Srinivasan et al. 2015). Their technique for con-
structing the rolling scaffold differed from Fitzgerald et al. in that their microchan-
nel scaffold contained a top and bottom layer, improving the design by more 
effectively sealing the scaffold and making a closed encompassing structure 
(Srinivasan et al. 2015). They also utilized PDMS to create the microchannel scaf-
fold instead of polyimide (Lacour et al. 2008).

These regenerative conduits and microchannel scaffolds were manufactured 
using different methods, but all of them worked to organize nerve regeneration 
through conduits or microchannels. The next step as described in the following sec-
tions was integrating microelectrodes into the conduits and microchannel scaffolds 
for neural signal recording and stimulation.

11.3  Conduit Interface

There have been several different methods of integrating electrodes into conduit 
designs, each with their own advantages. All of the methods serve the basic function 
of neural recording and/or stimulation. One method combines a conduit with a pen-
etrating electrode interface. It combines an area of pin electrodes with a nerve con-
duit, so that as the nerves regenerate through the conduit, electrodes become 
embedded to the regenerated tissue (Fig. 11.3). Previous experiments have demon-
strated that the interface was able to record action potentials as early as 8 days after 
implantation, but since nerve regeneration was highly dynamic in the first 2 weeks, 
initial neural recordings of the interface were highly variable and unstable; however, 
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robust regeneration was observed through the interface (Lotfi et al. 2011; Seifert 
et al. 2012).

Another interface, called the biodegradable nerve regeneration guide (BNRG), 
used agarose as a substrate (Cho et al. 2008). The BNRG structure comprised of a 
tube containing several SU-8 microprobes; the microprobe structure consisted of 
longitudinal perforations embedded with gold electrodes acting as microchannels 
which guided along nerve regeneration. They were designed to limit the number of 
axons that neural signals could be recorded from and improve selectivity, while also 
containing the bipolar grooved electrodes needed for intraneural reading and 
recording.

An alternative RPNI composed of a free unit of muscle that was neurotized by a 
transected nerve (Kung et al. 2014). The muscle unit served as the site for electrode 
implantation and amplified bioelectric signals from the transected nerve, while pro-
viding a durable implantation site for the RPNI. Histologic analysis showed that the 
nerve formed new neuromuscular junctions, and in  vivo testing showed that the 
RPNI remained biologically viable for 7 months and was able to reliably transduce 
bioelectric signals in this time (Kung et al. 2014). The results of this RPNI point to 
potential clinical application with prosthetics, but further studies are required for 
their limited number of electrodes.

Fig. 11.3 (a) Picture of the interface, 18-pin electrode mounted to nerve conduit. (b) Regenerated 
nerve through interface (15 days). (c, d) Nerve after interface removal. Perforations are left by pin 
electrode. Scale bar = 2 mm (a), 1 mm (b, c), and 500 μm (d). (Adapted with permission from 
Seifert et al. (2012))
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11.3.1  Sieve Electrode Interface

Sieve electrodes are circular substrate structures with perforations known as via 
holes. Two major substrate materials are silicon and polyimide. Oxidized silicon 
wafers and a reactive-ion etching process have been used for the fabrication of sili-
con sieve electrodes. After manufacturing, the sieve electrode was attached on both 
sides to a PDMS tube serving as the regenerative conduit (Akin et  al. 1994). 
Spinning and curing polyimide resin and photolithograph patterning have been used 
for polyimide sieve electrodes (Stieglitz et  al. 2002). Like conduits, the nerve is 
sutured so that the axons may regenerate from the nerve’s proximal stump through 
the via holes and connect to the distal stump (Fig. 11.4d). A select number of via 
holes are embedded with electrodes for stimulation and signal recording (Fig. 11.4b). 

Fig. 11.4 (a) Full view of polyimide sieve electrode (b) Close up of sieve part (c) Sieve electrode 
inserted into PDMS guide (d) regenerated nerve through sieve electrode, 6 months after implanta-
tion (e) regenerated nerve with PDMS guide open. (Adapted with permission from Lago 
et al. (2005))
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The electrodes can stimulate or record action potentials from individual axons or 
small fascicles which can then be used to control a prosthesis (Edell 1986; Riso 
1999; Lago et al. 2007). The extent of the device’s functionality depends on the 
extent of axonal regeneration (Rosen et al. 1990; Navarro et al. 1996, 1998; Wallman 
et al. 2001; Ceballos et al. 2002). Sieve interfaces have been successfully used in the 
regeneration of various nerves in rats, with the implant recording and stimulating 
individual axons (Akin et al. 1994).

Unfortunately, the geometry of sieve interfaces limits their functionality, which 
has caused them to fall out of popularity. Higher neural action potential amplitudes 
can be recorded when electrodes are near a node of Ranvier, but one cannot predict 
where nodes of Ranvier will form after the axons regenerate through the via holes. 
Sieve electrodes will often record action potentials that travel through extracellular 
fluid which has low impedance, reducing the amplitude of the recorded action 
potential which in turn reduces signal to noise ratio (Loeb and Peck 1996). As 
regeneration occurs and the node of Ranvier shifts, signals recorded by the electrode 
become inconsistent over time (Shimatani et al. 2003; Lago et al. 2007). Another 
limitation of sieve electrodes is that the optimal via hole size needs to be large 
enough to allow easy regeneration and have enough space between holes so that 
electrodes can be integrated (Zhao et al. 1997). However, this reduces selectivity of 
the recorded signal by allowing bundles of axons to regenerate through and does not 
allow single axons to be recorded. One study calculated that an electrode diameter 
greater than 30 μm was required for ideal nerve recordings (Ceballos et al. 2002; 
Stieglitz et al. 2002).

11.3.2  Microchannel Interface

The microchannel interface addresses some of the shortcomings of the sieve inter-
face. Similar to conduit and penetrating electrode interfaces, the microchannel 
interface is composed of an elongated substrate structure (usually silicon, PDMS, or 
polyimide) with microchannels. The proximal and distal nerve stumps are sutured 
to cuffs which connect to the interface, and axons regenerate through the micro-
channels, some of which are embedded with electrodes for recording and stimulat-
ing the neurons (Fig. 11.5) (Lacour et al. 2009).

A benefit of using microchannel interfaces has been that the recorded action 
potential amplitude is no longer dependent on the electrode’s proximity to a node of 
Ranvier. This is because regenerated axons are confined to microchannels made of 
insulating material. The high impedance of the surrounding microchannel forces the 
action potential to flow longitudinally along the microchannel, making its way to 
the recording electrode (Loeb and Peck 1996). The recorded amplitudes are 
increased as the channel length is increased and microchannel diameter decreased. 
However, while increasing microchannel length positively affects signal recording, 
it may negatively affect regeneration. Lacour et al. showed that axons regenerated 
best up to a length of 1 mm, but reported a sharp decline in regeneration at lengths 
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of 2 mm or more (Lacour et al. 2009). Though regeneration was seen at lengths of 
up to 5 mm, the quality was low with decreased number of axons and myelination. 
Microchannel diameter reduction could improve recorded amplitude, but axon 
myelination would decrease. For example, Lacour et al. demonstrated that 100-μm 
diameter microchannels showed about 4 times as many myelinated axons than the 
55-μm diameter microchannels (Lacour et al. 2009).

11.3.3  Rolled Polyimide Interface

The rolled polyimide interface used a combination of PDMS tubes and a rolled 
polyimide structure (Sun et  al. 2008). The polyimide structure was first planarly 
fabricated with embedded electrodes in the form of strips and was then rolled to 
form a cylinder with the electrode strips longitudinally oriented (Fig. 11.6a, b). The 
rolling formed the microchannels as the 2D channels are closed off by the bottom 
part of the roll’s next layer, effectively making it a 3D microchannel array 
(Fig. 11.6c). Once the polyimide cylinder was formed, it was secured with PDMS 
tubes to prevent unravelling (Lacour et al. 2008).

This interface model was tested by Fitzgerald et al., who demonstrated that 70% 
of the polyimide microchannels were well innervated (FitzGerald et al. 2012). Mean 
axon count per device was 6244, which was similar, and in some cases lower, than 
what was seen in sieve electrodes (Lago et  al. 2005; Ramachandran et  al. 2006; 
Lago et al. 2007). However, a higher percent of the rolled interface’s channels con-
tained electrodes (11% compared to 5% in sieve). Stimulation of neural tissue prox-
imal to the implant elicited a muscular response, indicating that axons had 
successfully regenerated through the axons and reinnervated distal musculature. 
Responses caused by digital stimulation also pointed to sensory neurons success-
fully regenerating. These results showed that the rolled polyimide interface has 
potential but needs further work. For example, due to the rolled nature of the 
implant, the upper enclosure of a microchannel may be imperfectly sealed which 

Fig. 11.5 Diagram of 
microchannel interface. 
Nerve stumps are inserted 
into PDMS fittings and 
then sutured to the 
interface. Implant length 
may vary from 0.5 to 
5 mm. (Adapted with 
permission from Lacour 
et al. (2009))
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could lead to cross reading and in some rare cases allow neurites to cross into an 
adjacent channel (Williams et al. 2007; FitzGerald et al. 2012).

11.3.4  Rolled PDMS Interface

An alternative interface addressed the previous sealing problem by introducing a 
cover layer, which served to better seal each microchannel (Fig. 11.7b). Both the top 
and bottom layers were made of PDMS, while the walls were made of SU-8 
(Fig. 11.7a). The structure formed the microchannels when rolled and the bottom 
PDMS layer was embedded with electrodes which were used for interfacing with 
axons that regenerated through the microchannels. In the initial experiment, the 
embedded electrodes did not perform as expected which prompted a switch to 
inserting microwires for interfacing. A limitation of the rolling process was that it 
left an open core at the center of the interface. This limitation was also in the design 

Fig. 11.6 Major 
fabrication steps of the 
rolled polyimide interface. 
After rolling, structure is 
secured with PDMS tubes. 
(a) 2D channel array 
structure with embedded 
electrodes. (b) 2D structure 
is rolled to form 3D 
microchannel array 
structure. (c) Micrograph 
of the interface’s cross 
section. Notice how a layer 
provides a roof for the 
prior layer. (Adapted with 
permission from Lacour 
et al. (2008))
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developed by Fitzgerald et  al., and they implemented procedures to occlude the 
core; however, occlusion reduced overall regeneration (FitzGerald et al. 2012).

An advantage of this technique was that it was easily scalable to nerves of greater 
diameter by simply increasing the initial length of the planar structure, which 
increased the total number of microchannels as well (Faweett and Keynes 1990; 
Schmidt and Leach 2003). Results verified that the regenerated nerves through this 
interface were chronically stable and do not cause the formation of neuromas 
(Carlton et al. 1991; Lindenlaub and Sommer 2000), demonstrating the potential of 
this technique for application in prosthetics. Since implants for amputees must be 
functional for extended periods of time and formation of neuromas may not be an 
issue with this technique, the implants would not be painful to amputees and could 
allow usage of the prosthetic over extended periods of time (Srinivasan et al. 2015).

11.3.5  Texas Peripheral Nerve Interface

The Texas peripheral nerve interface (TxNI) also made use of microchannels using 
the technique developed by Lacour et al. (2009), but differed in that it packed wires 
into a commercially available PDMS tube filled with solidified PDMS to achieve 
the circular structure and improved dimensional matching. The PDMS structure 
was soaked in chloroform to expand it, allowing the wires to be removed, leaving 
behind an array of microchannel structures (Fig. 11.8b). Commercially available 

SU-8 wall reflection on substrate

(a)

(c)

(b)

(d)

SU-8 walls PDMS cover layer SU-8 walls

Bottom PDMS layer100 µm 100 µm

100 µm

200 µm

1.5 mm

Fig. 11.7 Rolled PDMS with SU-8 wall interface. (a, b) Planar form, prior to roll. (c) Cross- 
sectional view of implant (d) Magnified view of (c); red line shows division between layers. 
(Adapted with permission from Srinivasan et al. (2015))
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microwires were fed into the microchannels to record neural signals (Fig. 11.8c) 
(Ajam et  al. 2016). The device could be customized by using different-diameter 
PDMS tubes and wires in order to match the interfacing nerve. No specialized 
equipment or cleanroom facility was required for fabrication, and since the materi-
als are commercially available, fabrication could be possible in most labs (Lacour 
et  al. 2010; Minev et  al. 2012). During implantation, PDMS tubes were used as 
suture guides.

Due to the fabrication method, each microchannel was isolated and sealed, pre-
venting cross reading and allowing for higher selectivity (Gore et al. 2014; Kim 
et  al. 2014). The microchannel diameter was 75  μm or greater, since this was 
observed to improve regeneration in the sieve model (Zhao et al. 1997; FitzGerald 
et al. 2009). Histological analysis revealed that axons and Schwann cells regener-
ated successfully in both the 75-μm and 200-μm channels. The microchannels were 
surrounded by a thin band of tissue, mimicking the compartmentalization of axons 
seen in healthy cells (Clements et al. 2009; Garde et al. 2009). This tissue could 
serve to better isolate action potentials from separate microchannels, or it might 
inhibit action potential amplitudes; further testing would be required. Overall, the 
device showed potential for application in prosthetics, since it was demonstrated to 
record action potentials in motion and has a highly customizable nature.

11.4  Conclusion

RPNIs hold exciting potential for applications in prosthetics. As new techniques are 
developed and refined, signal to noise ratio and selectivity have increased. Should 
an adequate level of selectivity be reached, it may be possible to process these sig-
nals to translate them into movements in prosthetics. RPNIs produce a higher signal 
to noise ratio than conventional PNIs due to the high axon-electrode proximities. 

Fig. 11.8 (a) Schematic of TxNI; blue wires are used for recording (b) 50-microchannel scaffold, 
no microwires. (c) Scaffold from (b) with 16 microwires inserted. (From Ajam et  al. (2016), 
open-source)
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Additionally, they are well-suited for amputees where the remaining nerves are 
available for interfacing. Research shows that in long-term amputees, neural path-
ways for missing limb control remain intact (Sanes et al. 1992; Sanes and Douglas 
2000). By transecting residual nerves and allowing them to grow through RPNIs, it 
may be possible to establish intuitive control of a prosthetic limb using these neural 
pathways.

PNIs have already been shown capable of interfacing with external devices 
(Dhillon et al. 2004; Lawrence et al. 2004). RPNIs feature higher selectivity and 
quantity of individual axons, and this points to that RPNIs have even more potential 
for interfacing with external devices. Further improvements of RPNIs are needed to 
push prosthetics further and finally allow successful integration of nerve interfaces 
with prosthetic technology, introducing a new age of man and machine synergy.
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Chapter 12
Passive RF Neural Electrodes

Katrina Guido and Asimina Kiourti

12.1  Introduction

Implanted brain-machine interfaces (BMIs) have the potential to produce advance-
ments in many fields, including more reliable and more functional prosthetics, 
detection and prevention of seizures, management of symptoms associated with 
chronic diseases such as Alzheimer’s and Parkinson’s, and treatment of mental dis-
orders, as well as improving the current scientific understanding of the brain and 
consciousness (During et al. 1989; Polikov et al. 2005; Hochberg et al. 2006; Blount 
et al. 2008; Kipke et al. 2008; Wise et al. 2008). Nonetheless, currently available 
implantable technologies lack the ability to perform the unobtrusive, chronic moni-
toring to make such advancements.

The technologies covered in the previous chapters discuss methods in which to 
connect or interface implants/electrodes to the brain. However, many neglect to 
discuss the challenges associated with connecting the implant to the external envi-
ronment (i.e., connecting electrodes from the inside to the outside of the body) to 
facilitate data transfer. Many of the implantable BMIs currently in use rely on wired 
connections from neural implants to exterior data recording/transmitting units that 
perforate the skull for the lifetime of the implant (Wise et al. 2008; Waziri et al. 
2009). This setup restricts testing to a clinical environment, limits patient move-
ment, and is prone to infections.

To eliminate perforation of the skull, many groups have turned to wireless data 
transmission, but this method also has its own unique set of challenges. Employing 
batteries on the implant to amplify neural activity and to facilitate wireless transmis-
sion poses the risk of neuron death caused by heat generation from both the battery 
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and the densely packaged implanted electronics (Kim et  al. 2007; Dethier et  al. 
2013). Added to the above, implanted batteries are cumbersome as they increase the 
size of the implant and require replacement and/or recharging. In response to these 
so-called “active” implants, passive neural implants were created (Rao et al. 2014; 
Song and Rahmat-Samii 2017). Using the concept employed by radio-frequency 
identification (RFID) tags, an external interrogator unit transmits a radio-frequency 
signal that turns on an implant. The implant then collects, amplifies, and backscatters 
the recorded neural data to the interrogator where the data is now accessible for post-
processing. This type of BMI removes the complexity and the bulk of the power 
consumption from the implanted device, moving these requirements to outside of the 
body (the interrogator) instead (see Fig. 12.1). Nevertheless, power is still needed for 
signal amplification within the implant as is shown by the presence of an integrated 
circuit (IC) in Fig. 12.1. For such passive implementations, batteries are avoided and 
radio-frequency (RF) power-harvesting circuits are rather used to rectify, regulate, 
and store energy. Despite the lack of batteries, heating of neural tissue is still a con-
cern and limits the amount of power that can be supplied to the implant.

Further reducing the power consumption of the implanted device, Schwerdt et al. 
(2011) and Schwerdt et  al. (2012) introduced a new class of fully passive brain 
implants. This implies implanted devices that have no power requirements (i.e., not 
just the absence of a battery but also no power harvester, no rectifier/regulator, IC, 
etc.). Though considered safer, it is worth highlighting that fully passive implants 
cannot amplify neural signals before transmitting through body tissues, which are 
associated with high loss. As such, one of the main challenges associated with such 
fully passive wireless transmission is recording the low-voltage neural signals. The 
types of neural signals are shown in Table 12.1. With local field potentials (LFPs) as 
low as 20 μVpp, the minimum detectable signal of a fully passive implant/interroga-
tor system becomes a key design specification. Designing wireless and fully passive 
implants with sensitivity as high as 20 μVpp has been the focus of several recent 
works (Lee et al. 2015; Kiourti et al. 2016; Lee et al. 2017). This chapter primarily 
focuses on this latter class of wireless implants, the fully passive devices.

12.2  Passive Devices

12.2.1  System Overview

Passive devices include those that employ energy harvesters in which the implanted 
device uses (but does not store) power from the ambient environment to amplify 
neural signals before transmission back to the interrogator unit. Both harvesting 
glucose from the body and using inductive power transfer have been suggested for 
powering BMIs; however, the latter has shown more promise (Rao et  al. 2014). 
Similar to an RFID device, to optimize the efficiency of inductive power transfer, 
the implanted antenna’s termination impedance is modulated and the received 
power is then converted from RF to DC to power the implanted device. This 

K. Guido and A. Kiourti



301

modulation is provided by the wireless link. As such, the antennas used to transmit 
and receive the power as well as the frequency of operation are key components of 
the system design.

Thus far, implanted loop antennas have been used to achieve such power transfer 
with the optimal frequency located in the range of a few hundred MHz to a few GHz 

RFID-inspired wireless power
and data telemetry

IC Flexible
platform

On-body transmit antenna

Implant antenna

Feedback data transfer

Feedback information from
touch and position sensors

Controlling
mechanical actuators

Neural data transfer

Fig. 12.1 Passive end-to-end BMI with the electrode array and antenna patterned onto a single 
substrate. Note that the post-processing and a majority of device complexity are located outside of 
the body. However, wireless power telemetry is still required to operate the implant. (Reproduced 
with permission from Rao et al. (2014))
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(Bjorninen et al. 2012; Rao et al. 2014). Envisioning an end-to-end system to com-
municate with prosthetic devices, shown in Fig. 12.1, Bjorninen et al. designed an 
implantable BMI that sits on the surface of the cortex to record ECoG signals. The 
BMI integrated an 8 × 8 electrode array and the implanted antenna onto the same 
substrate, patterning both onto the flexible and biocompatible polymer Parylene C 
using a Pt-Au-Pt layering arrangement.

Several considerations come into play when designing passive brain implants:

• Implant size. Placing both the electrodes and the antenna on the same substrate 
saves space, which is important for clinical considerations when implanting any-
thing into the body.

• Power efficiency. Size constraints outlined above, on the other hand, reduce the 
efficiency of power transfer (Bjorninen et al. 2012).

• Foreign body response (FBR). FBR implies the immune system’s reaction to a 
foreign/nonbiological substance in which scar tissue forms around the foreign 
body. Integration of both the electrodes and the antenna on the same biocompat-
ible substrate helps to avoid such complications.

• Flexible materials. Designing the device on a flexible substrate as opposed to a 
rigid one relaxes the size constraint. A flexible substrate allows the device to 
conform to the body rather than the body trying to conform to a rigid device 
(which in part initiates FBR).

• Frequency selection. Finite element (FE) simulations using ANSYS high- 
frequency structure simulator (HFSS) showed that the optimal frequency for link 
power efficiency for this particular arrangement was 400 MHz. At this frequency, 
using 6.5 × 6.5 mm2 loops with an interrogating loop inner diameter of 15 mm 
results in a maximum of approximately 0.4 mW reaching the IC for RF-to-DC 
conversion (Bjorninen et al. 2012).

• Specific Absorption Rate (SAR). SAR quantifies the human body’s rate of energy 
absorption when exposed to RF radiation and is given by Eq. 12.1:

 
SAR =

σ
ρ
E

2

 
(12.1)

Here, σ is tissue conductivity, ρ is tissue mass density, and |E| is the root mean 
square (rms) electric field magnitude (Cleveland and Ulcek 1999). Expectedly, 
(inter-) national safety standards limit the maximum allowable SAR levels. In turn, 

Table 12.1 Voltage and frequency range of various neural signals (Muller et al. 2015)

Neural signals Voltage range Frequency range

Electroencephalography (EEG) 2–100 μVpp 0.5–50 Hz
Electrocorticography (ECoG) 2–1000 μVpp 1–500 Hz
Local field potential (LFP) 20–2000 μVpp 1–500 Hz
Action potential 20–2000 μVpp 250–10 kHz
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this limits the amount of power one is able to transmit to the implant. As an exam-
ple, the Federal Communications Commission (FCC) lists the maximum allowable 
SAR at 1.6 W/kg per 1 g of tissue (for general public expo-sure). SAR levels for 
passive devices are primarily dependent on the interrogating antenna. To minimize 
SAR, the interrogating antenna must exhibit a low near electric field as seen in 
Eq.  12.1 while maintaining a high near magnetic field (high coupling with the 
implanted antenna) (Song and Rahmat-Samii 2017).

12.2.2  Interrogator Antennas

Focusing on optimizing the wireless link, Mark et al. investigated the use of seg-
mented loop antennas as an option for reducing SAR (Mark et al. 2011). To maxi-
mize antenna coupling, the interrogator antenna should be larger in size than the 
implanted one; however, as circumference of the interrogator antenna becomes 
electrically large (approaching the effective wavelength), current distribution over 
the antenna becomes nonuniform (Mark et  al. 2011). This nonuniform current 
results in a nonuniform electric field distribution creating “hotspots.” To alleviate 
this issue, Mark et al. divided the loop into segments connected via capacitors. 
The capacitors adjust for the current phase shift along the antenna, effectively 
making the current uniform in spite of the large antenna size; however, the capaci-
tors also decrease link power efficiency by increasing power loss over the antenna 
(Moradi et al. 2013b).

To minimize power loss, the antenna was divided into two segments with four 
parallel capacitors connecting the segments. Rao et al. also suggested tilting a solid 
loop antenna (Rao et al. 2014). Tilting reduces SAR by reducing the intensity of the 
peaks in the electric field incident on the tissue, which are primarily focused at the 
feed of the antenna. Figure 12.2a shows the solid, 5-segmented loop with each seg-
ment joined by a single capacitor and 2-segmented loop joined by four capacitor 
loops along with the tilted-loop arrangement. Figure 12.2b shows the electric field 
distributions on the surface of tissue generated by each of the antennas. In Fig. 12.2b, 
note that though the 5-segmented loop exhibits the best distribution of the electric 
field in terms of reduction in hotspots, the 2-segmented loop provides the best bal-
ance between hotspot reduction and power link efficiency.

Additionally, to maximize power gain of the system, the number of loops of the 
interrogator antenna can also be increased instead of splitting the ring into seg-
ments. By increasing the number of loops of the interrogator antenna to two, Khan 
et al. (2016) measured an increase of 20 mW in power gain, which equates to an 
increase of about 2 mW delivered to the implanted device, while staying within 
safe SAR levels. SAR levels are reduced for this geometry because the antenna 
feed is moved to the top layer, which is further from the tissue, similar to tilting 
the antenna.
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12.2.3  Implanted Antennas

Given that size of the implanted device is limited, increasing the size of the implanted 
antenna cannot be used to increase link power efficiency. To increase antenna cou-
pling (and therefore link power efficiency) for a more localized implant (more so 
than an ECoG recording), Moradi et  al. investigated the use of 3-dimensional 
implanted antennas (Moradi et al. 2013a). Comparing a 1 × 1 cm2 planar loop to a 
1  ×  1  ×  1  mm3 cubic antenna, the cubic antenna performs better, exhibiting an 
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2-segmented loop Tilted solid loop
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Fig. 12.2 (a) Interrogator loop geometries designed to improve SAR levels over the traditional 
solid loop. (b) Electric field distribution in tissue generated by each of the antenna geometries. 
(Reproduced with permission from Rao et al. (2014))
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increased maximum power gain. When a magnetodielectric core (SMMDF101) is 
inserted into the center of the cubic loop, the cubic antenna exhibits an up to 10 dB 
improvement in maximum power gain over the planar loop. The cubic antenna 
results in an increased coupling area compared to a planar antenna with the same 
footprint and results in an increase in size of the current path; the core increases the 
inductance of the cubic loop, which increases the power gain.

Notably, using a planar structure while increasing the number of loops approaches 
the performance of a cubic antenna with the same footprint (Song and Rahmat- 
Samii 2017). Increasing the number of loops to five resulted in a 15-dB improve-
ment in maximum power gain over a single loop but was still 10 dB less than that of 
the solid cubic antenna.

12.2.4  Disadvantages of Passive Systems

As mentioned earlier in Sect. 12.2, a primary concern with passive devices is 
SAR. Even though these implants do not have batteries and are therefore passive, 
they still contain an IC that requires power, raising concerns about SAR levels. 
Additionally, the IC requires space, adding bulk to the implanted device. Adding an 
IC to the 1-mm3 implanted antenna can increase the size of implant by at least 
100%. When antennas must be at most on the order of a few millimeters, an addi-
tional millimeter or two thanks to an IC poses a challenge in terms of integration 
into the biological environment.

12.3  Fully Passive Devices

12.3.1  System Overview

Fully passive implants do not rectify or regulate any external power source; thus, all 
amplification and post-processing occurs at the interrogator. This type of device 
removes all complex circuitry from the inside of the body, making use of microwave 
backscattering.

Figure 12.3 shows a block diagram of the basic operation of a fully passive 
implant employing microwave backscattering. As seen, the system consists of two 
main components: the brain implant (or neurosensory) and the exterior interrogator. 
The signal generator in the interrogator unit generates a carrier signal, which the 
interrogator antenna then transmits to the implanted antenna. The carrier signal (at 
frequency fcarrier) acts to turn on the neurosensor by activating the mixer (i.e., 
diode(s)). Meanwhile, implanted electrodes also connected to the mixer are sensing 
neuropotentials (at frequency fneuro). The mixer produces third-order products of the 
two inputs (i.e., 2fcarrier ±  fneuro), which the implant antenna transmits back to the 
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interrogator as amplitude-modulated transmission (hence the term backscattering). 
Rather than using the first harmonics (i.e., fcarrier  ±  fneuro), the second harmonics 
(third-order mixing products) are chosen because reflections of the incident carrier 
signal off tissues and other biomatter creates noise of frequencies primarily cen-
tered around the low-voltage, low-frequency neural signals (Schwerdt et al. 2011). 
These reflections would reduce the sensitivity of the system if first-order products 
were used. At the interrogator, the third-order products are filtered, amplified, and 
visualized in the frequency domain via a spectrum analyzer. The neural signal is 
visualized in the time domain by demodulating the received signal using the initial 
carrier signal generated by the function generator.

12.3.2  Signal Attenuation and Operating Frequency Selection

Unlike the passive devices aforementioned which use low frequencies and inductive 
coupling to establish a wireless link, fully passive devices use higher frequencies 
(on the order of a few GHz) for microwave backscattering. The higher frequencies 
(smaller wavelengths) allow for smaller antennas; thus, antenna designs beyond 
inductive coils can be employed (Schwerdt et al. 2011, 2012, 2015; Lee et al. 2015; 
Kiourti et al. 2016; Lee et al. 2017). However, as frequency of operation (fcarrier) of 
the device increases, so does signal attenuation caused by tissue (i.e., the previously 
mentioned reflections that contribute to noise). In the range of a few GHz, this 
attenuation is primarily attributed to interactions with the water molecules in the 
tissues, the complex permittivity of which is modeled via the Cole-Cole equation 
(Eq. 12.2) (Schwerdt et al. 2011):

Fig. 12.3 Block diagram of fully passive implant operation. The solid red arrows indicate the path 
of the carrier frequency, and the dotted green arrows indicate the path of the neural signals
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In Eq. 12.2, ω is angular frequency; ε∞ and εs are the infinite frequency (ω →  ∞ ) 
and static (ω → 0) permittivity, respectively; τ is the relaxation time; α describes the 
distribution/spreading and ranges from 0 to 1; and σ is conductivity. The attenuation 
of the signal is then described by the real part of the complex propagation constant, 
given by Eq. 12.3, where c0 is the speed of light in a vacuum, α is the attenuation 
constant, εr is the relative permittivity given by Eq. 12.2, and all other variables are 
the same as in Eq. 12.2 (Li 2014):
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The inverse of the attenuation constant (Eq. 12.2) gives the penetration depth of an 
incident signal. Combining Eqs.  12.2 and 12.3 shows that signal attenuation is 
increased in tissue as compared to air/free space (in free space εr ~ 1) and increases 
with increasing frequency. Fat, bone, and white matter cause an attenuation of about 
1 dB/cm around 1 GHz, and biomatter with an increased water content, such as 
blood and skin, exhibits a higher attenuation constant (Li 2014).

With this constraint and the losses associated with a given transmit and receive 
antenna geometry, the optimal transmission frequency can be calculated. For a 
5-mm slot receive antenna and a 2.5-mm dipole transmit antenna both with an effi-
ciency of 50% at resonance and assuming a 1-cm2 beam area, the optimal carrier 
frequency is ~2–4 GHz with a 4–8-GHz backscatter frequency (Abbaspour-Tamijani 
et al. 2008).

12.3.3  Proof of Concept Fully Passive Implant 
with Low Sensitivity

Abbaspour-Tamijani et  al. showed the feasibility of such a fully passive neural 
recorder using: (a) 10 mm × 3.5 mm subresonant slot antenna (milled on 0.50 mm 
Arlon AR1000 microwave substrate, εr = 10) for the implant and (b) dual-frequency 
(2.4 and 4.8 GHz), dual-port dielectric-loaded waveguide antenna for the interroga-
tor (Abbaspour-Tamijani et al. 2008). The mixer used in the implant was a nonlinear 
capacitor realized via two diodes connected by a 100-pF chip capacitor. In addition 
to mixing, the capacitor also serves as a low-pass filter. This filtering prevents RF 
signals (primarily the carrier frequency) from reaching the input for the electrodes 
(i.e., the brain). To simulate the electrodes/neural signal, a signal generator was con-
nected directly to the mixer, and a separate signal generator was used to generate the 
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carrier. As this device was a proof of concept, transmission was performed through 
air with the implant located at the aperture of the interrogator antenna. Using a 
spectrum analyzer with amplitude modulation (AM) demodulation set to the mini-
mum resolution bandwidth, the minimum detectable signal (minimum signal able to 
be demodulated) was 10 mV. Abbaspour-Tamijani et al. noted that signals as low as 
1 mV still exhibited detectable sidebands, but the spectrum analyzer was unable to 
perform demodulation; thus, a specially designed low-noise transceiver could 
improve device sensitivity.

Building on this design, Schwerdt et al. implemented the implanted circuit using 
two varactors (the mixer) and a bypass capacitor (Schwerdt et al. 2011). The bypass 
capacitor again acts as a filter, short-circuiting the connection to the electrodes at 
high frequencies. The varactors act as voltage-variable capacitors, generating the 
backscattered harmonics.

The implant antenna is a subresonant slot antenna of slot 10 × 1 mm2 and, as with 
the previous example, is designed for the 2.4/4.8-GHz operation. To optimize the 
antenna impedance (improve conversion gain), two metal-insulator-metal (MIM) 
capacitors are used, which effectively increase slot length at the carrier frequency 
and decrease the length at the backscatter frequency. The antenna has near-zero 
impedance when a DC is applied, preventing any low-frequency signals from radi-
ating outward (Schwerdt et al. 2011). The effectiveness of the implant antenna is in 
part determined by its ability to backscatter the incident signal, which is described 
by the effective radar cross section given in Eq. 12.4 (Abbaspour-Tamijani et al. 
2008; Schwerdt et al. 2011, 2013):
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In Eq. 12.4, r is the distance separating the implant and interrogator; Sback and Sinc are 
the magnitude of the Poynting vectors of the backscattered and incident waves, 
respectively; G is the system conversion gain from incident to backscatter frequency 
(which is less than 1 since the system is passive); and λ is the carrier signal wave-
length in the implant environment (i.e., tissue). DR and DT are the directivity of the 
implanted antenna at the carrier and modulated frequencies, respectively, and eR and 
eT are the efficiencies of the implanted antenna at the carrier and modulated fre-
quencies, respectively.

Maximizing Eq. 12.4 maximizes the power of the backscattered signal. To maxi-
mize σeff, the directivity and efficiency of the implanted antenna at the carrier and 
modulated frequencies should be maximized by carefully designing the antenna, 
and the system conversion gain should be maximized by optimizing the implant 
circuit (i.e., mixer operation and impedance matching). The fabricated implant is 
shown in Fig. 12.4.

A linearly tapered slot antenna was chosen for the interrogator, providing dual- 
band (2.4 and 4.8  GHz) operation. Schwerdt et  al. chose to fabricate their own 
demodulator, rather than use one built into a spectrum analyzer. Referring to 
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Fig. 12.5, a signal generator (LO source) feeds the carrier frequency to both the 
interrogator antenna (LTSA) and a multiplier. The LTSA transmits the amplified 
signal to the implant, which is then mixed with the neuropotentials and backscat-
tered. The backscattered signal is then filtered around the backscattered frequency, 
amplified, and mixed with the original signal generator output that has been multi-
plied, filtered, and amplified. Mixing recovers the neuropotential signals at baseband.

Figure 12.6 shows the results of testing the implant/interrogator system using 
emulated neuropotentials from a function generator (Fig. 12.6a–c) and using stimu-
lated pulses from the sciatic nerve of a frog (Fig. 12.6d). For both sets of tests, the 

Fig. 12.4 Fabricated 
implant including the 
subresonant slot antenna, 
varactors, and bypass 
capacitor. (Reproduced 
with permission from 
Schwerdt et al. (2011))
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antennas were transmitting through air. To simulate detecting a more realistic neu-
ropotential, the implant was connected to electrodes fixed to the sciatic nerve of a 
dead frog, which was then stimulated by a 0.2-ms biphasic square waveform. The 
system detected signals as low as 500 μVpp at 140 Hz using signal averaging to 
improve the signal-to-noise ratio (SNR) (Fig. 12.6d).

To analyze the antennas’ operation in the presence of lossy materials, the implant- 
interrogator system was tested using a multilayer phantom to emulate the human 
head (the RF properties of skin, bone, dura, gray and white matter can be emulated 
by mixing water, agar, NaCl, boric acid, TX-151, and polyethylene powder) 
(Schwerdt et al. 2012). The implant was coated in 4 μm of the polymer Parylene to 
introduce biocompatibility. With the implant embedded in the dura layer (just below 
the skull), the interrogator was able to detect neuropotentials simulated by a func-
tion generator as low as 6 mVpp.

Though less so than with passive implants, SAR is still a concern. Schwerdt et al. 
used both finite element analysis (FEA) and thermal imaging of the device in the 
human head phantom to verify that SAR averaged over 1 g was below 1.6 W/kg 
(Schwerdt et al. 2013). As with passive implants, the interrogator primarily deter-
mines SAR, the highest levels of which are concentrated in the outermost layer 
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Fig. 12.6 Testing the fully passive device. (a) Spectral response with an implant-interrogator 
separation of 2.5 mm, a sinusoidal emulated neuropotential of 3.4 mVpp at 400 Hz, an input power 
of 33.1 mW, and a carrier frequency of 2.2 GHz. (b) Backscattered power of 50 mVpp at 400 Hz 
emulated neuropotentials with the implant and interrogator separated by various distances. The 
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3 mVpp at 800 Hz. (d) Stimulated and demodulated neuropotentials of 500 μVpp at 140 Hz from the 
frog sciatic nerve. (Reproduced with permission from Schwerdt et al. (2011))
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(skin). The maximum SAR determined via FEA and thermal imagining is 0.216 W/
kg and 0.45 ± 0.11 W/kg, respectively.

12.3.4  Improving the Sensitivity of Fully Passive Implants

With a minimum detectable signal of 500 μVpp at 140 Hz, the device discussed in 
(Schwerdt et  al. 2011) is not sensitive enough to detect the full range of human 
neural signals (Table 12.1). To begin to move toward more sensitive devices, Lee 
et al. introduced a wireless, fully passive implant/interrogator system with sensitiv-
ity of 200 μVpp at 100 Hz and 50 μVpp at 1 kHz using a similar device design (Lee 
et al. 2015). To improve sensitivity on the implant side, they used an antiparallel 
diode pair (APDP) as the mixer, capturing both legs (positive and negative) of the 
incident carrier signal. Schwerdt et al. did not use both legs and, as a result, experi-
enced increased conversion loss and decreased sensitivity (Schwerdt et al. 2011). 
When an ideal APDP performs mixing, only odd-order harmonics are produced and 
no DC terms are produced (i.e., no DC flows toward the brain). On the interrogator 
side, signals were not demodulated but rather were compared in the frequency 
domain via a spectrum analyzer.

To maximize the transmission coefficient from interrogator to implant, a low- 
profile spiral antenna (0.6–6 GHz) was chosen for the interrogator to increase near- 
field coupling with the implant. An E-shaped patch antenna was chosen for the 
implant and coated in 0.7 mm of polydimethylsiloxane to maintain biocompatibil-
ity. The implanted patch and external spiral are shown in Fig. 12.7a, b, respectively.

Fig. 12.7 Antennas used in the fully passive neurosensing system: (a) implanted patch antenna 
and (b) interrogator spiral antenna. (Reproduced with permission from Lee et al. (2015))
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The system was validated using a single-layer head phantom made of ground 
beef with the interrogator separated from the implant by 8 mm. The carrier signal 
was transmitted with a power of approximately 20 dBm, and neural signals were 
simulated using a function generator. The system loss and minimum detectable neu-
ral signals versus neural signal frequency are shown in Fig. 12.8a, b, respectively. A 
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system loss less than 50 dBm at 1 kHz, as shown in Fig. 12.8a, indicates that neural 
signals less than 63 μVpp are detectable. Fig. 12.8b also shows the minimum detect-
able signal of the fully passive device in (Schwerdt et  al. 2011) for comparison. 
Overall, the sensitivity of the system described in Lee et al. (2015) indicates the 
system is able to record all ECoG signals from 300 to 500 Hz, action potentials from 
0.3 to 5 kHz, and LFPs greater than 200 μVpp from 100 to 500 Hz.

To continue improving sensitivity and practicality, the fully passive neurosensing 
system was further modified to have an up to 20 dB increase in sensitivity and a 59% 
smaller footprint, as well as incorporate demodulation on the interrogator side (Kiourti 
et al. 2016). In this case, implant efficiency was improved by using an inductor and 
capacitor in parallel with the APDP and a single capacitor in place of the two MIM 
capacitors used previously. The parallel inductor and capacitor provided the ground 
for the low-frequency neural signals and high-frequency carrier signal, respectively. 
The single capacitor still served to match the impedance of the antenna to that of the 
mixer. To reduce the implant size from 39 × 15 mm2, which was too large to feasibly 
be implanted within the brain, the implant was effectively folded in half, separating 
the antenna and circuit by a ground layer. Folding reduced the implant size to 
16 × 15 mm2. The folding concept and fabricated implant are shown in Fig. 12.9.

To validate the neurosensing system, a four-layer head phantom (white matter, gray 
matter, bone, skin) was made using a similar technique as in (Schwerdt et al. 2012) 
described above. The neural signals were simulated using a signal generator with sinu-
soidal output. Measured system loss was 40 dB across the 0.1–5-kHz neural signal 
range, which was 20 dB lower than previously reported (Fig. 12.8a) and indicated that 
signals as low as 20 μVpp could be detected within this frequency range. In the time 
domain, neural signals as low as 63 μVpp in the 0.1–5-kHz range were detectable (test-
ing the system reported prior resulted in a time-domain sensitivity of 670 μVpp at 
100 Hz). SAR was analyzed using FEA and was shown to be within regulation.

Continuing to improve device feasibility, Lee et al. focused on reducing system 
sensitivity to 20 μVpp (the lowest possible voltage of LFPs) in the time domain and 
decreasing the implant and interrogator size (Lee et  al. 2017). Efficiency of the 
implant was improved by replacing the lumped elements with open- and short- 
circuited stubs, which removed the need for soldering (also improving biocompati-
bility). To decrease signal path loss, the implant location was moved from under the 
skull to under the skin (i.e., above the skull). The decrease in implant size was per-
formed by using a higher permittivity substrate material (Rogers TMM13i  – 
εr = 12.2, tan δ = 0.0019, versus FR-4 – εr = 4.6, tan δ = 0.016) and by using a 
meandered-arm patch antenna design, increasing the effective length of the antenna 
without increasing the footprint. The increase in transmission coefficient allowed 
for a decrease in carrier signal power (6 dBm versus ~20 dBm).

The neurosensing system is intended to be a wearable device, with the external 
interrogator concealed in a hat or headband, but using a spiral antenna for the exter-
nal interrogator made the system in (Lee et al. 2015; Kiourti et al. 2016) too large to 
wear. To begin reducing the size of the external interrogator, the spiral antenna was 
replaced with an E-shaped patch antenna of footprint 10.1 × 18.8 mm2 (98% smaller 
than the spiral).
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These improvements resulted in a system loss of 28 dB across the neural fre-
quency range of 0.01–5 kHz, which is an improvement of about 10 dB on the previ-
ous version and means that neuropotentials as low as 20  μVpp are detectable. 
Figure 12.10 shows various recovered neural waveforms simulated by a function 
generator outputting a sinusoidal signal of strength 20 μVpp. FE simulations show 
SAR over 1 g as 0.29 W/kg, which is less than the 1.6 W/kg maximum allowed by 
the FCC for uncontrolled environment exposure.

Table 12.2 indicates the improvement in sensitivity achieved by the fully passive 
implants discussed in this section.

Fig. 12.9 Folding the implant reduces the size. (a) Concept for folding. (b) Implanted antenna 
design. (c) Fabricated implant. (Reproduced with permission from Kiourti et al. (2016))
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Table 12.2 Comparison of fully passive, wireless neural recording systems

Reference

Number 
of 
channels Footprint

Min. 
detectable 
signal (in 
vitro)

Interrogator- 
implant 
separation

Transmission 
medium

Intended 
location

Schwerdt 
et al. 
(2011)

1 12 × 4 mm2 3.4 mVpp 2.5 mm Air –

Lee et al. 
(2015)

1 39 × 15 mm2 200 μVpp 8 mm Ground beef Under 
skull

Kiourti 
et al. 
(2016)

1 16 × 15 mm2 63 μVpp ~15 mm 4-layer 
phantom

Under 
skull

Lee et al. 
(2017)

1 8.7 × 10 mm2 20 μVpp 2 mm 4-layer 
phantom

Above 
skull

Schwerdt 
et al. 
(2015)

3 ~50 × 60 mm2 700 μVpp 3–5 mm Air –

Chen et al. 
(2018)

8 40 × 40 mm2 20 μVpp 2.5 mm 4-layer 
phantom with 
pig skin

Above 
skull
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12.3.5  Multichannel Configurations

Thus far, the fully passive systems discussed have had only one recording channel, 
meaning they can record from a single electrode and a single location in the brain. 
However, for clinical viability, neurorecorders require the ability to monitor 100 s 
or 1000s of channels (Schwerdt et al. 2015; Chen et al. 2018). To introduce multiple 
channels, Schwerdt et al. integrated light-activated switches (photodiodes) into the 
fully passive device design described in (Schwerdt et al. 2011) to toggle between 
channels, backscattering a single channel at a time (Schwerdt et al. 2015). For N 
channels, the device uses N photodiodes and N mixer diodes, one for each channel. 
Each of the N photodiodes was affixed to an optical filter to allow a certain portion 
of the visible light spectrum (i.e., a certain color) transmitted by the interrogator (in 
addition to the carrier frequency) to turn on the photodiode and transmit the modu-
lated neural signal to the interrogator. Simulations predicted the system could detect 
neuropotentials as low as 10 μVpp, but testing produced a minimum detectable sig-
nal of 700  μVpp through air, which they attributed to faults in fabrication. This 
implementation had a large implant footprint (approximately 50 × 60 mm2), which 
would continue to increase as the number of channels increases, and uses visible 
light which requires cranial windows for in vivo use as visible light is highly attenu-
ated by tissue (Schwerdt et al. 2015; Chen et al. 2018).

To address these issues, Chen et al. modified the design described in (Lee et al. 
2017) to introduce multiple channels using a similar concept of light-activated 
switches (Chen et  al. 2018). Rather than facilitate channel selection via visible 
light, the design utilized near-infrared (IR) light, which is better able to penetrate 
tissue and therefore does not require cranial windowing for in vivo use (Schwerdt 
et al. 2015; Chen et al. 2018). Additionally, rather than using N photodiodes and N 
mixers for N channels, the system uses N photodiodes and one multiplexer for 2N 
channels. The transmitted IR signal from N photo-emitters serves two purposes: 
(1) channel selection as described above for the device in Schwerdt et al. (2015) 
and (2) providing power for the photovoltaic cell connected to the multiplexer. To 
facilitate channel selection for eight channels with only three photodiodes, a 
binary-type selection scheme was used  – no light activation represents a zero, 
whereas light activation represents a one. For example, to record from channel 
zero, no photodiodes should be activated, whereas to record from channel seven, 
all three photodiodes should be activated. Channel selection is illustrated in 
Fig. 12.11.

The implant had a footprint of 40 × 40 mm2; however, Chen et al. noted that this 
device was a proof of concept and could be reduced in size by choice of substrate. 
Testing using a four-layer head phantom with the outer layer being pig skin demon-
strated a minimum detectable signal of 20 μVpp, and SAR simulations show the 
device as having 0.368 W/kg averaged over 1 g.

Table 12.2 contrasts these multichannel devices with the single-channel imple-
mentations discussed in Sects. 12.3.3 and 12.3.4.
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12.3.6  Real-World Considerations

Thus far, all of the testing described for fully passive implants uses a function gen-
erator to emulate neural signals, but the impedance of a function generator is 50 Ω, 
whereas the impedance of clinical electrodes falls within the range of tens of kΩs to 
MΩs (Cogan 2008). This impedance mismatch between the implant optimized for 
50 Ω and the high impedance electrodes contributes additional losses, increasing 
the minimum detectable signal during in  vivo recording. Traditionally, battery- 
enabled and power-hungry operating amplifiers increase the implant’s input imped-
ance (Moradi et al. 2013b), but since the devices are fully passive, such methods are 
not feasible. To begin to move in this direction, Chen et al. introduced a bipolar 
junction transistor (BJT) into the implant circuit to serve as an impedance buffer and 
were able to detect neural signals as low as 200 μVpp through a human head phan-
tom using an electrode impedance of 33 kΩ (Chen et al. 2019).

Fig. 12.11 Channel selection using infrared light and three photodiodes for eight channels. 
(Reproduced with permission from Chen et al. (2018))
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12.4  Conclusion

As the need for more reliable neural interfaces grows, passive RF interfaces have the 
potential to move such interfaces beyond a clinical or laboratory environment. The 
devices presented in this chapter do not require wiring through the skin, which 
increases the risk of infection, nor do they require batteries, the heat generation of 
which can damage neurons. The passive devices utilize inductive energy transfer to 
power implanted ICs that can amplify recorded neural signals before transmitting 
them outside the body. Fully passive devices utilize microwave backscattering and 
require no implant power. Though these devices eliminate the challenges associated 
with traditional BMIs, much research is still required to realize these devices in real- 
world settings. As an example, the interrogator will need to decrease in size to be 
portable and unobtrusive (e.g., to fit within a hat or headband) and be able to trans-
mit to a separate device with larger memory and post-processing abilities. The 
implant will also need to be more biocompatible, decreasing or avoiding FBR alto-
gether, as well as integrate electrodes designed for chronic use.
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Chapter 13
Wireless Soft Microfluidics for Chronic  
In Vivo Neuropharmacology

Raza Qazi, Joo Yong Sim, Jordan G. McCall, and Jae-Woong Jeong

13.1  Introduction

Microfluidic neural interfaces hold immense potential for basic neuroscience 
research and clinical medicine (Chew et al. 2013; Ineichen et al. 2017; Jeong et al. 
2015; Minev et  al. 2015). In vivo neuropharmacology allows for the delivery of 
pharmacological agents deep into the brain in order to help dissect complex neural 
circuits and treat neurodegenerative diseases and brain tumours (Rei et al. 2015). 
Recent studies show that pharmacological delivery can even be combined with opti-
cal intervention for advanced optogenetic and chemogenetic manipulation of the 
brain (Creed et al. 2015; Jennings et al. 2013; Jeong et al. 2015; McCall et al. 2015, 
2017; Stachniak et al. 2014; Stamatakis et al. 2013; Walsh et al. 2014; Williams and 
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Deisseroth 2013), light-regulated activation of pharmacological agents for high 
spatiotemporal control of cellular activities (Banghart and Sabatini 2012; Banghart 
et al. 2013; Kramer et al. 2013), and sophisticated deep brain stimulation for treat-
ment of psychiatric disorders (Creed et al. 2015). Beyond traditional pharmacologi-
cal agents, there is great potential for the successful delivery of other fluidic agents 
such as chemogenetic ligands (Burnett and Krashes 2016; Stachniak et al. 2014; 
Sternson and Roth 2014), gene therapy vectors (O’Connor and Boulis 2015), and 
antibody treatments for chronic diseases (Sevigny et al. 2016). Therefore, the devel-
opment of novel, minimally invasive, multifunctional brain-interfacing microfluidic 
technologies is of the utmost importance for both basic neuroscience and clinical 
medicine. Despite this need, however, there have only recently been concerted 
materials and engineering efforts to overcome obstacles inherent in traditional fluid- 
delivery approaches. The most notable delivery-related challenges derive from the 
decades-old use of metal cannulas for pharmacological infusions. This conventional 
method has been effective for basic research to date but is not spatially precise at the 
scale relevant to brain microcircuits and is not suitable for long-term clinical inter-
vention. The implanted metal tubes extensively damage the targeted brain region 
and nearby areas, are not well-suited for pairing with concurrent optical or electrical 
manipulation/observation of neural activity, and severely limit the subject’s range of 
motion due to its tethered operation. In other words, this technology lacks cellular- 
scale control of drug delivery and the multifunctionality to support wireless, con-
current optical and/or electrical neural stimulation and recording.

To overcome these limitations, innovative efforts combining neuroscience with 
engineering have been made to develop spatiotemporally-precise tools for in vivo 
neuropharmacology (i.e. microfluidic neural probe systems) (Canales et al. 2015; 
Jeong et al. 2015; Minev et al. 2015). Microfluidic neural probe systems greatly 
minimize neural tissue damage, enable delivery of multiple distinct pharmacologi-
cal or otherwise fluid agents, and facilitate integration with various other modalities, 
such as optical, electrical, and/or chemical components within a single implant. 
Continued advances in materials, microfabrication, and integration technologies 
have led to unprecedented microfluidic tools with the potential to revolutionize fun-
damental neuroscience and clinical medicine. In this chapter, we provide an over-
view of recent advances in microfluidic neural probe technologies for chronic 
applications.

13.2  Required Conditions for Chronic Microfluidic 
Interfaces with Neural Tissue

For over a century, metal cannulas have been the standard method in neuroscience 
for pharmacological infusions into the brain. The basic concept for injecting a fluid 
into the brain region of interest involves a simple fluidic pump connected to an 
implanted metal tube (Jeong et  al. 2015). This methodology is used in virtually 
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every field of neuroscience. However, these types of regional infusions are limited 
for the following reasons: (i) the relatively bulky and rigid metal tube (250–500 μm 
in diameter; E ~ 200 GPa) causes destruction and inflammation of brain tissue, (ii) 
the sheer size and design of the cannulation system restrict localization of the injec-
tion site, and (iii) the tethered tubing that connects to the animal significantly 
restricts free movement and the ability to receive infusions in more naturalistic 
environments.

To address these issues for chronic applications, three conditions should be 
satisfied. First, the probes themselves must integrate well with the targeted neural 
tissues. This integration relies on the size of the probe, the mechanical properties of 
the materials used to make the probe, and the biocompatibility of these materials to 
living tissues. To some degree, these requirements are interdependent (i.e. smaller, 
flexible probes tend to be more biocompatible (Jeong et al. 2015; Kim et al. 2013; 
Szarowski et al. 2003)). Secondly, there must be a means to control infusion of the 
drugs that is both sufficiently small, to enable implantation of the pump hardware, 
and programmable, to offer on-demand, scheduled, and/or closed-loop fluid deliv-
ery. Finally, chronic implantation of a fluid delivery device requires that these first 
two features operate in a wireless fashion to allow the research subject or patient 
freedom of movement and mobility to maintain quality of life. This short review 
attempts to give an overview of recent advances in microfluidic probe designs and 
considerations that might aid in the development of local fluid delivery devices.

13.3  Compliant Microfluidic Probes 
for Biomechanical Compatibility

To establish minimally invasive soft, flexible probes for delivery of pharmacological 
agents, various polymers have been studied to create miniaturized microfluidic 
implants whose physical properties are well-matched with those of biological tissue 
in terms of elastic modulus and biocompatibility. Actively investigated materials for 
this purpose include polydimethylsiloxane (PDMS), Parylene, polyimide (PI), and 
SU-8. These offer compelling options for numerous biomedical applications due to 
their biocompatibility, low modulus, and relatively simple fabrication process.

Figure 13.1 shows representative polymer microfluidic probes and their relative 
moduli compared to those of biological organs and rigid materials such as silicon 
and stainless steel, which are widely used for conventional cannulas.

PDMS-based microfluidic probes (Fig.  13.1a) are one of the most attractive 
options because of their low modulus (~1  MPa) and high optical transparency 
(>95% transmission in visible wavelengths) (Jeong et al. 2015; McCall et al. 2017). 
Ultrathin, flexible PDMS probes (a total thickness of 50 μm with 10 × 10 μm2 fluidic 
channels) manufactured by soft lithography provide high adaptability to tissue 
deformation and allow integration of optical elements (e.g. microscale inorganic 
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Fig. 13.1 Representative flexible microfluidic probes made of various polymers and their relative 
moduli compared to those of biological organs and rigid materials (i.e. silicon and stainless steel) 
used for conventional cannulas. (a) An optical image of a PDMS-based optofluidic probe that can 
deliver multiple fluids and light using an array of microfluidic channels and microscale light- 
emitting diodes (Jeong et al. 2015). The inset shows mechanical compliance of the probe that can 
accommodate deformation of tissue. (b–d) Polymer microfluidic probes integrated with micro-
electrodes for simultaneous fluid delivery and electrophysiological signal recording. (b) Optical 
images of a Parylene probe (Takeuchi et al. 2005). (i) A magnified image of the microfluidic chan-
nel outlet. (ii) A zoom-out view of the probe showing a fluid channel and recording electrodes. (iii) 
An image demonstrating flexibility of the probe. (iv) Time-lapse images showing delivery of fluid 
throughout the microfluidic channel at 0, 200, and 400 ms. (c) Scanning electron micrographs of a 
polyimide probe in (i) top and (ii) side views (Metz et al. 2001). (d) SU-8 probe (Altuna et al. 
2013). (i) An optical image comparing the size of the entire device to a coin. (ii) A scanning elec-
tron micrograph showing the tip of the SU-8 probe. Arrows indicate fluid outlets. (e) A multifunc-
tional fibre that integrates microfluidic channels, optical waveguides, and recording electrodes. (i) 
A scanning electron micrograph capturing the cross-section of the multifunctional fibre, which is 
made of conductive polyethylene (CPE resistivity, ρ = 30 Ω  cm), polycarbonate (PC refractive 
index, n = 1.58, Young’s modulus, E = 2.38 GPa), and cyclic olefin copolymer (COC; n = 1.52; 
E = 3 GPa) (Canales et al. 2015). (ii) An optical image showing a bundle of fibre manufactured 
using thermal drawing (Park et al. 2017)
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light emitting diodes [μ-ILEDs]) for versatile operations for a wide variety of appli-
cations (e.g. combined optogenetics and in vivo pharmacology, optopharmacology, 
etc.). Long-term in vivo durability and biocompatibility of PDMS devices verified 
through integration in different organs demonstrates the potential of PDMS probes 
for chronic implantation (Abbasi et al. 2012; Chew et al. 2013; Gutbrod et al. 2014; 
Jeong et al. 2015; Minev et al. 2015).

Figure 13.1b shows another microfluidic probe made of Parylene C (Takeuchi 
et al. 2005). Parylene possesses many favourable characteristics for use in in vivo 
pharmacology such as low modulus (2.2 GPa), low water absorption rate, and resis-
tance to chemicals (Noh et al. 2004). Fabrication of fluidic channels using this mate-
rial relies on thermal bonding of two layers (Ziegler et  al. 2006) or a sacrificial 
structure-assisted process (Takeuchi et al. 2005). The Parylene process is based on 
vapour deposition, which enables manufacturing of thinner probes (e.g. the thinnest 
reported is ~20 μm thick (Ziegler et al. 2006)). Polyimide (modulus: 2.5 GPa) and 
SU-8 (modulus: 4 GPa) are photo-patternable polymers that facilitate creation of 
fluidic channels in a flexible format as shown in Fig. 13.1c (Metz et al. 2001) and 
Fig. 13.1d (Altuna et al. 2013), respectively. Although these two materials are not 
currently part of any devices that have received FDA Premarket Approval, their 
biocompatibility has been demonstrated by many in vivo studies (Altuna et al. 2013; 
Lago et al. 2007; Nemani et al. 2013; Rubehn and Stieglitz 2010; Voskerician et al. 
2003). Using standard lithography (Altuna et al. 2013; Metz et al. 2001; Minev et al. 
2015; Takeuchi et  al. 2005; Ziegler et  al. 2006) or transfer printing techniques 
(Jeong et al. 2015; McCall et al. 2017), all these polymer microfluidic probes can 
integrate with other modalities to enable simultaneous fluid delivery and optical 
stimulation (Fig. 13.1a) (Jeong et al. 2015; McCall et al. 2017), or fluid delivery and 
electrophysiological recording (Fig. 13.1b–d) (Altuna et al. 2013; Metz et al. 2001; 
Takeuchi et  al. 2005). This multifunctionality is a fascinating feature that can 
advance in vivo pharmacology by allowing light-activated drug delivery and/or con-
current analysis of the physiological effects of delivered agents.

Recent developments using thermal drawing have facilitated creation of multi-
functional flexible probes (Canales et al. 2015; Park et al. 2017), which resemble 
conventional optical fibres. These miniature multifunctional fibres (~200  μm in 
diameter) integrating fluidic channels, recording electrodes, and optical waveguides 
(Fig. 13.1e) can be manufactured by incorporating multiple materials such as con-
ductive polyethylene, polycarbonate, and cyclic olefin copolymer. Long-term 
in vivo studies in the brain verify the minimal invasiveness and multifunctionality 
of these fibres (Canales et al. 2015; Park et al. 2017) demonstrating potential for 
chronic implantation in other organ systems.

Though soft, flexible microfluidic probes minimize tissue damage when 
implanted, their initial implantation into intended target regions remains challeng-
ing due to high mechanical compliance of the probes. Various approaches to tempo-
rarily stiffen probes have been explored, exploiting ultrathin injection-assist needles 
(Jeong et al. 2015; Kim et al. 2013; Luan et al. 2017; McCall et al. 2013, 2017) and/
or bio-dissolvable polymers such as silk (Lecomte et al. 2015; Metallo and Trimmer 
2015), poly-lactic-co-glycolic acid (Park et al. 2016), or maltose (Xiang et al. 2014). 
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Advanced variations of these approaches and future probe development capable of 
dynamic stiffness tuning will allow full competence of flexible microfluidic probes 
for minimally invasive targeted drug delivery.

13.4  Micro-Pumps and Wireless Technologies 
for Self- Contained Microfluidic Systems

Micro-pumps and wireless modules are the key components for stand-alone implant-
able fluidic devices to dispense pharmacological agents on demand or in a pro-
grammed fashion. The following sections introduce state-of-the art micro-pumps 
and wireless technologies.

13.4.1  Types of Micro-Pumps

Active fluid pumps are essential to provide temporal manipulation of fluid delivery 
with a desired flow rate and fluid volume. Micro-pumps integrated with microcon-
trollers and wireless modules can enable on-demand or programmed delivery of 
fluid to tissue throughout the microfluidic probe. To do so, these pumps take advan-
tage of various different actuators, the moving components that can drive fluid 
expulsion. When these components are opened, closed, or otherwise modified (i.e. 
actuated), the fluid is delivered via the microfluidic probe. Figure 13.2 shows repre-
sentative mechanical micro-pumps, which are described as follows:

 Micro-Pumps with an Activatable Membrane

This type of pump exploits mechanically compliant membrane actuators and check 
valves to draw fluid from a reservoir and push it out to the outlet. The membrane, 
integrated with a piezoelectric material (Fig. 13.2a) (Junwu et al. 2005; Liu et al. 
2014) or a shape-memory alloy (Fig. 13.2b) (Fong et al. 2015), can be driven to 
induce bidirectional mechanical pumping motions. This design is suitable when a 
large volume of fluid needs to be delivered repeatedly from a reservoir.

 Thermally Activatable Pumps

Thermally activated pumps (Fig. 13.2c) consist of thermally expandable polymer, 
micro-heaters, and hemispherical reservoirs (Jeong et al. 2015; Spieth et al. 2012). 
Joule heating induced by electrical current flow to the heater expands the expand-
able layer, pumping out fluid from the chamber. This pump can deliver a precise 
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Fig. 13.2 Schematic diagrams of active micro-pumps with different working mechanisms that 
enable on-demand or programmable fluid delivery when combined with microcontrollers and 
wireless technology. (a, b) Micro-pumps with an actuated membrane. (a) A piezoelectric pump 
consisting of check valves and a flexible piezoelectric membrane, which can drive mechanical 
fluid pumping via a piezoelectric effect in the membrane induced by an external electric field 
(Junwu et al. 2005). (b) A shape memory alloy pump, which actuates the pump membrane using 
the shape memory effect of an alloy (e.g. nitinol) in response to temperature changes (Fong et al. 
2015). (c) A thermally actuated pump based on thermal expansion of an expandable layer by joule 
heating (Jeong et al. 2015). (d) An electrochemically actuated pump, which pushes out fluid by 
controlling the volume of the pump chamber using an electrolysis effect (Li et al. 2010). (e) A 
magnetically actuated pump controlling fluid pumping via an external magnetic field (Cheng et al. 
2008). (f) A peristaltic pump using a rotary motor to push out fluid via sequential compression of 
the fluid tube with mechanical fingers toward the fluid exit (Abe et al. 2009)
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fluid volume, predefined by the size of the reservoir, but can only be operated once 
because thermal expansion of the polymer is irreversible.

 Electrochemically Activatable Pumps

Another miniaturized pump design uses electrochemical actuation, based on elec-
trolysis to generate air bubbles from an electrolyte such as water. Figure  13.2d 
shows an example of an electrochemical pump that can push out fluid by controlling 
expansion of Parylene bellows using an electrolysis reaction between metal elec-
trodes and electrolyte (Gensler et al. 2012; Li et al. 2010; Sheybani et al. 2015). The 
non-thermogenic operation and low-power requirements (on the order of micro-
watts to milliwatts) of this device make it an attractive choice for in vivo operation.

 Magnetically Activatable Pumps

Magnetically activated pumps such as that shown in Fig. 13.2e use an external mag-
netic field generated by a magnet or an electromagnetic coil to control opening of 
the ferromagnetic valve for fluid delivery (Cheng et  al. 2008). Although simple 
operation of the pumps can facilitate their in vivo application, local implantation 
may prove difficult because the integrated magnet or coil makes the overall con-
struction relatively bulky.

 Motor-Based Peristaltic Pumps

A peristaltic pump operated with a micromotor (Fig. 13.2f) sequentially compresses 
the fluid-filled tube with rotary fingers, enabling peristaltic pumping of fluid from 
the reservoir (Abe et al. 2009). This is a powerful tool for a long-term fluid delivery 
for systems benefitting from peristaltic flow, but less so when a highly stable flow 
rate is desired.

13.4.2  Wireless Technologies

Integrated wireless modules can minimize tissue damage by eliminating subtle 
movements of the probe in tissue caused by the tethered tubing. Infrared (IR) 
(Hashimoto et al. 2014; Iwai et al. 2011; Jeong et al. 2015; McCall et al. 2017) and 
radio frequency (RF) (Fong et  al. 2015; Kim et  al. 2013; McCall et  al. 2013; 
Montgomery et al. 2015; Park et al. 2016; Shin et al. 2017) are promising technolo-
gies for implementation of wireless implants. The IR approach is simple, offers 
short-range (1–10 m) control, and can support one-way communication to send a 
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trigger signal to a fluidic device. However, the need for a power supply and “line-of-
sight” handicap can limit its applications. On the other hand, the RF technology is 
more versatile because it can be designed to support bidirectional data transfer and/
or wireless energy harvesting and does not suffer from the line-of-sight problem. 
However, RF operation can be limited due to susceptibility to RF signal orientation 
and polarization, therefore requiring careful design. Incorporation of an appropriate 
wireless technology can significantly empower long-term in vivo implementation of 
fluidic devices by not only minimizing tissue damage, but also facilitating on-
demand or scheduled drug delivery. This section introduces exemplary state-of-the 
art wireless in vivo microfluidic devices.

 Battery-Powered IR Microfluidic Devices

Figure 13.3a shows a wireless microfluidic system that incorporates optoelectronics 
for in vivo pharmacology and optogenetics (Jeong et al. 2015; McCall et al. 2017). 
This entirely self-contained, head-mounted system includes an ultrathin flexible 
microfluidic probe (~50 μm in thickness; stiffness 13–18 N/m; modulus ~1 MPa), 

Fig. 13.3 Wireless microfluidic neural probe for in vivo pharmacology and optogenetics. (a) An 
optical image of the flexible optofluidic probe consisting of multiple microfluidic channels and 
μ-ILEDs, capable of simultaneous pharmacological delivery and optical stimulation. The inset 
shows a small (15 × 15 × 7 mm3), lightweight (1.8 g), wireless optofluidic system implanted in the 
brain and mounted on the head of a freely moving rat. (b, c) Activity profiles of mice implanted 
with wireless- and cannula-based devices. (b) Rotarod data showing the equal ability of the ani-
mals on the rotating rod as the trial speed increases. (c) Spontaneous locomotor activity on a run-
ning wheel is not altered by the wireless optofluidic system. (d) A schematic diagram illustrating 
the wireless optofluidic experiment. Infusion of channelrhodopsin-2 fused with enhanced yellow 
fluorescent protein was made into the VTA, followed by implantation of an optofluidic device filled 
with SCH23390  in the nucleus accumbens of tyrosine hydroxylase-Cre mice 6 weeks later. (e) 
Traces of mice during real-time place preference control using wireless optofluidics. Optogenetic 
activation of VTA dopaminergic neurons drives a strong place preference (top), while delivery of 
SCH23390 (dopamine receptor-1 antagonist) blocks preference behaviour (bottom) (Jeong 
et al. 2015)
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micro inorganic LEDs (μ-ILEDs; 100 μm × 100 μm × 6.45 μm in dimension), com-
pact thermally actuated fluid pumps, an IR wireless control module, and small lith-
ium-ion batteries. This system allows untethered, programmable spatiotemporal 
control of pharmacological delivery and optical stimulation deep in the brain to 
manipulate neural circuits of interest, therefore holding much potential for many 
neuroscience and clinical applications involving freely moving subjects. The IR 
wireless control module interfaces with the optofluidic neural system to enable 
streamlined operation of the fully self-contained device. The fully assembled device 
weighs only ~1.8 g; therefore, it does not disturb the movement or behaviour of 
animals. No gross differences in motor function and physical activity between wire-
less implanted mice and cannulated mice were found using the rotarod and running 
wheel tests (Fig. 13.3b, c). One of the most advanced features of the wireless opto-
fluidic system is its ability to simultaneously implement wireless in vivo optical 
stimulation (e.g. for optogenetics) and pharmacology. In a demonstration experi-
ment (Fig. 13.3d, e), optical stimulation of ventral tegmental area (VTA) dopami-
nergic neurons was able to drive a real-time place preference (demonstrating the 
reinforcing nature of this photostimulation) while concurrent wireless delivery of a 
dopamine receptor-1 antagonist (SCH23390) blocked this behaviour. Such wireless 
design is desirable to enable unprecedented cell-type and receptor-selective circuit 
manipulation in freely moving animals.

 Fully Implantable RF Optofluidic Devices

Recent advances in wireless energy-harvesting technologies helped engineers to 
create a miniaturized, fully implantable, and battery-free optofluidic neural system 
(Fig.  13.4a), which can be operated semi-permanently under tissue (Noh et  al. 
2018). The device construct includes a stretchable RF energy harvester and an ultra-
thin, soft, and flexible optofluidic probe (i.e. the same kind of probe as shown in 
Fig. 13.3a) integrated with a micro-pump for highly localized drug and light deliv-
ery. The key component that enables selective control of wireless drug delivery and 
photostimulation is a stretchable, multichannel RF antenna. The RF antenna is 
designed to allow selective harvesting of RF energy at a distinct frequency through 
capacitive coupling between adjacent serpentine metal traces (Fig. 13.4b, c). Due to 
the non-overlapping nature of the operation channels (1.8 and 2.7 GHz), the har-
nessed energy at each channel can independently power the micro-pump or μ-ILEDs 
(Fig. 13.4d, e). This unique antenna design is scalable; thus, more channels can be 
added for versatile operation. Biocompatibility and biomechanical compatibility of 
the device are achieved by encapsulating the device body with PDMS and Parylene 
C, which also help prevent electrical shorts by biofluids. In vivo surgical implanta-
tion and proof-of-concept functional testing in a mouse demonstrate its powerful 
capabilities for seamless implantation as well as wireless manipulation of neural 
circuits in freely moving animals (Fig. 13.4f).
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 Smartphone-Controlled Lego Optofluidic Devices

The wireless optofluidic devices introduced in the previous sections (Jeong et al. 
2015; McCall et al. 2017; Noh et al. 2018) are limited due to lack of their ability to 
deliver drugs over long periods of time as well as requirement for special tools for 
wireless control, which are usually not available in neuroscience labs. Recent devel-
opment of smartphone-controlled optofluidic devices integrated with replaceable 
Lego-like drug cartridges (Qazi et al. 2019) resolved these challenges. Figure 13.5a 
shows a concept of plug-and-play mechanics that helps achieve chronic drug deliv-
ery through Lego assembly/disassembly of drug cartridges. After delivering drugs 
through a cartridge, the clipped harness (that helps achieve hermetic fluidic connec-
tion) is removed and then the used cartridge is replaced with a new one before 
delivering another set of drugs. Integration of μ-ILEDs can allow concurrent deliv-
ery of light alongside drugs for advanced chronic optogenetic studies and optophar-
macology (Qazi et al. 2018).

The cross-sectional view of the standalone Lego optofluidic system (Fig. 13.5b) 
highlights its key constituents: (i) a replaceable drug cartridge for chronic drug sup-
ply, (ii) a soft optofluidic probe consisting of microfluidic channels and μ-ILEDs for 
minimally invasive access to neural tissue, (iii) a programmable Bluetooth module 
to enable wireless smartphone control, and (iv) two rechargeable batteries for con-
tinuous power supply. Its compact and lightweight design (~2 g) allows hassle-free 

Fig. 13.4 Fully implantable, battery-free optofluidic neural device with a stretchable antenna for 
RF energy harvesting. (a) An optical image signifying the miniaturized nature of the fully implant-
able optofluidic device (220 mg; 125 mm3) by comparing its size with that of a US penny. (b) Top 
view of the stretchable RF antenna with serpentine-shaped copper traces (false coloured with red, 
green, and blue) forming two separate channels to enable wireless energy harvesting. (c) Scattering 
parameter S11 of the stretchable RF antenna showing distinct resonant frequencies corresponding 
to channel 1 and 2. (d, e) Optical images demonstrating the independent output control capability 
of the implantable optofluidic device for delivering (d) drugs and (e) light. (f) The fully implant-
able wireless optofluidic device being operated in a freely moving mouse (Noh et al. 2018)
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integration in animals as small as mice (Fig. 13.5c) without obstructing their natural 
behaviour. Figure 13.5d demonstrates their capability to repeatedly deliver multiple 
distinct fluids to the same target site inside a brain phantom (agarose gel) using dif-
ferent cartridges. Moreover, wireless Bluetooth control through smartphone not 
only increases wireless operational range, but also enables researchers to control 
animals from outside behavioural rooms (Fig. 13.5e), thus removing observation 
effect on animal behaviour studies. Other powerful features include its ability for 
selective wireless control in a group of multiple animals without any line-of-sight 

Fig. 13.5 Smartphone-controlled Lego optofluidic device for chronic deliveries of drugs and light 
with enhanced wireless capabilities. (a) Concept illustration for chronic drug delivery and optoge-
netics in a freely behaving animal – after delivering the drug (left), the exhausted Lego drug car-
tridge can be easily swapped with a new one (middle), before delivering the drugs concomitantly 
with light again (right). (b) A sectional view of the Lego optofluidic device highlighting the assem-
bly of its (i) replaceable Lego drug cartridges; (ii) soft, biocompatible optofluidic probe; (iii) wire-
less Bluetooth circuit; and (iv) rechargeable batteries to form an ultracompact structure. (c) An 
optical image of a freely moving mouse implanted with the ultracompact and lightweight (2 g) 
Lego optofluidic device showing no effect on its natural behaviour. (d) Sequential fluid delivery in 
a brain phantom (0.6% agarose gel) demonstrating the chronic pharmacological capability of the 
Lego optofluidic device by delivering (i) green, (ii) red, and (iii) blue aqueous dye solutions using 
different Lego drug cartridges, respectively. (e) Bluetooth-based, smartphone control allowing the 
user to control the Lego optofluidic device implanted in dummy mouse model (insets) from outside 
closed rooms without any effect on data reliability as shown through precisely triggered (40-Hz) 
blue μ-ILED (LED1; left) and orange μ-ILED (LED2; right) from outside a closed door. (f) 
Bluetooth pairing technology further allowing selective wireless triggering and easy target swap-
ping (using the same smartphone) of distinct targets (dummy mice) within a congested group with 
100% accuracy (Qazi et al. 2019)
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handicap or false triggering (Fig. 13.5f) and scalable closed-loop control. This novel 
class of optofluidic devices can help uncover basis of various neurodegenerative 
diseases through in vivo photo-pharmacological manipulations of the same target 
circuits with high precision over long periods of time.

13.5  Conclusion

Innovation in microfluidic neural probe technologies based on new materials, 
mechanical concepts, and novel manufacturing/integration approaches is leading to 
breakthroughs in neuroscience and medicine. Innovative microfluidic probe tech-
nologies will establish new horizons for in  vivo pharmacology, chemogenetics 
(Burnett and Krashes 2016; Stachniak et al. 2014; Sternson and Roth 2014), opto-
genetics, and the relatively new field of optopharmacology (Banghart and Sabatini 
2012; Banghart et al. 2004, 2013; Frank et al. 2016; Kramer et al. 2013; Tochitsky 
et al. 2012), which uses light-regulated control of molecules to enable stimulation 
or inhibition in specific cells with high temporal and spatial precision. Beyond fun-
damental research, the microfluidic probe approach also has significant potential in 
clinical medicine, due to its capability of highly localized pharmacological infusion 
for targeted therapies without affecting neighbouring neural tissues. Such fascinat-
ing characteristics will be invaluable for many clinical applications, including 
treatment of brain tumours, neural injury, and many neurodegenerative diseases 
(e.g. Parkinson’s, Alzheimer’s, etc.). Future multidisciplinary development will lead 
to compelling advances in neuroscience and clinical applications by enabling 
advanced, multifaceted functions and capabilities that go far beyond what conven-
tional approaches have been unable to conquer.
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Chapter 14
Gold Nanomaterial-Enabled Optical 
Neural Stimulation

Yongchen Wang

14.1  Introduction

Conventional electrical stimulation delivers pregenerated electric current through 
wires to electrodes or microelectrode arrays interfacing the target neurons. Despite 
its effectiveness and wide use, it is limited by unsatisfactory spatial resolution and 
invasive surgeries. Noninvasive neural stimulation techniques were, therefore, 
exploited by directly delivering magnetic field (Hallett 2007), electric current 
(Paulus 2011), light (Thompson et al. 2014), or ultrasound (Tufail et al. 2010) wire-
lessly through tissues to the target neurons. These noninvasive platforms avoid sur-
geries but are still limited by spatial resolution. Optogenetics (Boyden et al. 2005), 
as an alternative, shows excellent spatiotemporal resolution, but it requires the 
genetic engineering of neurons which brings technical challenges, safety concerns, 
and also ethical issues. Thus, it is highly desired to deliver neural stimuli wirelessly, 
administer neural interfaces without surgeries, and improve the spatial resolution.

An innovative way to realize these goals is to make minimized injectable neural 
interfaces and target them to neurons as antennae to receive a wireless signal and 
convert it to a local stimulus capable of modulating neural activity. It is due to their 
small size, diverse novel physicochemical properties, and specific targeting capa-
bilities that nanomaterials serve as good candidates for nano-antennae (Wang and 
Guo 2016; Wang et al. 2018). First, nanoparticles can be formulated to be injectable 
so that the administration of these nanosized interfaces can be significantly less 
invasive. Second, their unique physicochemical properties enable transductions 
from wireless signals (light, ultrasound, or magnetic field) to local stimuli (electric 
signal, heat, mechanical force, etc.) for neural stimulation (Table 14.1). The safety 
can also be improved by lowering the required power of the wireless signals 
(Thompson et al. 2014; Eom et al. 2016). Third, the nanoparticles can be distributed 
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in neurons’ extracellular space, bound to plasma membrane, surface proteins, and 
ion channels, and internalized into cytoplasm, enabling cellular- and subcellular- 
level specificity and spatial resolution (Lavoie-Cardinal et al. 2016).

Among these nanomaterials, gold nanomaterials, which receive light and gener-
ate localized heat, are especially intriguing. Such photothermal transduction is due 
to LSPR (Fig.  14.1a) (Amendola et  al. 2017), and the LSPR wavelength can be 
tailored by controlling the nanomaterials’ shape and aspect ratio (Eustis and 
El-Sayed 2006). For example, cylindrical gold nanorods have near-infrared (NIR) 
longitudinal LSPR wavelengths within the biological window (650–900 nm) that 
has the least absorption by blood and water compared to visible and infrared light, 
so they can be applied to stimulate deeper tissues (Weissleder 2001). The heat gen-
erated from these nanosized interfaces activate temperature-sensitive ion channels 
and/or impact the plasma membrane’s capacitance, thereby modulating neural 
activities (Fig. 14.1b) (Moran et al. 2004; Shapiro et al. 2012; Nakatsuji et al. 2015). 
Superparamagnetic nanoparticles convert magnetic field to local heat and/or 
mechanical force modulating neural activities. However, compared to superpara-
magnetic nanoparticles, gold nanomaterials have higher heat generation efficiency, 

Table. 14.1 Transduction of nanomaterials from a wireless signal to a local stimulus for neural 
stimulation (Wang and Guo 2016; Wang et al. 2018)

Nanomaterial Wireless signal Local stimulus

Semiconducting nanomaterials Light Electric signal
Piezoelectric nanomaterials Ultrasound Electric signal
Gold nanomaterials Light Heat
Superparamagnetic nanoparticles Magnetic field Heat and/or mechanical force
Upconverting luminescent 
nanomaterials

Near-infrared light Visible light for optogenetics

Fig. 14.1 LSPR, photothermal transduction, and their application in neural stimulation. (a) 
LSPR. The electric field of the incident light oscillates conduction electrons over the entire gold 
nanomaterial having a size (d) smaller than the LSPR wavelength (λ), generating heat via photo-
thermal transduction. (The figure was adapted with copyright permission from Amendola et al. 
(2017), © IOP Publishing Ltd. 2017). (b) Under the irradiation of NIR light, the heat generated 
from gold nanorods (AuNRs) can alter plasma membrane’s capacitance and/or activate temperature- 
sensitive ion channels, for example, TRPV1 channels, modulating neural activities (Shapiro et al. 
2012; Moran et al. 2004; Nakatsuji et al. 2015). (The figure was adapted with copyright permission 
from Nakatsuji et al. (2015), © Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 2015)
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so they require a significantly lower number of nanosized interfaces and do not 
require genetic engineering in target cells to express extra temperature-sensitive ion 
channels (Nakatsuji et al. 2015).

14.2  Critical Factors for Designing Gold 
Nanomaterial- Enabled Optical Neural Stimulation

There are several critical factors for designing gold nanomaterial-enabled optical 
stimulation. The general process is that gold nanomaterials targeted to neurons 
receive light and generate localized heat modulating neural activity. Thus, factors 
affecting the component(s) of the process should all be considered. First, the proper-
ties of gold nanomaterials, including the shape, aspect ratio, surface modification, 
amount, etc., will affect the LSPR wavelength, biocompatibility, placement, and 
stimulation outcome. Second, parameters of the laser, including the wavelength, 
continuous wave or pulsed mode, power, irradiance, duration, etc., will affect the 
light penetration depth, stimulation outcome, and safety. Moreover, the placement 
of gold nanomaterials is critical. Gold nanomaterials can be placed in neurons’ 
extracellular space (placement 1 in Fig. 14.2a); immobilized onto a substrate (place-
ment 2); bound to the plasma membrane (placement 3), surface proteins (placement 
3’), and ion channels (placement 3”); and internalized into cytoplasm (placement 4) 
(Wang et al. 2018). Their placement will significantly influence the interface stabil-
ity, biocompatibility, safety, spatiotemporal resolution, and stimulation outcome. 
Figure 14.2b gives an example of specific targeting of gold nanomaterials onto sur-
face proteins (Eom et al. 2016), and Fig. 14.2c gives an example of immobilization 
of gold nanomaterials onto a substrate (Bazard et al. 2017). Furthermore, it is also 
critical to select the appropriate end points to assess the stimulation outcome, such 
as indirect end points (calcium transient (Fig.  14.3a) and neurite outgrowth 
(Fig. 14.3b)), and direct electrophysiological end points (membrane potential and 
action potential (Fig. 14.3c)). Finally, if the platform is effective for neural stimula-
tion, the potential application on other excitable cells, such as muscle cells, should 
also be evaluated.

14.3  Development of Gold Nanomaterial-Enabled 
Neural Stimulation

Initially, dispersed and nonspecifically targeted gold nanomaterials were exploited 
for development of optical stimulation. Paviolo et al. showed that internalized gold 
nanorods coupled with continuous-wave laser irradiation of their LSPR wavelength 
promoted neurite outgrowth (Fig. 14.3b) and triggered intracellular calcium tran-
sients in NG108-15 neuronal cells (Paviolo et al. 2013a, b, 2014). Yong et al. found 

14 Gold Nanomaterial-Enabled Optical Neural Stimulation



340

that gold nanorods coupled with laser pulses of their LSPR wavelength elicited 
action potentials in rat auditory neurons, while the gold nanorods were distributed 
extracellularly, on the plasma membrane, and intracellularly (Yong et  al. 2014). 
Eom et  al. also provided in  vivo evidence that extracellularly distributed gold 
nanorods coupled with laser pulses of their LSPR wavelength evoked compound 
action potentials in rat sciatic nerves (Eom et al. 2014). However, the dispersed and 
nonspecifically targeted gold nanomaterials could be easily washed away by extra-
cellular fluid or internalized into cells, making it difficult to maintain stable inter-
faces. As a result, the stimulation was inconsistent and variable and even induced 
cytotoxicity (Paviolo et al. 2013b; Yong et al. 2014).

Fig. 14.2 Placement of gold nanomaterials relative to neurons. (a) Gold nanomaterials are (1) 
located in neurons’ extracellular space; (2) immobilized onto a substrate; bound to (3) plasma 
membrane, (3’) surface proteins, and (3”) ion channels; and (4) located in neurons’ cytoplasm 
(Wang et al. 2018). (The figure was adapted with copyright permission from Wang et al. (2018), © 
Tsinghua University Press and Springer-Verlag GmbH Germany, part of Springer Nature 2018). 
(b) Specific targeting of bio-conjugated gold nanomaterials to neurons’ surface proteins and ion 
channels. For example, streptavidin-conjugated gold nanorods were specifically bound to Thy-1 
antigen in the plasma membrane via its biotinylated antibody (Eom et al. 2016). (The figure was 
adapted with copyright permission from Eom et al. (2016), © OSA 2016). (c) Immobilization of 
gold nanomaterials onto a substrate. For example, gold nanoparticles were coated onto a glass 
micropipette via aminosilane linking molecules, as shown in scanning electron microscopy images 
of a lower magnification (c-1) and a higher magnification (c-2) (Bazard et al. 2017). (The figure 
was adapted with copyright permission from Bazard et al. (2017), © The authors 2017)
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Fig. 14.3 Characterization of gold nanomaterial-enabled optical stimulation using calcium tran-
sient, neurite outgrowth, plasma membrane depolarization, and action potential. (a) Optical stimu-
lation  triggered calcium transients in hippocampal neurons (Lavoie-Cardinal et al. 2016). Gold 
nanoparticles were attached to neurons’ plasma membrane, and an incident NIR laser triggered 
fluorescence signal increase of a genetically encoded calcium indicator (GCaMP6s) at time points 
2 and 3 compared to time point 1 without NIR irradiation. (The figure was adapted with copyright 
permission from Lavoie-Cardinal et  al. (2016), © The authors 2016). (b) Optical stimula-
tion induced neurite outgrowth in NG108-15 neuronal cells (Paviolo et al. 2013b). NIR irradiation 
with an irradiance of 1.25 W/cm2 promoted neurite outgrowth in gold nanorod (Au)-treated cells 
(b-2) compared to gold nanorod-treated cells without NIR irradiation (b-1). (The figures were 
adapted with copyright permission from Paviolo et al. (2013b), © Wiley Periodicals, Inc. 2013). 
(c) Optical stimulation evoked plasma membrane depolarization and action potentials in dorsal 
root ganglion (DRG) neurons (Carvalho-de-Souza et al. 2015). (c-1) Ts1 ligand-conjugated gold 
nanoparticles (AuNP-Ts1) were specifically targeted to the ion channels in DRG neurons. Action 
potential was evoked electrically (indicated by a blue bar) in both nontargeted and targeted cells, 
but action potential was evoked optically (indicated by a green bar) only in gold nanoparticle- 
targeted cells. The nanoparticle binding and optical stimulation were resistant to washing. (c-2) In 
gold nanoparticle-targeted cells, laser pulses of 40 Hz evoked a train of action potentials of the 
same frequency. (The figures were adapted with copyright permission from Carvalho-de-Souza 
et al. (2015), © Elsevier Inc. 2015)
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Dispersed gold nanomaterials could be surface modified to be positively charged 
to bind to neurons’ plasma membrane. Interestingly, an excitatory or inhibitory 
effect was achieved in different works. In the work of Yoo et al., positively charged 
gold nanorods electrostatically attached to the plasma membrane of rat hippocam-
pal, cortical, and olfactory bulb neurons inhibited spontaneous, electrically stimu-
lated, and epileptic neural activities upon irradiation of laser pulses of the LSPR 
wavelength, and the neural activities were reinstated upon the removal of irradiation 
(Fig. 14.4) (Yoo et al. 2014). However, in the work of Nakatsuji et al., the cationic 
lipoprotein-coated gold nanorods bound to the plasma membrane triggered calcium 
influxes in HEK293T cells by activating vanilloid receptor 1 under continuous- 
wave laser (Fig.  14.3a) (Nakatsuji et  al. 2015). Meanwhile, they addressed the 
importance of the surface chemistry of gold nanorods by showing that the cationic 
polymer-coated gold nanorods triggered calcium influxes through disruption to the 
plasma membrane.

Bio-conjugated gold nanomaterials could be specifically targeted to the surface 
proteins and ion channels in the plasma membrane to improve interface stability, 
stimulation consistency, and spatial resolution. In another work of Eom et  al., 
streptavidin- conjugated gold nanorods were specifically targeted to a plasma mem-
brane protein via its biotinylated antibody (Fig. 14.2b), and laser pulses of the LSPR 
wavelength triggered action potentials in rat hippocampal neurons (Eom et  al. 
2016). Compared to NIR stimulation alone, NIR stimulation coupled with these 
specifically targeted gold nanorods required lower irradiant exposure and showed 
shorter latency. When these gold nanorods were injected to rat motor cortex, NIR 
stimulation triggered whisker movement. In the work of Carvalho-de-Souza et al., 
ligand-conjugated gold nanoparticles were specifically bound to the ion channels in 
the plasma membrane of rat DRG neurons, and a train of action potentials was 
evoked upon exposure to the pulsed laser of the LSPR wavelength at the same fre-
quency of the laser pulses (Fig. 14.3c) (Carvalho-de-Souza et al. 2015). This strat-
egy also induced membrane depolarization in acute mouse hippocampal slices 
ex vivo. In addition, compared to unconjugated counterparts, these ligand-conju-
gated gold nanoparticles were bound more stably and activated neurons at a lower 
concentration (Fig. 14.3c).

Fig. 14.4 Inhibition of neural activity by photothermal effect of gold nanorods under NIR light. 
Positively charged gold nanorods were electrostatically attached to neurons’ plasma membrane, 
and a train of neural spikes showed inhibition of neural activity during irradiation and restoration 
upon the removal of irradiation (Yoo et al. 2014). (The figure was adapted with copyright permis-
sion from Yoo et al. (2014), © American Chemical Society 2014)
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Other than the LSPR wavelength, an off-resonance wavelength or the double- 
resonance wavelength can also be applied for optical stimulation with specifically 
targeted gold nanoparticles. In the work of Lavoie-Cardinal et al., citrate-capped 
gold nanoparticles were passively attached to the plasma membrane of rat hippo-
campal neurons, and anti-hemagglutinin antibody-conjugated gold nanoparticles 
were specifically targeted to the receptors in the plasma membrane (Lavoie-Cardinal 
et al. 2016). Upon irradiation of laser pulses of an off-resonance NIR wavelength, 
both placement methods triggered calcium transients and action potentials, but spe-
cifically targeted gold nanoparticles reduced nanoparticle aggregation and improved 
the stimulation reproducibility and specificity. In their work, a high spatial stimula-
tion resolution of several square microns was achieved around an individual 
nanoparticle or a small group of nanoparticles. In the work of de Boer et  al., 
streptavidin- conjugated gold nanoparticles were targeted to the sugar moieties and 
proteins in the plasma membrane, and irradiation of laser pulses of the double- 
resonance wavelength in the NIR range evoked action potentials in acute slices of 
mouse cortex in vitro and in cortical neurons of mouse visual cortex in vivo and 
triggered Hydra contraction in vivo (de Boer et al. 2018).

Even for the specifically targeted dispersed gold nanomaterials, it is still chal-
lenging to maintain stable interfaces regarding their locations relative to the neurons 
for a sustained period of time (Lavoie-Cardinal et al. 2016). This may even bring 
further safety concern related to their uncontrolled distribution for in vivo applica-
tion (Bazard et al. 2017). Besides, gold nanomaterials are not biodegradable, and it 
is difficult to retrieve them after administration. In order to maintain stable inter-
faces and increase their retrievability and safety, gold nanomaterials were immobi-
lized to substrates, and the coated substrates could serve as neurodevices for neural 
modulation (Yoo et al. 2016; Bazard et al. 2017; Lee et al. 2018). Yoo et al. reported 
that neurons were cultured on the gold nanorod-coated microelectrode arrays and 
their action potentials could be excited by electric current and inhibited by the pho-
tothermal effect of gold nanorods under laser irradiation (Yoo et al. 2016). The gold 
nanorods and NIR laser combined treatment could inhibit the spontaneous action 
potentials and the conduction of electrically stimulated action potentials via axons. 
Lee et al. used gold nanostars as the nano-antennae and demonstrated their use in 
neural inhibition on rat hippocampal neurons at both the single cell level and net-
work level when coupled with continuous-wave lasers of the LSPR wavelength (Lee 
et al. 2018). In this work, the gold nanostars were applied to neurons either in their 
dispersed form or by being immobilized onto the substrate. In both forms, gold 
nanostars showed improved biocompatibility compared to gold nanorods. In the 
work of Bazard et  al., gold nanoparticles were coated onto a glass micropipette 
(Fig. 14.2c), and when combined with laser pulses of the LSPR wavelength, it could 
excite or inhibit the action potentials in SH-SY5Y cells and primary cardiomyo-
cytes depending on the duration of the laser pulse (Bazard et al. 2017). In this work, 
the excitation and inhibition were studied on single action potentials. Immobilization 
of gold nanoparticles/nanostars onto a substrate could improve their biocompatibil-
ity to neurons (Tran et  al. 2017; Lee et  al. 2018), enhance the retrievability and 
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safety, and, more importantly, enable control of excitatory or inhibitory effect within 
the same stimulation platform. Nevertheless, it will also increase the invasiveness 
associated with the administration of the coated substrate. Another challenge is that 
only the neurons in the vicinity of the coated substrate can be modulated, so the 
target neuron population will be significantly limited by the physical geometry of 
the substrate.

14.4  Challenges and Opportunities

Despite the fact that gold nanomaterial-enabled optical neural stimulation is prom-
ising to improve the spatial resolution and lower the invasiveness, it still faces mul-
tiple challenges. First, although NIR light penetrates tissues deeper than visible 
light, the penetration depth of the NIR light within the biological window 
(650–950 nm) can be only as deep as 1–2 cm (Gao et al. 2004). Such a penetration 
depth can be very challenging for deep tissue stimulation, for example, transcranial 
stimulation. In this case, implantation of the light source may still be needed, but 
this will increase invasiveness. Second, although efforts were made to investigate 
how the stimulation outcome depended on the laser pulse duration, irradiance, or 
irradiant exposure in separate works (Yoo et al. 2016; Bazard et al. 2017), no con-
clusion could universally explain existing findings (Wang et al. 2018). This may be 
due to the fact that laser is only one of the critical factors, and other factors as dis-
cussed in Sect. 14.2 should also be considered. Additionally, the molecular mecha-
nism of how localized heat modulates neural activity remains to be better understood. 
To realize successful photothermal modulation of neural activity, sufficient heat 
needs to be generated in the vicinity of the target neurons (Bazard et al. 2017). Thus, 
the properties, amount, and placement of the nanosized interfaces, the photothermal 
transduction efficiency, etc. could all affect the modulation outcome. In addition, 
when assessing the modulation outcome, researchers should be careful, as nanoma-
terials crossing membrane could cause membrane depolarization that could be 
falsely regarded as activation (Nakatsuji et al. 2015). Another challenge is that the 
triggered calcium influxes could induce stress response under an irradiant exposure 
of 17–51 mJ/cm2 (Johannsmeier et al. 2018). This could be particularly concerning 
for long-term repetitive stimulation, as the majority of the studies used a higher 
irradiant exposure (Wang et al. 2018). For clinical application, when applied on tis-
sues instead of cells, the technique even required notably higher laser powers 
(Carvalho-de-Souza et al. 2015). Overall, critical factors should be considered to 
address these challenges in order to develop an effective and safe wireless stimula-
tion platform with good temporal and spatial resolutions. Other than its use in neu-
ral stimulation, gold nanomaterial-enabled optical stimulation can also stimulate 
other cell types, such as astrocytes and muscle cells (Eom et  al. 2017; Marino 
et al. 2017).
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Chapter 15
Nanomaterial-Assisted Acoustic Neural 
Stimulation

Attilio Marino, Giada Graziana Genchi, Marietta Pisano, Paolo Massobrio, 
Mariateresa Tedesco, Sergio Martinoia, Roberto Raiteri, and Gianni Ciofani

15.1  Introduction

The word “piezoelectricity” derives from the ancient Greek, and it literally means 
“electricity resulting from pressure”. Piezoelectric materials, indeed, generate an 
electric potential when subjected to a mechanical strain (direct piezoelectric effect); 
conversely, the application of an electric field to a piezo-material induces its own 
deformation (reverse piezoelectric effect). Since the discovery of piezoelectricity in 
the late nineteenth century, piezoelectric materials have been exploited in several 
different devices, for applications ranging from biomedical (e.g., ultrasonic imaging 
systems) to automotive fields (e.g., air-bag sensors) (Marino et al. 2017).

The rapid development of nanotechnology has reshaped our knowledge in the 
fields of physics, chemistry, material science, and biology. Nanomedicine refers to 
the biomedical application of nanomaterials and is one of the branches of nanotech-
nology, which has been mostly influenced in the course of this  scientific/
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technological revolution (Zhang et al. 2008). Researchers working in nanomedicine 
recently developed a variety of non-invasive and biocompatible tools capable of 
remotely delivering specific physical and chemical stimuli in the deep tissue, at 
single cell level or even with subcellular resolution (Genchi et al. 2017).

In this context, piezoelectric nanomaterials represent a class of nanotransducers, 
both organic and inorganic, that can be exploited not only for the remote excitation 
of the neural cells, but, more in general, for the stimulation of the electrically excit-
able cells, such as cardiomyocytes, osteoblasts, and skeletal myotubes (Marino 
et al. 2017). Specifically, piezoelectric nanomaterials can be activated with different 
mechanical energy sources, such as vibrations and acoustic pressure waves in the 
audible (sound) or non-audible (ultrasound, US) frequencies (Royo-Gascon et al. 
2013; Inaoka et al. 2011; Wang et al. 2007).

Concerning US, these pressure waves deeply and safely penetrate soft biological 
tissues, and are clinically exploited for diagnostic purposes (e.g., sonography). 
Efficient piezoelectric nanotransducers, such as the ones characterized by barium 
titanate, are able to generate electric potentials in the order of millivolt and remotely 
activate neural cells when exposed to US intensities similar to the ones used for 
sonography (Marino et al. 2015a). Moreover, US waves can be focused into deep 
tissues through hyperlenses in order to maximize the US intensity in a specific 
region of the tissue (Zhang et al. 2009). For these reasons, US represents an ideal 
and safe source of mechanical energy that can be efficiently transduced into biologi-
cally relevant electrical cues.

In addition to US, the piezoelectric neural stimulation mediated by acoustic 
waves in the audible frequencies has been extensively investigated; such studies 
have been carried out in order to develop a new generation of single-component 
cochlear implants able to transduce the mechanical waves of sound into electrical 
signals for the stimulation of the spiral ganglion neurons. These piezoelectric 
devices have been designed for substituting the functions of the cochlear sensory 
epithelium, which are compromised in certain types of deafness (Inaoka 
et al. 2011).

Piezoelectric materials can be exploited not only as actuators for indirect electric 
stimulation, but, taking advantage of the reverse piezoelectric effect, also as sensors 
to detect, measure, and accumulate the biomechanical energy developed by single 
cells and tissues (Nguyen et al. 2012). In this technological framework, piezoelec-
tric nanostructured devices have been incorporated in artificial pacemakers to obtain 
self-powered battery-free cardiac stimulation systems (Hwang et al. 2015a).

In this chapter, the piezoelectric nanomaterials that have been adopted in the 
biomedical field will be described and the biological effects of the acute and chronic 
nanoparticle-assisted piezo-stimulation on neural cells will be reported. Moreover, 
we will provide a chronological overview of the discovery of the neural activation 
with this indirect electric stimulation approach, starting from the first experimental 
evidences to the recent electrophysiological proofs obtained on primary neurons. 
Finally, in vivo exploitation of the piezo-stimulation approach for activation of the 
neural system will be presented in the last section.
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15.2  Piezoelectric Nanostructured Materials Applied 
to Nanomedicine

The generation of small electric charges upon the application of mechanical stimuli 
to piezoelectric nanomaterials is a unique phenomenon in the context of remote 
stimulation of cells and tissues. Electrical cues are known to foster specific biologi-
cal responses, and piezoelectric nanomaterials own the ability to act as real “nano-
transducers”, thus allowing obtaining “wireless” and remote electric stimulation 
thanks to non-invasive excitation through mechanical sources (usually US or 
vibrations).

Inorganic piezoelectric nanomaterials can be ceramic or polymeric, with piezo-
electric nanoceramics usually showing higher piezoelectric features than polymers. 
Perovskites (like barium titanate and lead zirconium titanate) and wurzites (like zinc 
oxide and zinc sulfide) are among the mostly investigated piezoelectric nanoparticles.

Concerning piezoelectric polymers, poly(vinylidene difluoride) (PVDF) and its 
copolymers show the best piezoelectric features and have been widely investigated 
to promote cell stimulation, for example on rat spinal cord neurons (Royo-Gascon 
et al. 2013) and on human adipose tissue-derived stem cells (Ribeiro et al. 2015).

Boron nitride nanotubes (BNNTs), inorganic nanomaterials with structural affin-
ity to carbon nanotubes, have been tested, among others, by our group, and showed 
beneficial effects as nanotransducers on PC12 neuron-like cells (Ciofani et al. 2013) 
and on pre-osteoblast human cells (Genchi et al. 2018). In the latter example, they 
have been used as nanofillers in P(VDF-TrFE)-based scaffolds stimulated with 
ultrasounds.

Other studies of ours also provided the first direct evidences of piezoelectric 
stimulation of cell cultures mediated by barium titanate nanoparticles (BTNPs): in 
particular, experiments have been performed on SH-SY5Y human neuroblastoma 
cells in the presence of nanoparticles and stimulated with US (Marino et al. 2015a). 
In this work, BTNPs owing tetragonal crystalline structure, and thus piezoelectric, 
were tested to demonstrate neuronal stimulation, whereas nanoparticles with cubic 
crystalline structure (and thus non-piezoelectric) were used as a negative control. A 
physical model has also been developed to corroborate obtained findings.

Barium titanate nanoparticles, analogously to BNNTs, have been further 
exploited as fillers to improve piezoelectric properties of scaffolds, giving interest-
ing results on both neuron-like cells (Genchi et  al. 2016a) and on human pre- 
osteoblasts (Marino et al. 2015b).

Finally, it is worth to mention the potentialities of piezoelectric stimulation of 
cancer cells. It is in fact well-known, as low-intensity electric stimulation represents 
an alternative treatment able to affect cancer cells without the use of any drugs/
chemicals, and to significantly enhance the effects of chemotherapy by reducing 
multidrug resistance with the impairment of the plasma membrane translocation of 
P-glycoprotein (P-gp), encoded by the MDR1 gene, the overexpression of which is 
associated with chemotherapy resistance. Recently, our group provided the first evi-
dences of the efficacy of this antitumor approach mediated by piezoelectric BTNPs 
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and US, respectively, on breast cancer (Marino et al. 2018) and on glioblastoma 
multiforme cells (Marino et al. 2019) (Fig. 15.1).

15.3  Nanoparticle-Assisted Piezoelectric Stimulation 
of Neural Cells

15.3.1  Wireless Nanoparticle-Assisted Modulation 
of Electrophysiological Activity

Different strategies have been proposed and implemented not only to regulate gene 
expression and drive cell differentiation, but also to induce short-term effects, in 
particular to modulate neuronal electrical activity both at the single cell and network 
level. A neuronal network can be considered as a complex, highly interconnected 
circuit where signaling is based on the collective effects of electric charges, neu-
rotransmitters, and action potentials.

Stimulation of excitable cells can be provided using electrodes both in vitro and 
in vivo, and deep electric stimulation plays an important role in many medical treat-
ments for different pathological conditions (e.g., Parkinson’s disease, cardiac 
arrhythmia, chronic pain) (Lonzano et al. 2019; Luan et al. 2014; Keifer et al. 2014). 
Nanomaterial-based coatings of electrodes and nanostructured electrode surfaces 
have been shown to improve electrode/cell coupling (lower impedance, higher 

Fig. 15.1 Example of piezoelectric stimulation of glioblastoma cancer cells (U87). BTNPs have 
been functionalized (a) in order to promote the crossing of an in vitro blood-brain barrier model 
(b). Synergic effects of a chemotherapy drug (temozolomide) and indirect electric stimulation 
promoted apoptosis and reduced proliferation (c). (Reproduced with permission from Marino et al. 
(2019); Copyright Elsevier)
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charge injection capability) and, consequently better stimulation performances in 
terms of smaller applied voltages, lower power losses and, consequently, less tissue 
perturbation/damage.

Non-invasive in vivo neural stimulation represents the most effective solution for 
restoring lost neural functions and correcting neurological disorders in several dis-
eases. Moreover, in  vitro neuromodulation allows investigating a wide range of 
complex phenomena, from neural development to synaptic plasticity. A wireless, 
spatially resolved and “steerable” stimulation technology would represent a major 
advancement for in vitro experiments as well (Wang and Guo 2016).

Electromagnetic fields and acoustic waves have both been shown to elicit neuro-
nal responses in vivo and in vitro; however, they both allow poor spatial resolution 
when targeting regions in the deep brain. In this context, piezoelectric nanoparticles 
can be used as a localized transducer that is remotely driven by an acoustic control 
signal and turn it into a suitable neuronal stimulus with subcellular spatial resolu-
tion and response time in the millisecond range (Rojas et al. 2018). Cell-type speci-
ficity can also be achieved because nanomaterials can be surface-modified and 
bio-conjugated (Marino et al. 2019).

15.3.2  Ultrasonic Fields for Neuromodulation

US can propagate as compression/rarefaction longitudinal waves in gases, liquids, 
and biological soft tissues. Soft biological tissues, which contain a large amount of 
water, behave as liquids, from the point of view of sound propagation; harder tis-
sues, such as bones, allow propagation of shear waves. While propagating, US inter-
acts with matter either by reflection, absorption, or scattering, as electromagnetic 
waves, even if at a much lower rate. Such interactions attenuate the US intensity and 
release thermal energy that can locally increase the temperature, generate a stream 
of fluid, and cause the fast expansion/shrinking of gaseous microbubbles in the fluid 
(acoustic cavitation). The amount and the type of interaction depend on wave 
parameters (frequency, wavelength, speed of propagation, and intensity) as well as 
properties of the liquid or tissue (density and elastic modulus).

Effects of US propagation on biological tissues are at the basis of US medical 
diagnostic imaging; more in general, effects of US pressure waves on biological 
tissues, have been studied for safety (US dosimetry (O’Brien Jr. 2007)), therapeutic 
(tissue ablation (Hesley et al. 2013)), local drug delivery (Carpentier et al. 2016), 
thrombolysis (Bader et al. 2016), as well as imaging purposes (e.g., US localization 
microscopy). An extensive description of such reciprocal interactions can be found 
in Dalecki (2004), while Maresca and colleagues provided a recent review of US 
biophysics at cellular and molecular levels (Maresca et al. 2018).

For neuromodulation, short pulses at low amplitudes are used in order to mini-
mize thermal effects (i.e., heating) and provide mechanical actuation through radia-
tion force avoiding cavitation. Several in vivo and in vitro studies showed either 
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excitatory or inhibitory neuronal responses to directly applied US. Such results have 
been recently reviewed (Naor et al. 2016; Blackmore et al. 2019).

Although many models describing the mechanism at the basis of neural response 
have been proposed, a comprehensive understanding based on experimental evi-
dences requires further investigations on US biophysics at the single cell and single 
channel level. Such understanding would allow exploiting US-protein interactions 
in order to increase sensitivity and selectivity to US stimulation by genetically mod-
ifying selected neurons to overexpress mechanoreceptors. Such interesting 
approach, for which the proposing investigators coined the term sonogenetics, has 
been demonstrated for invertebrates (Kubanek et  al. 2018); however, a proof of 
principle employing mechanoreceptors suitable for mammalians is still to be 
provided.

Coupling nanomaterials to transduce the US primary stimulus has the potential 
advantage of a better-defined and, consequently, better-controlled stimulation 
mechanism, which renders the stimulation more selective.

15.3.3  Indirect Proofs and First Demonstration of Neural 
Activation upon Piezoelectric 
Nanoparticle-Assisted Stimulation

Demonstration of the nanoparticle-assisted piezoelectric stimulation was primarily 
complicated by the vibrations of the electrophysiological electrodes used for moni-
toring the neural activity during the exposure to acoustic waves. All the traditional 
approaches of electrophysiological recording, such as intracellular, extracellular, 
and patch clamp whole cells, suffer from this technical issue.

For this reason, the first proofs of neural stimulation with this approach were 
fundamentally indirect. Specifically, our group firstly investigated the in vitro devel-
opment of a neural network during chronic piezoelectric stimulation (Ciofani et al. 
2013). In this pioneering work, PC-12 neural-like cells were incubated with BNNTs, 
and the axonal outgrowth of these cells was monitored in concomitance with the 
chronic US stimulation (“BNNTs+US”). Results were compared with those 
obtained from cells incubated with BNNTs but not exposed to US (“BNNTs”), from 
cells exposed to US without BNNTs (“US”), and, finally, from negative control 
cultures (“Control”). Interestingly, the combined piezoelectric “BNNTs+US” treat-
ment was able to remarkably promote the development of the neural network with 
respect to the other experimental classes (“BNNTs”, “US”, “Control”), both in 
terms of increased percentage of differentiated cells (+ 15–20%) and of enhanced 
number and length of β3 tubulin-positive neurites. No significant biological effects 
were found between the different control conditions (“BNNTs”, “US”, “Control”). 
Interestingly, the stimulation tests performed in the presence of non-specific block-
ers of Ca2+ channels (i.e., lanthanum ions (LaCl3)) indicated as the enhanced neural 
differentiation induced by the chronic “BNNTs+US” stimulation was mediated by 
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the Ca2+ influx; this result enforced the hypothesis of an effective indirect electrical 
stimulation since the intracellular Ca2+ elevations are required for the development 
of PC12 neurites during electric stimulation (Manivannan and Terakawa 1993). An 
increased axonal outgrowth was also observed in our work (Ciofani et al. 2013), 
when piezoelectrically stimulating (“BNNTs+US”) SH-SY5Y cells, therefore high-
lighting a good versatility of this nanotechnology-based approach.

Other indirect experimental evidences of the efficacy of the piezoelectric stimu-
lation on neural cells were subsequently collected by other independent groups by 
using piezoelectric membranes, films, microfibers, and nanofibers (Lee and Arinzeh 
2012; Genchi et al. 2016a). As an example, the group of William Craelius developed 
piezoelectric PVDF films able to transduce mechanical vibration (50 Hz frequency) 
into oscillating electrical fields; thanks to this indirect electric stimulation, Craelius’s 
group was able to promote the neurite outgrowth in rat spinal cord neurons (Royo- 
Gascon et al. 2013).

The first direct demonstration of the neural cell activation in response to 
nanomaterial- assisted piezo-stimulation was subsequently obtained by our group in 
BTNP-treated SH-SY5Y-derived neurons thanks to Ca2+ imaging investigations 
(Marino et al. 2015a). At 24 h of BTNP incubation, nanoparticles resulted mostly 
associated to the plasma membranes of these neurons, both at the level of cell bod-
ies and of the neurites. After an acute 5 s exposure to US stimulation, high- amplitude 
Ca2+ waves were evoked only in SH-SY5Y-derived neurons that were previously 
incubated with piezoelectric BTNPs (tetragonal crystal); no high-amplitude Ca2+ 
waves were observed in US-stimulated cells that were not pre-incubated with 
BTNPs or that were pre-incubated with non-piezoelectric BTNPs (cubic crystal). 
This experimental evidence indicated that the cell activation was mediated by the 
piezoelectricity of the material and not by other non-specific phenomena (e.g., 
mechanical and thermal). Coherently, the stimulation in the presence of gentamicin, 
a blocker of mechano-sensitive cation channels, was not able to affect cell activa-
tion. The evoked high-amplitude Ca2+ waves resulted both tetrodotoxin (TTX) and 
cadmium (Cd2+) sensitive, therefore indicating as the opening of voltage-gated Na+ 
and Ca2+ membrane channels was involved, respectively. Finally, experimental evi-
dences were further corroborated by an electroelastic model of the voltage gener-
ated by BTNPs when exposed to different US intensities; the generated voltages are 
in the order of millivolt, values compatible to the ones required for the activation of 
voltage-sensitive channels.

15.3.4  Electrophysiological Recording of Primary Cultures: 
Our Results

Despite the difficulties related to electrophysiological recording using tip elec-
trodes, planar multielectrode arrays (MEA) did not result significantly affected dur-
ing US exposure. In this framework, it was possible to reversibly induce an excitatory 
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response on in vitro networks of hippocampal or cortical neurons with low-intensity 
ultrasonic pulses in the presence of piezoelectric BTNPs (Rojas et al. 2018). The 
sketch in Fig. 15.2 describes the working principle of the method: in the presence of 
piezoelectric nanoparticles (NPs) adsorbed onto the cell membrane, neurons irradi-
ated with an US pulse modify their spontaneous electrical activity. Without NPs or 
with non-piezoelectric NPs, the same US stimulus does not affect the electrophysi-
ology of the neurons. In the following, we describe the developed procedures for the 
electrophysiological recording during piezo-stimulation and the main obtained 
results.

Neurons were extracted and dissociated from the cortex and hippocampus of rat 
embryos (E18), plated onto a commercial MEA (Multichannel Systems MCS 
GmbH), and kept in incubator for 20–30 days in order to allow the development and 
maturation of an interconnected and spontaneously active neuronal network. With 
the MEA device the correlated electrophysiological activity was easily recorded. 
Sample preparation, set-up description, and the experimental procedure were previ-
ously described (Rojas et  al. 2018). Briefly, BTNPs were dispersed in culture 
medium 12 h before the experiment; BTNPs unspecifically bound the plasma mem-
brane of the cell bodies and of the neurites, as observed by confocal microscopy. In 
control experiments, primary cultures on MEA were incubated with BTNPs charac-
terized by a cubic crystal structure, thus not showing piezoelectric behavior. Each 
circular electrode (30 μm in diameter) of the array records the extracellular field 

Fig. 15.2 Piezoelectric BTNP-mediated ultrasound stimulation. (a) In the presence of piezoelec-
tric BTNPs and low-intensity US, electrical activity of primary neurons is significantly higher with 
respect to the spontaneous one. (b) The US stimulation has no effect on the electrical activity of 
neurons cultured without BTNPs 
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potential generated by the cells near it (typically one to three cells). In order to 
verify the capability of the network to respond to external stimuli and maintain such 
capability after US exposure, a standard electrical stimulation protocol was per-
formed before and after the US stimulation experiments.

US at 1 MHz frequency and relatively low intensity (~1 W/cm2) was generated 
using a KTAC-4000 system (Sonopore) and transmitted to the MEA chamber 
through a thin thermoplastic film coated with a layer of acoustic gel. The pressure 
field generated by the piezoelectric transducer was experimentally characterized 
using a chamber with a miniaturize hydrophone (Teledyne RESON, model TC4038). 
US stimulation consisted of a sequence of US pulses of the same duration as sche-
matically depicted in Fig. 15.2; such periodic stimulation pattern is usually defined 
by its period and its duty cycle.

Figure 15.3 reports the result of a typical US stimulation experiment in the pres-
ence of piezoelectric BTNPs. Raw MEA recordings were processed by using a 
spike detection algorithm in order to extract the neuronal firing activity. Raster-plot 
representing with single points each detected spike as a function of the recording 
electrode (numbered from 1 to 60, in the vertical axis) and of time (horizontal axis) 
is shown in Fig. 15.3a. Figure 15.3b shows a magnification of the raster plot during 
piezo-stimulation. The red lines indicate the switching on and off of the US genera-
tor. The black trace in Fig. 15.3b represents the trend over time of the instantaneous 
firing rate, averaged over the 60 electrodes. The raster plot also shows spontaneous 

Fig. 15.3 MEA recording of the electrical activity in primary neurons during BTNP-assisted and 
US-driven piezoelectric stimulation. (a) Raster plot recorded from 60 microelectrodes before, dur-
ing, and after US stimulation. The red line indicates when the US is switched on and off (single 
pulse duration = 1 s, pulse frequency = 0.5 Hz). (b) Raster plot during the train of US stimulations; 
the superimposed black trace represents the trend over time of the instantaneous firing rate. (c) 
Mean firing rate (MFR) calculated before, during, and after two successive trains of US stimulations
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activity before and after the US stimulation. It is possible to appreciate an increase 
in the firing activity over all the recording area during the stimulation, and, in par-
ticular, when the US is switched on (black trace in Fig. 15.3b).

In order to quantify the variation in electrical activity, we calculated the average 
firing rate (expressed as spikes per second) recorded from the 60 electrodes. 
Specifically, we calculated both the instantaneous firing rate, defined as the recipro-
cal of the interval between successive spikes, and the mean firing rate (MFR), 
defined as the number of spikes in a certain time interval divided by the duration of 
the interval. In order to calculate the MRF values reported in Fig. 15.3c, we consid-
ered 90 s before and after the stimulation (“pre” and “post” intervals) and over 90 
consecutive 1-s intervals (total duration = 90 s) during which the US was switched 
on (“USon” interval) or off (“USoff” interval). Plot in Fig. 15.3c reports the MFR 
values of two series of piezo-stimulations interspersed with 5 min of recovery inter-
val. The MFR remarkably increases during the US pulses; such increase is both 
repeatable and reversible.

Moreover, we investigated the MFR ratio, defined as the difference between the 
MFR during “USon” and “USoff” intervals, divided by the sum of the MFR values 
during a specific period of time (Fig. 15.4). MFR ratio can vary between −1 (spik-
ing activity only during the “USoff” intervals) and +1 (spiking activity only during 
the “USon” intervals). Figure 15.4a shows the MFR ratio measured by the recording 
electrodes of the array in response to different pulse repetitions. The average of the 
MFR ratios in Fig. 15.4a is 0.78; this remarkably high MFR ratio is a clear indica-
tion of the increased activity when the US stimulation is applied in primary cultures 
pre-incubated with piezoelectric BTNPs. We also observed in a previous work of 
our group that the induced increase in firing activity during piezo-stimulation 
depends on the intensity of the generated US (Rojas et  al. 2018). The graph in 
Fig. 15.4b reports the average MFR ratio values obtained by stimulating the primary 

Fig. 15.4 Analysis of the MFR ratio in response to piezoelectric stimulation. (a) MFR ratio mea-
sured by the recording electrodes of the array in response to different US pulse repetitions in pri-
mary neurons pre-incubated with piezoelectric BTNPs. (b) Average MFR ratio values obtained by 
stimulating the primary neurons pre-incubated with piezoelectric BTNPs, pre-incubated with non- 
piezoelectric BTNPs, or non-incubated with BTNPs 
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neurons pre-incubated with piezoelectric BTNPs, pre-incubated with non- 
piezoelectric BTNPs, or non-incubated with BTNPs. The corresponding values, 
close to zero, indicate that the US stimulation alone, in our experimental conditions 
and with the adopted low-intensity levels, does not elicit any relevant response of 
electrical activity in the neural network. Moreover, since the cubic crystal non- 
piezoelectric BTNPs are not able to induce any significant increase of the MFR 
under US exposure, we can affirm that the piezoelectricity of the nanomaterial is 
required for the transduction of the US pressure stimulus into biologically relevant 
excitation cues.

In addition to the spiking activity, dissociated cortical or hippocampal cultures 
display peculiar patterns of electrophysiological activity, named bursts. A network 
burst is defined as a fast sequence of spikes (at least 5 spikes) and indicates fast re- 
depolarization at the single cell level and the almost synchronous activation at the 
network level. Burst activity can be characterized by several parameters, such as the 
bursting rate (BR), the burst duration (BD), and the number of spikes in each burst 
(SpkxBurst). All these parameters can be averaged over all the electrodes of the 
array and over a certain interval of time. We calculated the mean values of these 
parameters before, during, and after US stimulation in the presence of piezoelectric 
BTNPs. Figure  15.5 reports the values of the above-mentioned parameters after 
normalization to their respective maximum values; normalization has been carried 
out in order to plot them on the same dimensionless scale.

Fig. 15.5 Network burst activity before, during, and after US stimulation for a representative 
experiment with piezoelectric NPs. Different parameters are plotted for each interval: mean burst 
rate (MBR), burst duration (BD), inter burst interval (IBI), and number of spikes per burst 
(SpkxBurst). Mean values are normalized with respect to the maximum during the experiment 
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The first relevant observation is that US stimulation not only increases spiking 
activity (MFR) of cultures incubated with piezoelectric BTNPs, but also their burst-
ing activity: during the pulses delivery, the MBR increases about 80% (up to 
23.11  ±  0.8 bursts/min). Nonetheless, the MBR increase is limited to the USon 
intervals. When the US is off, MBR tends to the values measured before (i.e., pre 
interval) and after (post interval) the stimulation. Consistently with the MBR, also 
BD and SpkxBurst increase during the “USon” intervals, indicating as the evoked 
bursts are longer and with a higher number of spikes than the spontaneous ones. To 
summarize, the analysis of the bursting activity suggests two main observations: (i) 
the effect of the US stimulation is temporally confined and does not evoke any plas-
tic change at the network level, and (ii) US stimulation models the bursting activity 
both in terms of number of evoked bursts as well as their shape (i.e., duration). An 
increased evoked bursting activity (longer bursts with more spikes than the sponta-
neous ones) can be interpreted as an increased transmission of information through-
out the network which is related to the stimulation.

The most intuitive interpretation of the working mechanism of US stimulation 
mediated by piezoelectric nanoparticles is that the US pressure field deforms the 
NPs. As a consequence, the NPs, which are interfaced to the cell membrane, gener-
ate electric potential differences. A simple analytical model of the mechano-electric 
transduction mechanism of piezoelectric BTNPs subjected to pressure field has 
been previously provided (Marino et al. 2015a). The estimated voltage amplitudes 
generated by the US intensity range used in these cited works and in the experi-
ments presented here (0.8–1 W/cm2) correspond to about 0.2 mV. Since the NPs are 
interfaced to the cell membrane, such local voltage sources can increase the proba-
bility of activation of voltage-gated membrane channels, hence statistically increas-
ing the membrane depolarization and, eventually, the probability that an action 
potential is generated.

Although preliminary, such results offer an intriguing opportunity to exploit US 
as an external signal for a highly selective neuromodulation technique based on 
nanotechnology.

15.4  Piezoelectric Devices for In Vivo Neural Stimulation 
and Regeneration

In vivo neural stimulation has been shown as fundamental for tissue integrity regen-
eration and maintenance after trauma, and has promising implications concerning 
tissue function development and recovery in the case of other pathological condi-
tions (such as genetically derived sensorineural hearing loss, SNHL), including iat-
rogenic ones (for instance, drug-derived SNHL). Traditionally, it is attained by 
electrodes which can either externally or internally be applied, but its principal 
drawbacks consist of electric field attenuation through tissues when external elec-
trodes are used, the high invasiveness of the surgical interventions required for 
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internal electrode positioning/substitution, as well as power management and resup-
ply (Cogan 2011). Wireless stimulation is therefore highly desirable to circumvent 
these issues, and different approaches have to date been developed, including direct 
stimulation with ultrasonic waves (Menz et al. 2013; Hertzberg and Volovick 2010) 
and indirect stimulation mediated by piezoelectric materials (Hwang et al. 2015b). 
The application of mechanical stimulation to piezoelectric materials intimately 
interacting with biological environments indeed enables the treatment of deep tis-
sues with high time resolution, though it requires further studies and technological 
advances in particular in order to improve spatial resolution (Inaoka et al. 2011). In 
the following, the most important examples of applications of piezoelectric materi-
als to in vivo neural stimulation will be presented, and future directions on the topic 
will be suggested based on the current technological and nanotechnological 
opportunities.

Pioneering work on piezoelectric material application to in vivo regeneration of 
nerves after trauma was conducted by Aebischer and co-workers since late 1980s. 
In their work, they demonstrated that poled piezoelectric PVDF channels designed 
for nerve guidance supported transected sciatic nerve regeneration to a higher extent 
than unpoled (non-piezoelectric) channels in mice. Nerves regenerated in poled 
channels indeed featured a higher number of myelinated axons than those in unpoled 
channels, both at early and late stages of regeneration after implantation (Aebischer 
et al. 1987). In a following study on a rat transected sciatic nerve model, a higher 
number of myelinated axons were also achieved using positively charged piezoelec-
tric poly(vinylidenefluoride-trifluoroethylene) (PVDF-TrFE) channels compared to 
unpoled channels. To a lower extent than positively charges one, also negatively 
charged channels supported better axonal regeneration, thus demonstrating the 
influence of polarity on neuronal regeneration (Fine et al. 1991).

Over the latest decades, PVDF and its copolymer with trifluoroethylene have 
also been used for different applications, like sensorineural hearing loss treatment. 
SNHL is a condition of impaired neural stimulation of the cochlear nerves due to 
altered or missing cilia on the cochlear epithelium (as an inheritable or acquired 
disorder). In this concern, Inaoka and co-workers developed and characterized a 
PVDF membrane based-device equipped with an interdigitated aluminum electrode 
array in view of its utilization as a self-powered cochlear prosthesis (Fig. 15.6). The 
multilayered device was designed as a sensor with acoustic/electric signal conver-
sion capability in the absence of battery. Although over-dimensioned compared to 
cochlear anatomy, the piezoelectric device showed a tonotopic response (in the 
6.6–19.8 kHz range in air, and in the 1.4–4.9 kHz in silicone oil). It also generated 
maximum electrical response from an electrode positioned at the site of maximum 
vibration amplitude. The device was also scaled down for application in deafened 
guinea pigs (as rodent models for SNHL), and the PVDF membrane was demon-
strated to induce auditory brain-stem responses upon sound stimulation and ampli-
fication of the electrical output. In this case, metal electrodes were implanted in the 
cochlea and the membranes were used externally. When implanted in the scala tym-
pani of the basal turn of the cochlea, the device however did not develop an electric 
output sufficient to activation of auditory primary neurons, which was partially 
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ascribed to suboptimal anatomical positioning (Inaoka et al. 2011). Another work 
from Tona and co-workers aimed at optimizing neural stimulation based on PVDF- 
TrFE films as electrodes inserted into the modiolus of guinea pigs. This enabled a 
significant decrease in the thresholds of electrically evoked auditory brainstem 
responses compared with those of electrodes placed in the scala tympani. Due to the 
modest histological alterations detected with long-term analyses, this study repre-
sented a further step in the application of piezoelectric films to neural stimulation in 
cochlear prosthetics (Tona et al. 2015).

Other studies also aimed at applying different piezoelectric materials to cochlear 
nerve stimulation: for instance, lead-based composites (lead magnesium niobate–
lead titanate crystal with saturation polarization, an epoxy composite with saturated 
polarization, an epoxy composite with unsaturated polarization, and lead zirconate 
titanate crystal with saturated polarization) were implanted in the scala tympani of 
a feline model for SNHL by Guo and co-workers (Guo et al. 2011). By measuring 
the maximum decline of hearing thresholds, this investigation demonstrated that 
the composite supported better hearing ability recovery than the other materials, and 
supported the evaluation of piezoelectric material performances relying on hydro-
static piezoelectric constants dh and gh (Guo et al. 2011).

As another application field of piezoelectric materials, deep brain stimulation 
(DBS) was demonstrated through a ternary, lead-based composite thin film (lead 
indium niobate–lead magnesium niobate–lead titanate, also termed PIMT) depos-
ited on a flexible plastic substrate and connected to the primary motor (M1) cortex 
of a murine model. Upon moderate linear bending, the PIMT film indeed could 
generate a high current (far above the threshold for real-time DBS of the cortex) and 
a high voltage that enabled significant forearm movements (1.5–2.3 mm) in anes-
thetized mice (Hwang et al. 2015a, b).

Fig. 15.6 Design of a piezoelectric device based on a PVDF film (a) for the treatment of sensori-
neural hearing loss in a rodent model (guinea pig). Superposition of the image of an implantable 
piezoelectric film and the basal turn of the guinea pig cochlea (b), where BM stands for basilar 
membrane, Mod for modiolus, OSL for osseous lamina, and SL for spiral ligament. A microscopic 
view of an implanted device in the basal turn of the guinea pig cochlea (c). The yellow dotted line 
highlights an opening in the basal turn of the cochlea (OB stands for otic bulla). (Reproduced with 
permission from Inaoka et  al. (2011); Copyright National Academy of Sciences of the United 
States of America)
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15.5  Conclusions

This overview of the available literature demonstrates that further investigations are 
necessary for a realistic application of piezoelectric materials in vivo, as clear indi-
cations on neuronal survival and function on mid- and long-terms are still missing. 
Future studies will have to consider carefully long-term interaction of the materials 
with the host, and that high piezoelectric performances are ensured along with high 
safety and proper anatomical site targeting. In particular, lead-based materials of 
high neurotoxicity (Bressler et al. 1991) should be replaced by more biocompatible 
compounds (for instance, barium titanate), and targeting should be addressed from 
different perspectives by implementation of nanotechnology tools, such as nanopar-
ticles, nanotubes, etc., in order to guarantee effective spatial resolution of stimula-
tion from the cellular down to the subcellular level (Genchi et al. 2016b; Salim et al. 
2018). Recent literature has clearly shown that piezoelectric nanomaterials and 
nanocomposites can in particular operate a mechanoelectric signal transduction 
suitable for (1) opening voltage-gated ion channels on cell membranes (in particu-
lar, Ca2+ channels), and (2) triggering intracellular signal transduction cascades 
(Ciofani et al. 2013; Genchi et al. 2016b; Wang and Guo 2016). Since the modula-
tion of these events is involved in neuronal cell communication and survival (Wojda 
et al. 2008), the role of nanomaterials and nanocomposites (which often show com-
pletely different properties compared to their bulk counterparts) in responding to 
environmental stimulation but also in taking advantage from body motion (heart 
beating, respiration, etc.)—yet still largely unexplored—will increasingly be a 
determinant for proper addressing of neural stimulation and regeneration.
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Chapter 16
Perspectives for Seamless Integration 
of Bioelectronic Systems in Neuromedicine

Vishnu Nair and Bozhi Tian

16.1  Introduction

The field of medicine has made great strides in improving the quality of life for 
human beings across the globe. This gradual expansion and maturation of medicine 
has resulted from contributions of scientists over the centuries who have attempted 
to understand living systems across different scales. Investigations, from the molec-
ular and cellular levels to organs and whole animal level studies, have revealed how 
these systems function when in a state of equilibrium (Sung et al. 2013). In the event 
of deviation from such a state—when these systems are incapable of adapting—the 
result is either disease, injury, or disorder (Hernandez-Lemus 2012). When such 
situations arise, the goal of medicine has been to restore humans to the optimal state 
of equilibrium using short-term or long-term solutions in the case of an acute or 
chronic condition, respectively (Murrow and Oglesby 1996). However, in order to 
diagnose a specific medical condition, we need suitable techniques with which to 
probe a biological system and identify what specific type of non-equilibrium condi-
tion exists so as to clinically classify the disorder in an appropriate manner (Wang 
et al. 2017). Medicine has successfully evolved such techniques to address virtually 
the entire range of disorders known to mankind. One essential component that has 
contributed immensely to the field of medical diagnostics are biosensors, tools that 
form an integral part of medicine as they are a very versatile platform for diagnosing 
a plethora of human disorders (Bhalla et al. 2016).
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Beyond diagnosis of a condition or disorder, medicine aims to repair or restore 
the system to its original state. Medicine is greatly indebted to molecular biology 
for enabling the use of small molecules—classified as drugs—for treating such dis-
orders (Baig et al. 2016). Though drugs come with their own downsides, such as 
side effects, low efficacy, and low specificity, they have been the only successful 
method of treating some of the human disorders (Niu and Zhang 2017). The action 
of the drug upon the cells is typically mediated through these molecules, which 
selectively stimulate certain biological pathways, leading to a cascade of chemical 
reactions that often stabilize a cellular system (which, as a whole, cures the disor-
der) (Ritter et al. 2008). Cellular stimulation and response to various stimuli have 
been part of numerous fundamental studies, such as the Hodgkin-Huxley experi-
ment which enabled cell biologists to classify cells as excitable and non-excitable 
(Hodgkin and Huxley 1952; Cervera et al. 2014). This further enabled electrophysi-
ological research wherein studies utilizing an electrical stimulation generated a 
deeper understanding of the electrochemical properties of excitable cells (Linaro 
et al. 2015; O’Shea et al. 2019). These studies supported the development of exter-
nal and implantable devices for the stimulation of excitable cells. The initial basic 
devices, such as the automated external defibrillator, vagus nerve stimulator, periph-
eral nerve stimulator, etc., are some of the most fundamental medical tools for deal-
ing with acute and chronic disorders (Ellison et  al. 2017; González et  al. 2019; 
Chakravarthy et al. 2016). Hence, this trajectory of diagnosis and treatment leads to 
a synergistic relationship between sensing-associated diagnosis and stimulation- 
assisted treatment (Fu et al. 2016). The demand to further exploit this synergy led to 
the birth of bioelectronics and biomedical engineering, both of which supply the 
ever-growing demands of medicine.

The novel aim of bioelectronics is to precisely monitor a clinical condition, sup-
ply an appropriate dose of stimulation specific to that disorder, and thus cure the 
patient. However, depending on the acute or chronic nature of the condition behind 
the disorder, the time scale for monitoring and the associated feedback for 
stimulation- assisted treatment would vary. The device would need properties or 
features that could enable implantation or removal, wireless communication, and 
engineering design for seamless integration into a biological system (Katz 2014; 
Zhang et al. 2019). In this chapter, we lay the foundation for the development of 
nanoscale devices with various modes of stimulation, and the nanomaterial design 
strategies for the control of stimulation and implantation compatibility, followed 
by prerequisites and strategies for seamless integration with a focus on 
neuromedicine.

16.2  Cellular Stimulation

Every cell that forms a part of tissues or organs has a unique role that it plays along 
with other cells of a similar type, all in an attempt to maintain homeostasis in the 
human body (Davies 2016). These cells are hence known as the fundamental unit of 
life and thus are our system of interest (Plopper 2014). Cells are the model system 
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used to investigate different types of stimulation and their after effects, with the goal 
of advancing our knowledge of bioelectronics.

Cells are a set of complex non-linear systems that cycle in and out of equilibrium 
and are subject to environmental stresses (Wang et al. 2017); and they are sufficiently 
robust to handle a certain degree of stress. This cycling in and out of equilibrium is 
governed by fundamental molecular thermodynamics (Olivier et al. 2016). Thus, a 
precise understanding of cellular level processes and signaling pathways tells us the 
nature of the stimulus that would be required to push a cell in and out of equilibrium.

The aim of stimulation is to apply a signal that is recognizable to cells, thus 
invoking a signaling pathway to push the system out of equilibrium. This would 
create a non-equilibrium cellular state, the decay of which relies on the stimuli’s 
strength and frequency (Olivier et al. 2016). Depending on these two factors, the 
cell can either adapt and modify itself or proceed toward apoptosis (Strasser et al. 
2000), reflecting a Darwinian-like theory in action. Thus, one initial prerequisite of 
bioelectronic stimulation is the optimization of stimuli strength and frequency for 
adaptation—unless the goal is apoptosis.

Post-dosage optimization, the goal is to find the right stimuli transducer. Given 
that these devices may require implantation and remote control—depending on 
whether the disorder is acute or chronic—we would need miniaturized devices. 
Such devices should contain components that can transduce a stimulus to generate 
a cell-perturbing signal and would be graded with respect to the dosage and fre-
quency of the stimulus. Thus, the transducing material would have a frequency 
response that would govern its interfacial coupling with cell and output signal 
magnitude (Fig. 16.1). Nanomaterials are ideal candidates for this role as they have 
large active surface areas and are electronically active with a frequency response 
(Lasia 2014; Nair et al. 2018a).

The interfacial coupling of a cell and a nanomaterial results in a junction or cleft 
(Santoro et al. 2017) through which the transduced signal is scaled, phased, and 
transferred to a cell (Fig. 16.1). Such cell-material interfaces are chemically well- 
defined in terms of the surface functional groups that interact with the membrane 
proteins and the extracellular matrices (ECM) to form active junctions (Cutler and 
García 2003). Such active junctions are electrically defined using a capacitive ele-
ment and a resistance in parallel (Fig. 16.1) (Nair et al. 2018a). However, a signal 
that is transferred via this path has to go through two sets of circuits in series, from 
a constant phase element (CPE) element in the cleft (Lasia 2014) and the cell mem-
brane (Kandel et  al. 2000), such that the effective interfacial impedance here 
governs the scaling and phasing of the signal that is transferred to the cell (Fig. 16.1) 
(Sedra and Smith 2000).

16.3  Modes of Stimulation

In order to achieve synergy between sensing and stimulation, we have concluded 
that miniaturized remote-controlled devices are a necessity. In conjunction with the 
requirement of signal transduction by active materials in a device for stimulation 
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and miniaturization, we identify stimuli-responsive nanomaterials as potential can-
didates (Jiang et  al. 2016; Parameswaran et  al. 2018; Tortiglione et  al. 2017). 
Nanomaterials or nanoscale interfaces, by virtue of their solid-state structure, have 
electronic states which evolve in space and time according to the laws of quantum 
mechanics (Kuno 2011). The development of powerful quantum chemistry compu-
tational methods has enabled us to understand how quantum confinement effects 
impact the electronic structure of nanomaterials and interfaces (Burdett 1996). The 
electronic structure of a nanomaterial further governs its electronic, optical, mag-
netic, and surface properties, all of which form an essential set of features that could 
be controlled by synthetic strategies.

Previous electrophysiology experiments have enabled the classification of cells 
into excitable versus non-excitable—though the goal of bioelectronic stimulation is 
to evolve a general strategy for stimulation, as disorders are not specifically con-
fined to excitable cells. Excitable cells have a binary response to an electrical, elec-
trochemical, or thermal stimulus, resulting in a membrane depolarization or 
hyperpolarization event (Cervera et al. 2014). In stark contrast, non-excitable cells 
have a continuum response, thus allowing scope for a sub-threshold stimulation 
which leads to a diversified fate in the responding cells. Thus, the aim of nanomate-
rial synthesis for bioelectronics is to design materials which can transduce funda-
mental forms of energy such as electromagnetic waves, heat and sound, to create 

Fig. 16.1 Schematic representation of a cell-nanomaterial interface from a system science per-
spective. The schematic illustrates how the nanomaterial acts as a transducer with a frequency 
response T(ω) to convert the stimulus into a cell-readable signal which is further modulated by the 
impedances A1(ω) and A2(ω) of the cleft and membrane, respectively. Thus, from a systems per-
spective we can define the entire process of signal processing by the nanomaterial transducer and 
the impedances by a net transfer function H(ω) given by the product of individual frequency 
responses in the frequency domain as the net transformation factor. Though the stimulus and cell- 
readable signal are in the time domain, a frequency domain analysis permits easier analysis as we 
can consider each component as a set of cascaded systems
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cell-recognizable stimuli like ionic currents, thermal gradients, and transient molec-
ular species (Carvalho-de-Souza et  al. 2018; Rosado et  al. 2006). These stimuli, 
irrespective of their nature, depolarize or hyperpolarize the cell membrane, the con-
sequences of which, though diverse, lead to an unstable non-equilibrium state in the 
cell (Carvalho-de-Souza et al. 2018; Rosado et al. 2006). We hereby classify the 
different modes of stimulation as thermal, electrochemical, and mechanical, depend-
ing on the form of the final cell receptive signal.

16.3.1  Thermal Methods

Heat is a form of energy that can perturb the structure and function of molecules that 
make up biological components such as proteins, lipids, and nucleic acids (Huang 
and Lau 2016). Heat that is externally applied to a cell is generally capable of per-
turbing the lipid bilayer of a membrane and membrane proteins, causing changes in 
their structure and hence in the membrane capacitance and resistance (Carvalho-de- 
Souza et al. 2018). The membrane capacitance controls the charge separation via an 
ionic gradient across the membrane that ultimately provides a measure of the mem-
brane voltage. Thus, we can expect an apparent membrane voltage fluctuation to 
occur as a thermal stimulus is externally applied to a cell (Carvalho-de-Souza et al. 
2018). These membrane voltage fluctuations are read by excitable cells and non- 
excitable cells in different ways. An excitable cell would depolarize in response to 
heat only when it causes the membrane voltage to rise above a threshold (Carvalho- 
de- Souza et al. 2018). On the other hand, a non-excitable cell continuously responds 
to a membrane potential increase by modulating the ionic concentration inside ver-
sus outside the cell to catch up with this perturbation (Cervera et al. 2014). Thus, 
such a continuous response of non-excitable cells gradually evokes organelle- and 
genetic-level responses to overcome this change more prominently than excitable 
cells, leading to sub-threshold stimulation.

In order to introduce such an external thermal stimulus, we should have candi-
date nanomaterials which can convert an optical stimulus to heat via defect or trap 
state-mediated carrier recombination or surface plasmon resonance (Streetman and 
Banerjee 2014; Govorov and Richardson 2007). Alternatively, a magnetothermal 
effect caused by the release of energy from a magnetization-demagnetization cycle 
in nanoparticles can also produce such a result (Skumiel et al. 2013). The dosage of 
thermal stimulus varies according to the fundamental mechanism operating behind 
the transduction and its efficiency. In case of a semiconductor defect or trap state- 
mediated carrier recombination, we first need to estimate the defect density using 
photoluminescence or electrical transport techniques followed by an estimate of 
generation and recombination rates (Fig.  16.2b). After estimating the rate of 
recombination, scaling it by the energy gap between the conduction band and trap 
states would yield a theoretical estimate of the heat generated (though practically 
there could be multiple dissipation pathways which are underestimated or ignored). 
In contrast, plasmonic heating deals with the oscillatory dissipation of energy by 
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relatively free electrons at metallic surfaces (Govorov and Richardson 2007). 
According to the Drude-Lorentz model, surface atoms have an electron cloud which 
are weakly bound to the nuclei thus making them capable of oscillating in response 
to electromagnetic radiation (Govorov and Richardson 2007). Depending on the 
frequency of an electromagnetic wave we could model the electron cloud as an 
overdamped, underdamped, or critically damped oscillator, ultimately dissipating 
energy in the form of heat (Fig.  16.2c). On a similar note, a magnetic material 
placed in an oscillatory magnetic field dissipates energy stored during a 
magnetization- demagnetization cycle (Fig. 16.2d) (Skumiel et al. 2013). In general, 

Fig. 16.2 Schematic illustration of different modes of thermal stimulus production using nanoma-
terials. (a) A general schematic showing a standard photothermal response for a constant stimulus 
pulse. Thermal heating always increases with the application of stimulus and saturates, only to 
exponentially decay as the stimulus is turned off. The peak of the heat profile measured from the 
thermal diffusion current can be equated to heat generated Q using the specific heat capacity Cv. 
(b) Illustration of heat generation from semiconductor defect recombination, where G(t) is the car-
rier generation rate due to photon absorption, R(ε,t) is the recombination rate from the conduction 
band into a defect state located energy ε below it and Q is the total estimate of heat generated from 
this process. (c) Illustration of weakly bound surface electrons and dissipating energy from an 
electrical field according to the Drude-Lorentz model, with Q being an estimate of heat generated. 
(d) Equating the energy stored in a magnetic hysteresis cycle of a nanomaterial being dissipated 
as heat Q
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thermal methods focus on the thermodynamic conversion of energy from one form 
to heat.

16.3.2  Electrochemical and Photoelectrochemical Methods

Free energy (in all systems) is used to take a system toward an equilibrium state. In 
one such attempt, energy from an electromagnetic field may lead to production of a 
local charge separation in a material (Streetman and Banerjee 2014). These local-
ized charge separations are non-equilibrium states that have an associated excess of 
electrostatic potential energy (Streetman and Banerjee 2014). This charge separa-
tion, and the consequential electrostatic potential energy, depends on the band struc-
ture of the material. Such available free energy in the form of electrostatic potential 
is precisely what drives electrochemistry at the interfaces (Rajeshwar 2007). An 
electrochemical reaction thus happens when a local charge separation has signifi-
cant transient stability in the highest occupied molecular orbital (HOMO) and low-
est unoccupied molecular orbital (LUMO) or the valence (VB) or conduction band 
(CB) of that material (Rajeshwar 2007). Such a stability enables separated charges 
to be transferred across an interface to a molecular species or material with overlap-
ping density of states (Fig. 16.3a, b) (Rajeshwar 2007). An electrochemical process 
can polarize the immediate surroundings of an electrode due to charge accumula-
tion on its surface. This polarization can cause membrane depolarization via a 
capacitive coupling between the membrane and the electrode (Fig. 16.3c) (Rajeshwar 
2007). However, if there is an overlap between the density of states of a species in 
solution and the electrode’s HOMO or LUMO as illustrated in Fig. 16.3a or b, then 
the species could undergo oxidation or reduction (Rajeshwar 2007). The conse-
quences of such a redox reaction or faradaic injection (Fig. 16.3d) are that a species 
of a specific charge accumulates in the cleft, causing a depolarization or hyperpolar-
ization of cell membranes. Following this, the concentration of ions inside and out-
side the cell are modified, leading to a new membrane potential governed by the 
Goldman–Hodgkin–Katz (GHK) equation (Fig. 16.3e) (Kandel et al. 2000). Besides 
perturbing a concentration gradient, such electrochemical reactions can produce 
cell-recognizable active molecules through a biochemical process. Cell-recognizable 
species mainly include reactive oxygen species, reactive nitrogen species, and oxi-
dized or reduced metal ions or clusters (Rosado et al. 2006). Such cell-recognizable 
molecular species trigger a cascade in the cellular system leading to a membrane 
potential change, organelle stimulation, or genetic expression (Rosado et al. 2006). 
A similar effect could also be generated by cavitation effects. Ultrasound-induced 
cavitation can produce cavitating bubbles which could generate gigapascal and 
thousands of Kelvin of temperature to generate radical species like peroxides that 
can stimulate cells in a very similar fashion (Hernández-García et  al. 2008). 
However, a careful control of ultrasound intensity is important to ensure control of 
the cavitation thus giving electrochemical methods a significant edge over cavita-
tion processes.
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16.3.3  Mechanical Methods

Compared to either thermal or electrochemical methods, mechanical stimulation 
operates in a fundamentally different way. This variation arises from the fact that 
cells have an entirely different machinery with which to sense and respond to 
mechanical forces. Cells can convert such mechanical cues into intracellular elec-
trochemical signals which lead to a signaling cascade (Epand and Ruysschaert 

Fig. 16.3 (a) Photon absorption and photooxidation process occurring at an n-type semiconductor- 
electrolyte interface, generating an anodic current. (b) Photon absorption and photoreduction pro-
cess occurring at a p-type semiconductor-electrolyte interface, generating a cathodic current. (c) 
Capacitive depolarization of the cell membrane due to charge accumulation at the nanomaterial- 
cleft interface, causing charge-induced depolarization of the cell membrane. (d) Faradaic reaction- 
induced redox species which either introduced an accumulation of charged species causing 
membrane depolarization or a molecular active species which caused receptor binding mediated 
depolarization. (e) The GHK equation describing the variation in membrane voltage with differing 
concentrations of ions
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2017). This conversion of mechanical forces into electrochemical cues happens at 
mechanosensors which are classified into three classes. Mechanosensing by the 
plasma membrane is mediated by caveolin or cilia or microvilli which lead to the 
inward wrinkling of the plasma membrane (Epand and Ruysschaert 2017). However, 
mechanosensing can happen through an intracellular or extracellular mechanism as 
well. In these cases, they are mediated through actin cytoskeleton, glycocalyx, 
cadherin- rich cell-cell junction, or mechanosensitive ion channels (Epand and 
Ruysschaert 2017). Among these, the mechanosensitive ion channels are the fastest 
and thus of extensive interest, though many of these mechanisms could be coupled 
with respect to each other.

Cells are coupled to the ECM via integrin proteins that extend from the cytosol 
into the external environment (Kumar et  al. 2016). Integrin proteins connect the 
cytoskeletal filaments to the ECM through the focal adhesions and the phospholipid 
bilayer (Fig. 16.4b). Thus, any force that the cell receives is via the ECM and goes 
into the focal adhesions or directly onto the lipid bilayer (Fig. 16.4a, b) (Epand and 
Ruysschaert 2017). Extracellular forces such as fluid flow shearing, tensile, and 
traction forces along with intracellular contractile forces are the primary agents 
which bring about mechanical stimulation. Such forces are transduced by mechano-
sensitive ion channels present in the cell membrane. These mechanosensitive ion 
channels physically open or close in response to a force traveling through the lipid 
bilayer or cytoskeletal filaments. Such channels open or close to produce membrane 
voltage fluctuations which could lead to depolarization or hyperpolarization of the 
cell membrane. Thus, magnetic, optical, or piezo-responsive nanomaterials which 
can exert force on the lipid bilayer or the ECM to transduce a cytoskeletal force are 
additional modes of cellular stimulation (Epand and Ruysschaert 2017).

Fig. 16.4 (a) Direct force of lipid layer causing mechanosensitive ion channels to activate, open, 
and produce depolarization. (b) Force in ECM transduced via integrin and cytoskeletal filaments, 
causing the channel to open
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16.4  Making Nanomaterial Choices for Seamless Integration

Having explored the different modes of stimulation, we are able to determine a 
requisite property that each of these nanomaterials should possess in order for a 
stimulus to be transduced as a cell-recognizable signal. Beyond the functional capa-
bility of generating a cell-recognizable signal, we may need to explore other proper-
ties that are required for a well-coupled bio-interface. For example, the nanomaterial 
under consideration should be biocompatible, sufficiently mechanically flexible 
(like ECM or cytoskeleton), and have the appropriate surface chemistry for cellular 
recognition (Chen et al. 2017). To further extend the capabilities of this nanomate-
rial for simultaneous sensing and stimulation with a feedback interlock, it is neces-
sary to use appropriate nanofabrication technologies to design three-dimensional 
devices capable of interfacing with tissues (Dai et al. 2018). If achieved, this would 
be the ultimate goal of seamless integration. Hence, our focus is on obtaining a 
three-dimensional framework of appropriate size—as well as the correct mechani-
cal and electronic properties—capable of carrying out spatiotemporal mapping and 
stimulation. Existing synthetic nanomaterials have wide-ranging optoelectronic and 
mechanical properties, thus the task here is to make the appropriate selection from 
the range of available options. For ideal sensing capabilities, we need to select a 
material with an electronic structure that has maximum signal-to-noise ratio (SNR) 
subject to screening limited response at physiological conditions. Similarly, for 
stimulation capabilities a good understanding of the electronic structure and the 
subsequent efficiency of signal transduction is important to determine the appropri-
ate dosage. Both stimulation and sensing depend on the electronic structural proper-
ties which reside in their dimensionality, chemical composition, and surface 
chemistry, for dosage and sensitivity, respectively (Jiang and Tian 2018). Thus, the 
selection process for the choice of nanomaterials could be decentralized on the basis 
of these fundamental properties. This would ultimately enable us to have electronic 
components capable of performing simultaneous stimulation and sensing.

Once it is possible to draw up a short list of nanomaterials based on their elec-
tronic properties  (Alongside information on the appropriate dimension, chemical 
composition, and surface chemistry). Next, a sub-search within this set has to be 
performed for mechanical compatibility and biocompatibility. The latter is usually 
assessed by carrying out a combination of device stability and cytotoxicity testing. 
This involves checking degradation and its by-products formed from nanomaterials 
under physiological conditions in human blood plasma or serum, or in vivo testing 
(Chen et al. 2017; Jiang and Tian 2018). An appropriate quantification and identifi-
cation of the degradation by-products and immune response like scarring and cell 
death enable researchers to predict the cytotoxicity. Device degradation by enzymes 
and pH is an equally important property to be determined through in vivo testing in 
order to assess device delamination, corrosion, and fractures. On the other hand, 
mechanical compatibility of a nanomaterial is theoretically predicted by deviation 
of the persistence length of 1D architectures or nanoscale elasticity modulus in case 
of 2D or 3D structures, with respect to cellular ECM or cytoskeleton. Nanoscale 
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mechanical property measurement using atomic force microscopy or microrheol-
ogy allows us to obtain information on mechanical compatibility. Furthermore, the 
materials for flexible device fabrication and signal readout could be chosen from 
existing nanofabrication techniques with the goal of selecting materials with prop-
erties that facilitate seamless integration. The procedure described here is basically 
a sequential selection process that allows us to select materials from an existing 
library, a process that could be efficiently outsourced to machine learning 
(Fig. 16.5a).

In addition to a smart selection process to find the right set of materials from an 
existing pool, one could envision design strategies maximized to obtain hybrid 
materials with the requisite properties. At this juncture, we need to classify materi-
als into hard and soft and attempt to think of hard-soft hybrid materials as a solution 
to seamless integration. The design of a hard-soft hybrid could be done by embed-
ding a functionally active material into a soft matrix, serving as a mechanically 
compatible framework for the device. Such a fabrication could be achieved by either 
using additives in the starting material of the synthesis, by the application of an in 
situ synthetic process, or by a post-synthetic modification process (Fig. 16.5b). As a 
result, we have a three-way flexible synthetic strategy by which we can design new 
hard-soft hybrid materials for seamless integration.

16.5  Toward Seamless Integration in Neuromedicine

The brain may be seen as a gigantic electronic circuit board, composed of a variety 
of excitable neurons which in turn operate with varying functions. The coherent 
integration and functioning of the brain is predicated upon the functionality of its 
neurons (Birmingham et al. 2014). Thus, brain disorders arise from the failure of 
certain parts of the neural circuitry, resulting in the disruption of coherent function-
ing. Although acute disorders need prompt medical intervention and are currently 
out of reach for bioelectronic remediation, chronic disorders are well within the 
range of what is possible. The prerequisite for addressing chronic disorders, how-
ever, is to achieve seamless integration.

With respect to curing a neural disorder that affects organ function, there are two 
schools of thought regarding stimulation. One is to directly identify the nerve com-
ponent responsible for the disorder and to stimulate this component in order to 
address issues regarding a single function of a specific organ (Birmingham et al. 
2014). The second is to directly stimulate the organ in a precise way so as to restore 
the organ function and bypass the brain components (Birmingham et al. 2014). At 
present, we will focus on the first school of thought in an attempt to remain within 
the framework of neural interface engineering (Birmingham et al. 2014).

Bioelectronics has evolved significantly over time, allowing for precise targeting 
and interfacing to modulate neural signaling patterns in the brain. The specificity of 
modulation for addressing a unique problem associated with a unique part of the 
body, however, is the first challenge as we move toward seamless integration. The 
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current issue is to decode the entire human neural circuitry with a clear circuit 
structure- organ function correlation. Deriving such correlation maps of neural cir-
cuitry in the brain is a longstanding challenge, though significant progress has been 
made. We are now able to successfully address diseases such as sleep apnea, hyper-
tension, etc. (Birmingham et al. 2014). However, better imaging and tomography 
techniques are necessary for fundamental studies involving electrons, X-rays, and 
optical microscopy, with the ultimate goal of building a neural atlas. The second 
challenge to seamless integration is to have miniaturized interfaces which are func-
tionally active and well coupled to the cells. To a great extend this depends on the 
possibility of using the nanomaterial design strategy that was discussed in the previ-
ous section. In addition, we would require an appropriate device platform for the 
device to function wirelessly using electronic components to receive signal, 
microprocessor- enabled processing of input and output signals—as well as a 

Fig. 16.5 (a) Discussion of the selection strategy via machine learning for seamless integration. 
(b) Discussion of a material design strategy via a three-way control to obtain material for biointer-
face search and optimization
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transmitter for output signals (Dai et al. 2018). The requisite circuitry has been a 
basic tool of communication electronics and thus is easily accessible among the 
existing technologies. The third and most significant challenge to seamless integra-
tion is to determine the appropriate dosage for treatment (Birmingham et al. 2014). 
Dosage, in the context of bioelectronic stimulation, means the amplitude and fre-
quency of the stimulus signal to which the cells would be capable of adapting. To 
date, this has been the most formidable obstacle as there are multiple parameters 
involved. The primary factors are patient condition and history, material stimulation 
efficiency, sensor SNR, closed feedback loop coupling, device losses, and failure. 
The only way to determine the appropriate dosage of therapeutic utility is by per-
forming in vivo experiments in animal models (Birmingham et  al. 2014). Once 
numerous proof-of-concept experiments have been performed and there is a suffi-
cient amount of data, this could be used as a training data set for machine learning. 
Furthermore, as the training data is used in a machine learning algorithm, it could 
potentially be used for predicting device design and stimulation dosage for a par-
ticular patient. This enables the custom design of wearable and implantable bioelec-
tronics for chronic conditions. However, the long-term effects of these devices 
should be taken into consideration.

Thus, having broadly discussed the prerequisites for seamless integration and 
aspects which could help satisfy these demands, we further focus on two promising 
material strategies.

16.5.1  Mesh Nanoelectronics

Silicon-based nanoscale meshes were designed in order to facilitate three- 
dimensional devices that have the capability of spatiotemporal sensing and stimula-
tion (Dai et  al. 2018). The meshes were designed such that their fundamental 
architecture permitted an aspect ratio which minimized mechanical mismatch with 
respect to their biological counterparts. Furthermore, these meshes have arrays of 
nanowire field effect transistors (FETs) integrated into them in a spatially defined 
manner so as to enable spatiotemporal sensing or readout. While this design yielded 
a two-dimensional framework, in order to transform these into a three-dimensional 
framework, the meshes were mechanically transformed into 3D structures and 
seeded with cells to yield synthetic tissues. These synthetic tissues could then be 
loaded into a syringe needle and injected at the requisite location. For the purpose 
of stimulation, these mesh structures could have individually addressable electrical 
stimulation devices alongside the FET. This technology holds promise with respect 
to the goal of seamless integration. Moving forward, we aim to have nanosensors 
for the detection of biological molecules or analytes. Moreover, the integration of a 
communication electronic component for wireless input and output would enable us 
to implement a closed feedback loop for simultaneous sensing and stimulation.
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16.5.2  Hydrogel Bioelectronics

Hydrogels are crosslinked hydrophilic polymer networks capable of storing a polar 
species inside their porous structure (Yuk et al. 2019). Hydrogels have been a mate-
rial of interest in the field of bioelectronics due to their tissue-like mechanical prop-
erty and biocompatibility (Yuk et al. 2019). Moreover, hydrogels are not conventional 
dry electrodes and possess ionic and aqueous components, which may enhance 
stimulation and sensing performance. Thus, hydrogels represent one class of candi-
date for bioelectronic devices (Yuk et al. 2019). There are four types of hydrogels 
used in bioelectronics:

 1. Hydrogel coatings and encapsulations: This idea is based on designing devices 
with conventional metal or semiconductor electrodes, however with a hydrogel 
coating at the interface of the electrode with the cell. Such a construct reduces 
the mechanical mismatch.

 2. Ionically conductive hydrogels: These are hydrogels that permit fast ion conduc-
tion in aqueous condition. Compared to metal electrodes, these hydrogels can 
have lower junction impedance as they allow ionic conductivity. They can be 
used independent from conventional electrodes.

 3. Conductive nanocomposite hydrogels: Hydrogel frameworks which have a con-
ductive additive that enables electrical conductivity as well as ionic conductivity 
so as to have even lower junction impedance than ionically conductive hydrogels.

 4. Conductive polymer hydrogels: Organic semiconducting polymers possess con-
ductivity due to their conjugated backbone and are also capable of self- assembling 
into hierarchical structures (Nair et al. 2018b). These properties, as well as the 
possibility of doping, make them very promising in bioelectronics applications.

Despite possessing far better properties in terms of forming mechanically and elec-
trically compatible junctions, hydrogel bioelectronics still has a long way to go as 
there are multiple issues when it comes to seamless integration. Hydrogel bioelec-
tronics are soft and have highly hydrated structures which come with long-term 
stability issues arising from their weak adhesion to devices and dehydration. 
Moreover, incorporating hydrogels into existing device fabrication techniques with 
high spatial resolution and complexity is a field of research in itself.

16.6  Conclusions and Outlook

Throughout this chapter, we outlined an overall picture of what is driving all 
research in the field of bioelectronics. Using fundamental studies involving electro-
chemical, optoelectronic, and mechanical properties of materials and cells, we are 
attempting to make sense of what seamless integration should look like. However, 
due to a lack of elementary comprehension and/or technological innovation, there 
are still a myriad of unsolved problems in the field. In this chapter, we suggest the 
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technologies and ideas that hold promise to meet the goals of seamless biointegra-
tion, despite current limitations.
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Chapter 17
Voltage-Sensitive Fluorescent Proteins 
for Optical Electrophysiology

Teresa A. Haider and Thomas Knöpfel

17.1  Introduction

Creating interfaces that smoothly link artificial devices with the living nervous sys-
tem has been a longstanding major goal of neural engineering. Such interfaces 
would provide a platform for both monitoring and steering neuronal circuit activity 
in real time and applications such as neural prostheses and the repair of central ner-
vous system defects.

Optical imaging using genetically encoded voltage indicators (GEVIs) to moni-
tor neuronal activity could be involved in neural interface engineering in two ways: 
(i) as a tool to better understand the neuronal side of the interface and (ii) as a com-
ponent of a light-based interfacing mechanism. Here we focus on the former.

To build such a brain-machine interface, it is essential to understand the informa-
tion processing underlying the function of the neuronal circuits the interface inter-
acts with. One common approach to investigating neuronal circuit function is to 
record the electrical activity of the neurons in the circuit. Monitoring of the plasma 
membrane potential, which underlies neuronal electrical activity, is achieved 
through techniques that range from single-cell electrophysiology to large-scale 
electroencephalograms. In addition, techniques that indirectly monitor neuronal 
activity at larger scale, such as functional magnetic resonance imaging, are avail-
able. Thus, the established techniques either provide high temporal resolution of 
single cells (intracellular electrophysiology) or with coverage of large populations 
of cells at low spatial resolution (EEG) or high spatial coverage (fMRI) with limited 
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temporal resolution. None of the techniques routinely used today offers the neces-
sary combined spatiotemporal resolution and coverage of large brain areas to inves-
tigate how higher brain functions emerge from the activities of neuronal circuits. 
Understanding of this link between circuit activity and behaviour would be required 
to optimally steer circuit activity through an interface.

The usage of electrodes for recording activity from neurons across macro−/
mesoscopic (cm to mm scale) areas of nervous tissue, comprising hundreds to thou-
sands of cells, is limited by the density at which electrodes or microelectrode arrays 
can be placed in the tissue and difficulties to separate sources of activity. Overcoming 
this limitation, optical approaches to neuronal activity monitoring promise to fur-
ther our understanding of neuronal circuits by enabling the simultaneous recording 
of up to thousands of neurons. Several decades ago, pioneers of optical imaging 
started applying voltage-sensitive dyes (VSDs) to nervous tissue. Using fluorescent 
VSDs, they were able to significantly improve the spatial resolution and coverage of 
neuronal activity recordings in cell cultures, acute brain slice preparations and liv-
ing animals. More recently, the optical imaging toolbox has been expanded by 
genetically encoded activity indicators whose cell subtype-specific expression 
allows the precise analysis of the contribution of individual neuronal subtypes to 
neuronal circuit dynamics. Combining the circuit- and network-level monitoring 
capabilities of genetically encoded activity indicators with the precise timing and 
targeting of optogenetic actuators is a powerful approach to building a closed-loop, 
all-optical neuronal interface for neuronal circuits. In this chapter, we summarize 
the history, mechanisms, main principles and potential future directions of optical 
activity imaging. Optogenetic actuators are thoroughly discussed in a separate 
chapter.

We first give an overview of the different approaches to optical activity imaging, 
including activity-reporting dyes and genetically encoded activity indicators. We 
then focus on genetically encoded voltage indicators (GEVIs), whose development 
of readily applicable probes has recently gained momentum. For more detailed 
reviews on activity-reporting dyes and genetically encoded calcium indicators, we 
refer to the many extensive reviews of the literature (Baker et  al. 2005; Homma 
et al. 2009; Garaschuk and Griesbeck 2010; Sasaki 2015; Miller 2016). Next, we 
explain the main components of optical imaging setups. Finally, we discuss current 
approaches to the analysis of neuronal activity monitored optically. For readers that 
are eager to get started in GEVI imaging, we provide a short guide on how to choose 
an indicator.

17.2  Recording of Neuronal Activity

Neuronal activity is based on rapid (ms scale) changes in the plasma membrane 
potential, caused by the opening and closing of ion channels. Communication 
between neurons happens mainly through suprathreshold depolarizations of the 
membrane potential (action potentials), leading to the release of neurotransmitters 
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at the neuron’s presynaptic terminals. The released neurotransmitters diffuse across 
the synaptic cleft and bind to receptors coupled to ion channels at the postsynaptic 
site of other neurons, where the binding in turn leads to a renewed depolarization of 
the postsynaptic neuron’s membrane potential. If the postsynaptic membrane is 
depolarized above its threshold, the postsynaptic neuron fires an action potential. 
This sequence of events can propagate through the neuronal network.

17.2.1  Electrode-Based Approaches

The most direct way of measuring neuronal activity is to measure the fluctuation of 
the membrane potential of individual nerve cells. The most direct and widely 
employed method of measuring membrane potential fluctuations or the underlying 
ionic currents across the membrane is to gain electrical access to a cell’s interior by 
placing a glass-electrode on the plasma membrane and opening a patch of mem-
brane (patch-clamp in whole cell configuration). This approach allows sampling of 
the membrane potential (current clamp) or of the flow of ions across the membrane 
(voltage clamp) and yields an excellent temporal resolution of sub-microseconds. 
However, the upscaling of this delicate procedure to simultaneous recordings from 
many neurons is practically limited to a dozen cells (Perin and Markram 2013).

17.2.2  Optical Approaches

Optical approaches to measuring membrane voltages are a powerful alternative 
when the membrane voltages of larger numbers of neurons are of key interest. 
Traditional voltage-sensitive dyes are (partially) charged, fluorescent molecules 
with a lipophilic component that locates in the plasma membrane’s electric field. 
These small organic molecules are designed so that their fluorescence emission 
depends on the electric field to which they are exposed (“molecular Stark effect”). 
Once the membrane potential changes, the shift in electric field leads to a shift in 
charge in the voltage-sensing part of the molecule, which leads to a corresponding 
change in the fluorescence emission spectrum of the reporter part of the molecule. 
Combined with optical filters, this spectral change can be translated into changes of 
fluorescent emission intensity at a certain wavelength. These changes in fluorescent 
emission intensity are tracked with an optical sensor, such as a camera. In compari-
son to electrode-based approaches, the light-based approach allows for the record-
ing of average membrane potentials across a large number of cells simultaneously 
at single (point detector) or many sites (camera) within the field of view without the 
need to gain physical access to the cells’ interior.

Given the direct read-out of the plasma membrane potential, VSDs were envi-
sioned and developed early on in optical activity imaging. Pioneering work by 
Lawrence B. Cohen, Brian M. Salzberg, Amiram Grinvald and Rina Hildesheim led 
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to the synthesis of VSDs that were successfully applied to physiological systems 
in vitro and in vivo (Grinvald, Salzberg, and Cohen 1977, Cohen, Salzberg, and 
Grinvald 1978). Notably, VSDs have enabled the study of large-scale cerebral pro-
cessing in vivo in nonhuman primates (Blasdel and Salama 1986). VSDs respond to 
changes in the membrane potential within microseconds and can therefore follow 
even fast electrical events, such as trains of action potentials in brain slices (Vranesic 
et al. 1994). The two most popular families of VSDs are the fluorescent styryl RH 
dyes, named after Rina Hildesheim who first synthesized them (Grinvald et  al. 
1982; Grinvald et al. 1983), and the ANEP (aminonaphthylethenylpyridinium) dyes, 
developed by Leslie Loew (Fluhler et al. 1985). However, physiologically important 
but relatively small fluctuations in the subthreshold membrane potential (often in 
the millivolt range) proved difficult to translate into changes in emission large 
enough to surpass shot noise. Improvements to the design of VSDs led to improve-
ments in their voltage-sensitivity, linear voltage-emission changes and larger 
changes in fluorescent intensity. But as advances lagged behind expectations, 
researchers also measured changes in neuronal physiology associated with neuronal 
activity that could serve as a proxy for membrane potential changes and provide a 
better signal-to-noise ratio (SNR). One such indirect measure of activity is the 
change in cytosolic calcium concentration associated with strong membrane depo-
larizations. The resting cytosolic calcium concentration is the result of a homeo-
static balance between calcium flows across the membrane via calcium channels 
from the extracellular space and calcium extrusion mechanism. Calcium dynamics 
are further complicated by storage and release of calcium from internal stores. 
When a neuron fires an action potential, voltage-gated calcium channels open and 
the influx of calcium increases the plasma-free calcium concentration. The rise in 
calcium associated with individual action potentials can be detected with fluores-
cent calcium indicators that increase their fluorescence brightness upon binding of 
calcium. Thus, when an increase in fluorescence intensity is detected, the firing of 
an action potential is deduced. Action potential activity has been monitored with 
calcium-sensing dyes in  vitro (using fura-2 AM, Mao et  al. 2001) and in  vivo 
(Stosiek et al. 2003).

For optical measurements, changes in plasma calcium concentrations have sev-
eral advantages over membrane potential changes. They happen over a larger vol-
ume, last longer and can be measured anywhere in the soma. The calcium-indicator 
dyes now commonly used, such as fura-2 and Oregon Green BAPTA, use a design 
that combines a calcium-chelating backbone with a fluorescent indicator. Calcium- 
sensing dyes that monitor calcium with high affinity robustly report even small 
increases in cytosolic calcium. However, the binding of calcium to calcium-sensing 
molecules reduces the share of biologically active, free calcium in the cytosol. With 
high-affinity dyes or high concentrations of the indicator, this buffering can affect 
cellular functions.

Depending on the application, the calcium- or voltage-sensing dye is either 
loaded into individual cells via a patch glass-pipette or applied to larger areas of 
tissue with one of a number of bulk-loading techniques (e.g. incubation in a volume 
of dye, pressure-injection). Loading of individual cells enables the investigation of 
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calcium or voltage changes in subcellular compartments. Bulk-loading makes it 
possible to monitor activity in populations of cells with excellent spatiotemporal 
resolution across large-scale regions of the central nervous system. To this end, the 
stained tissue is placed under a microscope equipped with a light detector, often a 
camera, and illuminated with light from an appropriate source. If neurons in the 
field of view are active, the acquired images show localized changes in the fluores-
cence emitted by the activity indicator. Depending on the loading technique and 
resolution of the imaging system, the activity of individual cells or populations of 
cells can be monitored. This dye-based approach has been successfully applied to 
many model systems, such as worms, flies, mice and primates. In the last two 
decades, few additional improvements to voltage- and calcium-sensitive dyes have 
occurred. While dyes have a place in certain experiments such as in vivo cortical 
imaging in primates, their broad routine application in other preparations remains 
limited. To understand neuronal circuit activity, it is necessary to record the full 
spectrum of neuronal activity: subthreshold and suprathreshold depolarizations and 
hyperpolarizations. Voltage-sensitive dyes in theory report the whole activity spec-
trum, but their poor SNR makes high-resolution and high-speed recordings practi-
cally difficult to attain. Calcium-sensitive dyes inherently only report on 
suprathreshold activity. Moreover, behavioural experiments in rodents and primates 
call for chronic imaging, which is limited by the toxicity of organic dyes and the 
ability to deliver the dye in a reproducible manner. Dye-based approaches further 
have the common drawback that they indiscriminately stain all cells and do not 
allow the experimenter to differentiate between different subgroups of neurons. 
With the development of readily available transgenic delivery techniques and 
advances in protein engineering, protein-based neuronal activity indicators have 
become the main focus of optical activity imaging development. In comparison to 
dyes, they promise the specific expression of the activity indicator in identified neu-
ronal subtypes, without the interfering background staining seen with dyes. The 
next section gives a detailed introduction to genetically encoded activity indicators.

17.3  Genetically Encoded Reporters of Neural Activity

Encoded in a neuron’s DNA and expressed as proteins, genetically encoded activity 
indicators are a promising solution to the quest to record neuron subtype-specific 
activity in circuits. Neuron subtype-specific promoters limit the expression of the 
indicator to the neurons of that subtype, enabling the experimenter to draw conclu-
sions about the signalling of a particular group of neurons within a circuit or region. 
Large SNRs have conferred genetically encoded calcium indicators (GECIs) an 
enduring success in imaging of populations of neurons in living animals. Genetically 
encoded voltage indicators (GEVIs), which provide a more direct read-out of neu-
ronal activity, have recently experienced considerable improvements. These 
improvements make them promising candidates to overtake GECIs in experiments 
in living animals, reporting on the full spectrum of neuronal activity. In this section, 
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we give an overview of common features of GECIs and GEVIs before focusing in 
on the history, design principles, major applications and current developments 
of GEVIs.

17.3.1  Genetic Delivery and Cell Type-Specific Expression

Genetically encoded activity indicators depend on the delivery of the DNA coding 
for the indicator protein to the target neurons. Gene delivery is achieved via viral 
vectors, most commonly adeno-associated viruses, in utero electroporation or trans-
genic methods (Knöpfel 2012). Popular viral vectors, such as adeno-associated 
viruses (AAVs), are injected into the target tissue where they cause only a mild 
immune response. Cell-type specificity is achieved via cell-type-specific promoters 
that are only activated if a transcription factor (specific for the chosen cell type) is 
present in the target cell. Cell class-specific promoters are available for many neu-
ronal groups, such as glutamatergic and GABAergic neurons. After infection, the 
activity indicator is expressed in target cells and when sufficient protein has accu-
mulated, often after days to weeks, the tissue is ready for functional imaging. Virus 
production is relatively fast and can easily be adapted for new indicator constructs 
and model organisms, making viruses a flexible delivery system. The main draw-
back of viral delivery is the need to inject virus in each experimental animal: under 
anesthesia, access to the brain or spinal cord is established surgically and then small 
volumes of virus are injected locally using a stereotactic apparatus, a frame that uses 
a three-dimensional coordinate system to locate mapped targets within the nervous 
system. This invasive procedure can damage nervous tissue, especially when deeper 
brain regions are targeted. Also, even with standardized equipment and maps, injec-
tion sites may vary between animals and even the mild local immune reaction can 
lead to tissue responses (Ortinski et al. 2010). Expression from viral infection can 
vary with time due to a time lag to the full extent of expression or reduction in 
expression over time. These factors limit the applicability of viral delivery for 
experiments that study inflammation or require multiple imaging sessions over lon-
ger time-periods. Recently, promising results have been obtained with AAVs opti-
mized for intravenous administration and subsequent spread throughout the whole 
central nervous system (Chan et al. 2017). For studies of large-scale neuronal activ-
ity, this route of administration circumvents the need for stereotactic injections and 
reduces local disturbances of the tissue. However, the high amount of virus required 
for systemic delivery currently limits its use. Alternatively, transgenic animals pro-
vide stable and reproducible expression of activity indicators. Popular systems are 
the Cre-lox and the transactivator systems, which limit expression of proteins to 
identified subpopulations by combining an indicator line with a population-specific 
promoter driver line. A growing number of selected voltage and calcium indicator 
lines are available (Madisen et al. 2015). Different cell type-indicator combinations 
can be achieved by crossing the selected transgenic lines. Currently, transgenic sys-
tems are most readily available in fish, flies and mice. Except for rats and 
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non-human primates, where transgenic lines are not as readily available, transgenic 
animals provide a popular and reproducible means of expressing activity indicators 
simply by appropriate breeding schemes.

17.3.2  Genetically Encoded Calcium Indicators

Analogous to calcium-sensitive dyes, GECIs report on the changes in calcium con-
centration associated with action potentials. For details on physiological calcium 
changes, see Sect. 17.2.2. Given the excellent SNR of GECI variants from the 
GCaMP family (Nakai et al. 2001), they allow the detection of neuronal firing in 
many neurons simultaneously. GCaMPs have been successfully adopted for in vivo 
and in vitro experiments in rodents, flies, worms and other common species studied 
in neuroscience. Moreover, GECIs expressed in astrocytes have contributed to our 
understanding of how glial calcium changes relate to neuronal circuit activity 
(Shigetomi et al. 2010).

However, analogous to calcium-sensitive dyes, GECIs do not report all aspects 
of neuronal activity. As calcium levels mainly correlate with strong, suprathreshold 
depolarizations, subthreshold depolarizations and hyperpolarizations in the mem-
brane potential are not readily detected with GECIs. In addition, cytosolic calcium 
changes are slower than voltage changes. Consequently, the timing of action poten-
tials cannot easily be deduced from calcium signals, and individual spikes in trains 
of multiple, narrowly spaced action potentials can only be estimated from calcium 
indicator traces using mathematical deconvolution techniques. GEVIs promise to 
resolve individual action potentials and record the full range of neuronal electrical 
signalling. Even though the first GECIs and GEVIs were developed around the 
same time, GECIs were more rapidly adopted across neuroscientific laboratories, 
owing to their higher brightness and resulting better SNR. The more slowly pro-
gressing development to broad applicability of GEVIs is largely due to inherent 
differences between measuring calcium versus voltage changes of living cells. 
Calcium concentration changes occur throughout the plasma, while voltage changes 
are limited to the plasma membrane, which can accommodate only a fraction of 
indicator molecules as compared to the cytosolic space. In addition, voltage changes 
occur at a higher speed than changes in calcium concentrations. The higher camera 
frame rates that sample these faster changes reduce the number of photons captured 
per frame, demanding higher fluorescence emittance from GEVIs relative to GECIs.

17.3.3  Genetically Encoded Voltage Indicators

The idea to use a protein that exhibits voltage-dependent fluorescence to study elec-
trical activity in neurons emerged in the 1990s. Scientists hoped for a less invasive 
and more cell type-specific delivery of the probe in comparison to voltage-sensitive 
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dyes. Multiple GEVI design principles have emerged (Fig. 17.1, Table 17.1). The 
core principle of voltage-sensing domain-based GEVIs is the modulation of the 
emission of a fluorescence domain by a voltage-sensitive domain. The discovery of 
voltage-dependence in the bacterial opsin Archaerhodopsin 3 led the way to the first 
opsin-based GEVI, Arch (Kralj et al. 2011a). In contrast to voltage-sensing domain- 
based GEVIs, opsin-based GEVIs sense and report voltage changes through the 
same domain. Their fast kinetics make opsin-based GEVIs an attractive alternative 
to voltage-sensing domain-based GEVIs. The broad applicability of opsin-based 
GEVIs will hinge on reducing the light intensity required to excite them. The 
demands on a successful GEVI are high: it should report on membrane voltage 
changes with millisecond speed, show high voltage-dependent fluorescence and be 
bright to reduce the intensity of light needed and thus reduce phototoxicity. It should 
further display low bleaching to allow recordings in vivo at timescales relevant to 
behaviour and not disturb the intrinsic membrane properties of neurons. Moreover, 
for compatibility with optogenetic actuators, different spectral variants should be 
available. Currently, no single GEVI exists that fulfils all demands. However, a wide 
variety of GEVIs optimized for different performance characteristics have been 
developed. For up-to-date lists of available variants, it is best to consult reviews of 
the current literature (Lin and Schnitzer 2016, Bando et al. 2019), which are pub-
lished at regular intervals. This section gives an overview of the different design 
approaches to GEVIs.

 Voltage-Sensing Domain-Based GEVIs

The first GEVIs were generated by inserting a green fluorescent protein (GFP) vari-
ant into voltage-gated K+ and Na+ channels. For the creation of FlaSh, GFP was 
attached to the pore domain of a nonconducting mutant of the shaker K+ channel 
(Siegel and Isacoff 1997). GFP’s position close to the moveable C-terminal end of 
the pore domain rendered GFP’s fluorescence dependent on conformational rear-
rangements in the K+ channel (C-type inactivation). SPARC, built according to the 
same basic principle, used a voltage-sensing domain derived from a Na+ channel 
found in rat muscle (Ataka and Pieribone 2002). VSFP1 was the first GEVI to use 
the conformational changes in the voltage-sensing domain to alter the physical dis-
tance of a coupled fluorescence resonance energy transfer (FRET) donor and accep-
tor pair, translating membrane voltage changes into changes in FRET efficiency. To 
this end, a voltage-sensing domain from a K+ channel was coupled to a pair of cyan 
and yellow fluorescent variants of GFP (Sakai et al. 2001). These first GEVIs were 
able to optically report membrane-voltage changes; however, GEVIs using voltage- 
gated ion channels as their voltage-sensing domain share some common limitations, 
such as a narrow voltage-response range, low fractional fluorescence changes and 
suboptimal trafficking to the plasma membrane.

In the next generation of voltage-sensing domain-based GEVIs, the voltage- 
sensing domain of VSFP1 was replaced by voltage-sensitive phosphatases derived 
from Ciona intestinalis (Ci-VSP, Murata et al. 2005) to form the series of VSFP2 
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Fig. 17.1 Overview of design principles of genetically encoded voltage indicators (GEVIs). The 
plasma membrane (PM)-anchoring domains of the GEVI are depicted as numbered barrels (grey). 
Fluorescent protein (FP) domains are attached to the membrane-anchoring domains on the intra-
cellular (IC) or extracellular (EC) side of the membrane. The top two rows show GEVI designs 
based on voltage-sensing domains (isolated from Kv channels or voltage-dependent phospha-
tases). GEVIs that work via fluorescence resonance energy transfer (FRET) depend on a pair of 
FRET donor (FP, D) and FRET acceptor (FP, A) FPs. The voltage domain’s conformation directly 
influences the distance or orientation of the donor and acceptor, modulating the energy transfer 
efficiency upon PM polarization changes. Voltage-sensitive fluorescent proteins (VSFPs) that use 
FRET modulation include VSFPs of the 1st and 2nd series, VSFP butterflies and chimeric VSFP 
butterflies. The second row depicts monochromatic voltage sensing domain-based GEVIs. 
Monochromatic GEVIs of the VSFP3 type only have one FP, whose fluorescence brightness is 
modulated by a voltage-sensing domain. Circular permutation (cp) of the FP in cpFP-based 
VSFP3s and FlicR increases its sensitivity to conformational changes. Similarly, the ASAP GEVI 
family uses a cpFP, inserted into an extracellular loop of a voltage-sensing domain. Opsin-based 
GEVIs fall into two groups: rhodopsin fluorescence probes, such as Arch, the QuasArs and the 
Archons, rely only on the modulation of retinal fluorescence for reporting membrane voltage; 
opsin/FRET combination probes have an additional attached FP, which is quenched by the retinal 
in the opsin in a voltage-dependent manner. Ace-mNeon and macQ-Citrine follow this principle. 
Hybrid GEVIs combine genetically targetable proteins with exogenous small molecules. Hybrid 
designs comprise opsin-dye FRET (Voltron), FP-dye FRET (hVOS) and photo-induced electron 
transfer (VoltageSpy). The Voltron design is shown as a representative of this class. Voltron uses a 
protein tag covalently bound to a linker molecule to bind to an exogenous, synthetic dye that acts 
as a FRET donor to retinal. (Illustration adapted and updated from Akemann et al. 2015)
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variants (Dimitrov et al. 2007; Lundby et al. 2008; Mutoh et al. 2009). In addition 
to its better voltage sensitivity, Ci-VSP’s voltage-sensitive domain is structurally 
simpler, facilitating its transport to the cell membrane. VSFP2s were able to resolve 
single action potentials in cultured cells (Dimitrov et al. 2007). The Ci-VSP proved 
a successful scaffold and further GEVIs were developed based on its design: 

Table 17.1 This table lists the most commonly used GEVIs, categorised first by their voltage-
sensing principle (voltage domain, opsin, hybrid), second by indicator class. GEVIs are arranged 
in the order they appear in Fig. 17.1 The corresponding references guide the reader to the first 
publication of particular GEVIs 

Indicator class Indicator Reference

Voltage domain-based GEVIs

Ion channel-FP Shaker Kv-based 
FlaSH

Siegel and Isacoff (1997)

SPARC Ataka and Pieribone (2002)
FlaSH with split 
FP

Jin et al. (2011)

FRET VSFP1/2s, CR Sakai et al. (2001), Dimitrov et al. (2007), Lundby 
et al. (2008), Mutoh et al. (2009), Lam et al. (2012)

Mermaid Tsutsui et al. (2008)
VSFP butterflies Akemann et al. (2012)
Chimeric VSFP 
butterflies

Mishina et al. (2014)

Nabi Sung et al. (2015)
Monochromatic FPs VSFP3s Lundby et al. (2008), Perron (2009); Perron et al. 

(2009)
Arclight Jin et al. (2012)
Bongwoori Piao et al. (2015)
cpFP-based 
VSFPs

Gautam et al. (2009)

FlicR Abdelfattah et al. (2016)
VSD189-188 Kost et al. (2017)
ASAP family St-Pierre et al. (2014), Platisa et al. (2017), 

Chamberland et al. (2017)
Opsin-based GEVIs

Rhodopsin 
fluorescence probes

Arch Kralj et al. (2011a, b)
QuasArs Hochbaum et al. (2014)
Archons Piatkevich et al. (2018)

Opsin/FRET voltage Ace-mNeon Yang et al. (2016)
VARNAM Kannan et al. (2018)
macQ-Citrine Gong et al. (2014)
QuasAr2- 
mOrange2

Zou et al. (2014)

Hybrid GEVIs

FRET-dye Voltron Abdelfattah et al. (2018)
Other hVOS Chanda et al. (2005)

VoltageSpy Grenier et al. (2019)

T. A. Haider and T. Knöpfel



393

VSFP3s and ArchLight, whose single fluorescent protein reports voltage changes 
monochromatically (Lundby et al. 2008; Han et al. 2013); the VSFP butterflies, in 
which the voltage-sensitive domain is placed between a FRET donor and acceptor, 
giving them their name (Akemann et al. 2012; Mishina et al. 2014); and Bongwoori, 
a combination of a pH-sensitive indicator and Ci-VSP, which can resolve action 
potentials at 65 Hz (Lee et al. 2017). VSFP Butterfly 2.1 reports neuronal activity 
from acute brain slices with widefield and two-photon illumination (Fig.  17.2). 
More recently, placing the voltage-sensitive phosphatase from Gallus gallus 
(Gg-VSP) together with a circularly permuted GFP gave rise to the ASAP series of 
GEVIs (St-Pierre et al. 2014).

 Opsin-Based GEVIs

In contrast to voltage-sensing domain-based GEVIs, opsin-based GEVIs sense and 
report membrane voltage changes via the same protein domain. The molecular 
backbone is derived from microbial rhodopsins, light-sensitive ion channels that 
play a role in visual phototransduction. The opsin protein is bound to retinal, its 
chromophore—a small, light-absorbing molecule. The first opsin-based GEVI, 
PROPS, reported on electrical spiking in E. coli, but could not be optimized to local-
ize to the plasma membrane in eukaryotic cells (Kralj et al. 2011a, b). Following 
opsin-based designs were based on Archaerhodopsin 3 (Arch; Kralj et al. 2011a, b), 
whose good localization to mammalian membranes had been established during its 
use as an optogenetic silencer. Arch’s sub-millisecond temporal resolution for neu-
ronal action potentials came with a tradeoff of a laser-induced, hyperpolarizing pho-
tocurrent that was strong enough to reduce neuronal firing. Point mutations 
eliminated the photocurrent but also slowed the probe so that it could no longer 
resolve action potentials (Kralj et al. 2011a). More recent designs based on Arch 
have used targeted evolution and rational design to improve its speed, brightness 
and sensitivity. The QuasArs were combined with a channelrhodopsin actuator for 
a proof-of-principle of all-optical electrophysiology (QuasArs, Kralj et al. 2011a; 
Hochbaum et al. 2014). The Arch-derived family of GEVIs is constantly growing. 
The main challenge to the application of Arch-based probes beyond specialized 
laboratories is their low quantum yield, requiring high illumination densities that 
significantly heat the imaged tissue. To improve brightness but retain the opsin’s fast 
kinetics, opsins have been used in FRET pairs with a brighter fluorescent protein 
(Zou et al. 2014; Gong et al. 2014). In this approach, the opsin quenches the fluores-
cent protein in a voltage-dependent manner (MacQ-GEVIs, Gong et  al. 2014). 
Limits to opsin-FRET GEVIs are the linker length and challenges in localizing them 
to the neuronal membrane (Gong et al. 2015; Werley et al. 2017). Employing high 
illumination and specialized equipment, opsin-based GEVIs have been successfully 
used to record voltage from single neurons in brain slices and from mammals in vivo 
(Gong et al. 2015; Werley et al. 2017; Piatkevich et al. 2018).
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Fig. 17.2 Widefield and two-photon voltage imaging of mouse cortical L2/3 pyramidal neurons in 
brain slices. The GEVI VSFP Butterfly was expressed in L2/3 pyramidal neurons in mice. Optical 
and electrical recordings were performed simultaneously. (a) widefield images of donor and 
acceptor fluorescence on the left and in the middle; on the right, a widefield image and illustration 
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Fig. 17.2 (continued) of the placement of the stimulation and recording electrodes during electri-
cal recordings. (b) Population activity in response to electrical stimulation to the cortex. 
Fluorescence traces from the FRET donor (mCitrine) are drawn in yellow, from the FRET acceptor 
(mKate2) in red. The ratio of the two traces is drawn in black. The top trace shows the population 
response to a single stimulus (average of 10 sweeps). Below, the local field potential (LFP) 
recorded with an electrode in response to the same stimulus. The bottom traces show population 
responses to 5 stimulations (average of 10 sweeps). Below, the LFP in response to the same 5× 
stimulus. The FRET modulation leads to a decrease in donor intensity and its corresponding 
increase in acceptor intensity. (c) The ratio of FRET donor and acceptor has an improved signal-
to-noise ratio in comparison to the single fluorescence signals for both single and five-stimulus 
recordings (mean and SEM in grey).  d) The Butterfly VSFP signal increases (calculated as % 
change in ratio) with increasing stimulus voltage (n = 5–8 for each intensity). The inset shows an 
example recording where the fast (arrowhead) and slow component of the GEVI signal are discern-
able. (e) Two- photon imaging with VSFP Butterfly. (e1) mCitrine (left) and mKate2 (right) fluo-
rescence images with the stimulation electrode visible in the lower right and the recording electrode 
in the upper right corner. (e2) A time series of fluorescence ratio images (ΔR/R) recorded at the site 
of E1. Frames were recorded at 40 ms intervals and colour coded for fluorescence intensity changes 
(calibration bar shown on the left). At 0 ms, a stimulus (5 pulses, 0.2 ms, 100 Hz) was applied via 
the stimulation electrode. Note the depolarized areas around the tip of the stimulation electrode at 
t = 0 and the spreading depolarization at t = 40 ms. (e3) Fluorescence trances (average of 25 trials) 
from regions of interest (ROIs) in E2. Black arrows indicate the time of stimulation. Inset shows 
the LFP in response to the same stimulation. (Adapted from Empson et al. 2015)

 Hybrid GEVIs

Improving GEVI performance, such as speed and brightness, can be tedious because 
of the complexity of protein expression and the limitations set by amino acid chem-
istry. Currently available fast GEVIs have time constants around 1 ms. In compari-
son, commonly used voltage-sensitive dyes have time constants around 1–2  μs 
(Rohr and Salzberg 1994). In an attempt to circumvent these common challenges, 
hybrid probes make use of an exogenously applied component that specifically 
binds to a genetically targeted component. The exogenous component can either 
fulfil the role of the voltage-sensitive domain or of the modulated fluorophore. For 
the hybrid voltage sensor (hVOR), researchers express a farnesylated GFP whose 
fluorescence is absorbed by the synthetic voltage-sensing dipicrylamine (DPA) via 
FRET (Chanda et  al. 2005). DPA moves across the cell membrane in a voltage- 
dependent manner, rendering GFP’s fluorescence voltage-dependent. Even though 
hVOR’s fractional fluorescence changes were larger than other GEVIs available at 
the time, its applicability is limited by DPA’s toxicity and ability to raise the mem-
brane capacitance, influencing population dynamics (Chanda et  al. 2005). The 
hybrid approach has recently seen a revival, with new probes attaching a voltage- 
sensitive dye-binding domain to an opsin-based domain in a manner that allows for 
the FRET modulation of the opsin by the exogenously applied VSD. In promising 
early results, Voltron resolves action potentials in single mouse hippocampal neu-
rons in vivo (Abdelfattah et al. 2018). Drawbacks to hybrid strategies are similar to 
challenges with voltage-sensitive dyes: the difficulty to reproducibly and uniformly 
deliver an exogenous substance to living tissue.
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17.3.4  Choosing a GEVI

Continuous improvements to the original GEVI variants through rational design and 
targeted evolution have resulted in a broad palette of GEVIs optimized for different 
performance indicators such as response kinetics, dynamic voltage range, SNR, 
quantum yield or spectral characteristics. As no single GEVI covers all applications, 
it is essential to consider individual experimental demands and to choose a GEVI 
that best fits the particular conditions.

 Recording Membrane Voltage In Vivo

If experiments are to be conducted in mammals in vivo, important considerations 
are biological sources of noise and the required response kinetics and dynamic 
range for the biological phenomenon to be investigated. Common sources of fluo-
rescence changes that do not directly originate from membrane voltage fluctuations 
are hemodynamic noise and so-called intrinsic optical signals. Applications based 
on monochromatic indicators are particularly susceptible to these forms of noise. 
Ratiometric FRET indicators, which absorb and emit fluorescence at two wave-
lengths, provide an optical signal that is more robust to biological noise and have 
successfully been used to record cortical activity dynamics in mice in vivo (Fig. 17.3, 
Akemann et al. 2012; Song et al. 2018a). For many available GEVIs, there is a trad-
eoff between fast response kinetics and large SNR. Instead of selecting the fastest 
available probe, it is advisable to consider the dynamics of the neuronal phenome-
non to be studied. If the focus is to be on population responses across wide areas of 
tissue, it is not necessary to resolve membrane voltage changes with 1–2 ms, as 
many cortical population phenomena occur at time scales of tens of milliseconds to 
seconds. In this case, a slower probe with bigger fractional changes in fluorescence 
can be selected. Similarly, some probes’ dynamic ranges are better suited than oth-
ers for the detection of action potentials or subthreshold events. For example, VSFP 
Butterfly 1.2 can detect subthreshold events and chimeric VSFP butterfly has been 
employed for cortical population imaging in awake, behaving mice (Fig.  17.4, 
Akemann et al. 2012; Song et al. 2018a) .

 Combination with Optogenetic Actuators

In all-optical electrophysiology, both neuronal activity monitoring and activity per-
turbations are achieved using light-based approaches. To combine monitoring mem-
brane voltage with optogenetic control of cellular activity in the same tissue without 
crosstalk between the systems, it is essential to reduce to a minimum the spectral 
overlap of the actuator and the reporter. Most optogenetic actuators respond to light 
in the blue range: wild-type channelrhodopsin has its excitation maximum at 
480 nm. So far, most red-shifted GEVIs have been variants of Arch, as Arch itself is 
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naturally red-shifted. However, these probes also inherited Arch’s low molecular 
brightness (Kralj et al. 2011a; Hochbaum et al. 2014; Flytzanis et al. 2014). More 
recently, a directed evolution approach yielded the Archon probes with improved 
brightness and increased fluorescence changes per action potential (Piatkevich 
et al. 2018).

17.4  Equipment for Optical Imaging of Neuronal Activity

Optical voltage reporters typically respond with only small changes in fluorescence 
intensity upon a physiological membrane voltage fluctuation. It requires highly spe-
cialized microscopy equipment to record these small optical signals. The excitation 
light source, shutter, objective, filters and optical sensor are optimized for sensitiv-
ity, noise levels and speed. Particular applications, such as mesoscopic or in vivo 
imaging, can pose additional demands on the system. The ability to detect meaning-
ful changes in signal depends crucially on the degree to which the signal exceeds the 
noise of the system. The SNR expresses this relationship. Signal detection can be 
improved by either increasing the amplitude of the signal or decreasing noise. In our 
application, the signal is the change in fluorescent light intensity in a particular band 
of the light spectrum, emitted by the activity indicator in response to a membrane 
potential-altering event of interest. Noise can come from many sources and what is 
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Fig. 17.3 Widefield voltage imaging in living mice using VSFP Butterfly 1.2. The GEVI VSFP 
Butterfly was expressed transgenetically in cortical LII/III pyramidal neurons in mice. (a) Top, 
dorsal view on the brain of a mouse with a chronically implanted transcranial window over both 
hemispheres. Lower, outline of four ROIs: (i) top left: left motor cortex (navy), (ii) top right: right 
motor cortex (cyan), (iii) lower left: left visual cortex (red), (iv) lower right: right visual cortex 
(pink). (b) Spontaneous (“ongoing”) activity (in absence of sensory stimuli) under light sedation 
monitored via GEVI fluorescence. (b1) Fluorescence traces show the intensity of the FRET donor 
(green) and the FRET acceptor (orange) averaged across both hemispheres. The ratio of the two 
traces is shown in black (lower trace). (b2) Ratiometric fluorescence signal of intrinsic activity 
across the four ROIs outlined in A lower, showing isotopic cortical activity travelling across large 
distance in both hemispheres. Data collected as described in Akemann et al. 2012 and Carandini 
et al. 2015. (Adapted from Song et al. 2017)
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Fig. 17.4 Widefield voltage imaging from defined brain areas in a living mouse. The GEVI chi-
meric VSFP Butterfly was transgenetically expressed in mice. (a) Fluorescence image of a brain 
slice prepared from a mouse expressing chimeric VSFP butterfly. (b) Experimental set-up of a 
voltage imaging recording in living mice. The mouse with an implanted transcranial window is 
head-fixated. 500 ± 12 nm light and captured at two wavelength bands (542/27 and > 594 nm) by 
two synchronized cameras. The whiskers are stimulated using air puffs. (c) Dorsal view of the two 
hemispheres through the chronic, transcranial window. Red outlines mark the primary somatosen-
sory barrel field, which is associated with processing of whisker sensory stimuli. (d) Voltage 
responses in the primary somatosensory barrel field (shown in c) in response to an air puff directed 
at the contralateral whiskers, monitored via dual-emission GEVI fluorescence. Note that FRET 
donor and acceptor intensity changes are anti-correlated. The ratiometric signal (ratio) is shown in 
black. Increases in the optical traces indicate depolarization and decreases indicate hyperpolariza-
tion. Mean ± SEM shown. (e) Brain areas within the cranial window as defined in the Allen Mouse 
Brain Atlas (abbreviations: 1-AUDd Dorsal auditory area, 2-AUDp Primary auditory area, 
3-AUDpo Posterior auditory area, 4-AUDv Ventral auditory area, 5-MOp Primary motor area, 
6-MOs Secondary motor area, 7-VISrl Rostrolateral visual area, 8-VISa Anterior area, 9-RSPagl 
Retrosplenial area-lateral agranular part, 10-RSPd Retrosplenial area- dorsal part, 11-RSPv 
Retrosplenial area-ventral part, 12-SSp-bfd Primary somatosensory area- barrel field, 13-SSp-ll 
Primary somatosensory area- lower limb, 14-SSp-m Primary somatosensory area- mouth, 
15-SSp-n Primary somatosensory area-nose, 16-SSp-tr Primary somatosensory area- trunk, 
17-SSp-ul Primary somatosensory area-upper limb, 18-SSp-un Primary somatosensory
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considered noise in one set of experiments could be of interest in another, such as 
very small fluctuations in the membrane potential. The most relevant noise compo-
nents in optical imaging of neuronal activity are: biological noise, photon noise and 
camera noise.

Beyond small fluctuations in the membrane potential that directly contribute to 
noise, biological noise can stem from physiological movement and fluorescent bio-
molecules. In vivo, a prominent source of confounding signal components is blood 
vessels that cross the field of view. They contaminate the signal due to changes in 
tissue absorbance pulsating with the heartbeat and by the shift of the haemoglobin 
absorption spectrum associated with changes in its oxygenation level (Ferezou et al. 
2016). Strategies to avoid this contamination include fluorescence indicators with 
far red-shifted absorption and emission spectra and FRET indicators. Photon noise, 
or shot noise, is a consequence of the discrete, quantized nature of light. Instead of 
a continuous stream of light, individual photons hit the light detector. Even with 
continuous illumination, the number of photons (Nph) that hit an individual pixel of 
the detector varies from frame to frame according to a Poisson distribution. At high 
light intensities, the variance of the number of incident photons ( Nph ) from frame 
to frame is low in comparison to the total number of incident photons. However, at 
low light intensities, the variance is relatively higher and its contribution to noise as 
shot noise more disturbing. As a consequence, in a system mostly limited by shot 

noise, higher illumination increases the SNR ~
1

Nph













.

Camera noise has temperature-dependent and independent sources. Depending 
on temperature, electrons in the camera chip are randomly excited and create a dark 
current. This dark current, also called dark shot noise, can be reduced by cooling the 
sensor. Temperature-independent components of camera noise originate from elec-
tronic signal production (read noise) and sensor design.

The SNR of the optical membrane voltage recording can directly be increased by 
improving the indicator’s brightness, resistance to bleaching and sensitivity to volt-
age changes. How such improvements can be achieved is discussed in the section on 
the development of GEVIs. In this section, we discuss the most important 

Fig.  17.4 (continued) area-unassigned, 19-SSs Supplemental somatosensory area, 20-TEa 
Temporal association areas, 21-VISal Anterolateral visual area, 22-VISam Anteromedial visual 
area, 23-VISl Lateral visual area, 24-VISp Primary visual area, 25-VISpl Posterolateral visual 
area, 26-VISpm posteromedial visual area 27-VISli Laterointermediate area, 28-VISpor Postrhinal 
area). (ii-iii) Voltage maps evoked by visual (ii) and somatosensory (iii) stimulation (normalized 
grey scale) registered to the Allen Mouse Brain Atlas (Lein et al. 2007) with outline of cortex areas 
shown in (i). Evoked responses were thresholded at 10% of peak amplitude. Pixels below the 
threshold and pixels within areas outside the cortex were set to zero (represented in black). (iv) 
Fluorescence image of registered cranial windows averaged over 5 mice with outline of all cortical 
areas that project to the dorsal view. Note that lateral cortices are only partially accessed by the 
cranial window. (f) Voltage maps registered to the Allen Mouse Brain Atlas at selected times after 
stimulation (Wakening condition: N = 13, 5 mice; Awake condition: N = 16, 5 mice; Grand average 
shown. (Adapted from Song et al. 2018a)
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microscopy components whose optimization yields the biggest improvement to sig-
nal quality or whose adaptation extends the range of applications.

Illumination Incandescent lamps, light-emitting diodes (LEDs) and lasers (light 
amplification by stimulated emission of radiation) are the standard choices for sam-
ple illumination. The incandescent light sources commonly used in laboratories, 
halogen and mercury lamps, emit light at varying intensities across the whole visi-
ble light spectrum. To limit the excitation bandwidth, they are paired with excitation 
filters (band-pass filters). Incandescent light sources are comparatively inexpensive, 
but the maximum achievable light intensity is lower than with the other options. 
LEDs emit light within a smaller spectral band than incandescent light sources and 
a broader band than lasers. For most voltage imaging applications, LEDs offer suf-
ficient illumination intensity and stability. A special application of lasers is two- 
photon imaging, where a fluorophore is hit with two coincident photons that in 
combination excite the fluorophore. The advantage of this approach is that the inci-
dent photons can have a lower wavelength than photons that individually carry the 
energy to excite the fluorophore, resulting in less damage to the imaged tissue, 
which is especially relevant in in vivo preparations. In addition, deeper and more 
targeted illumination is possible with two-photon imaging. So far, only a small 
range of voltage indicators is available for two-photon imaging, owing to higher 
demands on the sensitivity of the probe. These two-photon imaging compatible 
indicators, VSFP Butterfly 1.2 and ASAP2s, have been successfully applied to 
record voltage from defined neurons in the brain (Fig. 2E, Akemann et al. 2013; 
Empson et al. 2015; Chamberland et al. 2017).

Improvements to the SNR with illumination can be achieved by choosing a sta-
ble light source and a high illumination intensity, which relatively reduces the prom-
inence of shot noise. However, illumination intensity is limited by bleaching, 
heating and phototoxicity to the imaged tissue. A shutter blocks the light path to the 
specimen when the illumination is not needed and therefore extends the maximum 
possible imaging time. Mechanical shutters can be a source of vibration, i.e. noise, 
and are therefore often placed off the microscopy table to reduce their impact on 
the signal.

Microscope and Optical Sensor The basic microscope setup is chosen according 
to particular experimental needs: subcellular resolution requires high magnification, 
while mesoscopic imaging across multiple brain regions requires a wide field of 
view; systems used for in vivo recordings should ideally be portable and ready for 
chronic recordings; ratiometric indicators require simultaneous dual wavelength 
detection. Common tradeoffs are imaging speed versus the number of signal pho-
tons detected per frame, and field of view size versus magnification. The micro-
scope’s objective and filters fundamentally determine how much light emitted by 
the voltage indicator reaches the optical sensor. Specialized objectives with high 
numerical aperture (a dimensionless number indicating the range of angles where 
the objective gathers light) maximize the light collected from the specimen. 
Excitation filters should be chosen to limit light reaching the specimen to the wave-
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length used to excite the fluorophore. Superfluous light outside the excitation wave-
length can contribute to phototoxicity, sample heating and leaked light to the 
emission spectral band. Emission filters block excitation light. They should be cho-
sen as to maximally separate the excitation and emission wavelengths and to maxi-
mize the fractional change in fluorescence in response to membrane voltage changes. 
This is commonly achieved by selecting a spectral band where the fractional change 
is highest and filtering out the emitted light from other wavelengths. High-quality 
filters that transmit more than 90% of incident light are preferable.

The most common optical sensors in neuronal activity imaging are CCD (charge- 
coupled device) and sCMOS (scientific [grade] complementary metal–oxide–semi-
conductor) cameras. Both camera types consist of arrays of light sensors (“pixels”) 
that collect and detect photons with high sensitivity and quantum efficiency. They 
differ in the way they register and convert the pixel photon count to an electrical 
signal. Most importantly, CCD cameras typically rely on a single analog-digital 
(AD) converter and amplifier, whereas sCMOS cameras have one per pixel. As a 
consequence, each AD converter in a sCMOS camera has more time to process each 
electron, reducing its read noise and enabling faster frame rates. However, overall 
CCD cameras have lower noise than sCMOS cameras.

At low light conditions, it is advisable to select the frame rate to fit the time 
course of the signal of interest and not to image at the fastest frame rate possible 
with a given sensor. This increases the number of photons collected per frame, 
thereby improving the SNR. Similarly, binning of pixels, i.e. collecting and reading 
out photons of adjacent pixels on the sensor together, can improve SNR at the cost 
of spatial resolution. As discussed above, some camera models can be cooled to 
reduce dark noise.

Many voltage indicators show a tight dependence of fluorescence emission on 
ambient temperature. In vitro, the temperature of the recording chamber in the 
microscope might therefore be regulated with appropriate equipment.

Taken together, careful assembly of optimized microscopy parts is essential for 
imaging the weak signals of optical activity imaging. As a guiding principle, the 
signal photon count per frame should be maximized while other sources of light and 
noise should be minimized, even at the cost of spatial or temporal resolution. As 
imaging of cellular activity in the central nervous system of freely behaving animals 
is gaining popularity, so do miniaturized, portable microscopes that can be mounted 
directly on animals, especially rodents (Piyawattanametha et al. 2009; Ghosh et al. 
2011). Adapted lenses and optical fibres that can be inserted deeply into the brain 
open up the possibility to image activity from previously inaccessible brain areas 
in vivo, such as the hippocampus or the limbic system. Developments in this regard, 
increasing spatial coverage while improving signal quality, will vastly expand the 
applications of functional imaging of neurons.
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17.5  Analysis of Optical Neuronal Activity Data

Most often, the output of neuronal activity imaging is an image series, with tempo-
ral resolution given by subsequent image frames. How this image series is further 
processed and analysed is fundamentally determined by the choice of activity indi-
cator. Calcium imaging data are commonly processed with the aim of detecting 
action potentials on a single-cell level. Voltage imaging data currently often do not 
have single-cell resolution but offer rich, full voltage-spectrum information across 
millimetres of nervous tissue. With the goal of closed-loop neural interfaces in 
mind, fast, accurate and reproducible analysis of signals is essential. This section 
outlines a typical processing and analysis workflow of neuronal imaging data. As 
with other aspects of cellular activity imaging, the analysis process is guided by 
improvements to the modest signal size by reducing noise and variability.

First, image stacks are preprocessed: Raw image stacks are imported to an image 
processing program, such as ImageJ or Matlab. At this stage, images are often binned 
by a factor of 2 × 2 or 4 × 4 pixels to reduce image size and speed up processing. To 
improve event detection, stacks can be detrended, either globally or pixelwise, remov-
ing bleaching and temperature-related changes in baseline fluorescence. At this stage, 
movement and drift artefacts can be reduced. Scripts for these applications are widely 
available and flexible in their input. To improve SNR, multiple trials of stimulus-
evoked recordings can be aligned in time and averaged. This process reduces noise 
and variability, but can also obscure activity components (Alexander et al. 2013).

Next, image analysis depends on the question on hand. Indicators based on the 
detection of calcium levels result in image series with activity-dependent changes 
mostly localized to the soma. Analysis focuses on the localization of cell bodies, 
resolution of overlapping cells and measurement of fluorescence intensity aver-
aged over the cell body per frame. Once this fluorescence intensity trance is 
extracted, methods well established for electrode-based recordings can be applied. 
Spike detection, spike sorting and deconvolution to separate narrowly spaced 
events have been refined and can now be reliable and fast. Using this approach, 
spiking activity of assemblies of dozens to a hundred neurons has been reported 
in vivo using calcium indicator dyes (Stosiek et  al. 2003) and GECIs (Nguyen 
et al. 2016). Fluorescence changes from voltage-sensitive indicators are typically 
targeted to the neuronal membrane. As neuronal dendrites contribute the biggest 
share of neuronal membrane, the fluorescence changes detected with voltage-sen-
sitive indicators can mostly be attributed to the dendrites, with the notable excep-
tion of soma-targeted GEVIs. Consequently, voltage indicators offer a 
spatiotemporal richness unprecedented by electrophysiological and calcium 
imaging data. Adding to the complexity, voltage-sensitive indicators report on the 
full spectrum of membrane potentials, from hyperpolarization to synaptic events 
and action potential spikes. While spike detection is possible if the resolution is 
sufficient, reducing voltage-sensitive indicator data to suprathreshold events dis-
cards a wealth of information. Existent data offer a glimpse at the intricate and 
diverse patterns of cellular activity recorded with voltage imaging, including trav-
elling waves, rings, zigzags, stationary bumps and spirals (Urbano, Leznik, and 
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Llinás 2002; Shimaoka and Knöpfel 2017; Song et al. 2018a). We are at the early 
stages in the development of the tools to detect and quantitatively describe such 
patterns (Fagerholm et al. 2018; Muller et al. 2018). Pattern detection could help 
with reducing the dimensionality of the information contained in the images. 
Moreover, a uniform classification of dynamic neural activity patterns will be 
essential for reproducible research and the development of tools, such as neural 
interfaces, that build upon the detection of complex neuronal activity. While it has 
been proposed how such classifications could look like (Song et al. 2018b), most 
likely the majority of patterns are still to be discovered. Methods derived from 
visual pattern recognition, artificial neural networks and fluid dynamics could 
inform the development of tools to extract patterns, measure local speeds and 
track waves and introduce the necessary abstraction in the analysis of activity data 
(Muller et al. 2018). Throughout the processing and analysis of images, it is of 
utmost importance to ensure reproducibility of results. To this end, scripts and 
standardized workflows should be used whenever possible.

Finally, extracting activity profiles of cell assemblies and describing activity pat-
terns of populations are only the basis for putting them into the broader context of 
their biological function. In this regard, we are only at the beginning of analysing 
neuronal activity across space and time and making sense of the functional differ-
ences between neuronal activity patterns.

17.6  Conclusion and Outlook

In this chapter, we have outlined the history and principles of sensing neuronal 
activity with fluorescent indicators. We have sketched out how all-optical electro-
physiology could be achieved using genetically encoded activity indicators and 
optogenetic actuators. We have focused on GEVIs, which offer a promising approach 
to activity imaging by expanding the range of membrane events to subthreshold 
depolarization and hyperpolarization. We have given an overview of the optical 
equipment used and how to optimize signal strength. Finally, we have outlined the 
analysis of data obtained with fluorescent activity probes. While we have stressed 
promising new developments where appropriate, GEVIs in particular have seen a 
recent spur in innovative protein engineering approaches and resulting improve-
ments to performance and applicability. Improved GEVIs in the near infrared range 
promise to soon make all-optical electrophysiology a reality (Kannan et al. 2018; 
Monakhov et al. 2019). A new hybrid GEVI that combines a genetically targeted 
voltage-sensitive domain and protein tag with a photostable synthetic dye for high 
SNR single-trial recordings (Abdelfattah et al. 2018) has redirected interest to the 
hybrid GEVI approach. Taken together, these advances make a convincing case that 
the exciting times of neuronal activity imaging are yet to come.
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Chapter 18
Optogenetics

Aaron Argall and Liang Guo

18.1  History

The first notion that light could influence cellular behavior was shown by Richard Fork 
in the 1970s, where neurons, when shone with a laser, were stimulated due to their cell 
membranes being partially disrupted. From this, in 1999 Francis Crick described the 
needs of neurophysiology to find where a recorded neuron projects, what type of neuron 
is being recorded, and how to control the firing rate of one or more neurons in a rapid 
manner, stating “the ideal signal would be light, probably at an infrared wavelength to 
allow the light to penetrate far enough” (Crick 1999). This line of reasoning concisely 
frames what optogenetics has become without exactly depicting what optogenetics fully 
encompasses. A few years later in 2002, Gero Miesenbock showed that three genes 
from Drosophila (NinaE, arrestin-2, and Gα) plus synthetic all-transretinal could allow 
neurons to be driven by light (Zemelman et al. 2002).

As the first step toward genetically controlling cells with light, Miesenbock’s 
work clearly demonstrated that when expressing the appropriate light-responsive 
proteins, a neuron could be modulated with light. A slight drawback of this three- 
gene design is that it requires the administration of an external chemical stimulus, 
all-transretinal, to kick-start the reaction. Another drawback of this system is spa-
tiotemporal control where it would take many seconds for the system to be turned 
on and off due to the multiprotein signaling cascade. While ease of use is apparent 
in in vitro systems, in vivo applications would be complicated by the lack of control 
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over targeting specific subsets of neurons. A year later in 2003, Nagel et al. demon-
strated that a microbial-type rhodopsin named channelrhodopsin could be heterolo-
gously expressed in Xenopus laevis oocytes and HEK293 cells (Nagel et al. 2003). 
Cells expressing channelrhodopsin could be depolarized upon light stimulation. 
This work allowed for a direct translation of a green algae protein to be stably 
expressed within mammalian cells—what needed to be answered next was whether 
it could be expressed in neurons and if it could control their activity.

In the beginning of 2005, Karl Diesseroth’s team showed for the first time that 
expression of a light-activated cation channel, channelrhodopsin (ChR2), gene in 
mammalian neurons could be achieved and the channel could then be stimulated 
with light to initiate action potentials (Fig. 18.1a, b) (Boyden et al. 2005). Amusingly, 
the paper was first rejected by Science in April 2005, because the journal stated that 
they had not made any new discoveries other than channelrhodopsins functioned in 
neurons. A month later, the paper was submitted to Nature Neuroscience and was 
accepted in the end. Shortly after, a slew of papers were quickly published using 
channelrhodopsins in neurons and nearly a year later the term “optogenetics” was 
first coined (Boyden 2011). From here, the history catches up with the present and 
multitudes of papers have been published since, describing specific applications of 
other type I microbial opsins expressed in various neural systems.

18.2  Biological Mechanism

Optogenetics is a nanobiotechnology that combines genetics and optical methods to 
allow for targeted, spatiotemporal control of precisely defined events in biological 
systems. Owing to their unique ability to be stimulated by light, type I and type II 
opsins are families of light-activated proteins that have been studied since the 1970s 
but have been adapted to control cellular functions within the early 2000s. Type I 
opsins, also known as microbial opsins, are seven-transmembrane-domain proteins 
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(a) (b)

10 ms
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40 mV

Fig. 18.1 (a) First reported expression of ChR2 heterologously expressed in mammalian neurons. 
(b) Electrophysiological traces showing neuronal depolarization upon light stimulation (dashes 
under each peak). (Adapted with permission from Boyden et al. (2005))
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whose retinal molecule upon light stimulation converts from all-trans retinal to 
13-cis retinal and conducts ions across the cell membrane (Fig. 18.2 top). Type II 
opsins, also known as vertebrate opsins, are G-protein-coupled receptors whose 
retinal molecule converts from 11-cis retinal to all-trans retinal upon light stimula-
tion (Fig. 18.2 bottom). Type II opsins are much slower than type I opsins since their 
activation results in signaling cascades instead of an immediate flux of ions (Guru 
et al. 2015).

Several classes of opsins have been implemented in optogenetics: channelrho-
dopsins, halorhodopsins, bacteriorhodopsins, and optoXRs as shown in Fig. 18.3a–
d. These opsins have the capacity to be light activated due to the all-trans retinal 
chromophore embedded within the transmembrane domain, which undergoes pho-
toisomerization to 13-cis retinal upon light absorption, causing a conformational 
change and allowing for the transport of ions or the propagation of intracellular 
signaling effector proteins. When modulating neurons, a fast response to a stimulus 
is often desired, as such, type I opsins are typically used. Individually, these opsins 
can exert an excitatory or inhibitory effect on neural activity either through the 
movement of ions or through signaling transduction cascades.

18.2.1  Opsin Classes

Channelrhodopsins (ChR), from the green algae Chlamydomonas reinhardtii, are a 
class of blue-light-activated ion channels that pump cations (H+, Na+, K+, Ca2+) 
across the cell membrane (Fig.  18.3a). Channelrhodopsins are used for neural 

Fig. 18.2 Retinal isomerization mechanism in Type I and Type II opsins. Type I: all-trans retinal 
in its dark state, upon photon absorption becomes 13-cis retinal (light state). Type II: 11-cis retinal 
(dark state) isomerizes into all-trans retinal (light state) upon photon absorption. (Adapted with 
permission from Zhang et al. (2011))
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activation by increasing the cell’s membrane potential and eliciting an action poten-
tial (Han 2012). Halorhodopsins (Halo), from the archeon Natronomonas pharao-
nis, are a class of yellow-light-activated ion pumps that drive the transfer of chloride 
ions into the intracellular space (Fig. 18.3b). Halorhodopsins are typically used for 
neural silencing by decreasing the membrane potential and preventing an action 
potential from firing. Bacteriorhodopsins, from the haloarchaea Halorubrum sodo-
mense, are a class of green-light-activated ion pumps that facilitate the movement of 
protons out of the intracellular space and are typically used for neural silencing 
(Fig.  18.3c). OptoXRs are a unique class of opsins that are an opsin/G-protein- 
coupled receptor (GPCR) chimera whose intracellular loops of the vertebrate rho-
dopsin have been replaced with those of the adrenergic receptors (Fig. 18.3d) (Airan 
et al. 2009). These optoXRs, depending upon the wavelength of light, could elicit 
signaling responses through Gq, Gi, or Gs (Guru et al. 2015). Gq signals through 
phospholipase C (PLC) causing the hydrolysis of phosphatidylinositol 
4,5- bisphosphate (PIP2) forming diacyl glycerol (DAG) and inositol 
1,4,5- trisphosphate (IP3) (Neves et al. 2002). DAG will then signal through protein 
kinase C (PKC) leading to a range of cellular processes including proliferation, 
cytoskeletal dynamics, migration, survival, and adhesion. IP3 will bind to a calcium 
channel on the endoplasmic reticulum (ER) and initiate the release of calcium into 
the intracellular space causing further signaling cascades to be activated. Gi causes 
the inhibition of adenylyl cyclase which leads to a decrease in cyclic adenosine 
monophosphate (cAMP), ultimately leading to repression of cAMP-dependent sig-
naling processes (Rosenbaum et al. 2009). While Gs, alternatively, activates adeny-
lyl cyclase and increases intracellular cAMP leading to the activation of protein 
kinase A (PKA) and the phosphorylation of downstream targets (Rosenbaum 
et al. 2009).

Fig. 18.3 Opsin families in their respective spectral color. (a) Channelrhodopsins shuttle cations 
including calcium, sodium, potassium, and protons leading to neuron depolarization. (b) 
Halorhodopsins primarily transport chloride ions to inhibit the activation of neurons. (c) 
Bacteriorhodopsins shuttle protons out of the intracellular space leading to neural inhibition. (d) 
OptoXRs are chimeric G-protein-coupled receptors/opsins that can elicit diverse intracellular sig-
naling cascades through Gq, Gi, or Gs
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18.2.2  Optimizing Opsin Characteristics

In the beginning, these native opsins had baseline kinetics, expression, and wave-
length stimulation, progress with mutational screens has developed opsins with 
faster kinetics, superior expression and cell-type specificity, as well as being spec-
trally shifted toward infrared. Faster kinetics will allow for increased temporal con-
trol over opsin stimulation with a specific wavelength of light, as well as allowing 
for multiple wavelengths to be used in succession for a quick activation/silencing 
scheme. Step function opsins (SFOs) are specialized opsins used in paired light- 
stimulation paradigms where one wavelength of light activates the protein while 
another inactivates it. The ChR2 mutant C128S exemplifies this unique characteris-
tic by being activated by 470 nm light and inactivated by 560 nm light. Another 
attribute of ChR2 (C128S) is an unusually long inactivation time, meaning they stay 
active for longer allowing for only a quick burst of light to activate instead of con-
stant illumination that is necessary for non-step function opsins (Berndt et al. 2009). 
This is advantageous for in  vivo applications where prolonged light stimulation 
might result in “heating” of surrounding tissue and eliciting unwanted cellular arti-
facts during recordings. An application of opsins with varying excitation spectra 
would be to express two different opsins (excitatory/inhibitory) excited with differ-
ent wavelengths, and expressed in distinct neural circuits to achieve temporally pre-
cise two-color stimulation without cross-talk. Two opsins named Chronos and 
Chrimson are recently discovered channelrhodopsins capable of distinct blue and 
red-light excitation (Klapoetke et al. 2014). Chronos, a green light (530 nm) chan-
nelrhodopsin from Stigeoclonium helveticum (ShChR), has the fastest reported 
kinetics to date with an on/off rate of 2.3 ms and 3.6 ms, respectively. Chrimson, a 
red-shifted channelrhodopsin from Chlamydomonas noctigama (CnChR1), is 
45  nm more red shifted than other channelrhodopsins with a peak excitation of 
590  nm. When genetically targeted to two distinct neural populations intercon-
nected within a circuit, it is possible to spectrally excite one over the other without 
excitation crosstalk.

Optimizing the cell-type specificity and expression profile allows for researchers 
to target only a subset of neurons within an awake animal or in co-culture in vitro 
models as well as increasing the amount of opsins that are expressed in the mem-
brane or how well they are trafficked in the cell. Accounting for cell-specific expres-
sion can be achieved by the promoter by which the opsin gene is controlled. Specific 
promoters, including neuron-specific enolase (NSE), nestin (NES), and human syn-
apsin (hSyn), can restrict expression within neurons or even within specific subsets 
of neurons like the promoters: Thy-1 (motor and sensory neurons), tyrosine hydrox-
ylase (dopaminergic neurons) and VGlut1 or CaMKII (excitatory/glutamatergic 
neurons). Concerning membrane expression, the yellow-light-activated chloride 
pump halorhodopsin (HR) when tagged with YFP and expressed in neurons under 
the control of the Thy-1 promoter showed reduced membrane insertion with an 
increase in intracellular blebs (Zhao et al. 2008). To circumvent this issue, Zhao 
et al. improved the signal peptide sequence and added an endoplasmic reticulum 
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export signal to HR which eliminated the intracellular blebs and increased mem-
brane expression.

A distinct limitation of optical stimulation is its tissue-penetrating depth. 
Mechanically inserting an optic fiber/optrode deeper into brain regions is an unfa-
vorable option. As changing the coding sequence of opsins could alter the excitation 
wavelength, altering an opsin to be stimulated by a different wavelength is of great 
interest, since the only neural activating opsin is blue-light stimulated which has a 
low tissue-penetrating depth. Pushing the stimulation spectrum closer to near- 
infrared will allow for the greatest tissue-penetrating capability and allow for poten-
tially less-invasive optical stimulation. An engineered opsin named ReaChR 
combines sequences from prior ChR genes that together allow for faster kinetics, 
red-orange excitation spectra, and increased membrane expression (Lin et al. 2013). 
Altering the light sensitivity of opsins toward near-infrared is supported by the fact 
that hemoglobin, in its oxygenated and deoxygenated forms, are the major light 
absorbers of visible light between 350 nm and 600 nm, making traditional blue- 
light- activated opsins difficult to implement in in  vivo systems. As such, a red- 
shifted opsin named Jaws, derived from Halobacterium salinarum (strain Shark), 
was engineered to contain point mutations K200R and W214F which increased its 
photocurrents without impacting the excitation spectra (optimal at 600 nm) (Chuong 
et al. 2014). Jaws is so far the furthest red-shifted inhibitory opsin allowing for non-
invasive transcranial inhibition of neurons in brain regions up to 3 mm deep.

18.3  Optogenetic Expression Systems

In this section, we discuss the various methods to express opsins within in vitro or 
in vivo conditions, including how opsin genes are introduced either through trans-
genic or viral delivery.

Transgenic opsin expressing mice models offer a powerful and consistent tool to 
reproducibly investigate neural circuits, signaling pathways, and behavior 
(Fig.  18.4a). Utilizing the Cre-loxP  recombination technology, it is possible to 
selectively activate or repress specific neuronal subtypes in vivo by crossing one 
mouse expressing the tissue-specific Cre and another mouse expressing the opsin of 
interest (Fig. 18.4d). Cre recombinase is a topoisomerase derived from the bacterio-
phage P1 that recognizes sites known as loxP. Cre will bind to two loxP sites (typi-
cally placed on either side of a stop code or gene), cut the double-stranded DNA, 
and splice out the sequence in between while DNA ligase will repair the DNA 
double-strand break (Feil et al. 2009). Depending on the application, Cre-loxP can 
insert the gene of interest, splice out a stop codon upstream of an opsin gene allow-
ing for opsin expression, or can cause a flipping event using other lox sites that will 
rotate the gene of interest from a non-coding orientation to a coding orientation. All 
three methods can be cell-specific depending on the tissue-specific Cre-driver and 
can be temporally controlled if the Cre is inducible upon treatment with a 
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compound like tamoxifen. Expression and Cre efficiency is then measured by the 
fluorescent reporter gene tagged to the opsin sequence.

Another approach involves the use of bacterial artificial chromosomes (BAC). 
BACs are large genomic DNA fragments, ranging from 100 to 300 kb in length, that 
once purified can facilitate the generation of a transgenic mouse via pronuclear 
injection into a fertilized mouse oocyte (Fig. 18.4b). The oocyte is then transferred 
into a pseudopregnant dam where the resulting pups are checked for BACs trans-
gene expression. The application of such techniques created the first BAC trans-
genic mouse line with ChR2, where the ChR2(H134R)-EYFP sequence was inserted 
in the place of the Vglut2 gene. The construct created BAC transgenic mice express-
ing Vglu2-ChR2(H134R)-EYFP in glutamatergic neurons within the hindbrain and 
spinal cord (Hägglund et al. 2010; Zhao et al. 2011). Optogenetic transgenic mice 
have become increasingly available through The Jackson Laboratory, allowing 
researchers to create novel transgenic mice models.
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Fig. 18.4 In vivo optogenetic expression paradigms utilizing transgenic mice, bacterial artificial 
chromosomes (BAC), Cre recombinase, and viral vectors. (Adapted with permission from 
Boesmans et al. (2018))
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Viral delivery can be done either through injection into a specific organ/tissue 
region (in vivo) or added to culture media (in vitro) (Fig. 18.4c, e, f, yellow shaded 
area). Use of viruses like lentivirus or adeno-associated virus (AAV) containing an 
opsin gene allows for sustained, long-term expression. Lentivirus is commonly used 
for in vitro settings due to its high transfection rate and stable transfection capabil-
ity. Lentivirus is not ideal for in  vivo investigations, since it may elicit stronger 
immune responses in animals and have off-target integration and expression. In vivo 
applications are primarily tackled by AAV since its viral genome is more inert, less 
immunogenic, while also providing stable gene expression. The components for a 
successful viral delivery strategy include the choice of appropriate virus, plasmid 
containing a cell-specific promoter, the opsin of interest, and a fluorescent reporter 
gene. Together these constituents, once transduced into a cell, will be transcribed 
and translated into the respective gene and protein products. Commercially avail-
able optogenetic plasmids for lentivirus and AAV or ready-to-use virus are available 
through Addgene and University of Pennsylvania’s Viral Vector Core. While not the 
only sources for optogenetic coding sequences or packaged virus, these two 
resources have a very complete and up-to-date inventory. For further information on 
optogenetic expression systems, read the section “Targeting genetically encoded 
tools” found in Boesmans et al. (2018).

18.4  Optical Neural Interfaces

The true power of optogenetics lies in its ability to decipher neural circuits and 
consequently behavior in awake, free-moving animals. Taking advantage of trans-
genic mice or stereotactic injection of opsin-containing viral particles, the next step 
is to have an efficient light-delivery system. One of the most common techniques for 
optical stimulation is through the use of fiber optic cables inserted into the brain. 
Aravanis et al. described a setup that used a 200 μm wide fiber optic cable inserted 
into the brain through a guide, and an LED was placed on one end of the fiber which 
transmits the light to the desired location (Aravanis et al. 2007). Not only were they 
able to detect neuronal spiking that matched light pulses, they were able to force an 
awake mouse to move its whiskers by stimulating the motor cortex neurons. This 
method resolved two limitations: (1) this allowed the scattering of light in the brain 
to be minimized, and (2) this allowed the light to be directed onto the photosensitive 
regions. Doing this ensures a convenient source of power for each LED without the 
need of a complicated circuit. The only drawback to this method is that the animals 
are physically tethered.

Recent efforts have attempted to convert the above system into a wireless one. 
Removing the fiber optic cables would help make the system more feasible. For 
example, the fibers can be damaged over time or become tangled with other fibers if 
doing a multi-animal study. In 2011, Wentz et al. described a system that was func-
tionally similar to the above system, but made use of wireless technologies (Wentz 
et  al. 2011). This system used a three-component system comprising a power 
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module, an optics module, and a motherboard. The power module contained a 
supercapacitor. The optics module was capable of holding up to 16 different LEDs 
and the motherboard contained the microcontroller to run the design. Additionally, 
a radio module could be attached to allow for real-time updates to the software. This 
system intentionally did not need a battery. The alternate use of a supercapacitor 
complicated the design somewhat, but allowed for increased usage time. The optics 
module was the only component that was inserted into the brain tissue, while the 
other modules simply plugged into each other on top of the animal’s skull. The 
motherboard had two important roles: it must (1) accurately control the modulation 
of the LEDs and (2) ensure that the capacitor did not become insufficiently charged. 
This wireless system is exciting because it allows for several LEDs, flexibility, reli-
ability, and simplicity in usage while using mostly off-the-shelf material and 
components.

While optical stimulation allows for high spatial resolution and cell specificity, it 
can still be improved. Simple fiber optics are easy to construct and implant, but light 
can only be delivered at the tip (Smedemark-Margulies and Trapani 2013). More 
complicated methods exist that use 2D and 3D multichannel waveguides, which 
provide better spatial control. One way of doing this is to use digital micro-mirrors 
(DMDs) which work by altering the phases of the light that is projected, allowing 
for constructive and destructive interference. Thus, the desired areas of stimulation 
can be stimulated without stimulating neighboring cells. These patterns of light can 
be as complex as needed by using many devices in parallel (Cohen 2016; Mahmoudi 
et al. 2017).

Optogenetics is not only useful for stimulation of a specific set of neurons, it can 
also be used as a form of neuronal recording. This is generally done with the use of 
one- and two-photon microscopy. Neurons are transduced with a fluorescent-based 
indicator that light up when that neuron is stimulated, which is recorded with use of 
the microscope (Warden et  al. 2014). Genetically encoded neural indicators 
(GENIs), including calcium, voltage, and even vesicle fusion, can be stably 
expressed with cell-type specificity (discussed in other chapters). These GENIs, 
similar to opsins, are stimulated at specific wavelengths of light with their own 
spectral kinetics that make them appealing options for neural recording. This is an 
exciting prospect because it will allow researchers to record several magnitudes 
more neurons than current electrical recordings allowed by multi-electrode arrays. 
Through the use of simultaneous electrical recording with a transparent micro- 
ECoG array, an optogenetics-ECoG pair can be used for simultaneous recording 
and stimulation (Yazdan-Shahmorad et al. 2016). This has thus far been infeasible 
without the introduction of major electrical artifacts from stimulation or reduced 
temporal resolution from an alternating stimulation-recording protocol (Mahmoudi 
et  al. 2017; Smedemark-Margulies and Trapani 2013; Yazdan-Shahmorad et  al. 
2016). For these reasons, optogenetics can allow for unprecedented experimental 
designs without sacrificing the quality of the recording.

Additionally, optogenetics provides a tool to allow for the mapping of neural 
activity to anatomical identity. Due to the scattering of light in the brain, one-photon 
microscopes, which can only provide images up to about 100–150 μm deep, are not 
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as feasible as its two-photon alternative. Because of this, the two-photon micro-
scopes, which can penetrate up to 500 μm, are more common (Deubner et al. 2019). 
However, one-photon microscopes have several traits that may make it attractive in 
the long run. For example, they have a naturally higher frame rate than two-photon 
microscopes and do not suffer from motion-based artifacts.

There are several points of improvement that are currently being researched. For 
wireless optical stimulation, performance will naturally improve with the develop-
ment of new technologies for things such as wireless power transfer and superca-
pacitors (Wentz et  al. 2011). Signal processing still has significant areas of 
improvement such as noise filtering, artifact detection and mitigation, and image 
processing (Smedemark-Margulies and Trapani 2013). More exotic research is 
being done on combining optical stimulation with imaging into one package by 
using the same implanted probe for both tasks, but using different input and output 
channels (Warden et  al. 2014). Finally, while individual neurons can be imaged, 
there is not a system yet to allow for practical individual neuron stimulation. While 
there is a system that can stimulate individual neurons using a raster-scanning two- 
photon microscope, this can only be used on subjects with fixed heads (Fig. 18.5).

18.5  Toward a Brighter Future

Optogenetics has been applied to a range of basic neuroscience questions, such as 
probing the function of individual neurons within a population, as well as in devel-
oping clinical therapies. Optogenetics has specific advantages versus alternative 
techniques that make it particularly well-suited for the study, control, and modula-
tion of neuronal function. For one, optogenetics can be used to target specific neu-
ronal cell types within a network by expressing light-sensitive proteins selectively 
in that cell type, allowing the contributions of different cell types to be studied in 
isolation. Further, these neuronal cells can either be depolarized or hyperpolarized 
depending on the wavelength of the light being used for stimulation, allowing the 
activity of the neurons to either be excited or inhibited, and at a 
millisecond-timescale.

Optogenetics has also been applied to a variety of behavioral and cognitive neu-
roscience questions within animal models. Several studies have shown that optoge-
netic stimulation can be used to elicit specific behavioral responses, such as Lima 
and Miesenböck (2005) who used optogenetics to implicate the role of giant fiber 
activation in the fruit fly escape reflex, Liu et al. (2012) who used optogenetics to 
investigate the neuronal network basis of a memory within the dentate gyrus cir-
cuitry of the hippocampus in mice, and Jazayeri et al. (2012) who used optogenetics 
to induce saccadic eye movements in rhesus monkeys. Studies have also shown that 
optogenetics can be applied for probing neuronal networks, such as Sohal et  al. 
(2009) who used optogenetics to study the role of parvalbumin (PV)-positive corti-
cal interneurons in gamma-range oscillations of brain activity, which had previously 
been suggested to have a neuromodulatory role in information processing, and 

A. Argall and L. Guo



419

Piña- Crespo et al. (2012) who transplanted embryonic stem-cell-derived neurons 
into cultured hippocampal slices and used multi-electrode array recordings in tan-
dem with optogenetic stimulation to show that high-frequency gamma oscillations 
could be induced in vivo. Similarly, optogenetics has been applied in various animal 
models relevant to a variety of clinical areas. This includes movement disorders 
such as Parkinson’s, seizures and epilepsy, vision disorders like retinitis pigmen-
tosa, neuropsychiatric disorders like depression and spinal cord injury, to name a 
few, primarily using rodent models (Erofeev et al. 2016). Though in vivo human 
experiments have yet to be performed using optogenetics, the results in these animal 
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Fig. 18.5 (a) Fiber optic cable inserted in the cortex and fixed to skull where the animal is attached 
to an instrument for light stimulation paradigms. (b) Wireless LED module allowing for freely 
moving animals to be optically stimulated with little detriment to movement. (Adapted with per-
mission from (a) Aravanis et al. (2007), (b) Wentz et al. (2011))
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models have been highly informative for guiding human research for these disor-
ders. In sum, optogenetics has already shown to be quite versatile as a tool for neu-
roscience, and it is likely that the extent of its applications will only increase in 
the future.
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Conductive hydrogels (CH) (cont.)
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Electroconvulsive therapy (ECT), 139, 143
Electrocorticography (ECoG), 17, 152
Electrode-based approaches, 385
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Electrode coating, 257, 258
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untethered systems, 180
wireless systems, 180, 181
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Electrostatic discharges (ESD), 132, 144
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Failure mitigation (cont.)
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bio-conjugated, 342
challenges and opportunities, 340, 344
citrate-capped gold nanoparticles, 343
critical factors, 339–341
hippocampal neurons, 343
in vivo application, 343
inhibitory effect, 342
LSPR wavelength, 340
membrane depolarization, 342
NIR stimulation, 342
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Iatrogenic events (cont.)
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Optogenetics (cont.)
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Piezoelectric materials
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