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Abstract. Credit card fraud is one of the most common cybercrimes
experienced by consumers today. Machine learning approaches are
increasingly used to improve the accuracy of fraud detection systems.
However, most of the approaches proposed so far have been based on
supervised models, i.e., models trained with labelled historical fraudu-
lent transactions, thus limiting the ability of the approach to recognise
unknown fraud patterns. In this paper, we propose an unsupervised fraud
detection system for card payments transactions. The unsupervised app-
roach learns the characteristics of normal transactions and then identify
anomalies as potential frauds. We introduce the challenges on modelling
card payment transactions and discuss how to select the best features.
Our approach can reduce the equal error rate (EER) significantly over
previous approaches (from 11.2% to 8.55%ERR), for a real-world trans-
action dataset.

Keywords: Card payments · Fraud detection · Machine learning ·
Deep learning · Card Not Present · Unsupervised learning

1 Introduction

The value of global non-cash transactions is growing every year and it is esti-
mated to reach beyond 720 billion of dollars in 2020 [8]. Figure 1 breaks down the
total transactions value by global growth regions, i.e., North America, Europe,
Mature Asia-Pacific (APAC), Emerging Asia, Central Europe Middle East and
Africa (CEMEA), and Latin America (LATAM), between 2012 and 2021 (note
that values between 2019 and 2021 are estimated). There is a clear increasing
trending which is significantly stronger in emerging Asia and CEMEA. In these
regions, where the card network development is relatively immature, the prolif-
eration of card use is mainly due to the increase in mobile payments and wallets.
On the other hand, in mature markets such as North America, Europe and
mature APAC, the adoption of Near Field Communication (NFC)/contactless
technology has powered the increment of the card operations.

With the growth of the value of global card payments transactions, fraud
activities and losses related to them have increased as well. During the last few
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years, most of the losses are related to Card Not Present interfaces [32], which
refers to online, telephone and mail transactions, in which the card is not phys-
ically present at the merchant. The most recent report on card payments fraud
of the European Central Bank specified that Card Not Present fraud increased
66% over a period of five years with an approximate 1000 EUR millions of losses
in 2016 in Europe [13].

Fighting fraud is a difficult task, and merchants are very sensitive to the fact
that overhead associated with security measures (such as PINs) may degrade the
customer experience. Moreover, security procedures against online fraud that
require extensive personal information can also turn in another source of vulner-
ability. For example, this information may be exposed after a data breach, and
once stolen, it can be used in fraudulent activities.
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Fig. 1. Estimated value of world wide non-cash transactions from 2012 to 2021 [38].

The first Fraud Detection Systems (FDSs) for Card Not Present (CNP) trans-
actions were based in rules, i.e., a set of thresholds established by experts trigger
the alarm. However, card payments ecosystem is fast-changing and rules used
in establishing fraudulent activity are likely to become ineffective or obsolete as
time passes. More recently, machine learning techniques (ML) have been used to
improve detection dynamically [27]. The ML approach learns fraudulent and/or
normal patterns from past transactions to inform its fraud detection.

Most of the ML approaches for card payment fraud detection proposed so
far are based on supervised learning techniques, i.e., the model is trained to find
previously known fraud patterns. Thus, the model will not be able to identify
unknown fraudulent patterns. Furthermore, transactional datasets used to train
supervised fraud detection models are often highly skewed toward the num-
ber of samples of normal transactions compared to fraudulent ones. Usually,
the percentage of fraudulent transactions is between 0.1% and 0.5% [7]. In this
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scenario, misclassification arises because of the difficulty of the FDS to learn
fraud patterns.

In this paper, we propose an unsupervised approach which learns the patterns
of normal transactions to detect potentially fraudulent transactions. Thus, it can
detect previously undiscovered types of fraud and it does not rely on labeling
fraudulent transactions within the data set. We study several Machine Learning
and Deep Learning models: an autoencoder, a Multivariate Gaussian distribu-
tion and a One Class Support Vector Machine (OC-SVM, proposed already in
the literature [17]). We conduct the experiments using a real-world transaction
dataset from a European acquirer (the organisation that processes credit card
transactions for its merchants). Furthermore, we study the importance of the
transactional attributes and show their effect on the detection performance.

In summary, the contributions of this paper are as follows:

– a survey of the state of the art card payment fraud detection systems proposed
so far.

– an exhaustive description of the challenges of applying machine learning
approaches to detect card payment fraud.

– an evaluation of different unsupervised approaches on real-world card pay-
ment transactions dataset.

– an assessment of the effectiveness of feature selection approaches.

This paper is organized as follows. Section 2 introduces a set of well-
established performance metrics and Sect. 3 discusses the traditional fraud detec-
tion systems and those based on machine learning techniques proposed so far.
Section 5 describes the feature selection process and discuss the importance of
the transaction’s attribute. Section 4 introduces the dataset used to evaluate our
approach. Section 6 discusses the performance of the unsupervised approach pro-
posed based on three different algorithms and the trade-off number of attributes-
performance. Section 7 concludes the paper.

2 Evaluation Metrics

In this section we introduce a set of well-established performance metrics which
will be used throughout this work to evaluate the proposed FDS, and to compare
its performance in terms of:

– The false acceptance rate, or FAR, is the measure of the likelihood that the
fraud detection system will incorrectly accept a payment (incorrect since it
is fraudulent). A system FAR is stated as the ratio of the number of false
acceptances divided by the number of transactions considered.

– The false rejection rate, or FRR, is the measure of the likelihood that the
fraud detection system will incorrectly reject a legal transaction. A system
FRR is stated as the ratio of the number of false recognitions divided by the
total number of transactions.
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– Equal Error Rate (ERR) is the percentage value when FAR and FRR are
equal. The ERR identifies under which parameter settings the proportion of
false acceptances is equal to the proportion of false rejections. The lower the
equal error rate value, the better the fraud detection system.

– Receiver Operating Characteristic curve (ROC curve), is a graphical plot that
illustrates the diagnostic ability of a binary classifier system as its discrimina-
tion threshold varies. The ROC curve is created by plotting the true positive
rate (TPR) against the false positive rate (FPR) at various threshold settings.
The true-positive rate is also known as sensitivity or recall. Furthermore, it
can be calculated a 1-FRR. A diagonal (the line with intercept one and slope
minus one) can be introduced to divide the ROC space. Points above the
diagonal represent good classification results (better than random), points
below the line represent poor results (worse than random). The intersection
between the curve with the diagonal indicates the ERR.

3 Machine Learning Approaches for Card Fraud
Detection

In this section, we discuss some of the machine learning approaches proposed so
far. We classify them in supervised and unsupervised systems. The distinction of
the group is done based on whether the specific target value to predict is known
for the available samples and in the manner that the algorithm is trained.

Table 1. Card payment fraud detection approaches based in unsupervised machine
learning techniques

Authors Year Techniques Dataset Quantitative results

Aleskerov et al. [1] 1997 Auto-associative NN Synthetic Yes

Quah et al. [26] 2008 Self Organized Maps Collected No

Srivastava et al. [30] 2008 Hidden Markov model Synthetic Yes

Bhusari et al. [6] 2011 Hidden Markov model Synthetic Yes

KhanT et al. [22] 2011 Hidden Markov model Synthetic Yes

Iyer et al. [19] 2011 Hidden Markov model Synthetic Yes

Hejazi et al. [17] 2013 One-class SVM Collected Yes

Bansal et al. [2] 2014 Self Organized Maps Collected Yes

Tech et al. [31] 2014 K-Menas Synthetic No

3.1 Supervised Learning

The emphasis on card payments fraud detection systems is on supervised classifi-
cation methods. It is a discriminative technique trained to find previously known
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fraud patterns. In classification problems, the system scores the input transac-
tion based in similarities with the attributes of the previously seen fraudulent
patterns. Depending on whether the score exceeds a predefined threshold, the
transaction will be classified such as legitimate or fraudulent.

Neural Networks (NNs) were one of the first ML techniques use to develop
FDS more than 20 years ago and they have become very popular since then.
In 1994, [16] developed a fraud detection system based on a 3-layers P-RCE
feedforward network. They used a dataset of transactions processed by Mellon
Bank during six months of 1991. The original training dataset was sampled to
include 3.33% of fraudulent accounts and a feature selection process was applied
to the original group of attributes. The results showed that when the system
flagged 50 accounts as fraudulent per day, 40% of fraudulent transactions were
detected. That meant an improvement of the previous operative FDS based on
rules. In [7] an FDS was proposed combining a NN with a rule-based approach.
Both modules were combined in a unique sequential system improving the FRR
but decreasing the TPR. Reference [24] compared the accuracy of an Artificial
Neural Network (ANN) with a Bayesian Belief network. BBN performed better.
Reference [15] compared the performance of an FDS based in a NN with four
other systems based in an Artificial Immune Systems (AIS), a Naive Bayes (NB),
a Bayesian Network (BN) and a Decision Tree (DT) algorithms. The NN and the
AIS methods obtained the best accuracy results. [3] compared the performance of
FDSs based in two different NNs, a Committed Neural Network and a Clustered
Committed Neural Network. The Clustered Committed network architecture
showed better detection results. More recently, [14] compared the performance
of a NN with a Convolutional Neural Network (CNN), a Random Forest (RF)
and a Support Vector Machine (SVM). CNN, RF, and SVM obtained better
accuracy results than the approach based on a NN.

In [20] an FDS based on the cardholders profiles was proposed using Recur-
rent Neural Networks (RNNs). They conclude that a base model based on an
RF performed similarly to the proposed deep learning model.

[34] proposed a game-theoretic approach. They model the interaction between
an attacker and an FDS such as a multi-stage game between two players both
trying to maximize financial gain.

In 2010 [5] compare the accuracy of SVM, RF and Logistic Regression (LR).
RF obtained the highest accuracy with a 78% F-score, followed by LR with 70%
and SVM with 62%.

In [28] the authors compared the effectiveness of two FDSs based in an SVM
and DT algorithms. The dataset was the same used in [5]. DT obtained the best
accuracy rate with approximately 95% while SVM 93%.

[37] conducted a study to show whether transaction aggregation may improve
the fraud detection rate. The analysis showed that RF, LR, SVM, KNN and
Quadratic Discriminant (QDA) improve their accuracy with aggregation. How-
ever, DT (CART) did not. They showed the result in two independent datasets
from two banks. In both analyses, QDA obtained the highest detection accuracy.
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Machine Learning (ML) techniques have demonstrated to be useful to detect
fraudulent payments transactions, but keeping a low FAR with a high detection
rate is a difficult task. We have seen that FDS has a high FAR when keeping
a high detection rate, [4]. FAR has a high impact on the effectiveness of the
system. It has associated a cost and customer relations are directly affected.

On the other hand, one characteristic present on all the real card fraud
transactional datasets used to train the model is that they are very imbalanced.
Percentage of fraudulent transactions is extremely lower than that for legitimate
transactions. Usually, the percentage of fraudulent transactions is just between
0.1% and 0.5% [7]. In this scenario, misclassification arises because of the diffi-
culty of the FDS to learn the fraud patterns.

3.2 Unsupervised Learning

One of the main advantages of using unsupervised techniques in card fraud
detection system is the possibility of found undiscovered fraudulent patterns.
However, approaches for card fraud detection systems based on unsupervised
techniques are less common.

In 1997, an FDS based in an auto-associative NN was proposed in [1]. Dif-
ferently from the FDSs based in Supervised Neural Networks proposed in [16]
and [7], this model was trained only with legitimate transactions (300 samples).
They test the approach in a synthetic dataset generated with a Gaussian model.
Each transaction consists of four attributes and the rate of normal samples
was 5:1. The results of the test showed that the system classified correctly all
the legitimate transactions and misclassified 15.09% of the fraudulent transac-
tions. The limitation of this system is that they used one network per customer
and they tested the approach only in synthetic data simulated from a Gaussian
distribution.

In 2008, an FDS based on a Hidden Markov Model (HMM) was proposed in
[30]. Same that in [1], this FDS created a spending habit model for each card-
holder. The category of items purchased was represented as the underlying finite
Markov chain. The transactions were observed through the stochastic process
that produces the sequence of the amount of money spent on each transaction.
The observation symbols were defined clustering the purchase values of the his-
torical transactions of each cardholder. They were clustered in three price ranges
low, medium and high. They tested the system in a synthetic dataset. The test
results showed the best result of 80% of accuracy.

In 2014, [2] compared two approaches based on SOM and ID3 algorithms.
The approaches clustered the data in four groups low, high, risky and highly
risky. Both methods were tested in four datasets including 500, 100, 1500 and
2000 transactions (not more information was specified about the data). SOM
had slightly better FPR (23.52% and 28% respectively) and 20% better TPR
than ID3 (92.5% and 72.5%). Furthermore, the authors conclude that using the
longest dataset, FPR improved 50% and TPR 20%.

In the same year, an unsupervised FDS based on a K-Means algorithm was
suggested in [31]. The system was tested in a synthetic dataset. Some of the
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attributes of the dataset were transaction ID, transaction amount, transaction
country, transaction date, credit card number, merchant category id, cluster id
and indicative of fraud. The classification classes were the same four groups of
the previous approach [2] i.e. low, high, risky and high risky. The authors did
not show quantitatively the results.

Table 1 synthesizes the main aspects i.e. authors, technique, type of dataset
and analysis of quantitative results for each of the unsupervised approaches
reviewed in this section. We can see that only two of the approaches [2,17] were
tested in real-world data while showing quantitative results. Between these two
approaches, the one based on the OC-SVM model [17] achieved a higher accuracy
result i.e. 93%.

4 Dataset

A card transnational payments dataset is a vector of m transactions t:

T = (t1, ..., tm) (1)

Each transaction can be seen as a data tuple of d attributes a:

ti = (a1, ..., ad) (2)

In the unsupervised card fraud detection literature, only a few publications
use real card payments transactional datasets [15]. It is complicated access to
transactional datasets because:

– Anonymity and security reasons [36] i.e. financial institutions usually do not
make public the private information of their customers.

– Companies are not in the position to share sensitive information with their
competitors.

– Usually, reveal information concerned to fraud detection systems is declared
to violate vital security interests.

To show the effectiveness of our approach, we use an anonymised publicly
available dataset realized for a leader in electronic transactions [25]. The datasets
contain transactions made by credit cards by European cardholders. Each trans-
action consists of 30 features. To preserve the confidentiality of the customers
most of the variables are the principal components transformation of the original
values and features name are not specified for most of the attributes. Only fea-
tures ‘Time’ and ‘Amount’ preserve the original value and authors describe the
attribute. ‘Time’ is the seconds elapsed between each transaction and the first
transaction in the dataset. The feature ‘Amount’ is the economic transaction
amount. No more extra background information has been given for the rest of
the features.

Furthermore, each transaction has associated a label which indicates whether
the transaction is either legitimate or fraudulent i.e. equal to 1 if the transaction
is fraudulent and equal to 0 otherwise.
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However, the authors of the dataset have not specified how they have flagged
the fraudulent transaction and they have not given a proof that 100% of fraud-
ulent transactions are detected.

The dataset includes transactions that occurred over two days, where 492
out of 284,807 are fraudulent transactions. Note that the dataset is highly unbal-
anced, the positive class (frauds) account for 0.172% of all transactions.

We normalize the feature Time and Amount with the max-min technique.
Furthermore, we transform the feature Time to indicate the hour of the day
which the transaction in the following manner:

f(t) =
[

t

60 ∗ 60
%24

]
.

To show the performance of each of the proposed approaches in Sect. 6, we
have split the original dataset in a Training dataset including 75% of the legit-
imate transactions and a testing dataset including the 25% of the legitimate
transactions and all the fraudulent transactions and we use 10 folder cross-
validation (for the normal samples).

5 Feature Selection

Most of the FDS in the literature use a feature selection process because: -
Improve training time: some models are computationally intensive when building
the models. If they compute lower-dimensional data, the time to train the model
will be lower. - Improve the response of real-time systems: FDS is expected to
detect fraudulent transactions in real-time. Detection can be faster if the number
of attributes of each transaction is lower. Some authors reduce the number of
attributes of the system significantly, for example in [15] the number of attributes
was reduced from 33 to 17.

Some of the techniques to reduce the feature dimensional space are GA and
PCA [33].

To compare the accuracy between different approaches is common training
the system in several datasets, each with a different number of attributes. In
[16], the authors compared the performance of an FDS when using two different
groups of attributes. One of the groups included payment-related information.
The results showed that the model trained without payment-related information
increased accuracy.

We have used an extra-Trees algorithm to calculate the importance of the
features of the dataset such as in [23]. We use the depth of the node assigned to
each of the features to calculate the relative importance of that feature. Features
on the top of the tree contribute to a higher rate to the final prediction of the
model. To reduce the variance of the estimation, we used the average between
several randomized trees.

Figure 2 shows the relevance importance of the features obtained. We can
observe that features ‘V17’ and ‘V14’ are relatively much more informative than
other features. Later, we will test the accuracy of the different approaches taking
into account different groups of features.
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Fig. 2. Feature importance.

6 Proposed Approaches for Card Payments FDS

We propose an unsupervised FDS for card payments transactions. We compare
the performance of three systems based on a deep learning technique (autoen-
coder) and two ML models i.e. multivariate Gaussian distribution model and
OC-SVM (the last one previously used in [17] to detect fraudulent payment
transactions obtaining the highest accuracy of the all unsupervised approaches
reviewed in Sect. 3).

In our system, transactions are collected and recorded i.e. for two days. After
that, during a window of time, fraudulent transactions will be flagged manually
i.e. after a customer complaint, the same as in previous work showed in Sect. 3.
At this point, we will use only normal transactions to train the model. Thus,
the approach learns the characteristics of the normal samples. Once the model
has been trained, each new transaction is classified as normal or fraudulent
depending on how similar they are to the learned patterns according to the ML
technique employed what we discuss next.

Deep Learning Autoencoders. Deep Learning is a popular method in image
[12,29] and speech recognition [11,18] because of the superior classification per-
formance obtained. It is a class of feature-learning methods, where the input
data is transformed into an abstract representation, which has been widely used
in pattern recognition and classification. Different levels of abstraction can be
achieved by iterating layers.

We use a particular deep learning method called an autoencoder, which con-
sists of an input layer, an output layer of equal size, and one or more hidden
layers connecting them. In our model, the number of input units is equal to the
number of selected attributes of the transaction. Autoencoders have been used
for data representation [39] and more recently for authentication [9].
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In this context, the input is the transaction vector ti = (a1, ..., ad) and the
output is:

u(t) = hu(Wut + bu), (3)

where Wu ∈ R
d×s is a weight matrix, bu ∈ R

s is the bias vector, a1, a2, ...,
ad ∈ R

d are the attribute of the transaction i and hu is called the activation
function, which in this approach we define such the hyperbolic tangent function
[21]. The process of the classification approach is performed in two stages: the
encoding and decoding steps. In the encoding step, the input a is mapped to
the abstract representation u(t) according to Eq. 3, and in the decoding step,
the transformation is reconstructed to the output representation t̂, which is an
approximation of the input transaction, according to the decoder function:

t̂ = hd[Wd{u(t)} + bd],

where Wd ∈ R
s×d is the weights decoding matrix, bd ∈ R

s is the decoding
bias vectors, and hd the decoding activation function. We restrict the degrees of
freedom using a tied architecture, where the encoding matrix is the transpose of
the decoding matrix, i.e. Wd = Wt

u [35].
More than one hidden layer can be applied to achieve higher flexibility

(and abstraction) in the model. In a multiple layers architecture, encoders and
decoders are stacked symmetrically, where the output from the kth encoder, is
the input of the k + 1th encoder.

Once the model has been training using backpropagation, we compute the
mean squared error (MSE) between the original transaction t and its represen-
tation t̂ on the output of the autoencoder, obtaining a validation match score.
Here, we classify the instance such as normal or fraudulent based on a decision
threshold.

Multivariate Gaussian Distribution. Given the card payments transnational
dataset T = (t1, ..., tm) we will take into account only those transactions labeled
as a normal. We assume that each attribute is normally distributed and we cal-
culate the Gaussian parameters i.e. the mean μi and variance σ2 for each of the
features as follow:

μi =
1
m

Σm
j=1a

(j)
i (4)

σ2
i =

1
m

Σm
j=1(a

(j)
i − μi)2 (5)

where i ∈ {1, 2, ..., d} and d equal to the number of features.
Given a new transaction, we will calculate the probability to belong to the

distribution as follow:
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P (t) = P (a1;μ1, σ
2
1)P (a2;μ2, σ

2
2)...P (ad;μd, σ

2
d) =

=
d∏

j=1

P (aj ;μj , σ
2
j ) =

d∏
j=1

1
σj

√
2π

e−(aj−μj)
2/2σ2

j
(6)

And we will consider the transaction as fraudulent if P (t) < ε where ε is the
probability threshold.

6.1 Comparison of Unsupervised Approaches for Card Payment
Fraud Detection

In this section, we compare the performance of the two proposed approaches i.e.
autoencoder and multivariate Gaussian model, with an approach proposed in
[17] which was based on an OC-SVM model. So, we compare the performance
of these approaches:

– an autoencoder with one hidden layer and 15 hidden units.
– a multivariate Gaussian model.
– a one-class SVM.

And we will consider the transaction as fraudulent if P (t) < ε where ε is the
probability threshold.

Table 2 shows the EER obtained by each model. We can see that the autoen-
coder and Gaussian models get the best EER values, 9.8% and 9.7% respectively.
On the other hand, OC-SVM obtains the worst EER value (11.2%).

Figure 3 shows the ROC curve of the three different models. The ROC curve
of the autoencoder and Gaussian models are very similar. On the other hand,
although the OC-SVM is the model with the highest EER, it keeps a higher
True Acceptance Rate (TAR = 1 − FRR), when the FAR is very small i.e.
approximately 0, 1%.

Table 2. ERR of three different unsupervised models on the dataset shown previously.

Models ERR

Autoencoder 9.8%

Gaussian 9.7%

OC-SVM 11.2%

6.2 Feature Importance Experiments

We have seen that autoencoder and Gaussian models obtained very similar accu-
racy results. However, while deep learning models can manage adequately high
dimensional inputs [10], Gaussian models work better on low dimensional space
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Fig. 3. ROC curves of the three unsupervised approaches i.e autoencoder, Gaussian
and oc-svm used to model normal card payment transactions.

problems. Thus, we are going to reduce the number of features of the transactions
from 30 to 7 using a five layers autoencoder i.e. the embedded representation
of the middle layer of the autoencoder is used as the input of the Gaussian
model. Figure 4 shows the ROC curve of the approach and the ROC curve of
the Gaussian model for comparison. We can see that EER does not improve.

Fig. 4. ROC curve of the model autoencoder+GMM train end to end.

On the other hand, we are going to test the Gaussian model when changing
the input vector to take into account different number of attributes. We group
the attributes according to the importance calculated in Sect. 5. Figure 5 show
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the ROC curve of the results. We can observe that the model taking into account
the two more informative features has the lowest EER (8.55%) and the model
only taken into account the most informative feature has the highest (12.5%).

When the model includes features one by one (by incremental importance),
the EER increase constantly until including 8 features, after that the EER
increase but not improving the accuracy of the model taking into account four
or fewer features (except the model taking into account one feature).

Fig. 5. ROC curves of Gaussian models taking into account different groups of features
by importance.

7 Conclusion

In this paper, we proposed two unsupervised ML approaches to model card
payments transactions and detect fraudulent activity. The approaches are based
on a deep learning technique i.e. an autoencoder and in an ML technique i.e. a
Gaussian model. Both systems improve the detection accuracy over a previously
proposed approach based on a One-class SVM which was the model with the
highest accuracy in the literature and tested on real-world data.

We also have shown that in this case, deep learning feature extraction does
not help to improve the accuracy of the Gaussian model. However, taking into
account only the two most important attributes selected by a tree model, EER
of the Gaussian model improves from 9.7% to 8.5% ERR.
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