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Preface

This volume contains the papers presented at the 14th International Conference on
Risks and Security of Internet and Systems (CRiSIS 2019), which was organized in
Hammamet, Tunisia, October 29–31, 2019. It continued a tradition of successful
conferences: Bourges (2005), Marrakech (2007), Tozeur (2008), Toulouse (2009),
Montréal (2010), Timisoara (2011), Cork (2012), La Rochelle (2013), Trento (2014),
Mytilene (2015), Roscoff (2016), Dinard (2017), and Arcachon (2018).

The CRiSIS conference constitutes an open forum for the exchange of
state-of-the-art knowledge on security issues in Internet-related applications, networks,
and systems. Following the tradition of the previous events, the program was composed
of high-quality contributed papers. The program call for papers looked for original and
significant research contributions in the following topics:

– Analysis and management of risk
– Attacks and defenses
– Attack data acquisition and network monitoring
– Cryptography, biometrics, and watermarking
– Dependability and fault tolerance of Internet applications
– Distributed and embedded systems security
– Empirical methods for security and risk evaluation
– Hardware-based security and physical security
– Intrusion detection and prevention systems
– Privacy protection and anonymization
– Risk-aware access and usage control
– Security and risk assessment and metrics
– Security and dependability of operating systems
– Security and safety of critical infrastructures
– Security and privacy of peer-to-peer system and wireless networks
– Security models and security policies
– Security of new generation networks, VoIP, and multimedia
– Security of e-commerce, electronic voting, and database systems
– Security of social networks
– Security of industrial control systems
– Smartphone security and privacy
– Traceability, metrology, and forensics
– Trust management
– Use of smart cards and personal devices for Internet applications
– Web and cloud security

In response to the call for papers, 64 papers were submitted. Each paper was
reviewed by at least three reviewers, and judged according to scientific and presentation
quality, originality, and relevance to the conference topics. The Program Committee



selected 20 regular papers and 4 short papers. The program was completed with
excellent invited talks given by Lotfi ben Othmane (Iowa State University, USA) and
Takoua Abdellatif (University of Sousse, Tunisia). Finally, the conference included
two tutorials given by Suraj Kothari (Iowa State University, USA) and Reda Yaich
(IRT SystemX, France).

It is impossible to organize a successful program without the help of many indi-
viduals. We would like to express our appreciation to the authors of the submitted
papers, the Program Committee members, and the external referees. We owe special
thanks to the Organizing Committee for the hard work they did locally in Hammamet.

November 2019 Slim Kallel
Frédéric Cuppens

Nora Cuppens-Boulahia
Ahmed Hadj Kacem

vi Preface
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pQUANT: A User-Centered Privacy Risk
Analysis Framework

Welderufael B. Tesfay1(B), Dimitra Nastouli2, Yannis C. Stamatiou2,3,
and Jetzabel M. Serna1

1 Chair of Mobile Business and Multilateral Security, Goethe University Frankfurt,
Theodor-W.-Adorno-Platz 4, 60323 Frankfurt am Main, Germany

{welderufael.tesfay,jetzabel.serna}@m-chair.de
2 Department of Business Administration, University of Patras, Patras, Greece

nastouli@upatras.gr
3 Computer Technology Institute and Press “Diophantus”, 26504 Patras, Greece

stamatiu@ceid.upatras.gr

Abstract. The last few decades have entertained a fast digital transfor-
mation of our daily activities. This has brought about numerous benefits
as well as unanticipated consequences. As such, on the consequences side,
information privacy incidents have become prevalent. This has further
raised the concern of users and data protection bodies alike. Thus, quan-
tifying and communicating privacy risks plays paramount role in raising
user awareness, designing appropriate technical solutions, and enacting
legal frameworks. However, previous research in privacy risk quantifica-
tion has not considered the user’s heterogeneously subjective perceptions
of privacy, and her right to informational self determination since, often,
the privacy risk analysis and prevention takes place once the data is
out of her control. In this paper, we present a user-centered privacy risk
quantification framework coupled with granular and usable privacy risk
warnings. The framework takes a new approach in that it empowers users
to take informed privacy protection decisions prior to unintended data
disclosure.

Keywords: Privacy · Privacy risk analysis · Privacy risk
communication

1 Introduction

The rapid digitization of society’s activities during the last years has contributed
to a huge increase in digital information sharing [2]. In particular, the surge of
Web 2.0 along with anywhere-anytime internet connected smart devices, fostered
the availability of massive amount of information that is useful to better under-
stand and address crucial societal challenges (e.g. transportation or health).
Despite its benefits, however, the collection of large amounts of data also presents
major threats to individuals’ privacy, such as, identity theft or reputation dam-
age resulting from personal data leaks, which in turn, have caused a general
c© Springer Nature Switzerland AG 2020
S. Kallel et al. (Eds.): CRiSIS 2019, LNCS 12026, pp. 3–16, 2020.
https://doi.org/10.1007/978-3-030-41568-6_1
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4 W. B. Tesfay et al.

increase of users’ privacy concerns [15], as shown in recent surveys. Recent sur-
veys indicate that user privacy concerns and the demand to have explicit control
over their personal data has increased. For instance, 81% of Europeans feel that
they do not have complete control over their personal data online while 69%
would like to give their explicit approval before the collection and processing of
their personal data [1]. Thus, with the prevalence of privacy incidents and recur-
rent leaks, information privacy protection has become a pressing topic not only
for users, but also for practitioners and data protection entities.

Information privacy protection is a multidisciplinary task that involves
designing privacy protection tools [13], user awareness [23] and enacting sup-
portive legal frameworks [18]. In this regard, quantifying privacy risks also plays
an important role in raising user awareness and designing fitting data protection
regulations. Moreover, privacy risk communication paradigms should also be
incorporated into the solution design [3]. However, despite its importance, pre-
vious research in privacy risk quantification has not fully considered the user’s
heterogeneously subjective perceptions on privacy, and her right to informational
self determination since, often, the privacy risk analysis and prevention (usually
by applying anonymisation techniques) takes place once the data is out of her
control. To address this, in this paper, we introduce pQUANT, a user-centered
privacy risk quantification framework coupled with fine-grained and user friendly
information privacy risk warnings. pQUANT enables the user to take proactive
measures prior to privacy damages. Moreover, it also increase trust and reduce
information privacy concerns.

In short, this paper’s contributions are summarized as follows:

– Introduce a tool to quantify the privacy risk of user’s personal information
disclosure by designing user-centered privacy risk quantification framework.

– A privacy risk warning component to effectively inform users and enable them
to take conscious decisions regarding their information disclosure, thereby
empowering them to exercise their informational self-determination rights. To
the best of our knowledge, this is the first generic and user-centred framework
to couple privacy risk quantification and warning.

The rest of the paper is structured as follows: Sect. 2 assesses the state of the
art in the problem domain. Section 3 describes the theoretical models, and Sect. 4
introduces the system design and components, followed by Sect. 5 presenting the
validation results. Finally, Sect. 6 presents the main conclusions and points out
future research works.

2 Related Work

2.1 Privacy Risk Quantification

Biega et al. [5] performed an abductive reasoning to compute probabilistic pri-
vacy risk. They write down deductive rules with probabilities and use a tool
to deduce whether, for instance, a user has some characteristic (e.g. alcoholic)
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or other. Compared to theirs, our approach does not rely on reasoning like this
one, but rather, compute some characteristics of an existing population based on
their credentials and then advise a visiting user or citizen of the place whether,
for instance, uncovering certain characteristics of hers can lead to privacy risks.

Banerjee et al. [4] quantified the deviation of data collectors practices from
what they promise in their privacy policies, as opposed to the user’s needs. Wan
et al. [24] proposed a game theoretic approach to identifying privacy violations.
Although an interesting work, they assume that the attacker must obtain a
degree of background knowledge in order to perpetrate their attack. Likewise,
Du et al. [10] provided an approach to use background knowledge to the probabil-
ity of re-identification. The authors used maximum entropy principle to compute
the probability of sensitive attributes from a given set of user quasi identifiers.
Similarly, Ngoc et al. [16] used probability and entropy to quantify a privacy met-
ric for users in social networking sites. de Montjoye et al. [8] have demonstrated
that having large scale of anonymised data sets the probability of uniquely re-
identifying users with, for example, only using four spatiotemporal points could
reach 90%. In those and many other related works such as Watanabe et al. [25]
and Sattar et al. [19], the privacy quantification and analysis is done once the
privacy sensitive information of the user leaves the user’s device. They present
interesting approaches to understand the problem, but less options for user par-
ticipation in privacy decision making. Thus, our framework takes a step further
to involve users in privacy risk prevention through risk warning.

2.2 Privacy Risk Communication

Other (recent) efforts for increasing user awareness on privacy risks in mobile
communications have emerged. Similar to our approach, their main goal is to
enable users to perform informed decisions with respect to their privacy and per-
sonal information disclosure. Yet, many of those approaches such as [3,11] and
[12] have focused on monitoring accesses and permissions requested by mobile
applications; however, little attention has been given to the information sharing
habits from users. Privacy risk communication was also identified as an impor-
tant challenge by Bal et al. [3]. Authors proposed to graphically communicate
to users about benefits and consequences when allowing mobile applications to
access device information.

Christin et al. [6] have investigated novel mechanisms to warn users about
potential risks of sharing personal information. In particular, the authors pro-
posed a graphical warning approach which displays three level warnings based
on user privacy predefined settings. Their results show that more than 70% of
the participants reacted and changed their privacy settings after experiencing
a picture-based warning. Important to note that this approach did not have
any privacy quantification system, but was designed to alert users on potential
privacy risks and support better decision making with respect to their privacy
settings in participatory sensing applications. This approach is limited to the
information obtained by sensor readings in a participatory sensing applications.
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3 System Model

3.1 Attribute-Entity Model

In this section we propose a combinatorial, set-theoretical model for attributes
that will allow us to state, formally, interesting privacy-related problems. This
framework will, also, allow us to formally define and prove statements about
large entity populations associated with attributes owners or use algorithms in
order to provide evidence for their validity.

Definition 1 (Credential Representation). A Credential C is an ordered set
of m attributes A1, A2, . . . , Am, each taking values from a finite domain
DA1 ,DA2 , . . . , DAm

. An instance of a Credential C is an ordered tuple of values
(v1, v2, . . . , vm) with vi ∈ DAi

. Such an instance corresponds to an individual
and his/her attribute value pairs.

We can represent a population U of n individuals in which an attribute
scheme have been introduced with attributes A1, . . . , Am, by a binary matrix
as shown in Table 1: This matrix is composed of m attribute zones, where zone
i corresponds to attribute Ai, and n columns, where column j corresponds to
individual j in the population.

Table 1. Individuals in a population along with their attribute-set

u1 u2 · · · un

set S1
1 for v11 ∈ DA1 X X · · · X

set S1
2 for v12 ∈ DA1 X X · · · X

... X X · · · X

Zone 1 (Attribute A1):

{
set S1

|DA1 | for v1|DA1 | ∈ DA1 X X · · · X

...
...

... · · ·
...

set Si
1 for vi1 ∈ DAi X X · · · X

set Si
2 for vi2 ∈ DAi X X · · · X

... X X · · · X

Zone i (Attribute Ai):

{
set Si

|DAi
| for vi|DAi

| ∈ DAi X X · · · X

...
...

... · · ·
...

set Sm
1 for vm1 ∈ DAm X X · · · X

set Sm
2 for vm2 ∈ DAm X X · · · X

... X X · · · X
Zone m (Attribute Am):

{
set Sm

|DAm | for vm|DAm | ∈ DAm X X · · · X

Within a zone i, or attribute Ai, there is a set of sets (matrix rows), each
corresponding to one of the possible values in the domain Di of attribute Ai.
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Thus, zone i has |DAi
| sets (rows), each of them corresponding to one of its

possible values. The 1’s in each such row correspond to the individuals (columns)
who possess this particular value for attribute Ai. Each “X” is either 1 or 0. A
“1” in the zone of Ai, for value vj and column uk means the following: user k
has attribute value vj for attribute Ai. A “0” signifies the opposite. We assume
that within each attribute zone, each column contains exactly one “1” since each
user is assumed to have one single value for each of the attributes (e.g. one eye
color, one profession etc.).

Definition 2. A set of attributes is called l-identifying if there are values for
them such that the cardinality of their coincidence (i.e. number of individuals
having these values, for these attributes) is equal to l.

Thus, refering to the matrix representation of credentials in Table 1, a set
of attributes is l-identifying if for each attribute we can find a row such that
all the chosen rows have l 1’s in the same place (i.e. l individuals possess have
the specific values for these attributes) or, equivalently, their intersection size is
equal to l. For instance, the ID attribute (identity number) and Health Insur-
ance Number form, each, a set (singleton) of 1-identifying attributes since these
numbers normally identify, uniquely, individuals in a population.

3.2 Some Privacy Related Problems

In what follows, based on the attributes entity model we developed in Sect. 3.1,
we define a number of problems related to privacy as well as their applications.

Definition 3 (The Max-Coincidence Problem). Given m sets of sets
S1, . . . , Sm, each consisting of elements over a universe U = {u1, . . . , un}, select
exactly one set from each of the sets S1, . . . , Am in order to maximize the coin-
cidence of the selected sets.

In our context, the set Si represents the attribute Ai by containing all the
row sets in zone i as shown in Table 1. In other words, Si = ∪|DAi

|
j=1 Si

j .
This problem, in a more general form that allows m to be a varying parameter

and, thus, part of the input, was defined in [7] (Problem 1) using the word
“intersection” instead of “coincidence”. Note that in our model, m (the number
of attributes of an entity) is considered a constant since it is unrealistic to be
unbounded (e.g. dependent on n) as, in practice, an attribute set includes a
relatively small number of attributes.

Since the number m of sets Ai (i.e. attributes) is constant while also the
number of sets is constant (i.e. attribute values) contained in each of them,
the problem can be solved in polynomial time. We can consider all possible set
combinations, one from each of the Ai. There is a total of |DA1 | · |DA2 | · · · |DAm

|
possible combinations, which is not a large number for a customary attribute set
each containing a small number of possible values. The time-consuming operation
is the set coincidence which is of complexity O(n) i.e. as much as the size of
the population which can very large and prohibitive for on-line computations.
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However, the maximum coincidence size can be computed periodically, in an
off-line fashion, following the variations in the population’s attributes (which, in
general, is expected to vary smoothly) and offered in public to interested parties.

However, in case a dynamic computation is necessary and n is large one
can follow a simple approximation scheme. To this end, we sample each of the
sets S by having each of the contained n elements (i.e. individuals) be present
in the sampled set with probability p. Thus, each of these sets will contain pn
elements, on the average, after sampling. Then, assuming that the coincidence
of the initial m sets (one for each of the m attributes) has size s, the coincidence
of the sampled sets will contain, approximately, spm of these elements. We can
compute the maximum coincidence on the sampled sets and, thus, obtain the
sampled sets combination which has the larger coincidence size, obtaining an
approximation of the maximum coincidence size of the initial sets fast. Moreover,
let us assume that spm = x. Then we can approximate the maximum coincidence
size by s = x

pm .
We form each such combination and then compute the coincidence size of

the sets. In contrast, the original problem defined in [7] in which m varies, is
NP-complete i.e. computationally intractable.

This problem is related to privacy as follows: given a set of attributes for a
given population, it asks to find a combination of values for those attributes that
maximizes the coincidence, i.e. it maximizes the number of users having these
values at the corresponding attributes. Let µ be this maximum value. If such a
subset of attribute values is found, then any subset of it forms a set of attribute
values whose intersection is no less than the maximum value µ. Observe that if
the attributes contain an l-identifying set of attributes, then the maximum value
for the coincidence is at least l.

Definition 4 (The Relaxed Max-Coincidence Problem). Given m sets
of sets A1, . . . , Am with elements over a universe U = {u1, . . . , un}, is there a
family of at least L sets such that all combinations of their sets, one from each
set in the family, have coincidence size at least T?

This version of the previous problem introduces a second optimization factor
that removes the requirement that all attributes A1, . . . , Am participate in con-
tributing sets for the coincidence. Now it is sufficient to consider intersections of
sets from at least L of the sets A1, . . . , Am. This is important in order to avoid
trivialities when an attribute set contains l-identifying attributes such as the
Identity Number, which is a 1-identifying attribute. If one always includes such
an attribute in the intersection, as in the previous problem, then the coincidence
size will be always equal to 1. We also, converted the “maximized” statement in
the last sentence of the definition of the previous problem to being at least T
with no harm to generality (the two versions are equivalent, complexity-theoretic
wise).

Definition 5 (The Min-Coincidence Problem). Given m sets of sets
A1, . . . , Am with elements over a universe U = {u1, . . . , un}, select exactly one
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set from each of the sets A1, . . . , Am in order to minimize the coincidence of the
selected sets.

This problem asks for a combination of attribute values that is possessed by
the least number of individuals. Such an attribute-value combination is consid-
ered dangerous since revealing these values for these attributes leads to a small
individual set.

Definition 6 (The Relaxed Min-Coincidence Problem). Given m sets of
sets A1, . . . , Am with elements over a universe U = {u1, . . . , un}, is there a
family of at least L sets such that all combinations of their sets, one from each
set in the family, have coincidence size at most T?

Similarly to the Max-Coincidence Problem, this is a relaxed version of the
Min-Coincidence Problem that avoids trivialities when the attribute set contains
l-identifying attributes.

Definition 7 (The Cardinality One Problem). Given m sets of sets
A1, . . . , Am with elements over a universe U = {u1, . . . , un}, find a family of
the m sets such that there exists a set combination, one from each set in the
family, whose coincidence is a singleton (i.e. of cardinality 1)?

This problem asks for a set of attributes that can possibly identify a user (if
a certain set of value combinations is revealed).

3.3 Privacy Risks Metrics

The privacy risk scores illustrated in Table 2 are adapted from Dini et al.
[9], which were originally introduced by the CNIL (Commission Nationale de
l’Informatique et des Libertes)1 proposal for privacy risk management method-
ology. We further clustered these risk scores into three levels (cf. Table 2) such
that the distinction can easily be communicated to the user. Negligible Risk
refers to a risk level when it seems to be hardly possible to identify a user by
using her personal data. We say a risk level is Significant when it appears to
be relatively easy to identify a user by using her personal data. Finally, a High
Risk level indicates it is extremely easy to identify a user by using a single or
combination of her personal data. The risk scores are calculated by applying the
definitions in Subsect. 3.2 and following the steps below.

Let U be the number of users in the target population. Assume that we
specify a tuple of specific values (c1, c2, . . . , cm) for a credential drawn from the
domains of the attributes A1, . . . , Am. For “don’t care” attributes, i.e. attributes
we are not interesting in fixing a value, we set them equal to the special “wild-
card” character “*” which matches any value in a domain. Then we denote by
Uc1,c2,...,cm the set of users whose credentials have the values (c1, c2, . . . , cm) in

1 CNIL, How to implement the data protection act, (2012). URL http://goo.gl/
jdlw5O, last access, May 2, 2017.

http://goo.gl/jdlw5O
http://goo.gl/jdlw5O
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Table 2. Adjusted privacy risk metrics

Privacy risk score Interpretation

0 < X < 0.33 Negligible risk

0.33 ≤ X < 0.66 Significant risk

0.66 ≤ X ≤ 1.0 High risk

the corresponding attributes. Then we can define the privacy ratio of the users
belonging to this set as follows:

fc1,c2,...,cm =
|Uc1,c2,...,cm |

|U | . (1)

The value of the ratio lies in the interval [0, 1]. Equation (1) provides a measure
to how much privacy is preserved for a specific user when the user discloses the
attribute tuple t = (c1, c2, . . . , cm). A value close to 0 means that privacy is
rather at stake while the opposite is true for a value close to 1.

Definition 8. Let t = (c1, c2, . . . , cm) and t′ = (c′
1, c

′
2, . . . , c

′
m) be two tuples of

attribute values of a credential. We say t′ subsumes t, denoted by t ⊆ t′, if for
all i, 1 ≤ i ≤ m, it either holds c′

i = ci or c′
i = ∗.

Then for any two tuples t = (c1, c2, . . . , cm) and t′ = (c′
1, c

′
2, . . . , c

′
m), where

t′ subsumes t, we define the conditional privacy ratio as follows:

fc1,c2,...,cm|c′
1,c

′
2,...,c

′
m,⊆ =

|Uc1,c2,...,cm |
|Uc′

1,c
′
2...,c

′
m

| . (2)

For t′ = (c′
1, c

′
2, . . . , c

′
m) = (∗, ∗, . . . , ∗), Eq. (2) reduces to Eq. (1). The value of

the ratio defined by this equation lies again, in the interval [0, 1]. This ratio,
like that in Eq. (1), measures how much privacy is preserved but this time in a
smaller population defined by the condition that the members of the population
should include the individual having attribute values t = (c1, c2, . . . , cm) (as t′

subsumes t) and, also, have attribute values defined by t′ = (c′
1, c

′
2, . . . , c

′
m).

In other words, we assess the level of privacy of an individual within the user
group defined by t′ = (c′

1, c
′
2, . . . , c

′
m) to which, also, the user belongs if the user

uncovers the values in t for which t′ has “*”.
Finally, for any two attribute tuples t = (c1, c2, . . . , cm) and t′ =

(c′
1, c

′
2, . . . , c

′
m), we define the following:

fc1,c2,...,cm|c′
1,c

′
2,...,c

′
m

=
|Uc1,c2,...,cm ∩ Uc′

1,c
′
2,...,c

′
m

|
|Uc′

1,c
′
2...,c

′
m

| . (3)

The ratio in Eq. (3) lies, again, in the interval [0, 1], gives an estimate of the level
of privacy of a user who uncovers the values t = (c1, c2, . . . , cm) with respect to
a population with credential values t′ = (c′

1, c
′
2, . . . , c

′
m), for any values in the

tuples.
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4 pQUANT Components and Design Goals

To realize the implementation of the framework, we have followed a modular
design approach, i.e separating main functional and supplementary components.
This approach is useful to further extend the framework. In the following sub-
sections, the design goals, and architectural components are introduced.

4.1 Design Goals

Below we describe three essential Design Goals (DG) relevant to the application
of pQUANT.

DG1 - Give the user a quantified privacy risk of her PII disclosure.
One of the objectives of pQUANT is to perform privacy risk analysis for a
given user. As such, the framework provides a measured privacy consequence
on the revelation of personal information. By doing so, it empowers users
with regard to their understanding of privacy consequences as well as their
decision making.
DG2 - Provide the user an understandable privacy risk warning.
Privacy risk warnings are imperative to encourage users to take precaution-
ary steps to prevent unwanted information disclosure. As such, pQUANT
presents the risk in granular and easy to understand texts and boards. It
also uses coloring to differentiate among the risk levels mentioned in Table 2,
such that red is used for high risk scenarios, while yellow is for significant
risk, and green is for negligible risk.
DG3 - Enhance privacy protection. The end effect of the framework is
to enhance the privacy protection of end users. To do so, it involves users in
the loop of the privacy protection process.

4.2 System Components

As depicted in Fig. 1, pQUANT’s architecture has three main components, as
well as other sub-components.

Attribute Selector. The Attribute selector module is the part of pQUANT
that users use to interact with the system in order to supply the attribute
sets. Users have the option to either select from predefined attribute-value
pairs, or change the setting to be able to provide values that do not exist
within the large default set.
Privacy Risk Estimation Engine. The privacy risk likelihood estimator
is the central part of the framework. It gets invoked by the Attribute Selector
module, and it provides numeric estimation of privacy risk of individuals with
the given attribute sets is in a population. This module mainly implements
the probabilistic and set theoretic definitions stated in Sect. 3 above. The
computational result of the risk estimation is then mapped to the privacy
metrics in Table 2, and consequently communicated to the user.
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Privacy Risk Communication Manager. In real world situations, human
beings are intrinsically aware of risk and extreme events that cause harm [20].
For example, when people are near a fire, they intend to subconsciously start
to move away faster. In the digital world and its associated risks such as pri-
vacy, however, the senses and reflexes do not react as such, since recognizing
these threats requires awareness, mental effort, and knowledge of the unfore-
seen and long term side effects. As such, we argue that privacy risk analy-
sis techniques should be coupled with appropriate and user-friendly privacy
warning engines. As stated in Sect. 1, one of the framework’s strengths is its
user-centric approach. As such, the risk communication module implements
an effective and user-friendly warning of the risk estimations. This module
gets its input from the Risk Estimator component. It further employs granu-
lar privacy risk communication (cf. Table 2), in that, it uses different coloring
schemes and icons depending on the degree of the privacy risk at hand.

Fig. 1. Simplified and high level architecture

5 Validation and Discussion

To validate pQUANT, we have used the Adult Data Set from UCI machine learn-
ing repository [17]. The rationale for choosing this data set is that it contains a
multivariate data which represents a sample of real population census. It has 15
attributes2, namely Age, Gender, Occupation, Education, Workclass, HoursPer-
Week, fnlwgt, EducationNum, MaritalStatus, Relationship, Race, CapitalGain,
CapitalLoss, Country, and Target.
2 The descriptions of the attributes http://archive.ics.uci.edu/ml/machine-learning-

databases/adult/adult.names.

http://archive.ics.uci.edu/ml/machine-learning-databases/adult/adult.names
http://archive.ics.uci.edu/ml/machine-learning-databases/adult/adult.names
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Table 3. Test case

Credential Attributes set

C1 {Age}
C2 {Age,Gender}
C3 {Age,Gender,Occupation}
C4 {Age,Gender,Occupation,Education}
C5 {Age,Gender,Occupation,Education,Workclass}
C6 {Age,Gender,Occupation,Education,Workclass,HoursPerWeek}

For simplicity, we will assume that a new user holds six attributes (cf. Table 3)
and then apply the definitions in Sect. 3 to analyze the possible privacy risks.
Furthermore, lets take random attribute-value assignment, i.e., C1 = {(age, 27)};
C2 = {(age, 27), (gender, female)}; C3 = {(age, 27), (gender, female), (occupa-
tion, sales)}; C4 = {(age, 27), (gender, female), (occupation, sales), (education,
11th grade)}; C5 = {(age, 27), (gender, female), (occupation, sales), (education,
bachelors), (workClass, private)}; C6 = {(age, 27), (gender, female), (occupa-
tion, sales), (education, bachelors), (workClass, private), (hoursPerWeek, 40)}.
Accordingly, Fig. 2 depicts the initial results after applying pQUANT on the
test case. We observe that sharing C1 or C2 has negligible privacy risk con-
sequences while disclosing C3 or C4 has a low but still considerable privacy
risk, where as C5 and C6 have high privacy risk therefore it is not advisable to
share these attributes. The framework produces alerting messages based on this
classifications.

Furthermore, Fig. 3 shows the risk warnings that alert the user in a given
scenario (fulfilling the desing goals cf. Sect. 4). Following similar approach to
Hogganvik and Stolen [14], we used textual and graphical risk warnings (i.e.,
warning icons). Graphical warnings help in explicitly conveying the risk and
its consequences to the user. Depending on the entries the user selects and the
privacy risk level these entries entail, pQUANT produces three types of warning
messages (cf. Fig. 3).

Application Areas. There are different scenarios where users (especially pri-
vacy aware ones) look for tools like pQUANT to help them analyze privacy
risks. E.g., in eHealth patients can give out PIIs that are mandatory for the
medical case, while they can decide to lower the privacy risk on unneces-
sary PIIs disclosure. Another potential application area is when citizens are
requested by organizations to participate in “data philanthropy”3 for dif-
ferent purposes such as scientific studies. After the users have decided on
the acceptable risk level, the data receiver can later apply anonymization
techniques for second level privacy protection.

3 Data philanthropy is a newly emerging concept in which private sector, or citizens
participate in donating data for the public good, cf. http://corporatecitizenship.bc.
edu/data-philanthropy.

http://corporatecitizenship.bc.edu/data-philanthropy
http://corporatecitizenship.bc.edu/data-philanthropy
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Fig. 2. Sample risk analysis results

Fig. 3. Risk warning and GUI of pQUANT

6 Summary and Future Work

In this paper, we have proposed a generic user-centered privacy risk quantifi-
cation framework composed of quantifying unintended information disclosure
risks and consequently producing privacy warnings to users. Such a framework
has multifaceted benefits to users, i.e empowers them to take informed deci-
sions, gives the control of their personal data disclosure and raise their privacy
awareness. Although more enhancements works are required for its maturity
and off-shelf functionality, the proposed framework and the validation results
indicate the framework provides users an enhanced privacy protection.
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As a future work in this line of research, we envision to enhance the frame-
work by adding more functionalities: (1) considering privacy risk impact and
PII sensitivity level as additional decision factors; (2) allowing the user to define
policies that the framework can automatically use to estimate the risk tailored
to the specific user, and also integrating the framework with privacy policy def-
initions [21,22]; and (3) using information privacy risk detection techniques by
building an intelligent agent component (using machine learning) to comple-
ment the framework. Furthermore, we also plan to explore the applicability of
the framework in personal data marketing scenarios, in that, once the personal
data is quantified, it can also be traded with service providers for the economic
benefits of the data owners. Last but not least, executing field experiments to
assess the adoption of the framework by users is also under consideration for
future research.
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Abstract. We have in an earlier study proposed a set of requirements and an
approach to identification and modelling of cybersecurity risks and their impacts
on safety, within the context of smart power grids. The approach, which con-
sisted of a process and a modelling language, was a partially customized version
of the existing “CORAS” risk-analysis approach. As a part of the study, fea-
sibility of the approach was evaluated by applying it on an industrial pilot for so-
called self-healing functionality of a smart power grid. The results obtained were
promising, but further empirical evaluation was strongly needed in order to
further assess usefulness and applicability of the approach in the context of
smart power grids. This paper provides a detailed account of results of applying
the same approach to cybersecurity risk identification and modelling in the
context of another smart grid pilot, namely digital secondary substations. The
trial was conducted in a real setting, in the form of an industrial case study, in
close collaboration with the major Norwegian distribution system operator that
has been running the pilot for about two years. The evaluation indicates that the
approach can be applied in a real setting to identify and model cybersecurity
risks. The experiences from the case study moreover show that the presented
approach is, to a large degree, well suited for its intended purpose, but it also
points to areas in need for improvement and further evaluation.

Keywords: Cybersecurity � Digital substations � Cyber risk � Smart power
grids � Risk identification � Risk analysis � Risk modelling

1 Introduction

Power grids are being increasingly digitalized, thanks to the evolving maturity and
availability of the information and communication technologies (ICT). The digital-
ization of the electric power grids will include new concepts based on intelligent
sensors in the grid and efficient communication between these sensors and the
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Supervisory Control and Data Acquisition (SCADA) system or distribution manage-
ment system (DMS) [3]. The modern electric power grids adopting the technologies
such as new communication networks, software, hardware, and control systems, are
denoted as “Smart Grids”. The goal of the energy providers and distributors is to utilize
the digitalization in order to meet the needs for flexibility and efficiency of the power
grid. Those needs are primarily driven by new power intensive loads due to, for
example, electric vehicle charging, thus increasing the peak power demand along with
the simultaneous penetration of stochastic renewable energy sources. In this setting, it
is crucial to preserve the resilience of such a critical infrastructure that the power grid
represents. However, the smart grids are not only enabling better utilization of the
power grids, but also increasing complexity of the systems, thus introducing new kinds
of risks, including the so-called cybersecurity risks (also known as digital risks). The
cybersecurity risks may also lead to risks impacting security of power supply. One
example of how adversaries can exploit the new components and technologies, is the
cyber-attack against the Ukrainian Power Grid in December 2015, where the outages
affected approximately 225000 customers that lost power across various areas [16].

By adding functionality to the power grids, ICT systems also contribute to
unwanted incidents. Tøndel et al. [22] argue that power grid reliability will increasingly
depend on ICT components and systems. They also claim that the current methods for
risk analysis of power systems seem unable to take into account the full array of
intentional and accidental threats. In addition, they found few methods and publications
on identification of interdependencies between the ICT and power system. The
objective of this research has been to provide support for cybersecurity risk analysis
that takes into account the specific characteristics of smart power grids and meets the
distinct needs within this domain.

A major challenge of the power domain is that the smart grid solutions have been in
operation for a very limited period of time. Since the emerging solutions are at their
early stages, there is a lack of historical data and operational experiences that could
constitute relevant input to the risk models. This uncertainty due to lack of knowledge
makes it extremely difficult to identify or predict the unwanted incidents that may occur
in the future. Instead, one must focus on identification of the known vulnerabilities that
are introduced due to the increasing usage of ICT technologies and their interdepen-
dencies with the physical power grid. However, the traditional risk analysis approaches
often pre-assume that the nature and impact of the unwanted incidents are known, by
demanding specific information on event description and risk quantification. Risk
modelling, that is, the modelling of what can go wrong [17], is a technique for risk
identification and assessment.

With respect to the state-of-the-art, several tree-based and graph-based notations
within risk modelling exist. Fault Tree Analysis [9], Event Tree Analysis [10] and
Attack Trees [21] are examples of the former and provide support for reasoning about
the sources and consequences of unwanted incidents, as well as their likelihoods.
Cause-Consequence Analysis [19], CORAS [17], and Bayesian networks [4] are
examples of graph-based notations. CORAS is a tool-supported and model-driven
approach to risk analysis that is based on the ISO 31000 risk management standard
[13]. It uses diagrams as a means for communication, evaluation and assessment.
Markov models [11], CRAMM [2], OCTAVE [1], Threat Modelling [18] and a number
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of others, have also been applied to support risk analysis. A framework for studying
vulnerabilities and risk in the electricity supply, based on the bow-tie model, has been
developed and is published for instance in [8, 14, 15].

From a risk analysis perspective smart power grids are characterized by their
inherent uncertainties due to both the stochastic nature of generation and load as well as
an increased complexity giving rise to new risks which are introduced through the ICT
part of the system. Moreover, the interdisciplinary nature of such systems poses
requirements on comprehensibility of the design of smart power grids and the corre-
sponding risk models. Hence, a smart grid setting which includes a complex and
critical cyber physical system, human in the loop, uncertainty due to lack of knowl-
edge, many dependencies and interdisciplinary aspects, challenges the state-of-the-art
on cybersecurity management. In an ideal setting, the risk model can be presented to
human in a suitable interface, thereby serving as a useful support for decision making
during design and operation. However, as they stand, none of the existing approaches
provides the support that takes into account the specific characteristics of smart power
grids and meets the distinct needs for cybersecurity risk analysis within this domain.
This indicates a need for an approach to cybersecurity risk identification which is
customized to address the following requirements (the ordering is arbitrary and does
not express the relative importance of the requirements):

1. The approach is cost-effective and light-weight, i.e. the benefits of using it are well
worth the effort. In particular, the value of gaining the decision support through
applying the approach, should significantly outweigh the effort needed.

2. The cyber risk model can be developed and easily understood by the involved
actors who represent varying roles and background.

3. The risk model has sufficient expressive power to capture relevant aspects of the
cybersecurity risk picture in the context of smart power grids.

4. The risk model facilitates inclusion of the information that is available, while not
requesting unrealistic degree of precision.

5. The risk model can visualize the cybersecurity relevant dependencies and sequence
of states/events both for the whole context and for the detailed parts of the scope of
analysis. This implies the ability of the modelling approach to both address a
sufficiently broad scope, as well as to express the necessary details.

We have in an earlier study [20] introduced the above listed requirements to a risk
analysis and modelling approach in the context of smart electric power distribution
grids. Based on these requirements, this earlier study proposed a customized four-step
approach to cybersecurity risk identification and modelling. The feasibility of the
approach was evaluated on an industrial pilot for so-called self-healing functionality of
a smart grid. The approach, which consisted of a process and a modelling language,
was, to a high degree, based on parts of the previously mentioned CORAS method for
model-based risk analysis. Compared to CORAS, the process and the modelling
approach we have applied are simplified and partially adapted. The results obtained
were promising. However, the need for more empirical evaluation in order to further
assess usefulness of the approach, was evident. The original requirements to the
approach and the approach itself, were therefore suggested to still be relevant and
applicable for the next trial, i.e. the study reported in this paper.
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This paper provides a detailed account of results of applying the abovementioned
previously proposed approach to cybersecurity risk identification and modelling in the
context of another smart distribution grid pilot, namely an operational pilot on digital
secondary substations. The trial was conducted in a fully realistic setting, in the form of
an industrial case study, in close collaboration with a major Norwegian power distri-
bution system operator (DSO) owning the digital secondary substations, which were
commissioned in the period 2016–2019. The evaluation indicates that the approach can
be usefully applied in a realistic setting to identify and model cybersecurity risks. The
experiences from the case study moreover show that the presented approach is, to a
large degree, well suited for its intended purpose, but it also points to areas in need for
improvement and further evaluation.

The rest of this paper is organized as follows: In Sect. 2 we briefly present the
research strategy applied. Our approach for cybersecurity risk identification and
modelling is presented in Sect. 3. The setup and the results from the trial of the
approach are outlined in Sect. 4. In Sect. 5 we discuss the results, before concluding in
Sect. 6.

2 Research Strategy

The research strategy applied is in line with the design science approach [23], and
follows the three steps illustrated in Fig. 1. Although Fig. 1 illustrates sequential steps,
the research strategy was followed iteratively where some of the steps were revisited
during the process. In Step 1, the goal was to identify the requirements for a risk
identification and modelling approach that addresses the specific characteristics of the
smart grid domain. In Step 2, the goal was to develop a customized approach with
respect to the requirements identified in Step 1. Based on the state-of-the-art overview
and the lessons learned from the above-mentioned previous trial of the approach, the
original five requirements and the approach that were identified and proposed in the
previous study, were deemed to still be relevant and applicable. The requirements are
listed in Sect. 1, while the approach containing four phases is presented in Sect. 3.

Finally, in Step 3 of the research strategy, we evaluated the approach in an
industrial setting together with a DSO (i.e. the power distribution system operator that
was the use case provider) that is currently operating a pilot on digital secondary
substations in their power grid. The evaluation was carried out as follows: First, we

Fig. 1. Research strategy.
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established the context and gained a deep understanding of the digital secondary
substations, based on reports on state of the practice, dialogue with domain experts who
participated in the analysis group, as well as the documentation provided by the DSO.
Then, the modelling approach was introduced by the analyst to the domain experts
from the DSO. Thereafter, the analyst proposed a preliminary version of the risk model
which focused on cybersecurity aspects of reliable energy supply. The preliminary
version of the risk model was thereafter revised through several iterations, in close
collaboration between the analyst and the domain experts. Once no more of the context
documentation or brainstorming in the analysis group was needed for further mod-
elling, a tool (checklist) for IoT security from ENISA [6] was proposed by the analyst
and reviewed by the DSO, resulting in a new and complete version of the risk model.
Lastly, a verification of the risk model was performed by the DSO putting forward a set
of independently developed risk scenarios (originating from a former risk analysis of a
similar context, which had been performed independently from ours). The scenarios
were then exposed to the risk model in order to seek needs for updates. The model was
reviewed against the scenarios during a workshop with the analysis group and two
additional domain experts from the DSO who had not been involved in the previous
steps of the analysis. The independence of the brought risk scenarios and the two new
domain experts, were a means of strengthening the reliability of the validation step. The
complete evaluation process, as well as the outcomes of it, are presented in Sect. 4.

3 Approach to Cybersecurity Identification and Modelling

Our approach to cybersecurity risk identification and modelling has been previously
proposed and presented in Omerovic et al. [20]. The description of the approach is a
core baseline for understanding contents of the trial. Hence, this section contains nearly
the same generic description of the approach as the one given in the original source (i.e.
the paper reporting on the aforementioned previous study), in order to enable the
audience to read this paper independently from the former one. The approach consists
of four main phases, inspired by the CORAS method and modelling language, but
simplified and customized in order to address our specific requirements listed in
Sect. 1. Our approach is assumed to be carried out by an analysis group, consisting of
analysts and domain experts, representing competence in risk analysis, cybersecurity,
and smart power grids. One individual may cover one or more roles, and several
individuals may represent a similar role. Most importantly, the composition of the
analysis group needs to include the relevant competence and ensure a sufficient degree
of continuity (with respect to attendance of some of the participants) within the
group. The four phases of the process include: 1: Context establishment; 2: Risk
identification and modelling; 3: Risk model validation; and 4: Follow-up.

The objective of Phase 1 is to characterize the scope and the target of the analysis.
Stakeholders that the analysis is being performed on behalf of, time perspective, rel-
evant terminology, assumptions, roles and participants of the analysis group, as well as
the information sources, are specified. Assets, that is the values that will drive the focus
of the analysis, are also defined. This phase produces descriptions, insights and a
common understanding of the target of analysis. The target of the analysis is, moreover,
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specified and modelled with respect to capabilities, structure, dataflow, workflow, etc.
The existing target specifications (i.e. those which are available prior to the analysis)
may be reused or referred to.

The objective of Phase 2 is to identify the relevant risk model elements and develop
a risk model. The risk model elements may be of the following types: assets, vulner-
abilities, threat scenarios and unwanted incidents. The unwanted incidents are the
elements that may harm the assets (which are assumed to be specified during Phase 1).
The very first step of this phase is to introduce the types of the model elements to the
analysis group. A brief introduction to the modelling constructs and their simple
explanations is illustrated in Table 1. The explanations in the last column are simplified
wordings inspired by corresponding definitions from CORAS1. Thereafter, the iden-
tification of risks through a risk modelling activity using the constructs in Table 1, is
initiated. The instantiated constructs are, as a part of this process, annotated with
descriptive text. The relationships between the instantiated model constructs are
expressed with arcs connecting the relevant elements, thus resulting in a risk model
shaped as an acyclic directed graph. The analyst shall facilitate the model development
by iteratively posing questions on risks that may harm the assets and the possible
vulnerabilities and threat scenarios that cause those risks. The analyst shall also con-
tribute with cybersecurity domain knowledge during the risk modelling. The analyst
shall, moreover, ensure that the syntax of the risk model is consistent. The domain
experts shall, during the risk modelling, contribute with the domain knowledge on
power grids. Discussion is facilitated in order to align the different domains and reveal
the relevant risks. At the same time, the context description from Phase 1 is actively
used. Moreover, if needed, refined descriptions of selected model elements are pro-
vided. For some parts of the risk model, it may be appropriate to express uncertainties
and assumptions, in form of supplementary information or within the model.

Table 1. Constructs of the cybersecurity risk modelling language.

1 Note that the definition of vulnerability from the energy sector is slightly different, namely
“Vulnerability is an expression for the problems a system faces to maintain its function if a threat
leads to an unwanted event and the problems the system faces to resume its activities after the event
occurred. Vulnerability is an internal characteristic of the system” [15].
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Phase 3 aims at validating the risk model developed in the preceding phase. That is,
the model should be exposed to quality assurance based on various and complementing
kinds of empirical input, in order to ensure an acceptable level of uncertainty. The
uncertainty may origin from insufficient information or knowledge, or from variability
in context, usage, etc. This is followed by adjustments of the model with respect to the
structure and the individual elements. Eventually, the model is approved if the eval-
uation shows that the revised version is sufficiently complete, correct and certain.

The objective of Phase 4 is two-fold, namely communication and maintenance of
the results. The specific tasks of this phase include summary of most critical findings,
evaluations of validity and reliability of the risk model, recommendations of risk
treatments, summary of uncertainties in the findings, as well as communications of the
results to the relevant stakeholders. Maintenance of the risk model involves monitoring
of assumptions and the context changes that may require updates of the risk model.

4 Trial of the Approach on an Industry Pilot on Future
Digital Substations

This section outlines the process undergone during the industrial case, as well as the
main properties of the risk model produced. We also summarize the lessons learned.

4.1 Setting of the Case Study

By the introduction of digital secondary substations new sensors and communication
technologies provide new measurements and remotely controlled disconnectors in the
medium voltage (MV) (1–35 kV) distribution grid. As a result, the digitalization of the
secondary substation gives new possibilities for smarter operation and fault- and
interruption handling. At the same time these technologies introduce new vulnerabil-
ities to the system. To study these vulnerabilities a case study has been performed
together with a Norwegian grid company, in order to study 31 digital secondary
substations they own in the south-western part of Norway.

Digital Secondary Substations. The electrical energy must be transported from the
power generators to the consumers. On the way, electric power may flow through
several substations being transformed between different voltage levels. The secondary
substations are the interconnection between the MV and low voltage (LV) distribution
grid levels. A digital secondary substation is typically described as an electrical sub-
station where operation is managed between distributed intelligent electronic devices
(IEDs) which are interconnected by the communication network. In this specific case
study, the secondary substations (31 in total) are equipped slightly differently, but with
a lot of common functionality. The first digital secondary substation was commissioned
in 2016 and the last one within this pilot, was commissioned in 2019. All 31 secondary
substations are equipped with remotely controlled disconnectors at all incoming and
outgoing cables. Every cable has also a fault current indicator, annotated with green
circles in Fig. 2, that detects both short-circuit fault and earth-fault, and communicates
directly to the SCADA-system via remote terminal unit (RTU). For the transformers in
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the secondary substation, sensors are installed to monitor the oil pressure, the oil level
and the transformer temperature, as indicated within the blue box in Fig. 2. On the LV
side of the secondary substation, indicated with orange color in Fig. 2, power analyzers
are installed to measure current, voltage, active/reactive power and earth fault. In
addition, sensors are installed on the doors to detect whether the door is closed or open,
and temperature sensors are installed to measure the room temperature within the
substation building. Monitoring of the arc arrester and detection of the SF-6 pressure is,
moreover, installed.

The different sensors placed in the digital secondary substation transfer the fol-
lowing parameters to the SCADA system in real-time through secured and encrypted
fiber network: temperature (room and transformer); frequency, line voltages; phase
voltages, total harmonic distortion (THD) voltages; currents; THD currents; active
power (P), reactive power (Q) and apparent power (S); power factor.

Scope of the Analysis. The stakeholder of this risk analysis has been the DSO,
owning the 31 digital secondary substations. Their concern is the company reputation,
their income (economy), as well as Environment, Health and Safety (EHS). The scope
of the analysis has been to protect the asset; the reliability of supply of the electric
power system, defined as: “probability that an electric power system can perform a
required function under given conditions for a given time interval.” (IEV 617-01-01)
[12]. This asset may be affected (positively or negatively) by digitizing the secondary
substation. On the positive side, the sensors will give warnings for instance of
increasing transformer temperature, which may trigger desired maintenance and avoid
transformer damage. For instance, a fault current indicator functioning correctly will
contribute to localizing the fault faster which will reduce the fault localization time and
by that the interruption time and cost. On the other hand, wrong signals from the
sensors may lead to wrong decisions, and in worst case lead to longer interruption
duration. In addition, remotely controlled disconnectors may potentially be opened by
an attacker, and lead to interruption for all customers behind that substation. By adding
all these sensors, the system becomes more complex and the consequences of the

Fig. 2. A sketch of the digital secondary substation indicating the different types of sensors and
technologies installed. (Color figure online)
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critical events may increase, while the introduction of the ICT-support decreases the
consequences of the frequent events [7].

The scope of the analysis comprised all systems and subsystems starting from the
front-end at the SCADA-systems and until the LV-side of the secondary substation.
The infrastructure for the smart meters and the SCADA-system itself, are outside of the
scope. The focus was on the parts within the yellow rectangle in Fig. 3. The figure was
developed during the context establishment and was later actively used during the
analysis. The frontends are the parts of the SCADA-system which have two-ways
communication with all digital secondary substation. The communication link (indi-
cated with red lines) involves firewalls and routers. It uses encryption before sending
the information over public fiber network. The routers and the firewalls are duplicated
on the SCADA side of the communication link. At the secondary substation, the signals
are received by a router which contains an access list. The RTU is the receiver of the
information from the SCADA-system. In addition, the RTU is the unit collecting all
data from the sensors within the substation. The secondary substations have battery
back-up (24 V), which can, in case of interruptions, supply the required power to the
RTU and the sensors.

Assumptions and Delimitation of the Industrial Case. The following assumptions
were made in the case study as part of context establishment:

• The SCADA system is outside of the scope of this analysis (as indicated in Fig. 3).
• The smart meters (installed at all end-users in Norway from 1st of January 2019)

and the belonging infrastructure are outside of the scope.
• Physical security of the secondary substation and human safety are outside of scope

of this analysis.

Fig. 3. Sketch of what is within and outside of the analysis. The yellow rectangle shows the
boundaries of what is inside the analysis. (Color figure online)
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• The purpose has been to carry out a qualitative risk assessment of the digital
secondary substation, no quantification has been done.

• The focus is on the 31 secondary substations in south-eastern part of Norway. Any
possible additional consequences resulting from an increased number of digitalized
secondary substations, are not a part of the analysis.

The main focus has been on the new vulnerabilities and threats introduced by
installing the new technology and sensors, especially with establishing the communi-
cation link between the SCADA-system and the disconnectors at all secondary sub-
stations. Cyber-security, specifically related to the communication infrastructure, is of
particular importance. The exclusion of the SCADA system and the smart meters from
the scope was a deliberate choice, as primarily the risks introduced by the particularities
and new aspects of this specific case study, were focused on.

Background of the Participants Involved in the Analysis. The analysis was per-
formed with a core team of seven people. The risk analysis was performed by one
analyst, PhD, with about 16 years of experience in software engineering and cyber-
security risk management, and two domain experts with 6–18 years of relevant
experience within power system reliability and security of electricity supply. These
three participants are affiliated with the research institute. From the grid company a six
people in total have been involved in this analysis. The main contributions have been
given by a core group consisting of four people; one manager and three domain experts.
The three domain experts have the following expertise area; one is a network com-
munication expert; one is a SCADA system expert and one is an information security
expert. They each have more than 20 years of experience in their fields. Two additional
experts from the grid company participated only in the validation workshop; one expert
in planning of the digital secondary substation and the other expert in risk analysis.
These two had not been a part of this analysis before and gave useful input in the
validation phase.

4.2 Process Outline

The case study was conducted between November 2018 and March 2019, in the form
of eight videoconference meetings and one physical meeting. The setting was fully
realistic in terms of the context specified, the process undergone, the risk model that
was developed, and the participants that were involved. The cybersecurity risks of the
secondary digital substations pilot were identified and modelled, with respect to the
established context. The case study included trial of primarily the first three phases of
the approach presented in Sect. 3.

Table 2 summarizes the process undergone. For each workshop, we list the meeting
number, the date, the participants, the meeting type, the meeting length, and the
activities which were conducted. Unless otherwise specified, the mentioned activities
were conducted during the meeting.
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Table 2. The process conducted during the case study.

Meeting number: 1; Date: 21.11.2018; Participants: analyst, 1 domain expert from the grid
company, and one from the research institute, the manager from the grid company; Meeting
type: video; Duration: 1,5 h; Activities: Establishment of context, goals, scope and focus for
the case study
Meeting number: 2; Date: 22.11.2018; Participants: analyst, 2 domain experts from the
research institute; Meeting type: video; Duration: 1 h; Activities: An introduction to the
digital secondary substations and their role in the power grid was given by the domain experts
to the analyst
Meeting number: 3; Date: 10.12.2018; Participants: analyst, one domain expert from the
grid company and one from the research institute; Meeting type: video; Duration: 1.5 h;
Activities: Further clarifications of the context
Meeting no. 4; Date: 12.12.2018; Participants: analyst, three domain experts from the grid
company and one from the research institute, the manager from the grid company; Meeting
type: video; Duration: 2 h; Activities. Further clarifications of the context. High level
cybersecurity risk analysis
Meeting number: 5; Date: 17.12.2018; Participants: analyst, three domain experts from the
grid company and one from the research institute, the manager from the grid company;
Meeting type: video; Duration: 2 h; Activities: Terminology clarifications. Cybersecurity risk
modelling, based on the context and the high level risk analysis
Meeting number: 6; Date: 21.01.2019; Participants: analyst, three domain experts from the
grid company and two from the research institute, the manager from the grid company;
Meeting type: video; Duration: 3 h; Activities prior to the meeting: the analyst updated the
model remaining by covering the remaining aspects from the high-level analysis. Activities
during the meeting: the analyst presented the new version of the model. Continued
cybersecurity risk modelling
Meeting number: 7; Date: 20.02.2019; Participants: analyst, three domain experts from the
grid company and two from the research institute, the manager from the grid company;
Meeting type: video; Duration: 2 h; Activities prior to the meeting: the analyst updated the
model with the relevant contents and the grid company had an internal walkthrough of the
results. Activities during the meeting: the analyst presented the new version of the model.
Continued cybersecurity risk modelling
Meeting number: 8; Date: 06.03.2019; Participants: analyst, one domain expert from the
grid company and two from the research institute, the manager from the grid company;
Meeting type: video; Duration: 1.5 h; Activities prior to the meeting: the analyst retrieved
the ENISA IoT tool [6], processed the contents and annotated potentially relevant parts. The list
was then processed by the domain experts from the grid company and the relevant parts were
extracted. The risk model was then updated by the analyst and sent to the analysis team. The
grid company prepared a set of scenarios (based on an independent earlier risk analysis) to be
used for validation of the risk model. Activities during the meeting: the analyst presented the
new version of the model. Continued cybersecurity risk modelling. A brief intro by the analyst
to the ENISA IoT tool and a proposal to process it in order to complement the model with any
missing aspects mentioned by the tool

(continued)
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4.3 Results from the Case Study

A high-level view of the risk model obtained from the above summarized process, is
shown on Fig. 4. The figure indicates the size of the final model, and reports on some
of the contents. Selected parts of the model (i.e. those model elements that miss a
textual annotation) are, for confidentiality reasons, undisclosed. The disclosed details
on the figure include a representative selection of the specific vulnerabilities, threat
scenarios, the one unwanted incident and the asset, in order to illustrate the abstraction
level and the relationships among the elements.

The risk model shown on Fig. 4 contains 14 undisclosed threat scenarios (TS_01–
TS_14) and 10 disclosed ones, one unwanted incident which is disclosed, and one
direct asset which is disclosed. Most of the vulnerabilities are undisclosed and only
annotated by a numerical value. The numbers associated with the many vulnerability
symbols represent the number of distinct anonymized vulnerabilities in the actual
model that lead to the specified threat scenarios. For example, one vulnerability is
annotated with the digit 18 and leads to the threat scenario “Insufficient security of
SCADA or DMS”. This conveys that there are eighteen different vulnerabilities that in
our final risk model lead to this threat scenario. Moreover, there are, for instance, two
distinct vulnerabilities which in our final risk model lead to both threat scenarios TS_10
and TS_11.

Table 2. (continued)

Meeting number: 9; Date: 11.03.2019; Participants: analyst, five domain experts from the
grid company, the manager from the grid company; Meeting type: physical; Duration: 4 h;
Activities prior to the meeting: the analyst retrieved the ENISA IoT tool, processed the
contents and annotated potentially relevant parts. The list was then processed by the domain
experts from the grid company and the relevant parts were extracted. The risk model was then
updated by the analyst and sent to the analysis team. The grid company prepared a set of 19 risk
elements and 9 scenarios (based on an independent earlier risk analysis of digitalized secondary
substations) to be used for validation of the risk model. Activities during the meeting:
Validation of the risk model. The analyst first presented the updated model. Thereafter, each
one of the scenarios were gone through and a check was made as to whether the contents were
already represented by the model. During the processing of the risk elements against the risk
model, five vulnerabilities were added – three of them were triggered by one risk element each,
and two were triggered by a fourth risk element. During the processing of the nine scenarios, a
minor model update was made for the first scenario, no updates were needed for the second and
the third scenario, the fourth scenario was found to be outside the scope, one vulnerability was
added to the model due to the fifth scenario, no changes were needed due to the sixth scenario,
one vulnerability was added to the model due to the seventh scenario, no changes were needed
due to the eighth scenario, and three vulnerabilities were added to the model due to the seventh
scenario
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4.4 Experiences and Lessons Learned

Upon having completed meeting 5, the grid company wrote a feedback (without any
prior request from group members) expressing that the workshop gave a good
impression, and that the systematic approach and the graphical representation of the
risk model, were appreciated. The second feedback was requested and received upon
completion of the case study. The message was: “The process was useful and good. We
were not a priori familiar with the approach applied, in particular not with the mod-
elling approach. In addition to the improved competence on methodology for risk
analysis, the work will be carried on and used as a baseline for another (specifically
named) innovation project.”

The group agreed that a thorough understanding of the context is crucial. In fact, a
deep understanding of the digital secondary substations was gained by all analysis
participants including the analyst, which also enabled the analyst to actively participate
in risk modelling and development of the preliminary model. Such a deep insight into

Fig. 4. High level view of the risk model. TS means Threat Scenario. The numbers underneath
some of the vulnerabilities indicate the number of the distinct vulnerabilities present in the
indicated parts of the model.
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the domain is not assumed by the approach, but it was in our case experienced as an
enabler of a better progress of the analysis.

Like in the previous trial of the approach, we have observed that regardless of how
well the security risk analyst understands the context, it is crucial that the analyst does
not develop the risk models alone. Risk identification triggers namely many useful
discussions among the analysis participants, and it helps reveal knowledge, risks,
inconsistencies and misunderstandings. Such information is crucial for validity of the
risk model.

None of the domain experts from the grid company had prior experiences in either
CORAS or graphical risk modelling in general. Still, the risk model was gradually
updated into new versions through iterative and thorough discussions among all the
participants. Our observation is that an adequate level of abstraction was selected, in
terms of both the resulting size of the model and the level of detail provided. An
important property of the risk model was that it was possible to express all information
into one merged model, so that the complexity and the relevant relationships were
explicitly reflected in a single comprehensive overview.

5 Discussion

Based on the results presented in Sect. 4, we discuss and evaluate the fulfilment of the
requirements defined in Sect. 1. The second part of this section discusses the main
threats to validity and reliability of the results.

5.1 To What Degree Are the Requirements Fulfilled?

Requirement 1. To fully justify this requirement, we would have to quantify the
benefits, as well as the costs. We have not attempted to do so. However, the feedback
which has been received and the experiences gained, at least partially, indicate that the
benefit justifies the effort, meaning that our customized approach is reasonably cost
effective as well as light-weight. Moreover, our approach does not comprise risk
estimation, evaluation and treatment, which are activities that many full-scale risk
analysis methods include. This saved significant effort, although benefits of such
activities were not realized either.

Requirement 2. As previously mentioned, the participants had rather varying back-
ground. Still, after a brief introduction of the approach, they were quickly able to
actively contribute to the model development. Moreover, their involvement during the
process demonstrated comprehensibility of the modelling approach.

Requirement 3. We were able to express all cybersecurity relevant risk elements and
their mutual dependencies that were identified during the process. This suggests that
our risk modelling approach has the expressiveness needed to capture relevant aspects
of the cybersecurity risk picture in the context of smart power grids.

Requirement 4. As previously mentioned, smart grid concepts and technologies are
still relatively immature, as they have not been in operation for a significantly long
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time. Thus, there is little experience on possible cyber risk incidents and their conse-
quences for power system. Our approach has therefore deliberately been designed with
simplicity as a goal, and with focus on vulnerabilities instead of the incidents. In the
context of this case study, no unavailable information or details of unrealistic precision
were demanded by the approach. In cases where such contents were possible and
desired to include, the model was capable of adopting them. The analysis group was
therefore free to choose the level of granularity in the risk model which is appropriate
for expressing the information available.

Requirement 5. The final risk model included the high-level risk picture overview for
the whole context. The needed details, such as decomposed vulnerabilities as well as
dependencies among the model elements, were also explicitly expressed within the
same model. This suggests scalability of the modelling approach in terms of both the
ability to address a broad scope and to detail the necessary parts of it. Given its size, our
model was readable when printed on a poster of A0-format.

5.2 Threats to Validity and Reliability

The results of the trial indicate feasibility of applying the approach. We have observed
and received feedback suggesting that new knowledge about the target of analysis and
its security risks was gained, which may suggest usefulness of the approach. However,
application of the approach on a specific case such as digital secondary substations has
clear limitations in terms of representativeness of the target of the analysis for the
aimed smart grid domain. A generalization of the results is therefore not yet possible.
For that, far more empirical evidence and multiple trials are needed.

The brainstorming-driven approach to risk modelling which significantly relies on
the domain-expert knowledge is a threat in itself, due to the limited structure. Under
such circumstances, the ability to ensure that all possible risk model elements have
been considered, is limited. The validation step of the approach is therefore crucial.

The validation phase showed that several updates of the model were needed, upon
exposure of the model to the independently retrieved risk scenario. Also, the use of the
ENISA IoT tool triggered significant number of updates in terms of new model ele-
ments. All these steps were performed during some of the final meetings. Hence, we
have no evidence that additional empirical sources would not have involved new
changes in the risk model. This clearly represents a threat to reliability and validity.

A retrospective evaluation of the model with respect to historical risks would have
been of interest, but the industry pilot has not been running for long enough in order to
have sufficient empirical baseline. The fact that the analysis group was composed of
experienced domain experts, did most likely balance this and contribute to validity of
the input. It should be mentioned that the analyst from this case study had a main role
in the original design of the customized version of the approach. This may represent a
threat to validity of the evaluation of performance of the approach with respect to the
five requirements (in Sect. 5.1). As such, it is also a threat to reliability of the evalu-
ation results, as we cannot know to what degree another analysis group, without
presence of the approach designer, would have obtained the same results.
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The follow-up phase of the approach was not tried out, thus leaving another
uncertainty in the evaluation. We did, however, show that the model is relatively easy
to modify, as well as that if facilitates communication of the risk picture.

6 Conclusions and Future Work

This paper reports on the results of applying an earlier proposed approach to cyber-
security risk identification and modelling, on a pilot on digital secondary substations.
The trial was conducted in a fully realistic setting, in the form of an industrial case
study, in close collaboration with a major Norwegian distribution system operator. We
argue that our approach to some extent fulfils the five pre-identified requirements and
the results do indicate feasibility and usefulness of the approach. However, there are at
the same time, clear limitations in terms of reliability and validity of the results.

The next step will be to perform a postmortem evaluation of both this case study, as
well as the previous one that addressed the self-healing pilot. The two case studies as
well as their respective postmortems will then be cross-analyzed in order to progress
the evaluation. Another next step is to develop specific recommendations, templates
and guidelines for cybersecurity risk identification in the smart grid domain, based on
our approach.

For future studies it would be of interest also to investigate (1) the importance and
possible increased risk (possible single points of failure) related to installing similar
equipment in many secondary substations versus the increased complexity and possible
interoperability issues if different equipment is selected and (2) the impact on the power
distribution system from increased penetration of digital secondary substations (e.g.
possible propagation of failure).
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Abstract. Emergent cyber-attacks and exploits targeting Operational
Technologies (OT) call for a proactive risk management approach. The
convergence between OT and the Internet-of-Things in industries intro-
duces new opportunities for cyber-attacks that have the potential to
disrupt time-critical and hazardous processes. This paper proposes a
methodology to adapt traditional risk management standards to work in
a continuous fashion. Monitoring of risk factors is based on incident and
event management tools, and misbehaviour detection to address cyber-
physical systems’ security gaps. Another source of information that can
enhance this approach is threat intelligence. Risks are calculated using
Bayesian Networks.

Keywords: Cybersecurity · Risk monitoring · IoT · IIoT · ICS

1 Introduction

In automated and smart industries, a certain level of cyber-risk is usually
accepted, especially if security controls have conflicts with safety, performance,
or availability [4]. For example, security updates can compromise reliability of
operations [8], defences against brute force attack can lock out valid users in
the middle of a crisis, and control flow integrity checks can present throughput
overheads [15]. Finding methods to monitor cybersecurity risks continuously is
relevant to allow better preparedness in the case of cyber-threats, particularly
in cases of risks with a low likelihood but a high impact.

Many companies are engaging in Industry 4.0, or connecting their existing
Operational Technologies (OT) to their information systems. This paradigm,
also known as the Industrial Internet of Things (IIoT), is used in various busi-
ness domains including industries such as electrical, utilities, transport, manu-
facturing, and building management, among others. These systems differ from
typical IT because their core functionalities are based on cyber-physical sys-
tems. Industrial operations have requirements that introduce challenges in the
application of security controls and many legacy cyber-physical systems were
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not originally designed having security in mind [5,15]. Limitations on memory
and processing capabilities plus real-time response requirements restrict having
strong authentication or encryption. The attack surface is also larger than in tra-
ditional IT because of the additional communication and information processing
layers. Multiple access points, and numerous nodes make difficult to monitor and
control all the devices connected to the network and who accesses them. They
also work with specific purpose communication protocols which are unknown to
traditional network security tools [7]. Some widely used protocols, such as Mod-
bus, Profinet, and Bacnet, among others, do not consider basic security controls
such as authentication and data integrity checking.

Compensating controls such as rigorous physical security, network segmen-
tation, and continuous monitoring can counteract the lack of built-in security in
Industrial Control Systems (ICS) [2]. However, access points enabled for main-
tenance, configuration and support activities performed by external or internal
personnel can also be a threat vector for an incident either malicious or unin-
tended. However, even if rigorous security controls are in place, organisations
still will need to assume a certain level of risk, since it is impossible to cover
all the possible flanks of attack. Therefore, the main objective of our research is
to find mechanisms to continuously monitor security risks and increase cyber-
situational awareness in IIoT. Our key questions are: What information do you
need to know in order to monitor security risks in ICS? How can that informa-
tion be derived from what you can actually measure? How can existing cyber-risk
management frameworks be adapted for a more dynamic risk monitoring? How
can these modifications be introduced?

In a previous paper we presented a proposal for a continuous risk assess-
ment method for ICS/IIoT [1]. Detection of anomalies or misbehaviour in the
system’s physical measurements is considered as a mean to fill gaps left by typ-
ical intrusion detection methods. The present paper proposes a process oriented
view of this approach based on workflow and descriptions of activities with their
expected inputs and outputs. Through this perspective, we identify which activ-
ities are covered by a traditional risk management process and which need to
be defined. Using the ISO/IEC 27005 [11] standard as a reference, workflows
are presented together with a blueprint of how to integrate standard cyber-risk
management frameworks with a continuous risk assessment paradigm.

2 Why Continuous Risk Management for ICS?

Risk management deals with the fact of not being able to control all aspects
of a situation. Often decisions need to be made with incomplete information.
Internal and external conditions are always changing, and so is the availabil-
ity and accuracy of information. Thus, monitoring risks can help to validate
assumptions and to check if a risk is becoming more likely to materialise than
initially thought, or even transforming into an imminent issue. A cybersecurity
programme addressing known vulnerabilities should help avoiding to become
an easy target and deter opportunistic attackers, but not those who might go
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the extra mile to develop elaborate exploit mechanisms. Examples of this are
targeted ICS malware such as Stuxnet, TRITON, and LockerGoga. In the case
of ICS, a cyber-attack can cause material or environmental damage and even
compromise human lives and safety. Abuse of privileges from an insider is also
considered an important threat in ICS.

Monitoring risks is “maintaining ongoing awareness of an organisation’s risk
environment, risk management program, and associated activities to support risk
decisions” [3]. Typically this is done as a periodic and discrete activity that is not
integrated with operational processes. We propose that risk monitoring should
make use of near-real time operational data. Signs of an attack in IIoT can be
discovered by monitoring not only network and software related variables, but
also sensor’s data. Then, if traditional cybersecurity controls are bypassed, the
status of physical variables can give signs that an unusual situation is happening.

Figure 1 proposes an architecture to support a continuous risk monitoring
and re-assessment methodology. A risk calculation engine updates key risk indi-
cators based on different sorts of inputs, some of them are updated in a con-
tinuous stream and others on a batch basis. The effect of different events on
the risk scores is determined by a Bayesian Network which is defined in a setup
process establishing relationship between different events. The data capture and
processing and alert generation are performed by a SIEM (Security Information
and Event Management) tool which is fed by different sources of data. The app-
roach also applies anomaly and misbehaviour detection techniques to physical
variables in order to provide independent evidence of possible security issues.

Fig. 1. Architecture of the approached proposed.

A combination of expert’s knowledge and machine learning techniques is
used to model the system’s behaviour. For example, an operations expert should
provide business rules and functional requirements, including forbidden states
and safety considerations, a control and automation expert should know par-
ticularities of the programming language of controllers, their memory handling



Continuous Risk Management for Industrial IoT: A Methodological View 37

mechanisms, and communication protocols. This would enable the definition of
what is normal and abnormal for parameters in different components of a sys-
tem. Suspicious events in the IT components such as unusual logs, brute force
attack access, and malicious code can be identified by a cybersecurity operations
expert and monitored by regular off the shelf tools. Continuous updates aim for
a better integration of operational processes, risk management, and security pro-
cesses. This should allow shortening response times. A more detailed description
of our ideas on continuous risk assessment for ICS can be found on our previous
paper [1].

3 Users, Relevant Stakeholders, and Related Processes

The methodology is designed for risk analysts. However, as shown in Fig. 1, the
results can be shared with the Security Operations Centre (SOC) or equivalent
area. Therefore, some of the alerts generated by the continuous risk assessment
should be forwarded to them. Any suspicious event or behaviour that changes
normal trends or any abrupt changes should be also escalated to the appropriate
stakeholders, such as process owners.

Risk management processes in practice are often defined and performed by
a separate area from the one dealing with security operations. This has different
reasons including that often risk analysts work at a more strategic level and secu-
rity analysts at a tactical level. Nevertheless, cybersecurity standards regard risk
management as an integral part of a cybersecurity management system [8,10,11].
Lack of integration between security risks and operations management can take
away the purpose of doing a risk assessment in the first place. Figure 2 repre-
sents how cybersecurity risk management should not just overlap but contain
security operations management. Updated security metrics can reduce the lev-
els of uncertainty involved in a risk analysis. In our approach, we define three
categories of indicators depending on the degree of confidence they can give to
predict an attack: Indicators of Risk (IoR), which can modify the estimation of
likelihood of an attack, Indicators of Compromise (IoC), which are a type of IoR
that can reveal a possible breach in any of its stages, and alerts, that indicate
with a high degree of certainty an imminent issue.

Fig. 2. Indicators hierarchy in a cybersecurity management system
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Frequent updates of risks can also support decision-makers to make informed
and rational choices. Think on a manufacturing company where plant A uses
legacy systems, and plant B uses new generation IIoT with built-in security.
Plant B is more efficient so they are evaluating to use the same technology in
plant A, but the capital expenditure is high. Quantitative information about
reduction of cybersecurity risks can contribute in supporting the business case
for the migration by increasing the return on the investment calculation.

4 Related Work

Given the need of having a better visibility in ICS, it is not surprising to see
work proposing continuous assessment methods for cyber-physical security risks.
The work done in [14] and [9] propose real-time risk analysis methods based on
the human immune system. However, their focus is mostly on network security
rather than addressing all the layers of the system, which is required in order to
consider all possible cybersecurity risks.

Original approaches have been proposed, as well, to detect anomalies in IoT
systems based on their behaviour by analysing sensor data and correlating events
[4,13] and detecting invalid or “prohibited” states of the system [16]. Their work
is highly related to the ideas we are proposing and confirms that monitoring risk
factors in cyber-physical systems (IoT, IIoT, ICS) in operational or near real
time is not a misbegotten idea, despite the practical challenges it may offer.

Among other related research that we have taken into account is the work
done in [7] and [5] which highlights challenges and requirements and describe
techniques for intrusion detection in industrial cyber-physical systems. Work has
been done in this regard by proposing methods to generate dynamic security
metrics, including risk metrics in order to help deciding or automatically choose
among alternatives for countermeasures [6]. Some of these even go further and
suggest ways to deal with unknown threats [12]. This is also a consideration
taken in our methodology. Some of these approaches can provide potentially
useful techniques and methods to capture real-time security metrics which will
be key inputs for our risk calculations. An example of this is the use of Bayesian
Networks [18] and fuzzy logic [12,18]. Nonetheless, many of them cannot be
considered as an holistic cyber-risk assessment either by their limited scope [9,14]
or lack of consideration of the context and business impact [18].

To the best of our knowledge, this is the first paper to present a method-
ological view which, as well adapts the traditional risk management process to
continuous operation. This does not contradict the fact that, overall, our work
gathers ideas already presented in different publications that have been reviewed
as part of the state of the art and that were mentioned in this section.

5 The Continuous Risk Assessment Methodology

Industry standards do not define processes for a continuous risk assessment.
However, we found that our approach does not have fundamental contradictions
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with the contents of frameworks such as IEC 624433, ISO 270005, NIST 800-37,
or OG86. Most Risk Management models describe risk assessments as a PDCA
cycle (Plan-Do-Check-Act) where risk monitoring (check) has the purpose of
identifying changes in risk factors in an early stage [11]. For this, an organisation
should identify the reassessment frequency and triggering criteria for cyber-risks
where the period reflects the fast-changing nature of cyber security [10]. Rather
than re-defining the traditional risk management process we propose to extend
it to support methods that work on a continuous basis.

Fig. 3. Macro-process of the methodology.

Our approach proposes three phases: the baseline (initial) risk assessment
phase, the transition phase, and the continuous risk assessment phase, performed
during normal operation. The baseline risk assessment follows a standard pro-
cess, as defined by the ISO/IEC 27005 standard. However, additional activities
and work products are added as a preparation for the continuous risk assessment.
In particular, information needed to model the system’s functional behaviour
under normal operation is gathered during the Context Establishment. In the
transition phase the metrics that will be gathered during the continuous risk
assessment are defined and the supporting tools for the continuous risk assess-
ment are configured. In the continuous risk assessment phase the information
from the baseline risk analysis gets updated based on operational data. Risk
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scores are modified when a significant change is detected. Figure 3 shows a work-
flow of the “macro-process” of the methodology. A modified version of BPMN,
which is a widely-used notation for workflow modelling, is used to represent in
separate lanes which activities are covered by the ISO/IEC 27005 standard and
which are added by us. This is done just for modelling and representation pur-
poses with the understanding that lanes are originally meant to separate roles.
In the following sub-sections different sub-process are described for each phase.

5.1 Baseline Risk Assessment

In this phase a risk analysis is undertaken to generate baseline risk scores.
Figure 4 shows the different sub-processes involved. In the context establish-
ment all the information relevant to risk management is gathered [11]. This is
critical for the success of any risk assessment since it sets the priorities, methods,
and risk tolerance level. As it is not feasible to analyse all the possible risks, a
scope needs to be defined to focus in the most critical assets, also known as
“crown jewels” [2]. Involvement of experts is crucial to define the variables of
the system that can be monitored in the continuous phase, and to model their
behaviour. The availability of operational data of the system under normal con-
ditions is also important to model the system’s behaviour. Characteristics of
the infrastructure, network architecture, business rules, and configuration of the
controllers need to be known. Outputs of the Context Establishment added in
our approach are a list of sources of data to identify risk factors including online
and batch automatic input feeds, as well as manual ones. This information will
be used later to define the IoRs.

Fig. 4. Sub-processes of the baseline risk assessment.

The following step is the risk identification, which is not shown in Fig. 4,
since it is exactly as in ISO/IEC27005, which means it encompasses the identi-
fication of assets, threats, security controls, vulnerabilities, and impacts. In the
Risk Analysis process, a threat model should be developed to describe different
possible attacks. An attack taxonomy specific to cyber-physical systems needs
to be considered, such as the one proposed in [17]. This taxonomy differenti-
ates a “change” which is an effect at a system level from an “impact”, which is
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the implication for the business. Changes that relate to each threat are used to
define IoRs, IoCs and alerts. The likelihood of a risk is estimated based on avail-
able data such as pentesting results and CVSS scores, for quantification of the
vulnerability level, and threat intelligence sources to estimate levels of threat. A
Bayesian Network is used to link the dependencies between different factors and
their likelihood of occurrence given a series of conditions.

In the Risk Evaluation process, risks are prioritised and categorised. The risks
above the acceptable level must be considered for further review and treatment.
Risk acceptance should only happen when risks are below a defined threshold.
When a risk is reduced to an acceptable level instead of being eliminated it is
known as a “residual” risk. In exceptional cases, the organisation might decide
to accept a risk that is higher than their accepted level. It must be noted that to
acknowledge a high level of risk and accepting it is totally different, in principle,
from underestimating a risk. Optimism bias is common when risks are not prop-
erly analysed, and can lead to an organisation to be unprepared to deal with
security issues when they arise. On the other hand, accepting a risk implies that
there is awareness about its potential consequences, but a decision to accept it is
formally made. In these cases, risk monitoring becomes a compensating control
that allows actions to be taken promptly if there is evidence that the risk is
rising to become an issue. In the cases where the risk treatment plan, or parts of
it, requires more time to be put in place or to show results, the risk scores will
remain over the threshold until the controls are effectively working on reducing
it. The Risk Evaluation and Risk treatment processes that we define do not have
major variations from the ISO/IEC 27005 standard. The definition of baseline
risk scores, provides a benchmark that is based on the available information
of the condition of the system in a certain point of time. For this reason, this
methodology considers the results of the initial risk assessment not a definitive
evaluation but just the setting of initial scores for the continuous risk assessment.

5.2 Transition Phase

In this phase the variables that will be monitored in continuous risk assessment
are linked to the risks analysed in the previous stage. The attack model done
during the risk analysis should provide a record of the means of detection or
inferring possible changes that different elements of the system can suffer in
different stages of an attack, as well as the pre-conditions that can allow a certain
attack method to be executed. Each change and precondition can be related to
a risk metric that termed an IoR.

For indicators related to physical variables, a misbehaviour detection model
needs to be defined to address specific needs of ICS. Commonly used means
of detection will usually not be sufficient to alert of changes in physical vari-
ables. Analysing data from sensors and actuators can allow to detect physical
effects of cyber attacks. This is highly relevant, since insiders present important
threats in ICS [2] and, as these actors will have valid access, they can bypass
traditional security controls. Tools need to be configured, including firewalls,
Intrusion Detection Systems (IDS), malware detection, network monitoring, log
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monitoring, as well as misbehaviour detection. A SIEM will be used to process
information and handle alerts. The modules that need to be setup and configured
for the next phase are the misbehaviour detection module, the pre-processing of
risk metrics and calculation of IoRs.

The transition phase can be complex considering the amount of tools, vari-
ables, and methods that the methodology comprises. To overcome this, it is
possible to approach it as a project where incremental changes are applied at
different stages. For example, start with a reduced scope (e.g. only critical pro-
cesses and systems). A training period will be necessary for users, as well as for
detection algorithms. Tools settings and parameters will need to be adjusted,
and calibrated in order to maximise accuracy, and minimise false positives.

5.3 Continuous Risk Assessment

The main processes that interact in this phase are the Continuous Monitoring
of Risk Factors, the Continuous Risk Analysis and the generation and report of
security and risk alerts. The difference between a security alert and a risk alert
is that while the first requires immediate action, the other might not. Figure 5
shows the continuous risk monitoring process where inputs are monitored in
order to identify significant changes. At this stage there might be conditions
that trigger immediately a security alert that is reported to the SOC, prior to
the risk analysis as shown in Fig. 3.

Significant changes reported during the continuous risk monitoring process
will lead to new values of IoRs and IoCs, and to trigger alerts, if applicable.
Adjustments can be either because previous assumptions have been proven inac-
curate or biased, or because of internal and external changes. Awareness about
relevant changes will be provided by continuous processing and analysis of data
from different sources including security sensors and logs, and threat and vulner-
ability intelligence sources. The use of a SIEM will allow an important amount of
the data used for monitoring is supplied in near real time, or in a batch modal-
ity, but automatically. However, manual inputs, such as uploading data files and
manually changing parameters in absence of the adequate tools, can also be
considered. For example, when there is information from a zero-day vulnera-
bility coming from another source this can make it necessary to make manual
modifications to some parameters.

Figure 6 shows the continuous risk analysis, where indicators are mapped
with their corresponding risk scores whose values are consequently updated.
The risk calculation engine recalculates risk scores every time that a condition
in the system requires an IoR to change its value. As conditions are monitored
continuously, risk scores can be updated at any moment. If any updated risk
score exceeds the acceptable level “risk alert” is triggered. As it is not possible
to capture all the possible attack mechanisms in the threat modelling, a special
risk score will be defined to represent unknown or zero-day attacks. Combinations
of IoRs that cannot be linked to a known risk will be linked to this score.

All alerts get reported to the risk analyst to be analysed in order to consider
the implementation of additional security and risk mitigation measures. In the
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Fig. 5. Continuous risk monitoring

case of security alerts and risk alerts that are judged to require some sort of
immediate reaction the SOC analyst is informed. Security alerts can be raised
automatically by rules managed by the SIEM, by the results of the risk calcula-
tions or by the risk analyst. While this approach does not deal with any of the
processes related to the SOC operations, it contributes on giving an instance of
collaboration between risk management and security operations.

Fig. 6. Continuous risk analysis

6 Using Bayesian Networks in Risk Estimations

The initial risk quantification is based on Bayesian Network whose nodes rep-
resent events that can lead to one or more risks. An incidence matrix indicates
whether or not there is a relationship between nodes. In the graphical represen-
tation of the network the nodes are linked by arrows. For each existing relation-
ship a table of conditional probabilities is defined to calculate the likelihood of
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an event “A” given the occurrence of an event “B”. The overall likelihood of a
risk is estimated based on a chain of events. An analogous process is done to link
the IoRs to each action allowing to update likelihoods in the presence of IoRs
during the continuous risk analysis.

In [1] an example of a temperature control in a Data Centre, supervised
and controlled by a Building Management System (BMS) is used as use case
to explain continuous risk assessment. A BMS controls environmental variables
such as temperature, pressure, and humidity, and it could also monitor variables
related to the use of the building such as perimeter security and access control,
and utilities consumption, among others. In some contexts the environmental
control of the building can be critical, for example in a chemical or nuclear
plant. In data centres the environmental control system is used to keep temper-
ature and humidity within levels that allow the servers to perform at their best
capacity, and to prevent overheating and other unsafe conditions. In the case of
temperature this is usually 25 ◦C.

In this example it is assumed that the temperature setting may be changed
from a small number of privileged accounts, which may be accessed remotely.
ICS tend to have restricted remote access or to be isolated from corporate and
public access networks either physically or through the configuration of a DMZ
(demilitarised zone). Nevertheless, it can be the case that remote access enabled
for a system’s administrator [2]. It is also often that cyber-hygiene measures that
are considered to be basic in IT systems are not be implemented in ICS because
they conflict with the availability, integrity and even safety of an operation.
For example, a typical defence against brute force attacks is locking access to
the system after a number of failed login attempts. However, in an emergency
situation which can be time-critical, locking an ICS system because of human
mistake such as a forgotten password could be riskier than exposing the system
to a brute force attack.

Figure 7 shows a simplified representation of a Bayesian Network to quantify
cyber-risks for this case study. Two possible attacks on the temperature control
allow an attacker to achieve the goal of disturbing the normal operation of the
data centre. The first attack is based on changing the temperature setting to a
considerably higher value than the acceptable limit, which is 30 ◦C. The second
attack consists of disabling the temperature control. All nodes have states that
depend on the achievement of certain goals by the attacker. In each node, the
conditional probabilities of an attacker’s goal been achieved is registered in a
table given each of the possible combination of states of the previous nodes.
When a change is observed, then the likelihood of a possible estate can increase
which will means that the estimation of the probabilities that certain attacker’s
goal can be achieved increases, as well. This will be computed and, if applicable,
presented to the user as an IoR. An attack goal can be associated to more than
one IoR and each IoR can be associated with more than one attack goal. Hence,
an IoR by itself is not conclusive to detect a certain type of attack, but by having
a combination of them the level of uncertainty can be reduced.
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Fig. 7. Example of bayesian network

In Fig. 7 the nodes represent different attack goals and the figure represents
a combination of possible kill-chains. The arrows indicate that the probability
that the destination action has been performed is directly influenced by whether
the source action has been performed. In Fig. 8, the nodes on the left hand side
of each diagram are associated with actions (as in Fig. 7), but the nodes in the
right are associated with observations (termed IoR). The arrows denote that the
probability that the relevant phenomenon has been observed depends directly
on whether the action has been performed. Inferencing is “forward” in Fig. 7,
and “backward” in the two diagrams of Fig. 8, so that in the initial risk analysis
inputs nodes are the actions and output nodes the likelihood of a risk and in the
continuous risk analysis the input nodes are the IoRs which allow calculating
the likelihood of particular actions in a kill chain taking place as well as the
associated risks.

Not all means of detection are deterministic and Bayesian Networks allow
calculation of the probability of an action being detected. An IoR is not nec-
essarily related to a single action, but can be a symptom of several causes. A
Bayesian Network can help inferring a set of possible malicious actions and the
likelihood of each one of them taking place. If we take as an example “traffic
from an unusual location” as an IoR, from the diagram at the left in Fig. 8 it
can be observed that it is related to three nodes. So if traffic from an unusual
location is detected, this could be evidence of a brute force attack to gain access,
or of malicious access, and also could be indicative of a Denial of Service attack
(DoS) in its early stages. Nevertheless, when this indicator is correlated with
other indicators it can give a more precise information. For example, if there are
also multiple failed access attempts followed by a successful one this increases
the probability that unauthorised access was gained through a successful brute
force attack.

In the case of an insider attack, a different approach needs to be taken since in
this scenario an agent that can be either malicious, or coerced to act maliciously,
will have valid access credentials. This means that there will be no anomalies at
a network or software level. For these cases, it is necessary to count on IoRs that
can detect a functional misbehaviour in the system. The diagram at the right in
Fig. 8 shows a Bayesian network for different IoRs that are calculated through
misbehaviour detection. In a sophisticated attack it could be possible that the
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Fig. 8. Link between changes and Indicators of Risk (IoR)

attacker tampers with the temperature values displayed in the BMS prevent-
ing alerts being triggered directly by the change in the temperature values or
settings. An example of this is the case of Stuxnet where normal operational
values were replayed in the system while the frequency of the motor drives of
the nuclear centrifuges was changed. To address this, anomalies in other vari-
ables, such as unusual behaviour in electrical power consumption or in server’s
performance, could raise an alert concerning the temperature.

A key challenge of risk management is trying to quantify what you do not
know. Sometimes there is enough information to identify and analyse a risk by
making plausible assumptions. However, at other times there is no prior infor-
mation at all. This is the case of zero-day attacks. As it is not possible to identify
all possible risks in the baseline risk assessment, it is important to consider a
likelihood of an undesirable event with undefined characteristics. To address this,
every IoR will have among its possible causes an unknown or undefined cause
as shown in Fig. 9. This has not been included explicitly in previous figures for
simplicity of presentation. When a combination of IoRs cannot be mapped to
any known risk, the likelihood of an unknown risk unfolding is increased. One or
more nodes could also be defined to represent non-cybersecurity related triggers
for an IoR.

7 Future Work

As the present paper provides just a conceptual approach, considerable work
needs to be done to prove specific methods can work under the proposed frame-
work. Future work will focus on further demonstration of the methodology using
different use cases related to ICS and IIoT. One of our goals is to explore the
correlation of data from physical variables (sensor and actuator data) to reveal
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Fig. 9. Addressing unknown attacks

information about the physical system that is not directly observable and that
an attacker might be trying to obfuscate.

Due to the breadth and complexity of our proposal, several challenges need to
be addressed including proving the potential scalability of the approach. Select-
ing appropriate methods, rules, and training mechanisms to detect misbehaviour
and avoid false positives is another challenge for which a good level of under-
standing about the expected normal behaviour of the system is required. It is
proposed to formalise expert knowledge during the initial risk assessment where
context and business rules should be captured. This should include specifica-
tions about normal behaviour of key processes of the system, a list of relevant
variables to be monitored and availability of monitoring mechanisms. Possible
correlations between physical variables should be identified and analysed, such
as temperature and pressure. Additionally, machine learning techniques can be
used to model patterns of behaviour that cannot be defined mathematically
by experts. It must be noted that when data is gathered to model the normal
behaviour of the system, this is done under the assumption that it has not yet
been compromised.

Minimising cyber-security risks requires being up to date with new threats
and vulnerabilities, as well as with new cyber-security tools and methods for
prevention, detection, response, and recovery. As the methodology aims to be
technology agnostic, it should be possible to introduce new monitoring and detec-
tion tools after the initial implementation.

In many industries cyber-security in ICS and IIoT systems has been neglected
and there is lack of personnel equipped to deal with it. The continuous moni-
toring of cyber-risks should help increase cyber-security awareness and identify
cybersecurity weaknesses. This also should include processes, people and train-
ing, since not all risks are technical since cybersecurity vulnerabilities can also
be related to processes and procedures.
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An more advanced approach will be to define the likelihood in terms of a dis-
tribution rather than a single point estimation, using Monte Carlo techniques.
This can give a more realistic view of the uncertainty level than single point prob-
abilities. The specific technique and algorithm used to calculate the baseline risk
scores should be defined during the context establishment. This methodology is
general enough to work with different emerging approaches and ideas. Exam-
ples of this are deep learning and artificial intelligence, threat intelligence, and
Security Orchestration, Automation and Response (SOAR).

8 Conclusions

Methods to maintain continuous cyber-risk awareness can support rational and
well informed decisions as well as improve times and effectiveness of reactions in
the event of an incident. The methodology proposed links detection mechanisms
with risk assessment by using security metrics to calculate risk indicators in
real time. Through this, we postulate the idea that integrating risk management
with the security operations should enable a better prioritisation of security
resources and more timely reactions. Current availability of off-the-shelf tools
for real time data analytics also can constitute a powerful resource to make this
approach feasible.

This paper regards continuous risk management as an extension of ISO/IEC
27005 in alignment with IEC 62443 and other frameworks rather than defining it
as a totally different process. Because each ICS will have its own requirements, it
is not possible to generate a one-size-fits-all solution. However, defining steps for
each organisation to develop their own continuous risk assessment strategy can
serve as a guideline that can be used broadly across different systems. Expert
knowledge and contextual information are captured during initial assessment
and transition phases. It is not possible to provide a general answer to some
of our questions since our risk analysis approach needs to be tailored to the
particularities of each system.

As in many cases the data gathered from security controls and IT elements
of the system does not tell the whole story, and may itself be compromised by
an attacker. Anomaly and misbehaviour detection techniques based on physical
variables, such as temperature and power consumption, address this gap which
can help to overcome different challenges in ICS cybersecurity, such as detection
of physical attacks, detection of malicious insiders, and detection of unknown
threats and zero day attacks.

Cybersecurity and OT operations, including safety management, have been
developed on totally separate tracks. However, much of the knowledge in the
field of control engineering and safety can be useful in the implementation of
cybersecurity controls, as well as in the development of a future continuous risk
assessment paradigm.
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Abstract. Risk management primarily targets the treatment of threats
which might harm the assets of a system. Therefore, identifying such
assets of a system and documenting them systematically in an asset
model are the key activities in any risk management approach. Based on
the ISO/IEC 27005 standard, the consideration of assets consists of two
major activities: (i) asset identification, and (ii) asset valuation. However,
despite the crucial role of asset identification and asset documentation,
such documentation is often neglected during software development. In
this paper, we aim to support security analysts in identifying and ana-
lyzing assets in the earliest stages of software development, i.e., during
requirements engineering. Our contribution is two-fold: We first provide
a conceptual model for assets that allows us to classify assets and to
express the relations between assets. Second, we propose a method for a
systematic identification of system assets and their documentation in an
asset model. Our method is based on the functional requirements of soft-
ware which are expressed by means of problem diagrams. We illustrate
and evaluate our proposed approach by applying it to an application
example from the smart home sector.

Keywords: Risk management · Requirements engineering · Problem
frames · Asset modeling · Security

1 Introduction

Risk management describes a set of activities: (i) to identify threats for an asset,
(ii) to estimate the risk for the asset due to the identified threats, and (iii)
to reduce the risk by applying suitable controls [1]. However, before identifying
threats, it is necessary to define the assets to be protected, i.e., anything of value
for a stakeholder and should be protected. Following the principle of security-
by-design, risk management should take place as early as possible, i.e., during
requirements engineering. The identification of assets in such an early stage is
a major task during the risk management. Based on these assets, other steps in
the risk management are affected, e.g., identifying threats, vulnerabilities and
controls. Despite the central role of assets identification in risk management,
c© Springer Nature Switzerland AG 2020
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systematic identification and documentation of assets are hardly addressed in
the literature.

Assets exist within the system boundary and are under the system’s pro-
tection. Therefore, the system needs to be properly described, and from that
description assets need to be identified and documented systematically. Further-
more, it is necessary to provide a reasoning for the asset’s value to later on decide
about existing risks. The reasoning about an asset’s value can be determined with
respect to the requirements, i.e., how important an asset is for fulfilling a system
requirement.

In this paper, we provide a systematic and model-based identification
and documentation of assets during requirements engineering. The functional
requirements for the software serve as the initial input, which we describe with a
problem-based approach [2]. Using our approach, assets are documented explic-
itly through an asset model, together with their relation to the system require-
ments. Our approach supports risk analysts of the system in the decision-making
process about the protected assets and their values. We provide an asset model
that proposes different hierarchical asset classes. Our model makes the relations
between different asset classes explicit, and we establish relations between the
description of the functional requirements and the asset classes. Based on the
asset model, we introduce a step-wise method to identify assets from functional
requirements. The method first enhances the requirements model with necessary
security-related aspects and then helps to systematically identify and categorize
assets. We document the assets and their relations, by instantiating our asset
model.

The resulting asset model serves as the starting point to identify threats
that might harm the assets, thus leading to some value loss. Since we document
the relations between functional requirements and assets, we support traceabil-
ity and consistency of risk management artifacts, e.g., which assets need to be
protected for which reason, which threats may threaten the asset under consider-
ation, which control has been selected and realized for protecting the respective
asset.

The remainder of the paper is organized as follows: Sect. 2 describes the
underlying concept of problem diagrams. In Sect. 3, we introduce our conceptual
asset model and our method to identify assets. We exemplify the application
of our method in Sect. 4 and provide an example for an asset model. Section 5
discusses related work. We conclude our paper in Sect. 6 with a summary and
an outlook on future research directions.

2 Background

To model requirements, we make use of problem diagrams as proposed by
Jackson [2]. To model those diagrams, we use UML class diagrams as proposed
by Côte et al. [3]. For each element of a problem diagram, there is a class in the
underlying model to which an appropriate stereotype is applied.

A problem diagram consists of domains and a requirement. Each domain
represents entities of the real world that are related to the problem. There are the
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following types: biddable domains (e.g., people and companies), causal domains
(e.g., technical equipment), machines (representing the piece of software to be
developed), and lexical domains (data representations). A display domain is a
special kind of causal domain used to show some information to a stakeholder.
A connection domain makes a connection between domains (e.g., a network)
explicit.

To model the relations between domains, there are interfaces between
domains which share a set of phenomena. There are symbolic phenomena, repre-
senting some kind of information or state, and causal phenomena, representing
events, actions and so on. Each phenomenon is controlled by exactly one domain
(indicated by A!{...}, where A is an abbreviation for the controlling domain) and
can be observed by other domains. A phenomenon controlled by one domain and
observed by another is called a shared phenomenon between these two domains.

A functional requirement is an optative statement that describes how the
environment should behave when the machine is integrated. Each problem dia-
gram contains at least one requirement and the problem domains which are
related to the requirement.

There are references between requirements and problem domains. Such refer-
ences can be either constrains or refers to references, which are annotated with
phenomena. The constrained phenomena describe desired characteristics of the
domain when the machine has been integrated. Examples of the use of problem
diagram are provided in Sect. 4 (cf. Figs. 4 and 5).

The notation used for problem diagrams is also used for a more precise
domain knowledge elicitation by setting up knowledge domain diagrams [4]. By
using domain knowledge diagrams, further information about systems’ context
can be made explicit, e.g., assumptions about indirect stakeholders of a system.
An example of the use of domain knowledge model can be found in Fig. 6.

3 Asset Identification Approach

In this section, we describe our contribution in the form of an asset identification
approach. First, we state requirements on asset identification which we derived
from the ISO 27005 standard [1]. Second, we propose a conceptual model for
asset classes and their relations. We developed the conceptual model based on
the concepts of the ISO 27005 standard and asset classes from the existing
risk management approaches (e.g., [5,6]). Third, we introduce a method for the
identification of assets based on functional requirements of software.

3.1 Requirements on Asset Identification

Before describing our method for the asset identification, we present the require-
ments on our method based on the ISO 27005 standard [1].

The ISO 27005 standard provides guidelines for risk management with regard
to information security. According to the standard, the objective of risk identi-
fication is to identify assets, threats, existing controls, vulnerabilities, and con-
sequences. Assets are anything of value, thus requiring protection by controls
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against threats. Establishing the context prior to risk identification serves as
the initial input for identifying assets and risks. During requirements engineer-
ing, the context can be defined by functional requirements for the software from
which assets can be derived. With regard to ISO 27005, there are two categories
of assets: (i) primary assets, i.e., information and business processes; (ii) sup-
porting assets on which the primary assets rely. The asset identification shall
capture all assets and shall categorize them according to the standard.

For the context establishment we require the functional requirements of soft-
ware by means of problem diagrams (cf. Sect. 2). From the problem diagrams,
the assets shall be identified and documented systematically in an asset model.

After identifying all assets, the asset valuation shall be supported by the
resulting asset model. The value assigned to an asset depends on the impor-
tance of that asset to fulfill the goals of stakeholders, e.g., how important the
contribution of an asset is to satisfy stakeholders’ requirements.

In the following, we provide an asset model and asset identification method
to satisfy the above-mentioned requirements.

3.2 Conceptual Model and Asset Classes

In this subsection, first, we present our conceptual model (shown in Fig. 1) that
is underlying our method. Note that the white colored concepts are based on the
ISO 27005 standard and existing asset classes in the state of art. We describe
the elements under “Conceptual Model”. Then, we present the mapping of the
asset classes to the concepts from problem diagrams (gray colored). The gray
colored concepts are described under “Mapping to Requirements Model”.

Conceptual Model. To categorize assets that can be identified during require-
ments engineering, we provide a conceptual model (shown in Fig. 1). The ISO
27005 standard [1] distinguishes between primary assets and supporting assets.
Each asset has an asset owner who not necessarily has property rights, but who
is responsible for the asset, e.g., for its maintenance.

As primary assets, the standard considers Information and Business pro-
cesses. There are three types of security protection goals for a piece of informa-
tion: (i) confidentiality, protection against unauthorized disclosure of the asset,
(ii) integrity, protection against unauthorized manipulation of asset, and (iii)
availability, ensuring access to asset for authorized entities.

The ISO 27005 standard specifies the relies on relation between a primary
asset and its supporting assets. Primary assets rely on supporting assets. The
following asset classes belong to the category of supporting assets: Location,
Network, Stakeholder, Hardware, and Software.

The location denotes the physical location for the asset, e.g., a company’s
building. As network assets, we consider the underlying infrastructure that is
responsible for information exchange between different entities.

Surridge and Wilkinson further refine stakeholders to Human and Organiza-
tion [5], which is similar to the classification of the ISO 27005 standard.
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Fig. 1. Conceptual model for asset classes and mapping to requirements model

Storage, Processing Peripherals, and Hosts are hardware assets. For storage,
we distinguish between Local Medium, e.g., databases, and Portable Medium,
e.g., USB sticks. Since information is a primary asset which can be stored, both
types are crucial points with regard to security. Processing peripherals describe
external technical equipment such as printers or displays. Hosts are strongly
related to software. Software describes the implementation of specific function-
alities, thus implementing the functional requirements, and hosts describe the
underlying hardware on which software shall later be deployed.

Mapping to Requirements Model. As described in Sect. 2, we use domains,
phenomena, and statements to document functional requirements and domain
knowledge of a system. In the following, we map these elements (from problem
diagrams) to the different asset classes. In Fig. 1, we visualize the mapping and
highlight the elements of the requirements model in gray color.

In problem diagrams, we make use of symbolic phenomena for a piece of
information. Hence, we map a symbolic phenomenon to the primary asset class
of information. Requirements support business processes and are implemented
by machines.

The asset class location is greyed out. There is no element in problem dia-
grams that makes the location explicit. Machine domains describe a piece of
software to be developed, thus belonging to the asset classes software and hosts.
Since causal and display domains represent technical equipment, we map them
to the class of processing peripherals. Lexical domains can represent either a
local or a portable storage medium. Biddable domains describe domains with
an unpredictable behavior, and therefore are mapped to both human and orga-
nization asset classes. Connection domains make connections between domains
explicit and belong to the asset class network.
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We further refine the relies on relation from ISO 27005 to specify in more
detail the relation between a primary asset and its supporting assets. We show
that refinement in Fig. 2. For supporting assets which belong to the classes Soft-
ware, Host or Processing Peripherals, we define the relation processed by. For the
class of local and portable storage mediums, we refine the relation to stored at,
and for stakeholders there is a relation called available for. We use the relation
located at to relate a primary asset to a location, and for networks, we use the
relation transmitted via.

located atprocessed by

available forstored attransmitted via

relies on

Fig. 2. Refinement for relies on relation

To annotate the asset classes at the domains and phenomena, we make use
of a UML profile that defines a stereotype per asset class and per relation. An
example of a model using the UML profile is given in Fig. 9.

3.3 Our Method for Systematic Asset Identification

Figure 3 provides an overview of our method showing the six steps to be per-
formed as well as input and output of these steps. In the following, we describe
each step in detail.

(1) Create problem diagrams. During context establishment, we suggest
creating problem diagrams for each functional requirement. Problem diagrams,
for the software under development, include the entities of the environment and
their relations to the machine in a structured manner. Therefore, these diagrams
serve as a good starting point for our asset identification method.

(2) Identify connection domains. With regard to security, network com-
munications are a crucial point since they are unreliable connections between
domains. Connection domains can be used to make those connections explicit in
problem diagrams. Faßbender et al. propose a method to systematically identify
relevant connection domains with regard to security [7]. Connection domains can
be used to describe network assets. In this step, we use the proposed method by
Faßbender et al. to extend our problem diagrams (from Step 1) to make network
assets explicit.

(3) Elicit domain knowledge. Problem diagrams initially only capture the
domains and stakeholders that are part of the description of a functional require-
ment. However, especially for security, an accurate consideration of domain
knowledge is necessary. To do so, we use questionnaires proposed by Meis to
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elicit relevant domain knowledge [4]. For each domain contained in a problem
diagram, there are questions to identify indirect stakeholders or so-called hidden
behavior, e.g., personal communication between stakeholders. Indirect stake-
holders are those stakeholders who are not directly related to functionalities,
but who influence the system. Using domain knowledge diagrams (e.g., Fig. 6),
which are similar to problem diagrams, further stakeholders and behavior can
be documented (which are ignored in problem diagrams). Since indirect stake-
holders can also have influence on the system’s security, we complement our
requirements model with domain knowledge.

Reasoning
for Asset Values

Final Asset
Model

Primary Asset
Model

Domain Knowledge
Diagrams

Revised Problem
Diagrams

Problem
Diagrams

(6) Provide
Reasoning for Value

(5) Identify
Supporting Assets

(4) Create Primary 
Asset Model

(3) Elicit
Domain Knowledge

(2) Identify
Connection Domains

(1) Create
Problem Diagrams

Fig. 3. Method overview

(4) Create asset model for primary assets. In this step, we use our concep-
tual model to create an asset model that includes primary assets. As shown in
Fig. 1, there are two types of primary assets: “Information” and “Business Pro-
cess”. We use symbolic phenomena to express some information in the problem
diagrams. Therefore, symbolic phenomena are candidates for primary assets of
the category “Information”. For each of those candidates which are considered
as an asset, it is necessary to define the asset owner in the form of a reference to
the corresponding stakeholder. Business processes are not part of problem dia-
grams directly. However, business processes can be derived from requirements
that are part of problem diagrams. The outcome of this step is the asset model
capturing all primary assets.

(5) Identify supporting assets. In this step, we use our conceptual model to
identify supporting assets of primary assets from Step 4. These identified sup-
porting assets will be included in the asset model. Vulnerabilities of supporting
assets may be misused to harm a primary asset, i.e., domains of the system
that process information considered as an asset. To assist this step, we create an
information flow graph as proposed by Wirtz et al. [8]. Such a graph (e.g., Fig. 8)
is directed and depicts which information represented as a phenomenon is avail-
able at which domain. The authors suggest inspecting the interfaces between
domains of the problem diagrams and domain knowledge diagrams to create
that graph. When both domains share an asset-related phenomenon, it means
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that the information is available at both domains. We limit the information flow
graph to the analysis of those phenomena that have been identified as primary
assets.

As supporting assets, we consider those domains on which a primary asset is
available, and we classify the domains according to the defined asset classes in
the conceptual model.

(6) Provide reasoning for value. As the last step, we use the asset model
(output of Step 5) to provide a reasoning for asset values. That reasoning sup-
ports security analysts in identifying consequences and risk estimation.

The reasoning for the value of each primary asset or supporting asset is done
by providing details about why it is of value. For this purpose, we annotate
which of the assets have impact on satisfying the requirements and consequently
on related business processes. In case of supporting assets, we further consider
how important the supporting asset is in preserving the security of the related
primary asset.

The reasoning can be documented in natural language or with a reference to
the corresponding requirement. The output of this step, together with the gener-
ated asset model can be used later on to determine qualitative and quantitative
scales to express an asset’s value.

4 Application Example

To exemplify our method, we apply it on a smart grid scenario. A smart grid is
an intelligent power supply network which enables an energy supplier to control
and maintain the power supply at a customer’s home remotely. Additionally,
a customer is able to communicate with the energy supplier, e.g., with regard
to invoicing. At the customer’s home, there is a gateway called Communication
Hub for which software shall be developed. Smart meters that measure the actual
power consumption are connected to the gateway. The measured data can be
used to automatically generate invoices. Here, we focus on the following three
functional requirements:

FR1: Customers can edit their personal data, e.g., name and invoice address
that are stored at the communication hub.

FR2: In given intervals, smart meters transmit their measured data to the com-
munication hub.

FR3: Each month, the communication hub generates invoices based on the
customer data and the measured data. The invoice is sent to the customer via
e-mail.

In the following, we describe the application of our method step-by-step and
show the corresponding output.

(1) Create problem diagrams. We create a problem diagram for each func-
tional requirement. Note that the corresponding diagrams (shown in Figs. 4 and
5) already contain the identified connection domains resulting from the second
step.
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– FR1: Figure 4 shows the problem diagram for the first functional requirement.
It contains three domains: Customer (biddable domain), Communication Hub
(machine), and Customer Data (lexical domain). A customer sends the com-
mand to edit the data to the machine which then changes the data. This
functional requirement refers to the command of the customer and constrains
the customer data.

– FR2: In Fig. 4, we also show the problem diagram for the second functional
requirement. There is a causal domain Smart Meter which transmits data
to the machine Communication Hub. The lexical domain Meter Data rep-
resents the internal database of the communication hub to store the data.
This functional requirement refers to the phenomenon of the smart meter
and constrains the phenomenon of the lexical domain.

– FR3: For the third requirement, we present the problem diagram in Fig. 5. The
communication hub request data from both lexical domains, Meter Data and
Customer Data. After generating the invoice, the machine sends the invoice
via e-mail. We make use of a display domain as representation for the e-mail.
This functional requirement refers to the phenomena of both lexical domains
and constrains the representation of the display domain.

SM!{transmitData}

Proprietary NetworkPN!{fTransmit-
Data}

measuredData

 transmitData

CH!{storeData}

FR2: Transmit
data

Smart Meter

Meter Data

Communication
Hub

 C!{editData}

WLANW!{fEditData}

customerData

  editData

CH!{changeData}

FR1: Edit
personal data

Customer

Customer Data

Communication
Hub

Fig. 4. Revised problem diagrams for FR1 (left side) and FR2 (right side)

I!{fSendInvoice}Internet

CD!{customerData}
customerData

Meter Data

CH!{sendInvoice}
measuredData

representation

MD!{measuredData}

FR3: Generate invoice

E-Mail

Customer Data

Communication Hub

Fig. 5. Revised problem diagram for FR3: Generate invoice

(2) Identify connection domains. Using the approach of Faßbender et al.,
we identified the following connection domains: (i) The customer uses WLAN
to connect to the communication hub (see Fig. 4); (ii) A smart meter uses a
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proprietary network to communicate with the communication hub (see Fig. 4);
(iii) The communication hub sends the e-mail via the Internet (see Fig. 5). The
corresponding connection domains are added to the problem diagrams.

(3) Elicit domain knowledge. Using the domain knowledge elicitation ques-
tionnaires, we elicited the following domain knowledge, represented as assump-
tions (A):

– A1: The customer reads the e-mail sent from the communication hub.
– A2: The energy supplier maintains the communication hub locally. In case

of a problem in this communication hub, it will be replaced with a new one
by the energy supplier. However, by replacing the communication hub with a
new one, it is possible that the energy supplier may get a copy of data stored
at the damaged communication hub.

– A3: The internet connection is maintained by an internet service provider
who has access to the connection.

We show the corresponding domain knowledge diagrams in Fig. 6.

Service Provider

SP!{maintain}

 maintain

    status

A3: Maintain Inet

Internet

Energy Supplier

ES!{maintain}
CH!{data}

  knowledge

     data

A2: Maintain CH

Communication Hub

  knowledge

C!{readMail}
E!{text}

representation

Customer

E-Mail

A1: Read e-mail

Service Provider

SP!{maintain}

 maintain

    status

A3: Maintain Inet

Internet

Energy Supplier

ES!{maintain}
CH!{data}

  knowledge

     data

A2: Maintain CH

Communication Hub

  knowledge

C!{readMail}
E!{text}

representation

Customer

E-Mail

A1: Read e-mail

Fig. 6. Domain knowledge

(4) Create asset model for primary assets. As primary assets, we consider
measured data and personal data. The measured data are required by the energy
supplier to generate the corresponding invoices for the customer. Therefore, the
energy supplier is the asset owner. For personal data, we define the customer as
asset owner since he/she maintains the data at the communication hub. As rele-
vant business process, we consider the invoicing for which the energy supplier is
the owner. The functional requirements FR2: Transmit data and FR3: Generate
invoice support that process.

In Fig. 7, we show the corresponding asset model using a UML class diagram
with stereotypes.

(5) Identify supporting assets. Figure 8 shows the generated information flow
graph based on the functional requirements and the elicited domain knowledge.
For each domain, we annotate the available asset, e.g., at the customer domain
the personal data is available. Using the graph, it is now possible to identify
supporting assets for the primary assets personalData and measuredData. Each
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FR3: Generate invoiceFR2: Transmit data

Energy Supplier personalDataCustomer

Invoicing

measuredData

Fig. 7. Model for primary assets

Energy Supplier
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measuredData

Smart Meter

measuredData

Proprietary Network

measuredData

Meter Data

measuredData

Customer

personalData

WLAN

personalData

Customer Data

personalData

E-mail

personalData

Internet

personalData

Communication Hub

measuredData
personalData

Fig. 8. Information flow graph

domain at which a primary asset is available is considered as a supporting asset
for the primary one.

For personalData, we identified seven supporting assets that are listed on the
following page. We further map these supporting assets to specific asset classes
and identify the corresponding asset owner. For a biddable domain, the asset
owner is the domain itself.

1. Customer is a human stakeholder.
2. WLAN is a network for which the customer is responsible, e.g., its configu-

ration.
3. Energy Supplier is a stakeholder of type “organization”.
4. Communication Hub is the piece of software to be developed, thus being a

host and software. The energy supplier is responsible for the hub.
5. Customer Data is an internal database of the communication hub. Therefore,

the energy supplier is the responsible asset owner.
6. E-mail contains the invoice address and name of the customer data. As the

asset owner, we consider an external service provider.
7. Internet transfers the invoice. Again, the responsible asset owner is a service

provider.

For the asset measuredData, we identified five supporting assets as follows:

1. Energy Supplier as defined in number 3 of the previous list.
2. Communication Hub as defined in number 4 of the previous list.
3. Meter Data as an internal database of the communication hub, thus the

energy supplier is the responsible owner.
4. Proprietary Network is a network used by the communication hub to connect

to smart meters. Therefore, the energy supplier is the responsible asset owner.
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5. Smart Meter is considered as a peripheral according to our defined asset
classes, and the energy supplier is the responsible asset owner.

In Fig. 9, we show our final asset model for the supporting assets in the UML
class diagram notation with appropriate stereotypes.

Meter Data

owner: Energy Supplier

Customer Data

owner: Energy Supplier

Proprietary Network

owner: Energy Supplier

Smart Meter

owner: Energy Supplier

E-mail

owner: Service Provider

Internet

owner: Service Provider

Communication Hub

owner: Energy Supplier

Energy Supplier

WLAN

owner: Customer

Customer

personalData

owner: Customer

measuredData

owner: Energy Supplier

Fig. 9. Final asset model with supporting assets

(6) Provide reasoning for value. In the following, we document the reasoning
for each primary asset and its supporting assets. There are two primary assets:

– personalData: Disclosing the personal data may harm for the customer with
regard to her/his privacy. The integrity and availability of the data is impor-
tant for the energy supplier to generate the invoices correctly.

– measuredData: The measured data documents the customer’s power con-
sumption. Therefore, integrity and availability of the measuredData are of
value to generate the invoices correctly.

There are ten supporting assets:

– Customer Data belongs to the asset class of local storage medium. The related
database stores the primary asset customer data persistently and is, therefore,
of high importance. This asset is involved in addressing the requirements FR1:
Edit personal data and FR3: Generate invoice.

– Meter Data belongs to the asset class of local storage medium. The related
database stores the primary asset measuredData persistently and is, therefore,
of high importance. This asset is involved in addressing the requirements FR2:
Transmit data and FR3: Generate invoice.

– Customer belongs to the asset class of human stakeholders. He/she can edit
the stored primary asset personalData and is, therefore, of importance. This
asset is involved in addressing the requirement FR1: Edit personal data.
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– Energy Supplier belongs to the asset class of organizational stakeholders. It
is a supporting asset for both primary assets since it can replace the commu-
nication hub for maintenance reasons. The communication hub stores both
primary assets persistently.

– Internet belongs to the asset class of networks. It is responsible for trans-
mitting the invoices containing both primary assets. This asset is involved in
addressing the requirement FR3: Generate invoice.

– Proprietary Network belongs to the asset class of networks and transmits the
measured data to the communication hub for further processing. This asset
is involved in addressing the requirement FR2: Transmit data.

– WLAN belongs to the asset class of networks and transmits the personal data
to the communication hub for being stored persistently. This asset is involved
in addressing the requirement FR1: Edit personal data.

– Smart Meter is a supporting asset of the class processing peripherals. It
measures the power consumption and is, therefore, responsible to provide
the initial data of the primary asset measuredData. This asset is involved in
addressing the requirement FR2: Transmit data.

– E-mail belongs to the asset class of supporting peripherals. It processes both
primary assets to provide the invoice to the customer, thus being of impor-
tance for both primary assets, too. This asset is involved in addressing the
requirement FR3: Generate invoice.

– Communication Hub belongs to the asset classes “software” and “host”. It is
a crucial domain since it processes both primary assets. The software imple-
ments the functional requirements based on the underlying hardware. This
asset is involved in addressing the requirements FR1: Edit personal data,
FR2: Transmit data, and FR3: Generate invoice.

The resulting asset model can be used in the following steps of the risk
identification, i.e., in the next step threats will be identified that may harm the
assets. The documentation of the asset owner allows to assign responsibilities
with regard to the security for an asset.

5 Related Work

The ISO 27005 standard [1] considers three major steps for risk identification
and treatment: (i) identifying assets, (ii) identifying threats and evaluate their
risks for the assets, and (iii) identifying controls to protect the assets against
threats. Existing risk management methods mostly do not consider explicitly
documenting and modeling the assets of the system under consideration.

Lund et al. [6] propose the CORAS method that defines a model-based risk
management process. Wirtz et al. [8] extend the CORAS method for an applica-
tion during requirements engineering. Therein, problem diagrams are also used
to describe the requirements of software. However, there is no systematic method
to capture assets, hence our method can improve the presented works.

There are few related contributions employing asset models in risk assess-
ment approach, e.g., by developing a tool that makes it possible to set up an
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asset model [5,9]. Surridge et al. [9] present a risk management method. This
method supports the automated identification of threats and controls based on
an asset model. Although the approach is promising, it suffers from the limita-
tions of considering system requirements, and it does not have a link to system
requirements. We consider the asset classes defined by the authors in other works
[5,9] for our conceptual model. Furthermore, their tool is commercialized and
an independent use of setting up an asset model for the system under consider-
ation is not possible. With our approach independently of which risk assessment
approach will be used later on, one can identify the assets with a systematic con-
sideration of the system requirements and its context. Furthermore, we provide
a systematic method for identifying assets and documenting them in a model.

Asnar et al. [10] propose a methodology, namely the Goal-Risk framework,
to analyze and model security problems. The methodology relies on the SI*
requirements modeling language to capture stakeholders’ goals, risks that might
threaten the goals, and countermeasures required to mitigate the unacceptable
risks. In another work, Asnar et al. [11] extend SI* with the possibility of spec-
ifying relationships on resources. In our work, we extend this work by adding
an asset model to identify assets of the system. However, we consider problem-
based requirements engineering instead of using goal models. Our approach,
unlike these approaches, supports a systematic identification and documentation
of assets and reasoning on assets’ values, thus providing a valuable input (i.e.,
asset model) to these frameworks in order to perform further risk assessment.

There are several works that aim to consider risk assessment in early stages
of the development life-cycle by providing security requirements engineering [12].
Among goal-oriented approaches, van Lamsweerde proposed a dual model com-
posing goals and anti-goals to elaborate security requirements using KAOS [13].
Haley et al. [14] document goals of attackers for quantifying harm. The authors
also use problem diagrams as input for their approach. Elahi et al. [15] enrich
goal models in i* notation by including attackers and vulnerabilities. Liu et al.
[16] propose also an extension of the i* framework to identify attackers, and ana-
lyze vulnerabilities through actor’s dependency links. They consider all actors
as potential attackers; hence, they analyze possible damages caused by actors.
Matulevičius et al. [17] extend the Secure Tropos language [18] to support mod-
eling of security risks and their countermeasures. All these approaches could use
our asset model as an input for considering security requirements. Therefore,
our method can be used complementary to these approaches during requirement
engineering. We discuss in the present paper that an asset model should be added
and linked to the requirements.

Salehie et al. [19] propose an approach to document the changes to the assets
and assets’ values during run-time. These changes might occur because of adding
new assets to the system. Although they consider asset variability as a source
of risk (e.g., by new vulnerabilities) at run-time, they do not consider a sys-
tematic modeling or identification of assets. Few other efforts on risk-adaptive
solutions have also been performed (e.g., [9,20–23]). Our asset model can provide
an input for their run-time consideration of assets. However, our approach does
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not consider detecting assets at run-time, but it allows a systematic and model-
based documentation of assets at design-time. These well-structured design-time
asset model provides useful information for considering adaptive risk assessment
during run-time.

6 Conclusions and Future Work

In this paper, we proposed a model-based approach to create an asset model dur-
ing requirements engineering. Our contribution is two-fold: First, we introduce
a conceptual model to categorize assets and to express relations among differ-
ent assets and stakeholders. We derived the asset classes from the ISO 27005
standard [1] and further refined those based on existing asset classes from the
literature (e.g., [5,9]). To document and model assets of a system under develop-
ment with a link to requirements of the system, we made use of a problem-based
approach. We mapped the different elements of problem diagrams to the defined
asset classes in our conceptual model.

Second, we describe a systematic method to identify assets based on the
functional requirements for the software to be developed. The method includes
steps for: (i) modeling of functional requirements; (ii) the elicitation of domain
knowledge; (iii) the adjustment of problem diagrams; (iv) the identification of
assets with regard to our conceptual model; and (v) the reasoning about valua-
tion of assets. The final outcome of the method can be used in risk management
processes that currently lack of a systematic identification of assets, e.g., the
ProCOR method [8]. The model-based approach ensures consistency and trace-
ability between the different steps of our method and the next steps of a risk
management process.

We partially provide a tool that supports the application of our method,
e.g., in generating the information flow graph automatically. We plan further
extensions based on the defined asset model. For example, candidates for pri-
mary assets can be suggested, and the supporting assets can be identified with
the existing algorithm for automated generation of the information flow graph.
By integrating the conceptual model as an underlying meta-model in the tool,
the supporting assets can also be classified automatically. Manual effort is still
required for creating the problem diagrams, to elicit and document domain
knowledge and to provide reasoning for asset values. However, the automati-
cally generated artifacts provide guidance.

As future work, we plan to incorporate quality requirements such as privacy
or reliability as an additional input for the asset identification. Since the asset
valuation is an important aspect to estimate risks that need to be treated by
controls, we also plan to extend our method with regard to this aspect. Further-
more, we will extend the method to identify context-dependent assets such as
location, as well.
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Abstract. Traditional access control models aim to prevent data leak-
age via direct accesses. A direct access occurs when a requester performs
his query directly into the desired object, however these models fail to
protect sensitive data from being accessed with inference channels. An
inference channel is produced by the combination of a legitimate response
which the user receives from the system and metadata. Detecting and
removing inference in database systems guarantee a high quality design
in terms of data secrecy and privacy. Parting from the fact that data dis-
tribution exacerbates inference problem, we give in this paper a survey
of the current and emerging research on the inference problem in both
centralized and distributed database systems and highlighting research
directions in this field.

Keywords: Access control · Inference control · External knowledge ·
Data distribution · Secrecy and privacy

1 Introduction

Access control models protect sensitive data from direct disclosure via direct
accesses, however they fail to prevent indirect accesses [19]. Indirect accesses via
inference channels occur when a malicious user combines the legitimate response
that he received from the system with metadata (see Fig. 1). According to [20],
external information to be combined with data in order to produce an infer-
ence channel could be database schema, system’s semantics, statistical informa-
tion, exceptions, error messages, user-defined functions and data dependencies.
Detecting and removing inference in database systems guarantee a high quality
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Fig. 1. Bypass access control with inference channels

design in terms of data secrecy and privacy since the latter is considered as a
new vision of the inference problem [46]. Absolutely, this diversity of techniques
to bypass access control mechanisms with inference channels has attracted con-
siderable attention in recent years. A growing body of literature has examined
the inference problem but no one of those proposed solutions seemed to be a
viable method to resolve the problem. In reality, for each of the underlying tech-
niques a specific solution has been proposed for handling each particular attack.
There is consensus among security community that data distribution exacer-
bates inference problem. This is why several attempts have been done in the
last two decades to address this problem. This paper investigates current and
emerging research on the inference control in centralized database systems, then
it highlights inference in distributed environment. The reminder of this paper is
organized as follows: Sect. 2 gives a trade-off between access control and inference
control. Section 3 provides a brief description of research efforts on controlling
inference in centralized database systems. In Sect. 4, we review works on the
inference control in distributed environment. Research directions are given in
Sect. 5. Finally, we conclude in Sect. 6.

2 Access Control vs Inference Control

Traditional access control models aim to prevent data leakage via direct accesses.
A direct access occurs when a requester poses his query directly on the desired
object. However, these models fail to protect sensitive data from being accessed
via indirect accesses [19]. To deal with such situation, several works have aug-
mented access control mechanisms with an inference engine in order to control
both direct and indirect accesses. Although access control and inference con-
trol share the same goal of preventing data from unauthorized disclosure, they
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differ in several fundamental aspects [27]. We give in Table 1 the major differ-
ences between them. According to our comparison Table 1, we can note that
access control is more preferable than inference control from a complexity per-
spective. Consequently, several researchers have attempted to replace inference
control engines with access control mechanisms. We refer the interested reader
to [7,8,27]. The discussion of these approaches is out of the scope of this paper.

Table 1. Access control vs inference control

Access control Inference control

Direct access control Indirect access control

Deterministic Related to stochastic channels

Static: through a set of rules Dynamic: vary through time and
influenced by user action and queries

Normal expensive More expensive then access control

Computational efficiency and
high accuracy of security
control

Efficiency and accuracy less than access
control

Modular: can cover
distributed environment

Adaptability to data distribution
requires complicated techniques

3 Inference Control in Centralized Database Systems

Classical access control models have not been designed to protect data from infer-
ence. These models have been only designed to protect data from direct accesses.
An inference problem (also called inference aggregation problem) occurs when a
user deduces sensitive information from a sequence of innocuous information in
the database. It has been widely investigated in the literature since 1987 with
the emergence of multilevel database systems. The first works in this field are
presented in [30,39,42].

In [42], authors have augmented the relational database with an infer-
ence engine, this module acts as an intermediary between the queries and the
database. The inference engine resorts to first order logic to represent queries,
security constraints, environment information and real world information. Hence,
the current query is converted into a first order logic expression by the infer-
ence engine and then compared against the database constraints to determine
if the query could lead to security constraint violation. If this is the case, and
the query is identified as suspicious, then it will be rejected. Otherwise it will
be converted to relational algebra and forwarded to the DBMS for execution.
Results returning from the database are assigned a classification label to ensure
the absence of unauthorized disclosure.

Morgenstern [30] presents a framework for inference analysis and detection
during design and classification of data in multilevel database. The proposed
methodology aims to anticipate the inference channels in order to classify data.
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Hence, the author introduced the classification process as a constraint satisfac-
tion, then he provided a concept called sphere of influence (SOI) to restrict the
scope of possible inferences. In order to prevent these inference channels (consist-
ing of a set of objects) from being achieved, he presented the following solutions:
safety classification level which consists of increasing the security clearance of an
inferred object to an appropriate classification. Besides, a data sanitization pro-
cess which consists of imposing aggregation classification on the set and classifies
the aggregation in a way that the whole aggregate cannot be inferred from the
individual values given to a lower level user. Furthermore, a third solution was
introduced aiming to disturb the inference channels and prevent precise inference
from being revealed by adding noise data.

The work in [39] investigates the inference problem due to functional depen-
dencies (FD) and multivalued dependencies (MVD) in multilevel relational
databases with attributes and records classification schemes. For inference chan-
nels produced by functional dependencies, authors proposed a level adjustment
algorithm to adjust attributes level with minimum information loss so that FD
compromises are avoided. In the case of inference channels with MVD, authors
introduced a level adjustment algorithm that adjusts security levels of tuples in
relation instance to eliminate MVD compromises. However, there are some short-
comings to mention in this work. Firstly, the inference algorithms are given for
each type of dependency separately but not when they are present together. Sec-
ondly, authors consider only two types of dependencies, FD and MVD. Thirdly,
the access control granularity is restricted to tuple level and single-attribute
level. Finally, since their solution for eliminating a detected inference channel is
based on increasing the classification level of individual attributes, it restricts
the availability of data.

3.1 Inference Attacks

According to [19], there are three types of inference attack:

– Statistical attacks: it is considered with statistical databases. The security
breaches occur when confidential information about an individual is obtained
by correlating different statistics while the security requirement is to provide
access to statics about groups of entities while protecting the confidentiality
of the individual entities [17].

– Semantic attacks: they aim to produce inference channels to bypass an
access control model. In this type of attack, semantic relationship between
data is used to infer sensitive information. There exist three ways to produce
a semantic inference attack including: inference from constraints on queries,
inference resulting from the combination of data with metadata and inference
from value constraints (constraints defined over data).

– Inference due to data mining: data mining is considered as one of the
most used techniques for knowledge discovery and process. Nevertheless, it
is considered as a double-edged weapon. From the one hand there is a con-
sensus for the importance of data mining in data engineering and knowledge
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discovery. On the other hand, through its mining algorithms, data mining can
produce inference channels if the privacy of users is not respected.

For each of the mentioned techniques, researchers have devoted a lot of
efforts to deal with inference problem. For statistical attacks, techniques like
Anonymization and Data-perturbation have been developed to protect data
from indirect access. For security threats based on data mining, techniques like
privacy-preserving data mining and Privacy-preserving data publishing was car-
ried out. Furthermore, a lot of works have investigated the semantic attacks
[10,12,28,39].

3.2 Inference Prevention Methods

There exist in the literature more than one criteria to classify approaches that
deal with inference. One proposed criteria is to classify these approaches accord-
ing to data level and schema level [50]. In such classification, inference constraints
are classified into schema constraints level and data constraints level. Another
criteria could be according to the time when the inference control techniques are
performed. According to this criteria, the proposed approaches are classified in
three categories: design time, query run time and at update time.

Design time approaches are considered as proactive techniques. They argue
that since the inference problem is a resources consuming task, it is better to
achieve all consuming processing offline before the system is executed. Moreover,
since the inference is examined at a conceptual level in this approaches, detecting
an inference channel is called second path detection (characterized as multiple
paths between two attributes such that the path’s security levels are inconsis-
tent). In fact, these approaches exploit semantic relationship between data and
graphs to detect the second path (the inference channel). When an inference
channel is detected, either the classification level of the inferred attributes is
increased or the database schema is modified to block the inference channel
from being achieved. Approaches that deal with inference at design time are
found in [16,24–26,28,32,33,39,40,47].

Run time inference control techniques belong to reactive categories. These
approaches aim to detect and block inference channel at query run time. For this
purpose, the DBMS should be augmented with an inference engine to control
the queries executed by the users against the database. The run time approaches
are history-based since they combine the query executed by the user with the set
of queries previously executed by the same user in addition to a set of semantic
constraints to determine if the current query could lead to an inference chan-
nel. Several approaches supporting run time have been developed in the past
[4,10,12,41,42]. It is important to note that users can collaborate to produce an
inference channel based on the query sequences of collaborators. This problem
was addressed in [13] where the authors have developed a query-time inference
violation detection model to evaluate collaborative inference based on the query
sequences of collaborators and their task-sensitive collaboration levels. Besides,
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the work in [20] presents a database inference controller in the presence of prob-
abilistic dependencies. Authors of [20] have developed a formal language called
ATKLOG providing an expressive and concise way to represent attacker’s beliefs
during their interaction with the system. By leveraging to this formal language,
they developed AGERONA a secure inference controller mechanism to prevent
the disclosure of sensitive information in presence of probabilistic dependencies.

In addition to design time and query run time categories, inference control
can be performed at update time. To the best of our knowledge this problem
was only tackled in [43]. In this work, authors have built on [10] to introduce
a Dynamic Disclosure Monitor to prevent illegal inferences via database con-
straints at update time while maximizing data availability. The authors have
developed a module called Update Consolidator which uses the user’s history
file in addition to database updates and database constraints to produce a new
history file that does not contain any outdated data values. Then by resorting to
Update Consolidator and Disclosure Monitor, the proposed approach guarantees
completeness and soundness properties of the inference algorithm (data security
and data availability) in the presence of updates. Furthermore, the authors show
through the experimental results how their framework can handle collaborative
inference.

3.3 Discussion of the Inference Prevention Methods

The purpose of inference control at design time is to detect inference channels
from earliest stage and eliminate them. These approaches provide a better per-
formance for the system since no monitoring module is needed when the users
query the database, by consequence improving query execution time. Neverthe-
less, design time approaches are too restrictive and may lead to over classification
of the data. Besides, it requires that the designer has a good concept of how the
system will be utilized. On the other hand, run time approaches provide data
availability since they monitor the suspicious queries at run time. However, run
time approaches lead to performance degradation of the database server since
every query needs to be checked by the inference engine. Furthermore, the infer-
ence engine needs to manage a huge number of log files and users. As a result, this
could induce slowing down query processing. In addition, run time approaches
could induce a non deterministic access control behavior (users with the same
privileges may not get the same response).

By the end, we can conclude that the main evaluation criteria of these
techniques is a trade-off between availability and system performance. Some
works have been elaborated to overcome these problems especially for run time
approaches. Example in [49] a new paradigm of inference control with trusted
computing was developed to push the inference control from server side to
client side in order to mitigate the bottleneck on the database server. Further-
more, in [38] the authors have developed a run time inference control techniques
while retaining fast query processing. The idea behind this work was to make
query processing time depends on the length of the inference channel instead of
user query history. We assert that the distribution of the data exacerbates the
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inference and privacy problems. In the next section we investigate the inference
problem in distributed environment.

4 Inference Control in Distributed Environment

Inference control in distributed environment have been investigated from early
2000 until now. This field of study has received the intention from researchers in
database security, due to the fact that distribution aggravates inference problems
and privacy concerns. In this section, we start by investigating research efforts
on inference prevention in distributed database systems, then we introduce how
inference channels occur in data integration systems through a case study and
review different works for mitigating inference in such architecture. We survey
inference problem in data integration systems through the Mediator/Wrapper
architecture for the reason that this is the most suitable design to access dis-
tributed, heterogeneous and autonomous data sources. Additionally, we highlight
inference prevention methods in data outsourcing scenario. We note that infer-
ence attacks and prevention methods destined for centralized database systems
remain applicable for distributed environment.

4.1 Inference Control in Distributed Database Systems

In [11], the authors have considered the inference problem where the data is com-
bined from distributed database and released to the final users. In this situation
of data dissemination, problem arises when non-sensitive attributes compromise
sensitive attributes. According to presented work, one technique to mitigate
inference is by modifying the non-sensitive data in the database. Nevertheless,
even with this modification, sensitive attributes still deducible when data from
other databases is incorporated. For example, consider a database containing an
attribute aids classified as sensitive. In addition, consider another database con-
taining information about drug abuse, one can deduce from the two databases
that drug abuser’s injections may lead an individual to contract aids. As a result,
the history of drug injection (which is considered non-sensitive), allows to infer
with a higher chance if a user is contracted with aids or not even the diagnosis has
not been released. In order to mitigate the occurrence of inference, the authors
proposed a mechanism called Relational Downgrader that exploits Bayesian net-
work to reason about probabilistic dependencies relationships among attributes
of the distributed database systems. The Downgrader is composed of three com-
ponents: the GUARD, the Decision Maker and the Parsimonious Downgrader.
The main idea behind this framework is to not release certain non-sensitive
information that can lead to probabilistic inference about the sensitive informa-
tion while minimizing the loss of functionality. Consequently, the outputs of the
Downgrade are records that have been modified in order to anonymize sensitive
attributes.

The authors of [44] have built on [11] to develop a work turning around
inference prevention in distributed database systems. They proposed an infer-
ence prevention approach that enables each of the database in a distributed
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system to keep track of probabilistic dependencies with other databases and by
consequence use that information to help preserve the confidentiality of sensitive
data. The methodology is called “Agent-based” because every node in the dis-
tributed system is augmented with an agent to keep track of other nodes so that
single point of failure and communication bottleneck are avoided. The principle
of this framework is the following: in the first phase a Rule Generator is devel-
oped to reflect the probability dependency relationship among the databases by
the construction of a Bayesian Network that preserves the individual database
dependencies and take into consideration dependencies between autonomous
databases. Then, a set of rules are derived from the trained Bayesian Net by
analyzing the inference of the sensitive target attributes. In the next phase, an
agent (which is considered as a downgrader) is attached to each machine in
the distributed system. This agent blocks the inference in the local machine
and the inference from several distributed machines by keeping track of these
machines. However, this approach have some limits. It treats the case where
the distributed databases are overlapped (similar or have common attributes).
Moreover, it assumes that the records in the distributed databases share the
same keys constraints.

Inference problem have been also investigated in Peer-to-Peer environment
through the work in [29]. The authors pinpoint the inference that occurs in
homogeneous peer agent through distributed data mining and call this process
peer-to-peer agent-based data mining systems. They assert that performing Dis-
tributed Data Mining (DDM) in such extremely open distributed systems exac-
erbates data privacy and security issues. As a matter of fact, inference occurs
in DDM when one or more peer sites learn any confidential information (model,
patterns, or data themselves) about the dataset owned by other peers during a
data mining session. The authors firstly classified inference attacks in DDM in
two categories:

– Inside Attack Scenario: it occurs when a peer try to infer sensitive infor-
mation from other peers in the same mining group. Depending on the number
of attackers the authors distinguishes single attack (when one peer behaves
maliciously) and coalition attack (when many sites collude ta attack one site).
Moreover, a probe attack was introduced by the authors, which is independent
of the number of peers participating in the attack.

– Outside Attack Scenario: it takes place when a set of malicious peer try to
infer useful information from other peers in a different mining group. In this
case eavesdropping channel attack is performed by malicious peers to steal
information from other peers.

After identifying DDM inference attacks, the authors propose an algorithm to
control potential attacks (inside and outside attacks) to particular schema for
homogeneous distributed clustering, known as KDEC. The main idea behind
this algorithm is to reconstruct the data from the kernel density estimates since
a malicious peer can use the reconstruction algorithm to infer non-local data.
However, the algorithm proposed by the authors need to be improved from an
accuracy point to expose further possible weakness of the KDEC schema.
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4.2 Inference Control in Data Integration Systems

Inference control in data integration systems have been investigated in the last
decade through the work of [22,34,36]. In such systems, a mediator is defined
as a unique entry point to the distributed data sources. It provides to the user
a unique view of the distributed data. From a security point of view, access
control is a major challenge in this situation. two major security issues has been
studied in this field: access control policies integration [1,2,6,14,15,21,31,35] and
inference problem [22,34,36]. In the former, researchers aim to enforce a global
security policy which is deduced from the back-end data sources in addition to
possibly enforcing additional security properties. In this situation, the global
policy must comply with the source policies. Figure 2 reports that complying
with source policies means that a prohibited access at the source level should be
also prohibited at the global level. [22,34,36] have demonstrated that despite the
generation of a global policy at the mediator level that synthesizes and enforces
the back-end data sources policies, security breaches still possible via inference
channel produced by semantic constraints (data dependencies). The problem is
that the system (or the designer of the system) cannot anticipates the inference
channels that arise due to the dependencies that appear at the mediator level.
To the best of our knowledge, all the works that deal with inference problem in
data integration systems are performed at query run time or at the global policy
design time.

Fig. 2. Secure data integration system

The first work attempting to control inference in data integration sys-
tems was introduced in [22]. The authors propose an incremental approach to
prevent inference with functional dependencies. The proposed methodology
includes three steps:
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– Synthesizing global policies: derives the authorization rule of each virtual
relation individually by the way that it preserves the local authorization of
the local relations involved in the virtual relation.

– Detection phase: by resorting to a graph based approach, this step aims at
identifying all the violations that could occur using functional dependencies.
Such violation is called violating transaction consisting of a series of innocuous
queries when it is achieved leads to violation of authorization rule.

– Reconfiguration phase: in this phase the author proposes two methods
to forbid the completion of each transaction violation. The first one uses a
historic-based access control by keeping track of previous queries to evaluate
the current query (this method is considered as a run-time approach). The
second one proposes to reconfigure the global authorization policies at the
mediator level in a way that no authorization violation will occur (this method
is considered at design-time of the global security policy).

In this work, the authors have discussed only semantic constraints due to func-
tional dependencies. Neither inclusion nor multivalued dependencies was inves-
tigated. Besides, other mapping approaches need to be discussed such as LAV
and GLAV approaches.

The authors of [36] have been inspired by [22] to propose an approach aim-
ing to control inference in data integration systems. The proposed methodology
resorts to formal concept analysis as a formal framework to reason about autho-
rization rules and functional dependencies as a source of inference. The authors
adopt an access control model with authorization views and propose an incre-
mental approach with three steps:

– Generation of the global policy, global schema and global FD: this
step takes as input a set of source schema together with their access control
policies and starts by translating the schema and policies to formal contexts.
Then, the global policy is generated in a way that the source rules are pre-
served at the global level. Next the schema of the mediator (virtual relations)
is generated from the global policy to avoid useless attributes combination
(every attributes in the mediator schema is controlled by the global policy).
Finally, a global FD is considered from the source FD as a formal context.

– Identifying disclosure transactions: by resorting to FCA as a framework
to reason about the global policy, the authors identifies the profiles to be
denied from accessing sensitive attributes at the mediator level. Then, they
extract the violating transaction by reasoning about the Global FD.

– Reconfiguration phase: this step is achieved by two ways. At design time
with a policy healing consisting to complete the global policy with additional
rules in order that no violating transaction is achieved. At query run time
with a monitoring engine to prohibit suspicious queries.

In [34] the authors have examined inference that arise in the web through
RDF store. They propose a fine-grained framework for RDF data, then they
exploit close graph to verify the consistency propriety of an access control policy
when inference rules and authorization rules interact. Without accessing the
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data (at policy design-time), the authors propose an algorithm to verify if an
information leakage will arise given a policy P and a set of inference rules R.
Furthermore, the authors demonstrate the applicability of the access control
model using a conflict resolution strategy (most specific takes precedence).

4.3 Inference and Data Outsourcing

The Inference problem was not only investigated in previous distribution scenar-
ios but also in data outsourcing. In this case, data owners place their data among
cloud service providers in order to increase flexibility, optimize storage, enhance
data manipulation and decrease processing time. Nonetheless, data security is
widely recognized as a major barrier to cloud computing and other data out-
sourcing or Database-As-a-Service arrangements. Users are reluctant to place
their sensitive data in the cloud due to concerns about data disclosure to poten-
tially untrusted cloud providers and other malicious part [48]. It is from this
perspective that inference problem was investigated in [9,45].

In [9] authors resort to a Controlled Query Evaluation strategy (CQE) to
detect inference based on the knowledge of non-confidential informations con-
tained in the outsourced fragments and priori knowledge that a malicious user
might have. Regarding that CQE relies on logic-oriented view on database sys-
tems, the main idea of this approach is to model fragmentation logic-oriented
too allowing for inference proofness to be proved formally even the semantic
database constraints that an attacker may hold. Besides, vertical database frag-
mentation technique was considered by authors in [45] to ensure data confiden-
tiality in presence of data dependencies among attributes. Those dependencies
allow unauthorized users to deduce informations about sensitive attributes. In
this work, three types of confidentiality violations that can be caused by data
dependencies were defined: firstly when a sensitive attribute or association is
exposed by the attributes in a fragment. Secondly, if An attribute appearing
in a fragment is also derivable from some attributes in another fragment, thus
enabling linkability among such fragments, and thirdly when an attribute is
derivable (independently) from attributes appearing in different fragments, thus
enabling linkability among these fragments. To tackle these issues, authors refor-
mulate the problem graphically through an hyper-graph representation and then
compute the closure of a fragmentation by deducing all information derivable
from its fragments via dependencies to identify indirect access. Nevertheless,
the major limit of this approach is that it explores the problem only in single
relational database.

5 Research Directions

Since the discussed works are recent, there are a number of concepts associated to
security policies, privacy, data distribution and semantic constraints which could
be considered to ensure better security and prevent inference from occurring in
distributed environment. Hence, there are many research directions to pursue:
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– Absence of modularity in data integration systems: in the case where a new
source joins the system it is necessary to revise the global schema and the
global policy. This is not suitable for distributed environment where the source
joins and leaves the system continuously (e.g. Mobile environment).

– Authors deal only with semantic constraints represented by functional depen-
dencies and probabilistic dependencies as a source of inference. However, other
semantic constraints, example inclusion dependencies, join dependencies and
multivalued dependencies should be considered as sources of inference.

– In data integration scenario, all approaches aim to handle inference at query
run time by keeping track of the history of user queries and the current query.
In the case where the system deals with a large volume of data and users
number, run time approaches will lead to performance degradation by slowing
down query processing, consequently, this may push the server (mediator) to
bottleneck. Hence, design time approach should be adopted to overcome these
problems since it is performed offline.

– Another weakness in these approaches is the negligence of collaborative infer-
ence. In fact, authors propose to block a sequence of violating transaction
from being achieved to prevent the inference channel, but, what if this vio-
lating transactions results from a combination of a set of queries from more
than one user?

– Functional dependencies should be considered as a source of inference in
data outsourcing scenario. Although data dependencies may resemble func-
tional dependencies, they model a different concept. In future work, we will
present a study aiming to prevent inference from occurring in distributed
cloud database. Our approach is graph-based that firstly detects inference
channels caused by functional dependencies and secondly breaks those chan-
nels by exploiting vertical database fragmentation while minimizing depen-
dencies loss.

6 Conclusion

This paper has surveyed the inference problem from two perspectives: centralized
and distributed design. We first gave a review of current and emerging research
about the inference control in centralized database systems, we have introduced
different inference attacks and their prevention methods and discussed the trade-
off between them. Furthermore, an insightful discussion about inference control
in distributed environment was provided. We also pinpoint potential issues that
are still unresolved. These issues are expected to be addressed in future work.

References

1. Akeel, F., Fathabadi, A.S., Paci, F., Gravell, A., Wills, G.: Formal modelling of
data integration systems security policies. Data Sci. Eng. 1(3), 139–148 (2016)

2. Akeel, F.Y., Wills, G.B., Gravell, A.M.: Exposing data leakage in data integration
systems. In: 2014 9th International Conference for Internet Technology and Secured
Transactions (ICITST), pp. 420–425. IEEE (2014)



Inference Control in Distributed Environment: A Comparison Study 81

3. An, X., Jutla, D., Cercone, N.: Auditing and inference control for privacy preser-
vation in uncertain environments. In: Havinga, P., Lijding, M., Meratnia, N., Weg-
dam, M. (eds.) EuroSSC 2006. LNCS, vol. 4272, pp. 159–173. Springer, Heidelberg
(2006). https://doi.org/10.1007/11907503 12

4. An, X., Jutla, D., Cercone, N.: Dynamic inference control in privacy preference
enforcement. In: Proceedings of the 2006 International Conference on Privacy,
Security and Trust: Bridge the Gap Between PST Technologies and Business Ser-
vices, p. 24. ACM (2006)

5. Bahloul, S.N., Coquery, E., Hacid, M.S.: Access control to materialized views: an
inference-based approach. In: Proceedings of the 2011 Joint EDBT/ICDT Ph. D.
Workshop, pp. 19–24. ACM (2011)

6. Bahloul, S.N., Coquery, E., Hacid, M.S.: Securing materialized views: a rewriting-
based approach. In: 29emes Journées BDA, pp. 1–25 (2013)

7. Biskup, J., Embley, D.W., Lochner, J.H.: Reducing inference control to access
control for normalized database schemas. Inf. Process. Lett. 106(1), 8–12 (2008)

8. Biskup, J., Hartmann, S., Link, S., Lochner, J.-H.: Efficient inference control for
open relational queries. In: Foresti, S., Jajodia, S. (eds.) DBSec 2010. LNCS, vol.
6166, pp. 162–176. Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-
642-13739-6 11

9. Biskup, J., Preuß, M., Wiese, L.: On the inference-proofness of database fragmen-
tation satisfying confidentiality constraints. In: Lai, X., Zhou, J., Li, H. (eds.) ISC
2011. LNCS, vol. 7001, pp. 246–261. Springer, Heidelberg (2011). https://doi.org/
10.1007/978-3-642-24861-0 17

10. Brodsky, A., Farkas, C., Jajodia, S.: Secure databases: constraints, inference chan-
nels, and monitoring disclosures. IEEE Trans. Knowl. Data Eng. 12(6), 900–919
(2000)

11. Chang, L.W., Moskowitz, I.: A study of inference problems in distributed
databases. In: Gudes, E., Shenoi, S. (eds.) Research Directions in Data and Applica-
tions Security. ITIFIP, vol. 128, pp. 191–204. Springer, Boston, MA (2003). https://
doi.org/10.1007/978-0-387-35697-6 15

12. Chen, Y., Chu, W.W.: Database security protection via inference detection. In:
Mehrotra, S., Zeng, D.D., Chen, H., Thuraisingham, B., Wang, F.-Y. (eds.) ISI
2006. LNCS, vol. 3975, pp. 452–458. Springer, Heidelberg (2006). https://doi.org/
10.1007/11760146 40

13. Chen, Y., Chu, W.W.: Protection of database security via collaborative inference
detection. In: Chen, H., Yang, C.C. (eds.) Intelligence and Security Informatics.
SCI, vol. 135, pp. 275–303. Springer, Heidelberg (2008). https://doi.org/10.1007/
978-3-540-69209-6 15

14. Clifton, C., et al.: Privacy-preserving data integration and sharing. In: Proceed-
ings of the 9th ACM SIGMOD Workshop on Research Issues in Data Mining and
Knowledge Discovery, pp. 19–26. ACM (2004)

15. Cuzzocrea, A., Hacid, M.S., Grillo, N.: Effectively and efficiently selecting access
control rules on materialized views over relational databases. In: Proceedings of
the Fourteenth International Database Engineering & Applications Symposium,
pp. 225–235. ACM (2010)

16. Delugach, H.S., Hinke, T.H.: Wizard: a database inference analysis and detection
system. IEEE Trans. Knowl. Data Eng. 8(1), 56–66 (1996)

17. Domingo-Ferrer, J.: Advances in inference control in statistical databases: an
overview. In: Domingo-Ferrer, J. (ed.) Inference Control in Statistical Databases.
LNCS, vol. 2316, pp. 1–7. Springer, Heidelberg (2002). https://doi.org/10.1007/3-
540-47804-3 1

https://doi.org/10.1007/11907503_12
https://doi.org/10.1007/978-3-642-13739-6_11
https://doi.org/10.1007/978-3-642-13739-6_11
https://doi.org/10.1007/978-3-642-24861-0_17
https://doi.org/10.1007/978-3-642-24861-0_17
https://doi.org/10.1007/978-0-387-35697-6_15
https://doi.org/10.1007/978-0-387-35697-6_15
https://doi.org/10.1007/11760146_40
https://doi.org/10.1007/11760146_40
https://doi.org/10.1007/978-3-540-69209-6_15
https://doi.org/10.1007/978-3-540-69209-6_15
https://doi.org/10.1007/3-540-47804-3_1
https://doi.org/10.1007/3-540-47804-3_1


82 A. Jebali et al.

18. Fan, W., Geerts, F., Li, J., Xiong, M.: Discovering conditional functional depen-
dencies. IEEE Trans. Knowl. Data Eng. 23(5), 683–698 (2011)

19. Farkas, C., Jajodia, S.: The inference problem: a survey. ACM SIGKDD Explor.
Newslett. 4(2), 6–11 (2002)

20. Guarnieri, M., Marinovic, S., Basin, D.: Securing databases from probabilistic infer-
ence. In: 2017 IEEE 30th Computer Security Foundations Symposium (CSF), pp.
343–359. IEEE (2017)

21. Haddad, M., Hacid, M.S., Laurini, R.: Data integration in presence of authoriza-
tion policies. In: 2012 IEEE 11th International Conference on Trust, Security and
Privacy in Computing and Communications (TrustCom), pp. 92–99. IEEE (2012)

22. Haddad, M., Stevovic, J., Chiasera, A., Velegrakis, Y., Hacid, M.-S.: Access control
for data integration in presence of data dependencies. In: Bhowmick, S.S., Dyreson,
C.E., Jensen, C.S., Lee, M.L., Muliantara, A., Thalheim, B. (eds.) DASFAA 2014.
LNCS, vol. 8422, pp. 203–217. Springer, Cham (2014). https://doi.org/10.1007/
978-3-319-05813-9 14

23. Hale, J., Shenoi, S.: Catalytic inference analysis: detecting inference threats due
to knowledge discovery. In: Proceedings of the 1997 IEEE Symposium on Security
and Privacy, pp. 188–199. IEEE (1997)

24. Hinke, T.H.: Inference aggregation detection in database management systems. In:
Proceedings of the 1988 IEEE Symposium on Security and Privacy, pp. 96–106.
IEEE (1988)

25. Hinke, T.H., Delugach, H.S.: AERIE: an inference modeling and detection app-
roach for databases. In: Sixth Working Conference on Database Security, p. 187
(1992)

26. Hinke, T.H., Delugach, H.S., Wolf, R.P.: Protecting databases from inference
attacks. Comput. Secur. 16(8), 687–708 (1997)

27. Katos, V., Vrakas, D., Katsaros, P.: A framework for access control with infer-
ence constraints. In: 2011 IEEE 35th Annual Computer Software and Applications
Conference (COMPSAC), pp. 289–297. IEEE (2011)

28. Landwehr, C., Jajodia, S.: The use of conceptual structures for handling the infer-
ence problem (1992)

29. de Mantaras, R.L., Saina, L.: Inference attacks in peer-to-peer homogeneous dis-
tributed data mining. In: 16th European Conference on Artificial Intelligence,
ECAI 2004, 22–27 August 2004, Valencia, Spain: Including Prestigious Applicants
[sic] of Intelligent Systems (PAIS 2004): Proceedings, vol. 110, p. 450. IOS Press
(2004)

30. Morgenstern, M.: Controlling logical inference in multilevel database systems. In:
Proceedings of the 1988 IEEE Symposium on Security and Privacy, pp. 245–255.
IEEE (1988)

31. Nait-Bahloul, S., Coquery, E., Hacid, M.-S.: Authorization policies for materialized
views. In: Gritzalis, D., Furnell, S., Theoharidou, M. (eds.) SEC 2012. IAICT, vol.
376, pp. 525–530. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-
30436-1 43

32. Qian, X., Stickel, M.E., Karp, P.D., Lunt, T.F., Garvey, T.D.: Detection and elim-
ination of inference channels in multilevel relational database systems. In: Pro-
ceedings of 1993 IEEE Computer Society Symposium on Research in Security and
Privacy, pp. 196–205. IEEE (1993)

33. Rath, S., Jones, D., Hale, J., Shenoi, S.: A tool for inference detection and knowl-
edge discovery in databases. In: Spooner, D.L., Demurjian, S.A., Dobson, J.E.
(eds.) Database Security IX. IAICT, pp. 317–332. Springer, Boston (1996). https://
doi.org/10.1007/978-0-387-34932-9 20

https://doi.org/10.1007/978-3-319-05813-9_14
https://doi.org/10.1007/978-3-319-05813-9_14
https://doi.org/10.1007/978-3-642-30436-1_43
https://doi.org/10.1007/978-3-642-30436-1_43
https://doi.org/10.1007/978-0-387-34932-9_20
https://doi.org/10.1007/978-0-387-34932-9_20


Inference Control in Distributed Environment: A Comparison Study 83

34. Sayah, T., Coquery, E., Thion, R., Hacid, M.-S.: Inference leakage detection for
authorization policies over RDF data. In: Samarati, P. (ed.) DBSec 2015. LNCS,
vol. 9149, pp. 346–361. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-
20810-7 24

35. Sellami, M., Gammoudi, M.M., Hacid, M.S.: Secure data integration: a formal
concept analysis based approach. In: Decker, H., Lhotská, L., Link, S., Spies, M.,
Wagner, R.R. (eds.) DEXA 2014. LNCS, vol. 8645, pp. 326–333. Springer, Cham
(2014). https://doi.org/10.1007/978-3-319-10085-2 30

36. Sellami, M., Hacid, M.-S., Gammoudi, M.M.: Inference control in data integration
systems. In: Debruyne, C., et al. (eds.) OTM 2015. LNCS, vol. 9415, pp. 285–302.
Springer, Cham (2015). https://doi.org/10.1007/978-3-319-26148-5 17

37. Shafer, G.: Detecting inference attacks using association rules (2001)
38. Staddon, J.: Dynamic inference control. In: Proceedings of the 8th ACM SIGMOD

Workshop on Research Issues in Data Mining and Knowledge Discovery, pp. 94–
100. ACM (2003)

39. Su, T.A., Ozsoyoglu, G.: Controlling FD and MVD inferences in multilevel rela-
tional database systems. IEEE Trans. Knowl. Data Eng. 3(4), 474–485 (1991)

40. Thuraisingham, B.: Handling security constraints during multilevel database
design. In: Burns, R. (ed.) Research Directions zn Database Securt (v, IV, Mitre
Technical report, M92B0000 118, Mitre Corp., McLean, Va (1992)

41. Thuraisingham, B., Ford, W., Collins, M., O’Keeffe, J.: Design and implementation
of a database inference controller. Data Knowl. Eng. 11(3), 271–297 (1993)

42. Thuraisingham, M.: Security checking in relational database management systems
augmented with inference engines. Comput. Secur. 6(6), 479–492 (1987)

43. Toland, T.S., Farkas, C., Eastman, C.M.: The inference problem: maintaining max-
imal availability in the presence of database updates. Comput. Secur. 29(1), 88–103
(2010)

44. Tracy, J., Chang, L., Moskowitz, I.S.: An agent-based approach to inference pre-
vention in distributed database systems. Int. J. Artif. Intell. Tools 12(03), 297–313
(2003)

45. di Vimercati, S.D.C., Foresti, S., Jajodia, S., Livraga, G., Paraboschi, S., Sama-
rati, P.: Fragmentation in presence of data dependencies. IEEE Trans. Dependable
Secure Comput. 11(6), 510–523 (2014)

46. Wang, H., Liu, R.: Privacy-preserving publishing microdata with full func-
tional dependencies. Data Knowl. Eng. 70(3), 249–268 (2011). https://doi.
org/10.1016/j.datak.2010.11.002, http://www.sciencedirect.com/science/article/
pii/S0169023X10001291

47. Wang, J., Yang, J., Guo, F., Min, H.: Resist the database intrusion caused by
functional dependency. In: 2017 International Conference on Cyber-Enabled Dis-
tributed Computing and Knowledge Discovery (CyberC), pp. 54–57. IEEE (2017)

48. Xu, X., Xiong, L., Liu, J.: Database fragmentation with confidentiality constraints:
a graph search approach. In: Proceedings of the 5th ACM Conference on Data and
Application Security and Privacy, pp. 263–270. ACM (2015)

49. Yang, Y., Li, Y., Deng, R.H.: New paradigm of inference control with trusted
computing. In: Barker, S., Ahn, G.-J. (eds.) DBSec 2007. LNCS, vol. 4602, pp.
243–258. Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-540-73538-
0 18

50. Yip, R.W., Levitt, E.: Data level inference detection in database systems. In: 1998
Proceedings of 11th IEEE Computer Security Foundations Workshop, pp. 179–189.
IEEE (1998)

https://doi.org/10.1007/978-3-319-20810-7_24
https://doi.org/10.1007/978-3-319-20810-7_24
https://doi.org/10.1007/978-3-319-10085-2_30
https://doi.org/10.1007/978-3-319-26148-5_17
https://doi.org/10.1016/j.datak.2010.11.002
https://doi.org/10.1016/j.datak.2010.11.002
http://www.sciencedirect.com/science/article/pii/S0169023X10001291
http://www.sciencedirect.com/science/article/pii/S0169023X10001291
https://doi.org/10.1007/978-3-540-73538-0_18
https://doi.org/10.1007/978-3-540-73538-0_18


MAPPER: Mapping Application
Description to Permissions

Rajendra Kumar Solanki1(B), Vijay Laxmi1(B), and Manoj Singh Gaur1,2(B)

1 Malaviya National Institute of Technology Jaipur, Jaipur, India
rajendra.kr.solanki@gmail.com, vlgaur@gmail.com, gaurms@gmail.com

2 Indian Institute of Technology Jammu, Jammu, India

Abstract. Android operating system has seen phenomenal growth, and
Android Applications (Apps) have proliferated into mainstream usage
across the globe. Are users informed by the developers about everything
an App does when they consent to install an App from Google’s Play
Store? In this paper, we propose a technique called MAPPER which
aggregates the App permissions with the textual description for more
precise App permissions enumeration. We focus on whether the applica-
tion description fully describes permissions an App will ask and whether
the user is made aware of those possible capabilities to take informed
decision to install or not to install the App. We investigate permissions
inferred from application descriptions and permissions declared in the
Android manifest files of 1100+ Android applications. MAPPER proto-
type finds a large number of Apps live on Google’s Play Store which do
not inform users about permissions, more than three-fourths of them are
over-privileged from this perspective, and their application descriptions
need revision. Our work can be used by App developers also to educate
users in a better way.

Keywords: Android · Application description · Over-privileged ·
Permissions

1 Introduction

In the recent decade or so, the third platform has become a default choice for ser-
vice delivery. Users have adopted mobile phones as a primary device for accessing
applications [1]. A vast majority of credit is can be attributed to the phenom-
enal growth and commercial success of Android operating system since 2009
[2,3]. Android-powered devices have outnumbered offerings from other players
in the mobile platform operating system [4]. With this growth, Android plat-
form has also become an easy target for malware writers who have published
Potentially Harmful Applications (PHAs). Recent data breaches [5] and inci-
dents like Facebook-Cambridge Analytica [6] show that organizations are not
doing enough to protect user’s Personally Identifiable Information (PII). Many
organizations are forced to update their Privacy Policy [7] due to push by regula-
tions such as Global Data Protection Regulation (GDPR). GDPR regulates how
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user’s personal data is collected, stored, and processed. GDPR also mandates
giving control to users over their personal data [8].

It is not trivial to classify an Android App as leaking Personally Identifiable
Information (PII) or written with malicious behaviour or developed as a genuine
application for the target audience with the intended purpose only. It is well
documented in the literature that malicious Apps over-declare permissions in
Android Apps [16]. Every Android App on Play Store [31] has a full description
displayed on the website. This App description at Play Store describes what an
App can do when it executes. Since Google does not provide a formal execution
specification for an Android App, we use this Application Description as a proxy
for Execution Specification of an Android App. Android App should describe
all its capabilities, and in Android, they are governed by the permission-based
security model [19–22]. A novice user may not know or understand the nuances
of Android permissions and permission groups while installing an App. Not all
user can judge or decide upon all permissions an App is interested in when
they consent to all permissions being asked for. Informed users will deny specific

Fig. 1. Instagram App asking permission “directly call phone numbers” without any
mention in its Application Description
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permissions if they know what the App is asking for [16,17]. A majority of users
are most likely to trust what an App says - what it can do when it executes. This
App Description can help potential users to make an informed decision about
not to install or to install and be aware of the risk involved. We advocate for a
more dependable and usable application description to assist a permission-based
security model.

In this work, we study Application Description of Android Apps live on Play
Store and permissions declared inside Android Manifest file [23] in their APK
file. We find that some of the most popular Apps on the Play Store (see Fig. 1)
are not making it explicit about all permissions they are declaring. Developers
or malware writers may use these extra-permissions for malicious purposes. In
this example, Instagram App has not made it explicit that it may “directly call
phone numbers”. Our prototype MAPPER can be used to signal such excess
permissions declared by Apps on Play Store.

The remainder of this paper is organized as follows. In Sect. 2, we present
the detailed design of our prototype MAPPER, how data was collected and
processed. In Sect. 3, we describe how the MAPPER prototype is evaluated, and
the results are presented. In Sect. 4, we discuss a few case studies, limitations
and future directions. Finally, Sect. 6 concludes the work.

2 MAPPER Design

2.1 Overview of MAPPER

We propose the MAPPER prototype to map application description to permis-
sions. Fig. 2 provides an overview of MAPPER. There are four components in
MAPPER - App Description Scrapper (parser), Semantic Rule Engine, Rule
Interpreter, and Manifest Interpreter. App Description Scrapper parses appli-
cation description, App category, and package name from Play Store. Semantic
Rule Engine stores rules for VERB and NOUN pairs and a corresponding set
of permissions. Rule Interpreter finds a model set of permissions M from appli-
cation description with the help of Semantic Rule Engine. Manifest Interpreter
creates a set of permissions D from Manifest XML file inside APK archive of
the App. Further, Rule Interpreter in MAPPER reports an App over-privileged
if M ⊂ D. These MAPPER components are discussed further in this section
below.

2.2 Data Collection

Various phases of MAPPER Data Collection are described below.

URL Extraction. To get a list of URLs from Play Store, we take an intuitive
approach to how a web crawler works. We start with a seed URL of the form
“https://play.google.com/store/apps/details?id=” followed by a package name
of the App. Now, we open this URL using Chrome Driver [18] and put the URL

https://play.google.com/store/apps/details?id=
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Fig. 2. MAPPER Framework: Model permissions inferred from Application Descrip-
tion are compared with Declared permissions from Manifest file for every App to find
out if there are extra permissions and Application Description needs revision.

in the URL LIST. We find the first similar App on the web page opened by
this URL and open the corresponding URL of the same App. We add this new
URL in URL LIST if this is not present already. We repeat this with 11 different
seed URLs and collect 7970 URLs. This list has duplicates and we are left with
4485 unique URLs after removing duplicates. Thus, we create an extensive list
of URLs to be explored at Play Store.

As we observed, similar Apps may not belong to the same App category.
Hence, we use multiple seed URLs to collect more URLs, and this gives us
duplicate URLs which are removed later. Also, the similar Apps list is a finite
list of suggested Apps.

Getting Application Description. The App Description Scrapper compo-
nent uses Phantomjs headless browser to open the Play Store URL of an App.
With the help of Beautiful Soup and HTML parsers, we obtain an application
description. We collect App metadata from Play Store: package name, category,
along with Application description, and capture extracted information in a JSON
format for every App.
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Collect APKs. We have collected URLs from Play Store in URL Extraction
phase. From each of these URLs, we find the package names of Android Apps.
Using these package names, we download more than 2700 APK files from APK
Pure website [26]. We can not get all 4485 Apps because of paid category Apps
and some Apps being in non-English languages (Russian, Chinese, Tamil, Urdu,
etc.). Further, we group these APK files as per application category. To obtain
an application category from APK file, we use AAPT tool [28]. We rename these
APK files to their package names so that processing them is simpler subsequently.

2.3 Application Description to Permission Modeling

Application description of Apps is a textual description comprising sentences in
the English language. In a sentence, the context of the noun defines how it is
used, and this is evident from the verbs in the sentence. Semantic Rule Engine
stores stemmed verb and stemmed noun pairs. For every such pair, it stores a
subset of likely Android permissions. Stemming is the process of reducing derived
words in the text to their root or base forms. For stemming, Lancaster stemmer
is used. We create such 480 rules to be used by MAPPER, and a sample subset
is shown in Table 1.

Table 1. Permissions from stemmed VERB and NOUN pairs

Verb Noun Stemmed Verb Stemmed Noun Permissions

share photo shar photo INTERNET,
ACCESS NETWORK STATE

follow friends follow friend READ CONTACTS, INTERNET,
ACCESS NETWORK STATE

live video liv video CAMERA, RECORD AUDIO,
WRITE EXTERNAL STORAGE,
INTERNET

edit offline edit offlin READ EXTERNAL STORAGE,
WRITE EXTERNAL STORAGE

can call can cal CALL PHONE,
READ PHONE STATE

2.4 Processing Applications

Rule Interpreter performs pre-processing on the application description text and
creates a model set of permissions from this text. For extracting permissions from
application description, the following steps are required:

1. We segment text into sentences.
2. Find root words (stemming) from VERB and NOUN tokens in each sentence.
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3. For every sentence, create pairs of stemmed VERB and stemmed NOUN. For
Part-Of-Speech (POS) tagging - to find NOUN or VERB, we use Spacy [24]
libraries.

4. We match pairs of stemmed VERB and stemmed NOUN with stored rules
by Semantic Rule Engine and get likely permissions for those pairs.

5. Next, we construct a list of permissions obtained from application description
for all sentences and remove duplicates.

To get permissions from individual App manifest files, Manifest Interpreter
uses AAPT tool [28] and constructs a list of permissions obtained from App
manifest and duplicates are removed.

Further, Rule Interpreter compares both the set of permissions and finds
extra-permissions not inferred from application description.

3 Evaluation

In this section, we present the evaluation of MAPPER prototype. Using MAP-
PER, for Android Apps, we can find out the correspondence between the set
of permissions inferred from application description and the set of permissions
declared in App manifest file. Further, we attempt to answer the following
research questions:

• RQ1: What are the statistical parameters - precision, recall, accuracy, and
F-Score of MAPPER prototype while reasoning about over-privileged Apps?

• RQ2: What are the numbers of over-privileged and not-over-privileged Apps
reported by MAPPER?

• RQ3: How effective MAPPER prototype is to scale to all Android permis-
sions?

• RQ4: Has Android framework been able to contain any permission misuse
by App developers or MAPPER finds all permissions as extra permissions in
equal measures?

3.1 Evaluation Setup

We consider 1166 randomly chosen active Apps on Play Store from Social, Tools,
Education, and Communication category. We consider these four categories as
Apps from these categories are used more often than others [1]. Out of 1166
Apps, 112 Apps were manually analyzed to understand application description
better and update rules for Semantic Rule Engine.

We choose Android permissions as discussed in Table 2 for analysis
related to (a) user’s data privacy, (b) an App costing money, and (c) privileged
access.
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Table 2. Permissions considered for evaluation

Objective Permissions Description

Data privacy ACCESS NETWORK STATE, View network connections

READ CONTACTS, Read your contacts

READ CALENDAR, Read calendar events and details

READ CALL LOG, Read call log

GET ACCOUNTS, Find accounts on the device

READ EXTERNAL STORAGE, Read the contents of SD card

CAMERA Take pictures and videos

READ SMS Read SMS

Costing money INTERNET, Have full network access

CALL PHONE Directly call phone numbers

Privileged access WRITE CONTACTS, Modify your contacts

WRITE CALENDAR, Add or modify calendar events

WRITE CALL LOG, Modify or delete call log

WRITE EXTERNAL STORAGE Modify or delete SD card content

We use our MAPPER prototype on these Apps and compute the number of
true positives (TP), false negative (FN), false positive (FP), and true negative
(TN) as follows:

1. TP = Permission identified from application description and present in the
manifest file

2. FN = Permission NOT identified from application description and present in
the manifest file (missed)

3. FP = Permission identified from application description and NOT present in
the manifest file (extra)

4. TN = Permission NOT identified from application description and NOT
present in the manifest file

Further, we discuss precision, recall [29], accuracy, and F-score of MAPPER.
Precision is defined as the ratio of the number of true positives (TP) to the
total number of Apps for whom permission was identified (TP and FP) from
the application description. Recall is defined as the ratio of the number of true
positives (TP) to the total number of Apps for whom permission was present
(TP and FN ) in the manifest file. Accuracy is the ratio of the sum of true
positives (TP) and true negatives (TN) to the total number of Apps studied.
F-score is the weighted average of two other parameters - precision and recall.

Higher the precision, recall, accuracy, and F-score, higher the effectiveness
of permissions inferred from application description by MAPPER. Precision is
seen as a measure of quality, while recall is seen as a measure of completeness.
Hence, the low values of recall clearly show that application description needs
revision as it missed to inform permissions against declaration in App manifest
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file. We compute precision, recall, accuracy and F-score of MAPPER to find out
permissions from application description as follows:

1. Precision = TP
TP +FP

2. Recall = TP
TP +FN

3. Accuracy = TP +TN
TP +FN +FP +TN

4. F − score = 2 ∗Precision ∗Recall
Precision+Recall

We categorize an App as over-privileged if and only if there is at least one
permission that is in App manifest file and not in the set of permissions inferred
from application description. An App is categorized as not-over-privileged if set
difference of these two is empty.

Let M be the set of model permissions from application description, D be the
set of declared permissions from the App Manifest XML file. MAPPER reports
an App over-privileged if M ⊂ D. Also, App is not-over-privileged if D∩M = D.
Set D \ M denotes extra permissions that are not mentioned in the application
description.

3.2 Results

Here, we describe evaluation results and statistical data from our work.

RQ1: What are Precision, Recall, Accuracy, and F-Score of MAP-
PER? Table 3 shows results of permissions evaluated. Column “Permission”
shows permission under consideration, columns TP, FN, FP, and TN denote
the number of true positives, false negatives, false positives, and true negatives
respectively. Finally, columns Prec, Rec, Acc, and F# show precision, recall,
accuracy, and F-score computed as defined above. The table shows average Pre-
cision, Recall, Accuracy, F-score as 74.5%, 49.8%, 82.5%, and 59.7% respec-
tively for 1166 Apps from four different categories analyzed for 14 permissions.
The average accuracy of 82.5% is impressive, with only 10% of Apps analyzed
manually.

Table 4 shows results of the same permissions evaluated for Apps from Social
category alone. This table shows average Precision, Recall, Accuracy, and F-score
as 78.6%, 73.5%, 83.4%, and 76.0% for 98 Apps from Social category analyzed
for 14 permissions.

RQ2: What are the Numbers of Over-Privileged and Not-over-
Privileged Apps Reported by MAPPER? A large number of Apps are
reported with one or more extra permissions. Out of 1166 Apps, 161 Apps (see
Fig. 3) did not have any extra permissions, i.e. 14% of Apps studied are not-over-
privileged. Hence, potential over-privileged Apps outnumber not-over-privileged
Apps on Play Store. Also, we see from this Fig. 3 that the number of extra per-
missions being declared is mostly below 10 or so. In other words, a large number
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Table 3. Results for permissions evaluated

Permission TP FN FP TN Prec Rec Acc F#

INTERNET 662 440 20 44 97.1 60.1 60.5 74.2

ACCESS NETWORK STATE 643 426 36 61 94.7 60.1 60.4 73.5

CALL PHONE 47 41 116 962 28.8 53.4 86.5 37.4

READ CONTACTS 73 85 128 880 36.3 46.2 81.7 40.7

READ CALENDAR 5 27 6 1128 45.5 15.6 97.2 23.2

READ CALL LOG 5 22 11 1131 15.4 8.3 97.2 10.8

WRITE CONTACTS 13 68 36 1049 26.5 16.0 91.1 20.0

WRITE CALENDAR 2 28 4 1132 33.3 6.7 97.3 11.2

WRITE CALL LOG 0 14 0 1152 0 0 98.8 0

GET ACCOUNTS 36 173 32 925 52.9 17.2 82.4 26.0

READ EXTERNAL STORAGE 204 269 144 549 58.6 43.1 64.6 49.7

WRITE EXTERNAL STORAGE 295 383 118 370 71.4 43.5 57.0 54.1

CAMERA 137 136 74 819 64.9 50.2 82.0 56.6

READ SMS 0 27 0 1139 0 0 97.7 0

Total 2119 2139 725 11341 74.5 49.8 82.5 59.7

Table 4. Results for Apps from Social category

Permission TP FN FP TN Prec Rec Acc F#

INTERNET 92 4 2 0 97.9 95.8 93.9 96.8

ACCESS NETWORK STATE 91 4 3 0 96.8 95.8 92.9 96.3

CALL PHONE 8 4 7 79 53.3 66.7 88.8 59.3

READ CONTACTS 27 10 23 38 54.0 73.0 66.3 62.1

READ CALENDAR 4 3 0 91 100 57.1 96.9 72.7

READ CALL LOG 2 0 1 95 66.7 100 99.0 80.0

WRITE CONTACTS 3 9 18 68 14.3 25.0 72.4 18.2

WRITE CALENDAR 1 5 0 92 100 16.7 94.9 28.6

WRITE CALL LOG 0 0 0 98 0 0 100 0

GET ACCOUNTS 10 27 7 54 58.8 27.0 65.3 37.0

READ EXTERNAL STORAGE 42 20 21 15 66.7 67.7 58.2 67.2

WRITE EXTERNAL STORAGE 49 28 11 10 81.7 63.6 60.2 71.5

CAMERA 32 16 5 45 86.5 66.7 78.6 75.3

READ SMS 0 0 0 98 0 0 100 0

Total 361 130 98 783 78.6 73.5 83.4 76.0
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(a) Over-privileged Apps (b) Extra permissions

Fig. 3. Number of Apps categorized as over-privileged and not-over-privileged (a).
Extra permissions being declared v/s Number of Apps (b)

of Apps have 10 or less extra permissions declared. This includes 3rd-party per-
missions that cannot be inferred from application description. Therefore, we
conclude that the number of extra permissions declared by a majority of the
Apps is much less compared to a total of all dangerous and normal Android
permissions combined.

RQ3: How Effective MAPPER Prototype is to Scale to All Android
Permissions? We analyze 1166 application descriptions of live Android Apps
and a total of 4,29,574 VERB and NOUN pair comparisons are made. These are
checked against 480 rules in Semantic Rule Engine.

The average accuracy of 82.5% reported by MAPPER demonstrates the
usability of MAPPER prototype and further manual analysis of more Apps can
improve this on the higher side. While we analyze 14 permissions mentioned in
Table 2, we believe that a more extensive set of dangerous and normal permis-
sions can be analyzed and Semantic Rule Engine can be updated with more rule
definitions for these new permissions.

Some Apps have a concise application description. We find 16 Apps with
applications description less than 80 characters long, which is a limit for a short
description of App on Play Store. This character length is short for an application
description compared to permissions being asked by the App. For example, App
Multiple Accounts (com.excelliance.multiaccounts.b64) has 174 characters long
application description, and this App is asking for 207 permissions. This example
confirms that an App may be feature-rich or may have more interactive features,
and App developers are not making the permissions explicit to its unsuspecting
users.

There are a few Apps that request too many permissions. 152 Apps out of
a total of 1166 Apps have more than 25 permissions declared in their mani-
fest files, and 7 Apps have more than 100 permissions declared. For instance,



94 R. K. Solanki et al.

App Multiple Accounts (com.excell-iance.multiaccounts.b64) that allows mul-
tiple WhatsApp accounts, has 207 permissions declared in its manifest file.
Samsung App Galaxy Watch Plugin (com.-samsung.android.geargplugin) has
182, Gear S Plugin (com.samsung.android.gearoplugin) has 182 and Gear Fit2
Plugin (com.samsung.android.gearfit2plugin) has 154 permissions declared in
their respective manifest files. These examples show MAPPER identifies such
outliers, and this reflects in reduced recall rate.

RQ4: Is Android Ecosystem Helping to Curb Permission Misuse?
Commercial Android releases have been around for more than a decade, and so
is the permission-based security model of Android. Introduction of run-time per-
missions in Android 6.0 compared to the original install time all-or-none permis-
sions has helped users to review permissions using dialog boxes. This is true for
subsequent App updates as well. Second big leap was Project Strobe [5] updates.
In the aftermath of Project Strobe, more permission dialog boxes were added
for fine-grained control of access to users’ data. It reduced the number of use-
cases of account access through Google Apps (Gmail, Drive, etc.), and reduced
Apps’ ability to ask for CALL LOG and SMS related permissions. MAPPER
confirms the reduction in the permissions READ SMS, READ CALL LOG and
WRITE CALL LOG being requested (see Table 3) compared to all other permis-
sions. Less than 2% Apps of all Apps studied asked for these three permissions.
This fact demonstrates that permission control is possible when it comes to users
privacy and access to data.

A lot needs to be done for other permissions. MAPPER asserts the fact
many Apps ask for Internet, account, and storage related permissions without
informing users explicitly. Play Store should limit excess permissions asked by
App developers, which in turn will help the Android ecosystem.

4 Discussions and Future Work

Google Play Store has a very dynamic set of Apps available. We observed close to
110 Apps were removed from the Play Store, while we were collecting application
description in March-to-May, 2019. This removal may be due to Google’s policy
after project strobe [5], where they have taken some actions to limit access to
3rd-party APIs, and developers may be no longer be updating Apps. Frequently
removal of Apps on the Play Store makes our task a bit challenging as we do
not work on offline application descriptions.

MAPPER does not perform well for some randomly chosen Apps when the
length of the application description is minimal, less than 250 characters. How-
ever, this also confirms that in the absence of sufficient text description, neither
developers can inform users in a better way about App capabilities nor users get
adequate information. This direction has been the main focus of our work.
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4.1 Limitations

MAPPER prototype demonstrates a lightweight approach to find over-privileged
Apps. However, it has its own few limitations as discussed below.

POS Tagging : MAPPER relies on state-of-the-art Part Of Speech (POS) tag-
ging by Spacy [24]. However, this may not lead to correct tagging of verbs in
some cases. For example, Spacy does not identify VERB if a sentence starts
with a VERB. Instead, it may identify it as a NOUN and MAPPER may miss
this VERB to pair with applicable NOUN in the sentence. For instance, in the
sentence, Grant access to record and send voice messages to partner, “record” is
identified as a NOUN instead of a VERB. Such cases bring down recall rate.

Auxiliary Verbs: We do not consider the primary auxiliary verbs in English: be,
do, and have; also the modal auxiliary verbs can, could, may, might, must, shall,
should, will, and would are not considered in general while creating pairs with
nouns. This omission is not a limitation per se, and they were only considered
with manual inspection of Apps, if required.

Linguistic Concerns: Our work focuses on context-aware permission usage (verb
in this case), and it does not cover the grammatical relationship between different
words in a sentence. We do not work on English linguistic issues and sentiment
analysis of the sentences used in the application description.

No Text for Certain Permissions: MAPPER cannot find some dangerous per-
missions from application description. For instance, READ PHONE STAT,
READ PHONE NUMBERS, WRITE CALL LOG, SYSTEM ALERT WIND
OW, READ SMS, etc. This set may be larger than permissions we mentioned
and requires us to analyze more Apps for more permissions manually. Because of
a humongous effort needed to analyze English sentences in application descrip-
tion, we could not cover all permissions, and we restricted our analysis to specific
permissions.

Deprecated or Non-existing Permissions: While looking at permissions, we con-
sider Android API level 23 and above. There are cases wherein we find deprecated
or non-existing permissions used in App manifest file. These are ignored and not
considered as extra permissions.

4.2 Future Work

We have made an effort to take 1166 random Apps from Play Store, and we
cover four categories of Android Apps. We would like to scale this to all 32
categories of Apps, and six categories of games as Android Apps are categorized
broadly. Manual analysis of Apps at scale is imperative to learn more from a
textual description since we are dealing with sentences in the English language.
One may explore dependency of the verb (context in which it is used) with other
parts of speech in the sentences; this will further improve precision and recall
rates. Contributions from English grammar analysis and sentiment analysis may
help take this work to a new dimension.
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Further, we would like to prepare a mapping of permissions to API calls for a
few recently released Android versions or API levels 25 and later as the previous
work in this direction is obsolete [9,11]. We can use this mapping for a better fine-
grained analysis of application behaviour and find sensitive or protected APIs
provided by Android. Google or Android developer website does not present any
such list of permissions to API mapping. Such information is useful for behaviour
analysis of binary programs. Towards this, we will use Android source at different
API levels with the Atlas framework and extend plugin-ins available [32].

5 Related Work

The closest related work by Pandita et al. [12] used Stanford Typed Dependency
Parser [33,34] to determine the relationship between words or tokens in the sen-
tence and showed if the sentence is a permission sentence. Their work evaluated
less than 10,000 sentences of 581 Apps for only three permissions to read the
calendar, read contacts, and record audio (microphone). Unlike our work, they
did not look into App manifest information and focused on language issues and
NLP.

Gorla et al. [13] extracted representational words from the textual description
and categorized Apps into clusters using K-means clustering. They demonstrated
permission outliers in each App cluster by API usage. To detect malware, Gorla
et al. used the sensitive API list from Felt et al. [9].

Felt et al. proposed Stowaway, which used automated testing tools on the
Android API checks in the code to build the permission map. Stowaway eval-
uated 940 Android Apps and detected one-third Apps as over-privileged. This
mapping of permissions (Android 2.2) to the sensitive API is obsolete now.

Wei et al. [15] analyzed permission text itself over “top paid business” cate-
gory Apps for six permissions. Their approach based on word frequency count in
permission sentences revealed only one permission prediction of more than 80%
accuracy.

Wijesekara et al. [16] used survey questionnaires to show that informed users
would deny certain permissions and how Apps violate contextual integrity if
they are not explicitly asking permissions from users when they install Apps.
This concern is partly addressed with Android moving from all-or-none install-
time permissions to run-time permissions from Android API level 23, and with
multiple dialogue boxes being displayed to users.

The above described previous works do little towards finding a corre-
spondence between information from application description and information
from App manifest file. MAPPER is the first prototype to establish this
correspondence.

6 Conclusion

In this paper, we show how application description can be used to infer permis-
sions. We presented the MAPPER prototype and demonstrated that a majority
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of Android Apps are not making it clear to the user about what all an App
can do. This includes permissions related to the privacy of user data, App cost-
ing money, and privileged access App may request. This poses a potential risk
to contextual integrity of application behaviour and to what a user consents
while installing an App. We conclude that any App not making its capabilities
explicit does not conform to its execution specification as mentioned on the App’s
web-page on Play Store. Future work in this direction is proposed to prepare a
mapping of permissions to API calls for a fine-grained analysis of permissions
focusing on more recent Android API levels.
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Abstract. Homomorphic encryption is a very promising cryptosystem
for industrial. However, it is impossible to take a decision based on homo-
morphic cipher texts comparison. In this paper we provide a method
to do a comparison between homomorphic cipher texts, using a secure
element. We give a detailed description of an IoT use case where homo-
morphic encryption is used to ensure security, privacy, anonymity, and
aggregation. This use case shows the necessity of cipher texts comparison
to turn a real use case in an IoT environment.

Keywords: IoT use case · Cloud security · Anonymity ·
Homomorphic encryption

1 Introduction

Nowadays, data security has become a very important subject for the industries
to improve business. They need to manipulate data while ensuring data pro-
tection, privacy, and anonymization. Homomorphic encryption responds to this
challenge and enables computations, without decryption, on encrypted data. Let
E(a) and E(b) be the encryption of a and b using an homomorphic cryptosys-
tem, E(a) and E(b) verify the following properties: E(a) ⊕ E(b) = E(a + b)
and E(a) ⊗ E(b) = E(a × b). Homomorphic encryption allows to perform com-
parison on homomorphic ciphertexts. However, the result of the comparison is
encrypted, so we cannot send alerts and perform conditional branching.

1.1 Contribution

In this paper, we give a practical method to enable taking decisions when com-
paring two homomorphic ciphertexts. We provide a detailed use case of homo-
morphic encryption, where taking decisions and sending alerts is necessary. Our
method consists in decrypting ciphertexts in a secure environment and compar-
ing the plaintexts. The main constraint of the secure element is the memory size,
and to with this limitation, we give a detailed method to delegate computation
in the CPU.
c© Springer Nature Switzerland AG 2020
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https://doi.org/10.1007/978-3-030-41568-6_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41568-6_7&domain=pdf
https://doi.org/10.1007/978-3-030-41568-6_7


102 A. Bel Korchi and N. El Mrabet

1.2 Related Work

Two variants of homomorphic encryption exist: Fully Homomorphic Encryption
(FHE) and Somewhat Homomorphic Encryption (SWHE). FHE is a fully homo-
morphic encryption allowing the evaluation of an arbitrary circuit, as to SWHE,
it can evaluate circuits of constant depth. The circuit depth is the number of
multiplication that can be performed using a given scheme. Exceeding this depth,
decryption cannot be done correctly due to the noise that appears during the
encryption of plaintexts. This noise grows after every ciphertext multiplication
until we reach a level where we can not decrypt correctly.

Gentry [10] has invented the first FHE cryptosystem in 2009 using a boot-
strapping [10] procedure to transform a SWHE cryptosystem into a FHE cryp-
tosystem. The security of Gentry’s scheme is based on ideal lattices [16]. The
bootstrapping technique transforms a ciphertext resulting from a circuit to a
new ciphertext with a noise similar to the one in a ciphertext freshly encrypted.
Numerous schemes have been proposed following Gentry’s cryptosystem [7,11,
19], basing their security on different hardness assumptions.

Before the apparition of the technique to turn bootstrapping in less than 0.1 s
[8], the inconvenient of FHE schemes was the time to turn the boostrapping, this
is the reason why different SWHE schemes as [5,6,9] have been developed with
practical depths to use homomorphic encryption in practice. Those practical
security schemes are based on LWE [17] (Learning with errors) and RLWE [14]
(Ring Learning with Errors) problems.

1.3 Outlines

In the first section of the paper, we define the use case. Then, in the second
section, we describe the FV cryptosystem. In the third section, we describe
existing implementations of FV, and finally, we provide our method to take
decisions when comparing homomorphic FV ciphertexts, and the description of
the algorithm to delegate computations to the CPU.

2 IoT Use Case

Homomorphic encryption is a solution to solve the main problems of IoT [1]:
security, storage, and computations.

Let’s picture a use case in IoT where we have different devices, several gate-
ways and a cloud that holds a secure element and multiple servers to store and
manage data. Each gateway receives several messages from sensors, encrypts
messages homomorphically and sends them to the cloud. For our case, the cloud
should store and enables all the operations on ciphertexts, as the addition, mul-
tiplication and taking decision based on the comparison of collected data at
different times and in various geographies. Using the secure element, the cloud
can compare collected data and sends alerts to the administrator machine. To
compare two homomorphic ciphertexts, the secure element will decrypt those
ciphertexts and compare the plaintexts.
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Fig. 1. IoT use case: the Edge/Cloud solution.

The protocol used for sending messages from sensors to the gateway is
LORA [3] (Long Range Wireless Protocol). The cloud includes a MQTT [2]
server(Publish/Subscribe protocol). To store data in the cloud, the gateway
sends a publish command, and to receive data from the cloud, the calculation
server sends a subscribe command. This scenario is shown in Fig. 1.

Let’s picture a use case in transport and trains. We have several trains of
multiple companies, one gateway by a train and several devices for each train
car, each gateway receives messages from devices, encrypts them and sends them
to the Cloud. The Cloud will aggregate data and enable computing and taking
decisions on aggregated data. This use case could be used to verify the water
level in each car toilet. Devices send systematically the level of water to the cloud
via the gateway. Inside the cloud, the secure element compares the water level
to the minimum acceptable level and sends alerts the administrator machine in
case of lack of water in a toilet.

Let’s take a scenario where different supermarkets of different companies
need to store and compute the number of product sales in the context of stock
management. The goal of these companies is to store in the cloud the encryption
of this data without revealing their identities due to the competition. In the
cloud we can compute the sum of sales of each product and compare it, using
the secure element, to the number of products in the stock to supply the stock
of supermarkets if necessary.
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Let’s picture a use case in seaports to accelerate the shipments of prod-
ucts through customs by expecting enough trucks to transport the goods. Ship-
ping companies need to verify in real time the transported merchandise without
revealing information about the clients. Shipowners are engaged with clients to
protect professional secrecy. The companies will verify the value of goods, their
overall cost, their content and the weight of goods in order to anticipate the
arrival of goods to the seaport, the trucks or train to transport the merchandise
and the passage of customs. In this use case, each company has several ships
and containers, each ship owns a gateway, and each container holds a sensor.
Containers send data to the gateway which will encrypt them and sends them to
the cloud. In practice when the cloud receives data we can compute the sum of
containers holding products of some companies in the seaport by incrementing
the number of containers. We can compute the value of goods of those contain-
ers, and the sum of weights of containers before loading them on ships by doing
several additions. Moreover, we can compute the currency conversion of goods
prices by computing the price of each product and the country currency. This
calculation needs one level of multiplication.

Homomorphic encryption will ensure confidentiality, privacy, and anonymiza-
tion of container origin while allowing publishing an aggregate figure.

We choose to use the homomorphic cryptosystem FV in the use cases above
because it is well suited for circuits of small depth. Many libraries [13,18] imple-
ment the FV cryptosystem, but they are not portable in the gateway. the size
of SEAL library is 5 Mbytes, which has no external dependencies, FV-NFLIB
library uses the NFLIB library, and to turn it inside the gateway we need the
full module of 5 Mbytes. We choose to implement our API to be embedded in
the gateway, the cloud, and the administrator machine.

3 FV Cryptosystem

3.1 Notations

The algebraic structure used by Fan and Vercauteren scheme is the polynomial
ring R = Z[x]/f(x), where Z[x] describes the polynomial ring with coefficients
in Z and f(x) is a cyclotomic polynomial of degree d. In practice f(x) = xd + 1
and d = 2n. Elements of R are polynomials of degree less than d and coefficients
in Z. Let q denotes coefficients modulus, Rq[x] = Zq[x]/f(x) where Zq[x] is the
polynomial ring with coefficients modulo q. Elements of Rq[x] are polynomials
of degree less than d and coefficients modulo q.

Elements of the ring Rq[x] are noted in lowercase (a ∈ Rq[x]), we denote by
[a]q the elements in R obtained by computing all its coefficients modulo q.

For x ∈ Rq we denote by �x� rounding to the nearest integer, �x�, and �x�
rounding up and down. Let D denotes a distribution, the notation x ← D is used
to sample randomly x from the distribution D, and x

$← D is used to sample
uniformly x from D.
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3.2 Definition of FV

The cryptosystem of Fan and Vercauteren (FV) [9] is a somewhat homomorphic
encryption scheme, developed in 2012, its security is based on the hardness of
the RLWE problem [17].

Let λ denotes the security parameter, q > 1 denotes the coefficients modulus
used to define the polynomial ring Rq, and t > 1 an integer used to denote the
plaintext modulus, where t < q. Rq is the ciphertext space and the plaintext
space is Rt.

Let χ be a Gaussian distribution over R with a standard deviation σ. We
will use two distributions χerr and χkey to sample errors and the secret key of
the scheme. The distributions χerr and χkey are B bounded distributions where
B = 10 · σ. In practice we can choose χkey as the ring R2, σ = 3.1, and χerr is a
Gaussian distribution bounded by B = 31. We denote by params the set of the
scheme parameters, params = (R, d, q, t, χerr, χkey).

KeyGen(params):
FV cryptosystem is a public key scheme, the generation of keys will return a
public key pk and a secret key sk. Let’s start by generating the secret key which
is a polynomial in χkey, sk ← χkey is randomly sampled from χkey , in practice
we choose χkey = R2 and sk a polynomial of degree less than d with binary
coefficients. To compute the public key we need to sample a from the ring Rq

a
$← Rq, and a random error e from χerr e ← χerr. The public key pk is a couple

of two polynomials,
pk = ([−(a · sk + e)]q, a).

Let rlk be the relinearization key used to reduce the size of ciphertext after
multiplication.

For i = 0 . . . l we sample ai from Rq ai
$← Rq, ei from χerr ei

$← χerr, and
compute rlk = ([−(ai · sk + ei) + T i · s2]q, ai), where T is a random integer
independent from the plaintext modulus t and l = �logT (q)�.
Encryption(m, params, pk = (p0, p1)):
To encrypt a message m ∈ Rt, we start by computing δ = � q

t �, we sample
u ← χkey, and e1, e2 ← χerr.
The encryption of m is a ciphertext of two polynomials defined as follows:

E(m) = ([p0 · u + e1 + δ · m]q, [p1 · u + e2]q). (1)

One can notice that the ciphertext is a couple of data, where we can see the first
element as the ciphertext, and the second as the noise.

Decryption(C, params, sk):
To compute the decryption of a ciphertext C = (c0, c1) we evaluate the following
equation:

D(C) = [� t · [c[0] + c[1] · sk]q
q

�]t.
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Addition(c[1], c[2]):
The addition of two ciphertexts c[1] = (c[1][0], c[1][1]) and c[2] = (c[2][0], c[2][1])
is achieved by computing the addition of polynomials of ciphertexts with modulo
reduction.

The result of addition is

c[1] + c[2] = ([c[1][0] + c[2][0]]q, [c[1][1] + c[2][1]]q) (2)

The following equations shows that the addition of two ciphertexts is equal to
the encryption of the addition of ciphertexts.

[c[1][0] + c[2][0]]q = ([p0 · (u1 + u2) + (e1 + e
′
1) + δ · (m1 + m2)]q,

[c[1][1] + c[2][1]]q = [p1 · (u1 + u2) + (e2 + e
′
2)]q).

Multiplication(c[1], c[2]):
The multiplication of two ciphertexts c[1] and c[2] consists in computing the
tensor product of c[1] = (c[1][0], c[1][1]) and c[2] = (c[2][0], c[2][1]) and scaling by
t/q. The multiplication will increase the ciphertext length.

We can simply define

(c[1][0], c[1][1]) · (c[2][0], c[2][1]) = (ct0, ct1, ct2)

where

ct0 = [� t · (c[1][0] · c[2][0])
q

�]q,

ct1 = [� t · (c[1][0] · c[2][1] + c[1][1] · c[2][0])
q

�]q,

ct2 = [� t · (c[1][1] · c[2][1])
q

�]q.

To transform this ciphertext of three elements (ct0, ct1, ct2) into a ciphertext of
two elements (ct

′
0, ct

′
1), we have to use the relinearization technique.

Relinearization(params, rlk, (ct0, ct1, ct2)):
The relinearization step reduces the number of ciphertext elements by trans-
forming a ciphertext of three elements to a ciphertext of two elements, we call
the relinearization step after each multiplication. First we write ct2 in the base
T , ct2 =

∑l
i=0 c[2](i)T i where c[2](i) ∈ RT , and we use the relinearization key to

compute the new ciphertext (ct
′
0, ct

′
1).

ct
′
0 = [ct0 +

∑l
i=0 rlk[i][0] · c[2](i)]q,

ct
′
1 = [ct1 +

∑l
i=0 rlk[i][1] · c[2](i)]q.

The noise of the ciphertext grows after the relinearization step, and we
can avoid this step if the circuit depth is one, by keeping the ciphertext
as (ct0, ct1, ct2) and computing the decryption directly using this ciphertext
D(ct0, ct1, ct2) = [� t·[ct0+ct1·sk+ct2·s2k]q

q �]t.
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3.3 Parameters

In this paragraph we will give some practical parameters for FV cryptosystem
and their corresponding circuit depth L. In Table 1 we present the sizes of the
coefficient q with the degree of the polynomial d according to the security level
and the depth we want to achieve. The depth is the maximum number of multi-
plication that can be performed on an homomorphic ciphertext before the noise
makes the decryption step impossible.

Table 1. Parameters of the scheme to encrypt plaintexts of 16 bits.

Depth Security Level d Size of q in bits

0 128 1024 29

192 2048 39

1 128 2048 56

192 4096 77

2 128 4096 110

192 8192 153

4 Existing Implementations:

4.1 FV-NFLlib Library

FV-NFLlib [18] is a software library implementing FV cryptosystem, developed
in 2016 in C++, and based on NFLlib [15], a library specially designed for ideal
lattices cryptography.

4.2 SEAL Library

SEAL [13] is an Open source library, developed in 2015 in C++ and C# by
a Microsoft team. It implements FV cryptosystem with no external library
dependencies.

In SEAL, the user chooses the security level: 128 or 192, the plaintext mod-
ulus (no limit for the choice) and the degree: 1024, 2048, 4096, 8192 or 16384.
The library returns the coefficients modulus size and the noise budget to know
if we can make another computation or not.

4.3 SEAL-RNS Library

RNS version of FV: The RNS variant [4] of FV cryptosystem is an improvement
of the FV scheme, which enables RNS representation of coefficients. It represents
each element of the ring Rq as a vector of several elements in Rqi , where qi are
small modulus. This technique allows the optimization of coefficients storage and
the acceleration of computations.
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The RNS representation consists of the composition of the coefficients mod-
ulus q into a product of multiple small co-prime moduli.

Let q be a product of qi, q = q1 ∗ q2 ∗ ... ∗ qn, and ck be the coefficient of
index k of a polynomial in Rq. Using the CRT theorem ck can be represented as
below:

ck =

⎧
⎪⎨

⎪⎩

c
′
i mod qi

...

c
′
n mod qn

SEAL-RNS library: This version of SEAL [12] implements the FullRNS [4] vari-
ant of FV cryptosystem. In this version the coefficients modulus are replaced
with several small moduli, to accelerate computations and to optimize the stor-
age of coefficients. It uses the same parameters as the initial version of SEAL.

4.4 Comparison of Libraries

In SEAL and SEAL-RNS, the decryption of a multiplication result can be done
by two different methods. The standard method, where we multiply two cipher-
texts, we relinearize and decrypt, and the second method which consists in
decrypting directly the result of a multiplication. Let (c[0], c[1], c[2]) be the prod-
uct of two ciphertexts and s a secret key, to decrypt this ciphertexts product
compute c[0] + c[1] · s + c[2] · s2. The first method is used when the circuit depth
is one and the second method is used when we need to evaluate a circuit of more
than one multiplication.

We note that FV-NFLIB library is faster than SEAL libraries, but FV-NFLIB
does not support circuits with high levels, the maximum level supported by this
library is 6. Thus we recommend to use FV-NFLIB for small circuits, and to use
SEAL to evaluate large circuits.

For our use case, we need to use the FV cryptosystem to protect data and
perform computations on encrypted data. In practice, one of those libraries
will be embedded inside the gateway and the cloud, but due to their size
(5 Mbytes), they cannot be handled by the gateway (Intel(R) Atom(TM) CPU
E3845 1.91 GHz). This is the reason why we developed our own implementation
of FV.

5 Delegation of Computation

5.1 Description of Our Method

One of the main limitations of homomorphic encryption is the comparison, the
result of homomorphic ciphertexts comparison is encrypted, and we cannot take
a decision inside the cloud to send an alert if necessary. In this work, we pro-
vide a method to enable In this work, we provide a method to enable sending
alerts, when comparing homomorphic ciphertexts encrypted using FV cryptosys-
tem. It is a general method independent of the FV parameters. This method is
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based on the decryption of ciphertexts inside a secure element, the comparison
of plaintexts, and then sending alerts if necessary.
The decryption function D(C) = [� t·[c[0]+c[1]·sk]q

q �]t will be embedded in the
secure element, and we need to avoid computing the product (c[1] · sk) mod q,
which requires an important memory resources and execution time. We propose
to do this product inside the CPU, without revealing the secret key. Let’s gen-
erate inside the secure element a random polynomial Random ∈ R2 with binary
coefficients. We compute the mask of the secret key M(sk) = (sk ⊕ Random)
mod q, which is the sum coefficient by coefficient of the polynomials sk and
Random. We send the mask M(sk) and the polynomial c[1] to the CPU.
The CPU will compute (c[1] · M(sk)) mod q and sends the result to the
secure element. The secure element retrieves the random part from the CPU
result, by computing [(c[1] ·M(sk)) mod q − (c[1] ·Random) mod q)] mod q =
(c[1] · sk) mod q.

Table 2. The execution time of functions

Operation Execution time

Time to generate the secret key (ms) 0.041

Generation of the public key (ms) 56.59

Encryption (ms) 69.52

Decryption of a normal ciphertext (ms) 6.52

Decryption of a ciphertext with 3 elements (ms) 62.177

Addition (ms) 0.031

Multiplication (ms) 146.704

Secure element decryption using the delegation method (ms) 59.55

Product in CPU (ms) 76.75

We note that computing the product (c[1] ·Random) mod q requires less mem-
ory comparing to (c[1] ·sk) mod q. Algorithm 1 presents the method to delegate
the product to the CPU. The line 2, 3, 4, and 5 of the algorithm are executed
only once when running the secure element, and the same random polynomial
and secret key mask are used each time we delegate the product to the CPU .

5.2 Security Analysis

To enable sending securely the secret key, we proposed above to send the mask
M(sk) = sk ⊕ Random to the CPU. Each coefficient of M(sk) is computed
by adding the corresponding coefficient of the secret key sk and the random
polynomial Random, M(sk)[i] = (sk[i] ⊕ Random[i]) mod q. The value of each
M(sk)[i] is ether sk[i] or sk[i]+1, because Random[i] ∈ {0, 1}, then the exhaus-
tive attack on M(sk)[i] is equivalent to the attack on a polynomial of degree
d with binary coefficients. As d is equal or greater than 1024, the brute force
attack on the mask is not possible.
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Algorithm 1. Algorithm to delegate the polynomial product to the CPU
Input (c[1], sk).
Output c[1] · sk.

1: function Delegation(c[1], sk)
2: The secure element generates one random polynomial Random ∈ R2.
3: The secure element computes A = c[1] · Random.
4: The secure element computes M(sk) = sk ⊕ Random.
5: The secure element sends M(sk) to the CPU.
6: The CPU computes B = c[1] · M(sk).
7: The CPU sends the result B to the secure element.
8: The secure element computes B − A = c[1] · sk.
9: return c[1] · sk

5.3 Implementation and Performances

We implement the FV cryptosystem and the delegation function in C language
to be embedded in IoT modules: the client machine, the gateway, the secure ele-
ment, and the cloud. This implementation is portable, self-contained and inde-
pendent from other libraries. It can be considered as a proof of concept where
we only use the standard mathematics library math.h without SIMD-parallelism
and multi-core processing.

We use a set of practical parameters, to enable the evaluation of circuits of
one level, a security level of 128 bits, a degree 2048 for the cyclotomic polynomial
and 56 bits for the polynomials coefficients. We choose those parameters because
they are the smallest that enable to do one multiplication. The scheme enables
one level of multiplication and encrypts plaintexts of 16 bits.

The code is embedded and run under an administrator machine, which holds
an Intel Core i5 processor at 2.4 GHz. Table 2 presents the performances of our
implementation under different platforms.

We implement the FV scheme described below without relinearization, we
add some functions to decrypt a ciphertext of three elements and to do addition
between ciphertexts.

Decrypt(sk, c[1], c[2], c[3]): This function computes the decryption of a ciphertext
resulting from a multiplication and return

D(c[1], c[2], c[3]) = [� t · [c[1] + c[2] · sk + c[3] · s2k]q
q

�]t.

Addition(c[1], c[2], c[3], c[1]
′
, c[2]

′
): This function does the addition of a cipher-

text of three elements (c[1], c[2], c[3]) and a normal ciphertext (c[1]
′
, c[2]

′
):

(c[1], c[2], c[3]) + (c[1]
′
, c[2]

′
) = (c[1] + c[1]

′
, c[2] + c[2]

′
, c[3]). (3)
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Addition(c[1], c[2], c[3], c[1]
′
, c[2]

′
, c[3]

′
): This function does the addition of

ciphertexts of three elements.

(c[1], c[2], c[3]) + (c[1]
′
, c[2]

′
, c[3]

′
) = (c[1] + c[1]

′
, c[2] + c[2]

′
, c[3]+, c[3]

′
). (4)

6 Conclusion

In this work, we provide a method to enable taking decisions based on homomor-
phic ciphertexts comparison. This method consists in decrypting FV ciphertexts
and comparing the plaintexts in a secure element. Using our contribution, run-
ning the decryption function inside the secure element becomes possible, we
proposed to delegate the polynomial multiplication to the CPU. We give a com-
plete use case of homomorphic encryption in the Seaport to encrypt data of
containers in the gateways and compute inside the cloud, the weighted sum of
containers, the weight of containers before loading them on the ship, or to do
currency conversion of goods. We described also a use case in the context of stock
management where comparison is necessary to supply the stock of supermarkets.
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Abstract. This paper describes our results of the AMNS modular mul-
tiplication algorithm for efficient implementations of ECC over Fp on
the Hardware/Software (HW/SW) implementation in FPGA. We pro-
vide both arithmetic operators and computation architectures optimized
for high speed. We also compare our results with the implementation of
the CIOS method for modular multiplication.
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1 Introduction

Due to their high efficiency power in combination with forcefulness energy, Field
Programmable Gate Arrays (FPGAs) provide very efficient implementation of
arithmetic operators. As conception for FPGA hardware give the frequently pro-
claimed productivity gap, a move to higher basic levels has been done. High-Level
Synthesis (HLS) background have actually matured to be a substantially alter-
native to hand designed (RTL) Register Transfer Level designs, always providing
significant efficiency gains at an equal quality of results [1].

However, the available tools are still very complex and cannot be seen as a
substitute for detailed knowledge of the underlying hardware. Modular arith-
metic is one of the key point for efficient and secure cryptography applications.
A challenge is to obtain a number system which permits fast modular compu-
tations over large integers. In this paper, we present a hardware IP for modular
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multipliers for the finite field Fp where p is a prime integer, with C-based HLS
to help designers in the conception of hardware accelerators for implantation of
elliptic (ECC) and Hyper-elliptic curve cryptography (HECC) on embedded sys-
tems. All these systems require an efficient finite field multiplication. Different
algorithms have been proposed in the literature [4,5,12,15,17].

In 2004, Bajard et al. proposed a new number system called the Adapted Mod-
ular Number System (AMNS) in order to speed-up the modular operations [2].
The main characteristic of the AMNS is that its elements are polynomials. This
system is of particular interest. Indeed, it is shown in [6] that the modular multi-
plication in AMNS is more efficient than the classical Montgomery modular mul-
tiplication. In this work, we provide the first hardware implementation of the mul-
tiplication in AMNS. Although the presented modular multiplication algorithm
is foremost targeted at the Vivado HLS framework from Xilinx [10], the presented
work is applicable to C-based high-level synthesis in general.

This work is organized as follows. In Sect. 2, we give the essential background
about the CIOS variant of the Montgomery modular reduction method we use in
this paper, we also give an overview on the AMNS representation. Additionally,
we explain the usage of FPGA for our implementations of both the CIOS and the
modular multiplication in the AMNS; along with an introduction about the HLS.
The Sect. 3 is about the hardware implementation of the CIOS algorithm and
the AMNS modular multiplication. In Sect. 4, we give implementation results
with some comparisons. We finally conclude in Sect. 5.

2 Background

2.1 Coarsely Integrated Operand Scanning (CIOS) Method
for Montgomery Modular Multiplication

Let’s consider a k-bit processor architecture. Let p be an integer such that n
k-bit words are required to represent the elements of Z/pZ.

When the modulus p does not belong to a special family of numbers like
that of Mersenne, the best method to perform the modular multiplication is
due to Montgomery [12]. This method allows to perform the modular reduction
with division by only a power of two. Since such a division is very cheap, this
method is fast. It costs 3n2 small multiplications (with an equivalent amount of
small additions). In [7], Dussé and Kaliski improve this modular multiplication
by reducing the number of small multiplications to 2n2 + n.

In [11], Koc et al. analyze and compare five variants of the Montgomery
modular multiplication algorithm. These variants are: the Separated Operand
Scanning (SOS), the Coarsely Integrated Operand Scanning (CIOS), the Finely
Integrated Operand Scanning (FIOS), the Finely Integrated Product Scanning
(FIPS) and the Coarsely Integrated Hybrid Scanning(CIHS). All of them take
advantage of the improvement in [7]. They mainly differ on two aspects. The
first aspect is how the multiplication and the steps are combined. They are
either Separated (S) or Coarsely Integrated (CI) or Finely Integrated (FI). The
second aspect is how the multiplication of two (big) integers is done. It can be
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an Operand Scanning (OS), where an outer loop moves through words of one
of the operands or a Product Scanning (PS), where the loop moves through
words of the product itself. For the CIHS, Hybrid means a mix of OS and PS
for multiplication.

In [11], the authors obtain that the CIOS variant is the best variant among
the five, especially on a general-purpose processor; see Sect. 9, and Tables 1 & 3
of that paper. It costs 2n2+n small multiplications, 4n2+4n+2 small additions
plus some reads and writes operations. This explains the choice of this variant
in this paper. For the Montgomery method to work efficiently, the modulus p
must be odd in order to have division by only power of two in the reduction step.
Assuming that p = (p0, . . . , pn−1) in the little-endian representation (i.e, the less
significant value in the tuple is stored first), we have that p0 is invertible modulo
W = 2k. So, the integer g = −p−1

0 (mod W ) exists. This integer is necessary for
all the variants described in [11].

Algorithm 1 is the CIOS variant. In this algorithm, we assume that the inputs
are big integers represented as k-bit word array of size n. That is, if a ∈ Z/pZ,
then a = (a[0], . . . , a[n − 1]). Also, the little-Endian representation is used. This
algorithm requires an array t of size n + 2. Its output is the n + 1 first elements
of t; i.e, (t[0], . . . , t[n]).

2.2 The Adapted Modular Number System

The Adapted Modular Number System (AMNS) is a number system introduce
in 2004 by Bajard et al. [2] in order to speed-up modular arithmetic. The main
characteristic of the AMNS is that its elements are polynomials. This char-
acteristic gives to the AMNS many advantages for both efficiency and safety.
In [6], Didier et al. show how to generate many AMNS for any prime integer
in order to perform modular operations efficiently. They present software imple-
mentation (in C language) results which show that the AMNS allows to perform
modular multiplication more efficiently than well known libraries like GNU-MP
and OpenSSL. In this section, we give an overview on this number system and
see how to perform modular operations in it.

Because of the restriction on the number of pages, we do not deal here with
the generation process of the AMNS. This generation process requires a conse-
quent mathematical background and is quite long. For the generation process,
one should read the works done in [2,6].

The AMNS is a subclass of the Modular Number System (MNS). So, we start
by first presenting the MNS.

Definition 1. Let p � 3 be a prime integer. A modular number system (MNS)
is defined by a tuple B = (p, n, γ, ρ), such that for every integer 0 � x < p, there
exists a vector V = (v0, . . . , vn−1) such that:

x ≡
n−1∑

i=0

viγ
i (mod p),

with |vi| < ρ, ρ ≈ p1/n and 0 < γ < p.
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Algorithm 1. Montgomery CIOS [11]
Require: a ∈ Z/pZ and b ∈ Z/pZ

Ensure: t = ab (mod p)

1: t ← (0, . . . , 0) # the array t (also the output) should be set to 0 initially.

2: for i = 0 . . . n − 1 do

3: C ← 0

4: for j = 0 . . . n − 1 do

5: (C, S) ← t[j] + a[j] ∗ b[i] + C

6: t[j] ← S

7: end for

8: (C, S) ← t[n] + C

9: t[n] ← S

10: t[n + 1] ← C

11: m ← g ∗ t[0] (mod W )

12: (C, S) ← t[0] + m ∗ p[0]

13: for j = 1 . . . n − 1 do

14: (C, S) ← t[j] + m ∗ p[j] + C

15: t[j − 1] ← S

16: end for

17: (C, S) ← t[n] + C

18: t[n − 1] ← S

19: t[n] ← t[n + 1] + C

20: end for

21: return t # (t[0], . . . , t[n]).

In this case, we say that the polynomial V (X) = v0 + v1X + · · · + vn−1X
n−1 is

a representative of x in B and we notate V ≡ xB.

For a MNS to be an AMNS, the parameter γ should meet a requirement
which is essential for arithmetic operations.

Definition 2. An Adapted Modular Number System (AMNS) is defined by a
tuple B = (p, n, γ, ρ, E) such that (p, n, γ, ρ) is a MNS and γ is a root modulo
p of the polynomial E(X) = Xn − λ, with λ a very small nonzero integer (for
instance, λ = ±1, ±2 or ±3).

Like usual number systems, the main arithmetic operations in the AMNS
are the addition and the multiplication. Since elements are polynomials in the
AMNS, the addition is the simple polynomial addition and the multiplication
is the simple polynomial multiplication. However, in order to have the result of
the these operations in the AMNS, additional operations have to be done. We
explain below why.
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Let x, y ∈ Z/pZ be two integers. Let V ≡ xB and W ≡ yB be their represen-
tatives in B. The polynomial T = V W satisfies T (γ) ≡ xy (mod p). However, T
might not be a valid representative of xy in B because its degree could be greater
than or equal to n. To keep the degree lower than n, the product V W has to
be computed modulo the polynomial E. This operation is called the external
reduction. Notice that since E(γ) ≡ 0 (mod p) and T = V W (mod E), we have
T (γ) ≡ xy (mod p) and deg(T ) < n.

Even if deg(T ) < n, T might not be a representative of xy (mod p) in B,
because its coefficients could be greater than or equal to ρ. To have the result
in B, a specific primitive called the internal reduction has to be applied.

The polynomial S = V +W satisfies S(γ) ≡ (x+y) (mod p) and deg(S) < n.
Here also, S might not be a valid representative in B, since its coefficients could
be greater than or equal to ρ. Hence, an internal reduction might be required to
retrieve the result in B.

Some Notations and Conventions. Before presenting the arithmetic opera-
tions algorithms with the reduction methods, we need to establish some notations
and conventions for simplicity and consistency.
For consistency, we will assume that: p � 3 and n, γ, ρ � 1.
Zn[X] denotes the set of polynomials in Z[X] which degrees are lower than n:

Zn[X] = {C ∈ Z[X], such that: deg(C) < n}.

Let C ∈ Z[X] be a polynomial. C mod (E, φ) denotes the polynomial reduction
C mod E where the coefficients of the result are computed modulo φ.

The External Reduction. The external reduction is a polynomial modular
reduction. The goal of this operation is to keep degree of the AMNS represen-
tatives lower than n. Let C ∈ Z[X] be a polynomial. This operation consists in
computing a polynomial R such that:

R ∈ Zn[X] and R(γ) ≡ C(γ) (mod p).

The Euclidean division of C by E computes Q and R so that:

C = Q × E + R,

with deg(R) < n and Q ∈ Z[X]. Since E(γ) ≡ 0 (mod p), one has R(γ) ≡ C(γ)
(mod p). So, the external reduction is done as: R = C mod E. The polynomial
E is called the external reduction polynomial.

Let A ∈ Zn[X] and B ∈ Zn[X]. Let C = AB be a polynomial. Then,
deg(C) < 2n − 1. Since E(X) = Xn − λ, with λ very small, the external reduc-
tion can be done very efficiently. RedExt (Algorithm 2), proposed by Plantard
in [14] (see Algorithm 28, Sect. 3.2.1), can be used to perform this operation.
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Algorithm 2. RedExt (External reduction) [14]
Require: C ∈ Z[X] with deg(C) < 2n − 1 and E(X) = Xn − λ

Ensure: R ∈ Zn[X], such that R = C mod E

1: for i = 0 . . . n − 2 do

2: ri ← ci + λcn+i

3: end for

4: rn−1 ← cn−1

5: return R # R = (r0, . . . , rn−1)

The Internal Reduction. The aim of the internal reduction is to ensure that
the coefficients of polynomials are lower (in absolute value) than ρ. Let C ′ ∈
Zn[X] be a polynomial, with ‖C ′‖∞ � ρ. This operation consists in computing
a polynomial R such that R ∈ B and R(γ) ≡ C ′(γ) (mod p).

Several methods have been proposed to perform this operation [2,3,13]. If
the value of the modulus p is not imposed but only its approximate bit-size, then
the proposal in [2] might achieve the best efficiency. However, if the value of p
is already given, then the proposal in [13] is currently the best one and it is the
one we focus on in this paper.

In [13], Negre and Plantard propose a Montgomery-like reduction method to
perform the internal reduction. In their proposal, they combine the multiplica-
tion operation with their Montgomery-like internal reduction (see Algorithm 1 of
that paper). In this paper, we split the multiplication process from the internal
reduction, because the internal reduction is also essential for others operations
like the addition and the conversions from Z/pZ to the AMNS (and vice versa).
RedCoeff (Algorithm 3) corresponds to the internal reduction process included
in Algorithm 1 of [13].

Algorithm 3. RedCoeff (Coefficient reduction) [13]
Require: B = (p, n, γ, ρ, E), V ∈ Zn[X], M ∈ B such that M(γ) ≡ 0 (mod p),

φ ∈ N \ {0} and M ′ = −M−1 mod(E, φ).

Ensure: S(γ) = C′(γ)φ−1 (mod p), with S ∈ Zn[X]

1: Q ← C′ × M ′ mod (E, φ)

2: R ← (C′ + (Q × M) mod E)

3: S ← R/φ

4: return S

It can be seen that this Montgomery-like reduction method requires three
additional parameters: a non-zero integer φ and two polynomials M and M ′.
These polynomials are such that: M ∈ B, M(γ) ≡ 0 (mod p) and M ′ =
−M−1 mod(E, φ). Since this algorithm involves many reductions modulo φ (line
1) and many exact divisions by φ (line 3), it is necessary to take φ as a power of
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two for this algorithm to be efficient. However, taking φ as a power of two while
ensuring the existence of the polynomials M and M ′ is not obvious. In [13], the
authors do not provide a generation process which allows that. In [8], El Mrabet
and Gama give such a generation process but for the special case E(X) = Xn+1.

In [6], Didier et al. propose a generation process which ensures this require-
ment for E(X) = Xn − λ, with λ ∈ Z \ {0}. In the same paper, they also give
a generation process for all the others parameters along with a complete set of
algorithms to perform arithmetic and conversion operations in the AMNS. Here,
we only present the multiplication algorithm since it is the purpose of this paper.
One should read the works done in [6] for more details.

The Modular Multiplication. As said above, the authors in [13] propose a
modular multiplication method which includes the Montgomery-like reduction
method. Algorithm 4 corresponds to their proposal, except that it is split here
in a set of algorithms.

Algorithm 4. Modular multiplication in AMNS [13]
Require: A ∈ B, B ∈ B and B = (p, n, γ, ρ, E)

Ensure: S ∈ B with S(γ) ≡ A(γ)B(γ)φ−1 (mod p)

1: C ← A × B

2: V ← RedExt(C)

3: S ← RedCoeff(V )

4: return S

In [13], Negre and Plantard show that if the parameters ρ and φ are such that:

ρ � 2n|λ|‖M‖∞ and φ � 2n|λ|ρ

then, the output S of the Algorithm 4 is such that ‖S‖∞ < ρ (i.e S ∈ B).
This requirement is assumed in the Algorithm 4.

In [6], the authors prove that it is always possible to generate an AMNS for any
prime integer p � 3 where the parameter E is such that E(X) = Xn − λ, with
λ = ±2i. This makes the internal and the external reductions faster since these
operations involves many multiplication by λ. As already said, φ should be a
power of two; i.e: φ = 2t, with t ∈ N \ {0}.

Let’s consider a k-bit processor architecture, then the basic arithmetic com-
putations are performed on k-bit words. The cost of the modular multiplication
is given in Table 1 with λ = ±2i and φ = 2t. This cost is expressed as a function
of the number of k-bit integer multiplications, additions and shifts. In that table,
M and A respectively denote the multiplication and the addition of two k-bit
integers. We also respectively denote S

y
l and Syr a left shift and a right shift of y

bits.
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Table 1. Theoretical cost of the modular multiplication, where E(X) = Xn ± 2i and
φ = 2t.

Simple polynomial multiplication n2M + (2n2 − 4n + 2)A

External reduction 2(n − 1)A + (n − 1)Si
l

Internal reduction 2n2M + (3n2 − n)A + nSt
r

Total cost 3n2M + (5n2 − 3n)A + (n − 1)Si
l + nSt

r

2.3 FPGA

In our modular multiplication we use the CIOS algorithm (for coarsely inte-
grated operators scanning) and the AMNS (Adapted modular number system)
algorithm. Due to its regularity and simplicity, this algorithms can be easily
implemented in the DSP slices of FPGAs.

Most of the proposed solutions in the literature use complex and expensive
algorithms to release these data dependencies and improve computing perfor-
mance in multipliers implanted. Due to the complexity of these algorithms, the
corresponding fast modular multipliers often consume a significant amount of
FPGA hardware resources. Thus, we can find in the literature examples of FPGA
implementations of modular multipliers within ECC cryptosystems using several
hundred DSP slices (see for example [9]). We believe that such a consumption
of resources is not reasonable for material implementations of embedded cryp-
tosystems. We have therefore decided to propose a different solution based on
architectural optimization rather than algorithms.

Our constraint is to implement a high level security of cryptographic (128
or 256, 512 and 1024) in FPGA, knowing that the hardwired control units are
not big enough for cryptographic sizes. In our target FPGAs, DSP slices are
18×25 bits units. Then processing each Fp element would require many parallel
BRAMs and DSP slices. But using many BRAMs is useless since the number of
intermediate Fp elements is small in ECC and HECC (up to 10 and 20 respec-
tively). To allow an efficient hardware design area and frequency on FPGA, we
have decompose p-bit elements into a world wide of w-bit which is multiple of
18. The choice can reduce the number of slice DSP used in the design. We denote
n the number of coefficient of w-bit necessary for each operand with p = nw.

2.4 Description of High-Level Synthesis

High-Level Synthesis (HLS) is also known as C Synthesis or Electronic System
Level synthesis (ESL synthesis). It allows hardware designers to efficiently build
and verify their design hardware implementations by choosing the best directive
to optimize their design architecture and allowing one to describe the design
in a higher abstract level. Generally, its overall process consists of control and
datapath extraction and RTL generation.

The applicability and reliability of the HLS are discussed in [16]. Tam-
bara et al. analyzed the performance and utilization of HLS-based optimization
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methods, for example the function inlining, pipelining and loop unrolling. These
techniques are used in the advanced encryption standard (AES).

For hardware implementation, we used Xilinx HLS for High-Level Synthesis
and Xilinx VIVADO 2016.1 for implementation target. All strategy for high-level
synthesis in HLS and implementation in VIVADO is set to default parameters.
The following and Fig. 1 are our implementation flow.

(1) Design conform encryption in C-code.
(2) Generate and check the RTL with HLS from C-code design.implementation

area and latency.
(3) Optimize with directive.
(4) Check RTL with C/RTL co-simulator.
(5) Generate block design of entire ZYNQ-7000 evaluation board including the

conform encryption RTL.
(6) Execute synthesis and implementation and check implementation area from

implementation report.
(7) Generate program device and target bit-stream file.
(8) Verify generated IP design with ZYNQ-7000.

3 Implementation of the Modular Multiplication
Algorithms

The ZedBoard Zynq-7000 FPGA development kit [18] was used in this study.
Zynq-7000 is different from standard FPGAs in that it contains Artix-7 FPGA
and ARM Cortex-A9 processor on the same chip together. In a FPGA card
having two parts of component, the parts which holding intense computations
are achieved on FPGA and the control parts not contain computations can be
executed on the processor by using software.

Zynq consists of two parts:Programmable Logic and Processing System. Pro-
cessing System (PS) works like a traditional processor since it contains structures
such as ARM Cortex-A9, Floating Point Unit, Memory Controller, Gigabit Ether-
net Controller and USB Controller. Programmable Logic part, on the other hand,
contains all the structures of a standard FPGA. The communication between PS
and PL parts is provided by high performance data-paths [19]. The specification
of ZYNQ-7000 XC7Z020 is summarized as follows and shown in Table 2.

The objective of our algorithm is to do it simple while being able to generate
a competitive result. The clarity will help us for efficient implementation in the
hardware.

3.1 Implementation of CIOS

We wish to help hardware implementation designers in asymmetric encryption to
explore various compromises algorithms/number representations/architectures.
In this section, we only deal with the reduction modulo p. We will present an
example with p = 128 and w = 32. in this way, we will have n = 4 (number of
coefficient).
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Table 2. Specification of ZYNQ-7000 XC7Z020

CPU ARM Cortex-A9 32bit processor 886MHz

F P G A Programmable Logic Cells 85K Cells

Look-Up Tables 53200

Flip-flops 106400

Block RAM 560KB

Logic Slice 13300

Fig. 1. Architecture with its main units (arithmetic and memory), internal communi-
cation system, and control

The top operation is the Modular multiplication CIOS. There are hierarchical
dependencies between needed operations:

– we need a function to bring back the coefficient in the Montgomery domain.
– Basic point operations: right shift, left shift.
– Operations over Fp: multiplication, subtraction, addition and inversion of

large integers modulo a large prime number.

In this section, we describe the method used during hardware design. Figure 1
represents the flow diagram of the design phases.

The first step is developed with VIVADO HLS 2016.4 to creates an RTL
implementation from our C code which is detailed in Algorithm 1. The synthe-
sizer transforms each line in the C code into an hardware operation and insert
those operations into clock cycles. Using the information of the clock period and
device delays, it places into a single clock cycle, many operations as possible. The
design created by Vivado HLS can be optimized. The optimization were used
to reduce the total of clock cycles needed. For example, we have used #pragma
HLS PIPLINE IT = 1 for using the parallelism between loop iterations. The
modular multiplication CIOS core generated with Vivado HLS is connected by
the AXI4-Stream interfaces to the DMA controller. Address generation, burst
formatting and scheduling of the memory transaction are handled by the AXI
DMA IP.
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The second step, and after the generating of our IP and after identifying
the time-consuming for our function, we have build a basic embedded system
and we added our accelerator IP with the VIVADO 2016.4. To make our design
functional, we have including two AXI interconnects, the DMA controller: one
for the control registers, the other for Accelerator Coherency Port (ACP), the
timer subsystem, which will be used for giving very precise hardware timing
measurements. Then we have generate a Tcl scripts to completing the necessary
process of making connection. The generated design is presented in te Fig. 2.

The Final step, and after setting address and after the validation of our
design, we have verified the result of the hardware accelerator with our software
only solution with (SDK) platform 2016.4, which should meet the same results.

Fig. 2. Block design

3.2 Implementation of AMNS

In this section, we describe our hardware IP for AMNS. Figure 3 represents the
flow diagram of the design phases. We have implemented a different architecture
for a different width of word, such as w = 32, 36, 54 and for different size of
p (128, 256, 512, 1024). We present the different steps of implementation for
p = 128, which will be the same structure of all the different security levels.
We divide the AMNS modular multiplication in four steps:

– A function to extract the coefficient of the polynomial result of the multipli-
cation of A by B.

– Internal reduction algorithm.
– External reduction algorithm.
– Basic point operations: right shift, left shift.

The external reduction is detailed in Algorithm 2. Its hardware design is
presented in Fig. 4. We used the cell Mult to perform the external step. The input
of the cell Mult are: Ci and Ci+n provided by the previous step (C = A × B).
The output of the cell Mult is C’[i]: the coefficient of the reduced polynomial
provided to the next step.

The internal reduction is detailed in Algorithm 3. Figure 5 corresponds to its
hardware design. It is composed of three steps:
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Fig. 3. AMNS architecture

Fig. 4. External reduction

– The first step is the line 1 in Algorithm 3. We have as inputs the coefficients of
C

′
and M

′
. The cell Mult is used to perform the external step. The outputs

are the coefficients of the polynomial Q, which will be given to the next step.
– The second step is the line 2 in Algorithm 3. The inputs are the coefficients

of the polynomials Q and M . The cell Mult is used to perform the external
step. The cell Add is used to generate the coefficients of the polynomial R,
which will be provided in the next step, the C

′
i is from the previous step.

– The final step is the line 3 in Algorithm 3. The input of the cell shiftright
is provided by the previous step, S is the output of the Algorithm 3.

.
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Fig. 5. Internal reduction

4 Implementation Results

We start by comparing the results of the different modular reduction algorithms
(CIOS, AMNS) for different sizes of prime integers. The designs were described
in a High-Level Synthesis (HLS) and synthesized for the Zedboard Zync-7000
XC7z020 of Xilinx FPGAs. Table 3 shows the results for combinations of direc-
tives of optimization that we have tested. In order to check the correctness of
our result, we have compared the results given by the FPGA with the python
code. The AMNS design offers the possibility to be used in various applications
with different bit lengths like ECC, HECC. As it is shown in Table 3, we have
an interesting result for our AMNS design in the fact that the number of cycle
are independent of the word bit size. We also implement the CIOS version of
the Montgomery multiplication in order to make a fair comparison. Indeed, our
implementations are homogeneous and if most efficient implementation of the
CIOS algorithm exists, it implies that the AMNS multiplication could also be
improved.

Table 3. Comparison of our architecture.

CIOS AMNS

p size bit 128 128 256 512

w bit 32 32 36 54 36 64 64

Freq (Mhz) 115.6 114.8 118.06 115.6 118.06 118.063 118.06

Cycle 246 497 267 193 926 457 1637

Speed μs 2.12 4.32 2.26 1.66 7.84 3.87 13.86

Slice DSP 60 18 51 106 48 96 96

Slice LUT 5681 3048 3617 4799 2585 3576 4250

BRAM 0 2 10 11 12 16 20
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We could notice that, considering difference size of the elementary words
which is denoted here w, the AMNS results are better then the CIOS results,
considering every point of comparison; the number of clock cycles and the num-
ber of slice. Considering the frequency used, for p = 128 if we compare the result
of CIOS and AMNS with world width 32, we find that the AMNS require less
number of DSP and slice then the CIOS design.

5 Conclusion

In this paper, we have built two IP hardware designs with the High-Level Syn-
thesis (HLS), such as the CIOS method of Montgomery application Algorithm
and the Adapted Modular Number System (AMNS) over large prime character-
istic finite fields Fp. Our motivation was to provide a fair comparison between
hardware implementation of the AMNS multiplication with the classical Mont-
gomery’s multiplication. We give the results of our two IP designs after routing
and placement using a Zedboard Zync-7000 XC7z020 Xilinx FPGAs. Our archi-
tecture can be used with different security levels: 128, 256 or 512. We have
implemented the first design of AMNS modular multiplication, with the goal of
optimizing the design with co-design architecture. Certainly we can have a better
result. Our conclusion is that AMNS could be more efficient than Montgomery’s
CIOS multiplication. In order to improve the performance of our AMNS design,
which is the first implementation that is made for AMNS in the FPGA, it could
be interesting to provide a VHDL implementation.

References

1. Abid, M.: System-level hardware synthesis of dataflow programs with HEVC as
study use case. Ph.D. thesis, Bretagne Loire University, France (2016)

2. Bajard, J.-C., Imbert, L., Plantard, T.: Modular number systems: beyond the
mersenne family. In: Handschuh, H., Hasan, M.A. (eds.) SAC 2004. LNCS, vol.
3357, pp. 159–169. Springer, Heidelberg (2004). https://doi.org/10.1007/978-3-
540-30564-4 11

3. Bajard, J.C., Imbert, L., Plantard, T.: Arithmetic operations in the polynomial
modular number system. In: 17th IEEE Symposium on Computer Arithmetic
(ARITH-17) 2005, Cape Cod, MA, USA, pp. 206–213 (2005). https://hal-lirmm.
ccsd.cnrs.fr/lirmm-00109201/document

4. Barrett, P.: Implementing the Rivest Shamir and Adleman public key encryption
algorithm on a standard digital signal processor. In: Odlyzko, A.M. (ed.) CRYPTO
1986. LNCS, vol. 263, pp. 311–323. Springer, Heidelberg (1987). https://doi.org/
10.1007/3-540-47721-7 24

5. Blakely, G.R.: A computer algorithm for calculating the product AB modulo
M. IEEE Trans. Comput. C–32(5), 497–500 (1983). https://doi.org/10.1109/TC.
1983.1676262
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7. Dussé, S.R., Kaliski, B.S.: A cryptographic library for the Motorola DSP56000. In:
Damg̊ard, I.B. (ed.) EUROCRYPT 1990. LNCS, vol. 473, pp. 230–244. Springer,
Heidelberg (1991). https://doi.org/10.1007/3-540-46877-3 21

8. El Mrabet, N., Gama, N.: Efficient multiplication over extension fields. In:
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Abstract. Critical manufacturing processes in smart networked systems
such as Cyber-Physical Production Systems (CPPSs) typically require
guaranteed quality-of-service performances, which is supported by cyber-
security management. Currently, most existing vulnerability-assessment
techniques mostly rely on only the security department due to limited
communication between different working groups. This poses a limitation
to the security management of CPPSs, as malicious operations may use
new exploits that occur between successive analysis milestones or across
departmental managerial boundaries. Thus, it is important to study and
analyse CPPS networks’ security, in terms of vulnerability analysis that
accounts for humans in the production process loop, to prevent potential
threats to infiltrate through cross-layer gaps and to reduce the magnitude
of their impact. We propose a semantic framework that supports the col-
laboration between different actors in the production process, to improve
situation awareness for cyberthreats prevention. Stakeholders with dif-
ferent expertise are contributing to vulnerability assessment, which can
be further combined with attack-scenario analysis to provide more prac-
tical analysis. In doing so, we show through a case study evaluation how
our proposed framework leverages crucial relationships between vulner-
abilities, threats and attacks, in order to narrow further the risk-window
induced by discoverable vulnerabilities.

Keywords: Cyber-physical production system security ·
Human-in-the-Loop · Vulnerability assessment · Semantic model ·
Reference model

1 Introduction

Industry 4.0 is the current trend of automation in manufacturing sector.
Cyber-physical systems (CPSs) are the main driver of the fourth industrial rev-
olution trend, which is evolving as an interaction between ICT systems and
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control elements used to operate a physical process in order to achieve pro-
duction objectives. A cyber-physical production system (CPPS) is supported
by CPS controls to respond to changing conditions, and anticipate changes in
physical processes [1]. However, the increasing connectivity facilitated by com-
munication links within and across CPS networks, could prompt an adversary to
exploit vulnerabilities along those communication links to create cyber-attacks.
For instance, in the year of 2017, the “WannaCry” ransomware attack occurred
in several manufacturing plants and caused production to stop [2], incurring
substantial business losses.

Meanwhile, dynamic and complex production processes involve multi-domain
enterprise management procedures, which may result in communication gaps
throughout interconnected application-specific sub-systems of the overall pro-
duction fabric [1]. Consider Numerical Controllers or NC machining part as
an example, which describes a production system typically across four stages,
namely part-design that defines its Product and Manufacturing Information
(PMI) data, process planning that creates the detailed NC machining process
data, part machining that runs this process data on Computer Numerical Con-
troller or CNC machines and the tool condition data to monitor the produc-
tion process, as well as quality-inspection that involves quality-assessment data.
Groups of application-specific staff are responsible for design, machining, and
inspection activities within the production process, such as designer, process
planner, CNC machine operator and quality inspector. Software administrators
are mainly responsible for operational and maintenance tasks to ensure capa-
bilities of Software-as-a-Service (SaaS) within the cloud-based environment, to
enable the services of software programs such as computer aided design (CAD)
and computer-aided manufacturing (CAM) programs. Therefore, a concrete
model should be based on multiple sources of heterogeneous data [3] which needs
to be transformed into a common semantic representation [4], and in a machine
readable format, to improve a common view of situation awareness.

However, current vulnerability instance response mechanisms in complex
CPPS are faced with challenges to bridge the knowledge gap between cyberse-
curity techniques, industrial control system (ICS) expertise, and socio-technical
management procedures, that involve human actors in the production lifecy-
cle. A successful attack that propagates without notice could result in severe
impact, due to lack of communication through manufacturing networked-layers
and related operators such as network administrators, application-specific engi-
neers and security managers. However, in current manufacturing management
structures, the communication between different groups is limited due to inherent
differences in working contents. Therefore, it appears vital to set up a common
framework to provide a unified understanding from different views, in order to
prevent potential threats to infiltrate through cross-layer gaps and to reduce the
magnitude of their impact.

In this paper, a semantic framework of vulnerability-assessment with human-
in-the-loop is proposed to facilitate a greater level of automation in vul-
nerability assessment and support a greater level of communication between
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vulnerability-handling stakeholders. The rest of this paper is organised as fol-
lows: In Sect. 2, we explore the state of the art and compare current research
approaches against our method. In Sect. 3, we introduce the background of
CPPS, with emphasis on topological structures and functional dependencies.
In Sect. 4, we propose our vulnerability-assessment framework to set up seman-
tic mapping between threat, vulnerability and attack instances, and leverage use
cases via actors involved in the production process through which such infiltra-
tion and evolution may occur. In Sect. 5, we provide a case study to present
and evaluate an application of our vulnerability-assessment framework in CPPS
from different perspectives. In Sect. 6, we provide some concluding remarks and
discuss some future research directions.

2 Related Works

Qualitative Vulnerability-assessment models primarily address relationships
among vulnerability and risk, to express vulnerability observations based on
qualitative data, such as those employed in security-risk management frameworks
like SECTEC [8]. In these works, an ontology is used for system implementation
as a vocabulary basis consisting of facts (both abstract facts and entity facts),
constraints, types and attributes of the system, in order to adopt a common
semantic information for knowledge base construction, and to support modelling
of security applications. However, these frameworks focus on risk-management
fragment on an abstract level, and do not address the details of other security
elements, such as how a vulnerability could be exploited by a threat and further
materialise into an attack. Therefore, these frameworks suffer from being vague
and ultimately subjective. Some works take into consideration the complex and
dynamic attributes of CPS [7]. For instance, Quality Control (QC)-based tax-
onomies are setup by a taxonomy of attack types on CPPSs to improve quality
control [10]. Still, these works mostly concentrate on risk-management and/or
vulnerability-management from a management perspective, and do not consider
the complex and dynamic attack behaviours and exploit patterns.

Some other related works concentrate on attack modelling, such as the meta-
model based architecture pwnPr3d (referring to an attack-graph-driven proba-
bilistic threat-modelling approach) [9], which highlights the need for automatic
attack-graphs generation to mitigate cyber-attacks. However, these models focus
on attack-steps and corresponding prerequisites in vulnerabilities instead of the
vulnerable nature of the system. That is they focus on defining attack vectors
that model attack-patterns, more than exploit vectors that represent vulnera-
bility patterns. Both patterns are used to model cyberthreat patterns though.
The complex structure of CPPSs and the limited computing capability embed-
ded sensing devices lower the protection degree to withstand these cyberthreats,
and thus contribute to increasing their vulnerability degree. Such vulnerabili-
ties emerge from specific features of CPPS that are not well addressed in pre-
vious works. Furthermore, these works mostly focus on attack modelling and
mitigation techniques, while neither works contribute to bridging security con-
trols across CPPS management perspectives.
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One missing point in the previous approaches is to take into account the
stakeholders to contribute to vulnerability assessment, which can be further
combined with attack-scenario analysis to provide more practical security-
assessment. Stakeholders with knowledge about CPPS can provide valuable
information about vulnerability-exploitability with varying degrees of impact-
severity, and are important to be involved in the assessment cycle to support
analytics-based decision-making processes to protect critical infrastructures. Our
approach proposes a semantic framework to support communication between risk
managers, cybersecurity engineers, and also domain-specific operators. This app-
roach also illustrates the connections between different vulnerability instances,
threat instances, and attack instances in CPPS, to extract threat, vulnerability
and attack (TVA) patterns that support CPPS vulnerability evaluation.

3 Cyber-Physical Production System Security and
Human Actors

Conceptually, a cyber-physical system includes a cyber, a control and a physical
process layer [5]. In smart manufacturing or CPPS, the control layer includes
a network of microprocessor-controlled physical objects, such as programmable
logic controllers (PLCs), which interface with physical process sensors. The phys-
ical process consists of a production-flow regulated by workstation machines and
other manufacturing equipments. Thus, the control layer relays measurements
from sensors that interact with field devices such as milling machines and drilling
machines, to remote control centres, as illustrated in Fig. 1.

In the physical layer, engineers or operators could locally maintain work-
stations using local stations or Human Machine Interfaces (HMIs). In the
control-layer, Operating Technology or OT administrators, engineers or oper-
ators could remotely maintain workstations using remote stations or through a
virtual private network (VPN), to optimise production operations. Then, engi-
neers use control and command servers to process these data to support opera-
tional production decisions, and to synchronise their operations. The top cyber-
layer expresses decision-support analytics to manage the underlying control-
system operations, in an enterprise platform of application servers and data-
store. The application-servers provide various application services, containing
CAD server, software-update server, operation-system server, time-unit server,
web server, etc., The datastore includes process-data server, historian-database,
and domain-controller. Specifically, design engineers use CAD program to design
product through application servers and store the corresponding 3D-model files
in data-store servers. Software administrators use software-update server to
update outdated firmware or system software, with the support from historian-
database. The process-data server stores and transmits design-, process- and
manufacturing-data from production-flow, which supports file transfer between
data analysers. The historian-database stores historical-data from application
servers, which is queried by operators to monitor production processes. The
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Fig. 1. Cyber-physical production system and involved human actors

domain-controller reserves user-information, and supports corresponding autho-
risation maintained by administrators.

An advanced persistent threat (APT) might be materialised by an attacker
using vulnerability-chain1, whereby exploits on one particular component may
give access to another exploit on another set of components, as illustrated in
Fig. 1. V-x refers to different vulnerabilities, while A-x refers to different attacks.
V-1 (default password setting) of an application-engineer’s account might be
exploited by an attacker to compromise this account in Attack A-1, which might
be followed by another Attack A-2 by trying to compromise a correlated designer
workstation using compromised accounts. If the designer-workstation has V-2
(weak authentication management), then A-2 might have a higher success prob-
ability. Furthermore, another attack A-3 might be triggered by the threat agent
to gain access to a database server through a compromised designer-workstation.
A potential vulnerability V-3 (weak access control) might allow A-3 to happen,

1 http://cwe.mitre.org/documents/glossary.

http://cwe.mitre.org/documents/glossary
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which might let the threat agent further trigger another attack A-4 to manipu-
late certain geometry CAM programmes in the control server.

The previous successful attacks of the CAM programme code manipula-
tion may stay unnoticed due to V-4 (insufficient communication between CAM-
engineers and security officers), which gives time to the attacker to compromise
the whole IT network. Normally, IT department and OT department are dis-
tributed in different locations and may have V-5 and V-6 (communication gaps
between IT-personnel, OT-personnel and local operators). In this case, the manip-
ulated CAM file might reach PLC without any correction, and further triggers
wrong movement track in NC or CNC machines. This can result in a severe
consequence in the production process due to communication gaps.

4 Cyber-Security Conceptual Framework

To prevent threat-induced anomalies or intrusion attempts, vulnerabilities need
to be rooted out from CPPS infrastructure and assessed to enumerate and rank
their severity. This assessment involves modelling vulnerability to account for
salient features, as well as identifying critical-component of CPPS infrastruc-
ture to weigh vulnerabilities, while accounting for CPPS actors who may be
contributed to threat vectors. The component-model in Fig. 2 shows our pro-
posed concept unified modelling language (UML) framework of CPPS cyberse-
curity taxonomic links across System-Objects, CPPS -Objects, as well as Actor -
Objects. Ontological method is adopted to tie eliminate ambiguity and sup-
port consistency checking. This semantic framework could support vulnerability-
driven cybersecurity analysis across CPPS environments. We also provide an
user-interaction model in Fig. 3 that reveals related semantic relationships of
contributing stakeholders, based on which we involve different actors into the
vulnerability assessment process. The proposed vulnerability assessment meth-
ods are later evaluated in the context of CPPS case study.

(A) Component Model for System-Induced Vulnerability Analysis

The component model represents two concepts and related information, Security-
Object, and CPPSObject. A vulnerability could be regarded as an emergent prop-
erty of an asset within CPPS. Differentiating intrinsic-properties and emergent-
properties of an asset could support the detection of abnormal behaviours. Con-
fidentiality, integrity and availability are intrinsic metrics of impact property,
while confidentiality-weakness, integrity-weakness, and availability-weakness
measure emergent-properties. Vulnerability-assessment evaluates a potential
asset disruption prospect. Combining Criticality of vulnerable asset, and Sever-
ity of all the emerged Vulnerability in this vulnerable asset, we could further
compute Vulnerability Index at the asset level.

SecurityObject accumulates TVA (Threat, Vulnerability and Attack) infor-
mation and related relationships. Vulnerabilities may be exploited by an Attacker
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Fig. 2. Vulnerability-driven CPPS security component model

(i.e. threat agent) in different ways using Exploits. An Attacker may further trig-
ger an attack in different ways. Each vulnerability instance has specific impact,
scope and exploitability properties. Each Exploit may be used to disrupt a
targeted component in CPPS infrastructure in different ways. A vulnerability-
assessment process mainly involves the identification, definition and evaluation
of how exploits trigger attacks, and the magnitude of those attacks i.e. Impact.
Furthermore, our framework uses cybersecurity-attributes in the form of value-
pairs, and could provide a multidimensional view of vulnerabilities, to further
support a quantitative analysis using scoring mechanisms such as the indus-
trial standard Common Vulnerability Scoring System (CVSS)2 to evaluate the
severity of each identified vulnerability, and to support risk analysis.

CPPSObject aggregates CPPS assets and related components. Systems and
softwares components of various assets in the digitalised industry are intercon-
nected. Vulnerabilities emerge due to these interconnections. Considering the
nature of CPPS, we define an asset component to be either a software (e.g. a
CAD program), a hardware (e.g. a milling machine), an Operating System (OS),
or a network (e.g. a TCP/IP protocol). A software is embedded in a hardware,
to form the asset that drives a physical process, for instance electricity supply.
Vulnerabilities could be initially categorised based on corresponding types of

2 https://nvd.nist.gov/vuln-metrics/cvss/v3-calculator.

https://nvd.nist.gov/vuln-metrics/cvss/v3-calculator
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assets. Different vulnerabilities might contribute to threats that bring different
levels of impact, measured through levels of losses in confidentiality, integrity and
availability (CIA) triad as well as in view, control and/or communication of the
physical process. For example, a CPPS hardware may be vulnerable by having
no physical-access protection, which might be used by an attacker to gain unau-
thorised physical access through USB, that could be unknowingly introduced by
other legitimate CPPS actors.

(B) User Interaction Model for Human-Induced Vulnerability
Management

Dynamic and cooperating vulnerability analysis allows mitigations to occur
within the time interval that span the discovery and disclosure of vulnerabil-
ities, and giving time for vulnerability patches to become available and deployed
before the time whereby exploits are made public. In our user-interaction model
as illustrated in Fig. 3, ActorObject includes CPPS-Staff, and Attacker. Each
instance of ActorObject may further have a profile including identity informa-
tion (i.e. role and label) and character (i.e. grouping and sophistication). Attacker
has specific Technique, Procedure and Tactic used to trigger attack instances.

Fig. 3. CPPS security user interaction model

CPPS-Staff instantiates SecurityOfficer, SecurityManager, SecurityOpera-
tor, SoftwareAdministrator, ApplicationEngineer, NetworkAdministrator, etc.,
textitSecurityOperator monitors corresponding Assets. SecurityManager mon-
itors CPPS Indicators. Conceptually, SecurityOfficer needs to gauge budget
investments through adopting an expert-system interpretation of numerical
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vulnerability-indicators to carry out mitigation decisions like vulnerability-
patching. SecurityEngineer rank assets by using following vulnerability-
indicators: (a) their Criticality evaluated by OperationManager, (b) their
vulnerability exploitability Likelihood identified by SystemAdministrator, Soft-
wareAdministrator, and NetworkAdministrator, as well as (c) the impact Sever-
ity of threats defined by ApplicationEngineer [6]. By distributing dynamic
vulnerability-management tasks throughout CPPS organisation, we argue
that it improves the level of communication between vulnerability-handling
stakeholders.

5 Vulnerability Analysis with Human-In-The-Loop

In the following sections, we provide a thorough case study that involves actor
roles in our simplified manufacturing workstation, to illustrate instances of
vulnerability-management cooperation in a common industrial-production envi-
ronment, followed by experiments to evaluate our immersive-analysis frame-
work. In the experiments section, we retrieve CPPS vulnerability reports from
cross-linked online vulnerability-repositories to analyse existing vulnerability
instances, and produce a qualitative evaluation at CPPS-asset vulnerability level.
We also reveal experiment results from our streamlined approach that involves
stakeholders to quantitatively assess vulnerability scores. These scores provide
statistical information for practical attack-graph generation, which delivers valu-
able information for security management.

5.1 Case Study of Human-Induced Vulnerability Management

We interviewed industrial-production professionals and operators of a vehicles
manufacturing company, to collect information about manufacturing networks
structure. This step ensures that the topological factors and other settings of the
network structure proposed in this case study could reflect an actual scenario
of industrial manufacturing processes. Our proposed model contains around
700 components, 1000 both topological and functional dependencies, as well
as around 100 data-flows exchanged across network applications and around
90 involved actors. In this study, we report a simplified account of the manu-
facturing structure as a reference model that focuses on key functionalities, to
emphasise some key functional connections and data-flows, which are illustrated
in Fig. 4. Different layered blocks illustrate interdependencies across CPPS smart
manufacturing networks, namely cyber-layer, control-layer, and physical-layer.
Each layer incorporates different functional sections or zones of CPPS networks.
There are four types of connections, namely network connections in blue lines,
physical connections in brown lines, data connections in dashed blue lines, and
user interaction in dashed orange lines.

We demonstrate how to enhance CPPS security through cross-organisation
cooperation involving multilayered-CPPS stakeholders. Usually, groups of
application-specific staff are collaborating to complete the production process,
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Fig. 4. Manufacturing network reference model (Color figure online)

while having separate roles. For a simplified smart manufacturing that contains
only one CNC machine, one robot, and one conveyor, 63 user-roles are needed to
attend the whole process, as illustrated in Fig. 4. These 63 technical personnel
include 10 network-administrators (labelled 1 to 10 in the figure), 5 CNC or PLC
programmers (labeled 11 to 15), 3 application-engineers (labelled 16 to 18), 8
software-administrators (labelled 19 to 26), 8 system-administrators (labelled 27
to 34), 7 manufacturing engineers (labelled 35 to 41), 10 data engineers or oper-
ators(labelled 42 to 52), 2 operation managers (labelled 53 to 54), and 9 security
engineers or domain-control officers (labelled 55 to 63). Here each staff’s role
refers to one user account, which might be owned by the same user or different
users. Therefore, access-control management is vital to ensure different users
have different privileges, in order to prevent privilege escalation threats.

The physical layer contains a CNCZone (or CNC used to automate machin-
ing tools), a RobotZone (to program robots performing specific tasks in a pro-
duction process), a ConveyorZone (to route material across machineries) and
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distributed SensorZones (to capture various measurements used to achieve basic
production purposes). On each manufacturing equipment such as a CNC machine
or a Robot, sensors are embedded to collect machining data. While some spe-
cific sensors and cameras are also distributed across the shop floor and used by
workstations to collect motion and environmental data. In the physical layer,
application-engineers are needed to ensure basic workstation maintenance.

In the control layer, typically both CNC machines and industrial Robots
consist of drives, Numerical Control or NC kernels, remote input and out (I/O)
and personal computer (PC) based controllers. These equipments are connected
with each other, and can be reached through PLCs through an internal com-
munication bus such as the process field bus Profibus. Normally CNC and PLC
controllers communicate through a master-slave mechanism, namely a master
device that initiates queries, and slave devices that respond with requested
data to complete transactions. In our scenario, the CNC PLC is selected as the
master device. Meanwhile, CNC PLC, Robot PLC and some other intelligent
devices are connected to routers through a local communication network such as
Modbus. However, CNC Controller, PLC Controller, and intelligent electronic
devices (IEDs) that are directly connected to the physical equipments, are usu-
ally not directly joined in the control network. Certain user-roles are needed
optimise the efficiency and to monitor the security of the physical process oper-
ations, including network-administrators for local area network (LAN) adminis-
tration, software-administrators and system-administrators for workstation sys-
tem configuration update, operation-manager for synchronisation maintenance,
CNC-operator and Robot-operator for remote machining and monitoring the
process on human-machine interfaces (HMIs), and PLC-programmers that code
optimal production-flow operational instructions to field devices.

The cyber layer basically contains a ControlCentre for machining process
monitoring, a SimulationZone for machining process planning and simulation,
an InspectionZone for quality inspection, an OfficeZone for operations manage-
ment, an ITAdmin-Zone for network domain administration, a DesignerZone
for product models design, a VendorZone for software support, and a Security-
Zone for security operation. Generally, designers in the DesignerZone use CAD
software to create 3D models with Product and Manufacturing Information
(PMI) data and transfer them to the SimulationZone. CAM-engineers receive
the CAD files and conduct process planning and simulations, and further cre-
ates G/M-codes files (i.e programming instructions that tell CNC machines what
to do) out of the ProcessData. Data-engineers query the SimulationDatastore
from the ControlCentre, and then further divide queried Process/MachiningData
into CNCMachiningData and CNCProcessData to CNC machines for produc-
tion purpose. Meanwhile, ProcessData and MachiningData from the workstation
are sent back by CNC PLC and CNC Controller separately, under the request of
data-operators in ControlCentre. These data would be used by CAM-engineers
to analysis the machining process.

Dynamic vulnerability-management involves cooperation between IT-
operators, application-specific engineers and managers throughout production
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processes. Different working groups contribute their professional expertise to
vulnerability-management from operational, management and executive levels.

5.2 Experiments on CPPS Vulnerability Patterns and Attack
Patterns

The following sessions include three parts, namely (a) vulnerability pattern and
threat pattern analysis based on statistical data retrieved from multiple online
vulnerability repositories, (b) vulnerability quantification involving stakehold-
ers’ knowledge, and (c) attach pattern analysis with prerequisite vulnerability
setting.

(A) Statistical CPPS Vulnerability Patterns Analysis
We demonstrate our system-induced vulnerability analysis method through an
analysis of Human-Machine Interface (HMI) in Supervisory Control and Data
Acquisition (SCADA) control and monitoring system. HMI is a key CPPS asset
where programmers transmit optimal production-flow operational instructions
to actuators to implement these changes onto field devices, or where engineers
monitor process/machining data.

By querying the vulnerability repository National Vulnerability Database
(NVD) that discloses Common Vulnerability and Exposures (CVE) reports, we
obtained 141 reported vulnerability instances related to HMI. According to the
documentation of CVSS, we mapped each CVSS version 2 base-score of HMI
vulnerability instances to the qualitative severity rating scale, and concluded
that more than half (73 out of 141) of these vulnerability instances are evaluated
as High severity of vulnerability instances, as illustrated in Part (a) of Fig. 5.
In order to investigate on the corresponding threat patterns, we also correlated
CVE reports against the threat categorisation provided in www.cvedetails.com,
and found out the most typical threats that target HMIs are Code Execution and
Overflow, as shown in Part(b) of Fig. 5. Both threat patterns and vulnerability
patterns can provide statistic likelihood value for attack-occurrence and attack
success rates.

Considering CPPS asset configurations, we retrieved detailed component
information for each reported vulnerability through crosschecking our CVE find-
ings with Common Platform Enumeration (CPE) repository. Based on CPE
naming specification, we further acquire detailed information of vulnerable com-
ponents, such as component type, vendor, component name, component version,
etc. We sum up all the vulnerable instances and get 276 vulnerable application
software instances, 9 vulnerable operating system instances, and 5 vulnerable
hardware instances in HMIs. Based on retrieved results, we build a specific dic-
tionary to store HMI vulnerable component versions. We further expand the
dictionary by relating each CVE report to the disclosed time and the affected
vendors. The most affected HMI vendors and the amount of reported vulner-
ability instances per year from 2008 till 2019 for each vendor are illustrated
in Part(c) of Fig. 5. We also show the short-term situation from Aug 2018 to
Jul 2019 in Part(d) of Fig. 5. The vendor-related information is valuable when

https://www.cvedetails.com
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Fig. 5. Vulnerability instance amounts of affect human-machine-interface vendors

an operation manager needs to update configuration settings or to choose from
products from different vendors.

(B) Quantitative Assessment Involving Stakeholders
Each vulnerability instance is associated to one or more specific properties, which
could be measured across a range of values using vulnerability property-related
metrics by security engineers. We adopt CVSS Version 2 to calculate scores for
vulnerability instances. For instance, the exploitability property of a vulnerabil-
ity is based on the possibility, difficulty and complexity of exploiting a vulnerable
asset, and could be quantitatively evaluated by security operators using inputs
from software administrators, application engineer and network administrator.
The impact property of a vulnerability measures the consequences resulting from
exploiting the vulnerability, which could cause losses in CIA-triad of the cor-
responding asset. The impact property of vulnerability could be evaluated by
application engineers, as well as network and software administrators.

SecurityOperator, SecurityManager and OperationManager are also involved
to measure temporal or environmental metrics. For example, vulnerability
instance CVE-2015-0997 has a CVSS v2.0 Base-Score of 3.3. According to the
v2 documentation3, relevant actors are involved in the analysis process, as shown

3 https://www.first.org/cvss/v2/guide.

https://www.first.org/cvss/v2/guide
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in Fig. 6. Taken into consideration of the given temporal and environmental mea-
surements, a final CVSS v2 score of 3.2 is assigned. Application specialists can
also provide valuable information such as potential costs for system recovering
once success attacks happen.

Fig. 6. Quantitative vulnerability assessment involving stakeholders

(C) CPPS Attack-Graph Based on Prerequisite Vulnerability Setting
Based on the manufacturing network reference model in and organisational staff
management in Fig. 4, as well as the statistical vulnerability patterns and threat
patterns for each asset collected beforehand, we generate attack graphs for dif-
ferent attack instances. In current stage, our model is built using securiCAD4

which is based on probability Bayesian Network [9] to simulate attack-occurrence
and propagation instances. Vulnerability may impact multiple asset instances,
and vulnerable assets can be impacted by more than one vulnerability instance.
In CPPS, hardware, software, OS and network assets are assembled and used
in different ways within CPPS fabrics, which might create various binaries with
potential backdoors. Meanwhile, human errors or mistakes could expose new
vulnerabilities in both access-control and transferred data. The propagation of
an attack is reasoned by statements that check asset dependencies. Here we illus-
trate an attack scenario of DesignerZone network being compromised, and how
this successful attack can trigger SimulationZone network to be compromised as
well, then finally end up compromising the ControlServer in ControlCentre, as
discussed before in Fig. 1. The generated attack graph in Fig. 7 shows how the
vulnerabilities in CPPS and how compromised user-accounts contribute to the
attack propagation from DesignerZone to the ControlCentre. The thickness of
arrows represent the likelihood values of this attack success rate, which is given
by the results in previous experiments.

4 https://www.foreseeti.com/securicad/.

https://www.foreseeti.com/securicad/


142 Y. Jiang et al.

Fig. 7. Attack scenario illustration in manufacturing network

6 Conclusion and Future Works

CPPS networks generate a growing traffic of data, which is highly sensitive
to cyberthreat vulnerabilities. Understanding and pinpointing vulnerabilities in
such networks are difficult tasks, yet vital for cybersecurity purposes of produc-
tion processes. In this paper, we proposed a framework to map CPPS compo-
nents against Threat, Vulnerability and Attack instances, which can reduce the
effect of their occurrences. Threats are triggered through vulnerability exploits
from malicious agents’ behaviour that could result into a cyber-attack instance
which can lead to disruption in production infrastructure operations. Our pro-
posed framework also bridges the connection from CPPS system to different
actors in the production process through collaborations between security and
operation personnel stakeholders, to enable situation awareness that supports
vulnerability intelligence, in order to stay on top of potential threats. We also
provided a detailed evaluation of our framework through a case study through
a manufacturing network reference model, which demonstrates organisational
access control and cooperation. We also illustrate the processes of vulnerability
information retrieval and analysis through experimental analysis, to show how
we combine statistical pattern analysis with quantitative assessment and attack-
graph generation for practical security assessment. Further on, we plan to extend
our framework into an automatic vulnerability assessment system for CPPSs as
part of our future work.
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Abstract. Wireless communication-random deployment-resources lim-
itations are the main characteristics of wireless sensors networks that
make them vulnerable to attacks. Indeed, sensors nodes and transmitted
data are not protected. So, data privacy and integrity are essential to
secure the transmitted information and to protect the various nodes. In
this context, we have presented in this paper a complete and generic secu-
rity solution adapted to the WSN constraints. This approach is based
on the crossing between the three layers: physical layer, data link layer
and network layer through the implementation of a secure MAC protocol
and an intrusion detection system. As well as, the development of a new
cryptographic solution grouping the modified AES encryption algorithm
in CTR mode and a new key management protocol. The simulations
results have proved on the one hand, the efficiency of our solution in
WSN metrics term namely: mobility rate (from a network size 200, the
mobility rate completes 99%), loss packets rate (LPR), energy consump-
tion (does not exceed 0.512µj for the case of our encryption scheme and
142 mj for the case of our MAC protocol SXMachiavel), data freshness
(40.79%), control overhead (2.4), etc. On the other hand, it’s resistance
to the most dangerous attacks in the WSN: eavesdropping attacks, node
capture attack, DOS attacks and spoofing attacks.

Keywords: Data privacy · Secure MAC protocol · Authentication ·
Cryptographic solution · Malware and attacks detection · WSN

1 Introduction

Recent advances in wireless communications and computer technologies have
resulted in small, low-cost devices. Many of these devices are deployed in nature
to create a wireless sensors network for both control and monitoring purposes.
However, the application of a dense wireless sensors network is limited by a num-
ber of technical difficulties arising from the constraints imposed by the reduced
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capabilities of the sensors nodes: low power, reduced communication capacity
and limited storage capacity [1]. The security issue in these networks is schema-
tized as follows (Fig. 1):

Fig. 1. Security issues in the WSN

To provide end-to-end security in WSNs and in order to ensure a complete
security solution that meets the requirements of sensors networks and resists all
types of attacks, we used the crossing between layers. Our solution is based on the
interaction between the three layers (cross-layers): network layer, data link layer
and physical layer. So, the proposed generic solution is effective in most areas of
applications starting from E-Health, home automation, smart agriculture, smart
cities, industrial control, etc. Also, with objective to guarantee comfort to the
users, the sensors must be mobile. Sensor mobility is therefore related to WSN
deployments in different applications. For example, in the medical field, the sen-
sor nodes are integrated in the body of the patient who is still moving. In this
case, the mobility rate is high. Otherwise and in order to overcome these dif-
ficulties, we must develop new algorithms specific to wireless sensors networks
reducing energy consumption and ensuring the security of these networks [2]. The
proposed solution is based on the use of the cross layers strategy by crossing the
three layers: network layer, data link layer and physical layer. It includes two
main contributions. The first one concerns the development of a secured and
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efficient MAC protocol and an intrusion detection system to protect network
against jamming attacks. The originality of our first solution is the combina-
tion between the security and the energy conservation themes which does not
exist in the literature works. The second contribution consists of implementing a
novel cryptographic approach based on grouping the encryption algorithm AES
modified and adapted with CTR mode and our own key management proto-
col ESKMS. The originality of our second solution is to obtain a high security
level with regard to a minimal resources use (storage only three keys whatever
the network density). Our goal is to secure communications between nodes and
insure the data privacy and integrity in WSN. We choose AES for many rea-
sons. Firstly, AES is very efficient in terms of speed. Then, its memory resources
needs are very low. Also, it is easy to implement which induces a wide variety
of platforms and applications. However, AES is a CFB block cipher algorithm.
It is based on the use of an initialization vector (IV) with the key. In addi-
tion to the key and the encryption algorithm, this IV must be saved in memory.
This requires additional storage space. Whereas, in wireless sensors networks the
nodes have limited resources. To solve this problem, the CTR mode appeared.
In this mode, the key flow is obtained by encrypting the successive values of a
counter. This mode combines many advantages because it allows the encryption
by flow. In addition, it allows random access to data; it uses only the encryption
function. The counter used is a pseudo-random sequence. This mode is one of
the most interesting in the framework of the WSN. Indeed, unlike other encryp-
tion modes, only the encryption algorithm will need to be implemented in the
node, resulting in saving the storage space. Consequently, the resources use is
minimized. For these reasons, we chose in our solution this operation mode. All
details are found in our article [3].

Our paper is structured as follows: the second section presents a taxonomy
of existing security solutions. The third section describes our proposed solution
based on a two contributions: the development of an Inter-layered security app-
roach by implementing an energy-efficient MAC protocol and an IDS for the
mobile WSN and the implementation of a novel cryptographic solution based
on the AES/CTR and a new key management protocol. The fourth section
shows the performance evaluation of our solution in WSN metrics. While the
fifth section illustrates the behavior of our security approach against the most
famous attacks for WSNs. Finally, we complete our work with a conclusion and
some prospects.

2 Existing Security Approaches

Security is an essential element to protect a WSN. Thus, few works dealing
with the security problem in the WSNs are presented in the literature. These
approaches are classified according to several categories: some of them are inter-
ested in layer level security protocol, others are concerned with securing the
network against specific attacks such as jamming attack or wormhole, etc. Since
existing solutions are incomplete and do not meet the specific requirements of the



150 I. Bouabidi and Pr. M. Abdellaoui

WSN, we have chosen to classify them according to the following four functional
blocks: key management, routing security, data aggregation security, access secu-
rity channel.

Key Management: Key management includes the establishment, distribution
and renewal of cryptographic keys. To secure a cryptographic system, each user
must have a set of secret keys. Subsequent work tried to provide solutions for
the key management theme [4].

The majority of symmetric cryptosystems require pairwise key storage in all
sensors nodes prior to deployment (during the pre-distribution phase) or post-
deployment through an effective key management system: for a network size of
N nodes, each node is pre-loaded with N-1 secret keys. Each key is known by this
node and one of the N-1 other nodes. Thus, each node stores in its memory N-1
keys. As a results, for a large network size (N very high), the memory storage
will be increased especially when the keys size are large (for example: N = 1000
nodes, key size = 128 bits. So, memory storage = 128000 bits = 16 kilo bytes).

Routing Security: The network layer is the module responsible for correctly
routing data from one point in the network to another. We distinguish three
levels of solutions to data routing attacks in WSN that are:

– Solution 1: A first solution using cryptography called SecLEACH protocol [5].
It considered as a cryptographic security solution for the LEACH protocol.

– Solution 2 called “reputation-based approach”. The reputation can be defined
as the participation level of a node in the retransmission operation. One
example using this technique is the Watch dog. It is used locally by each
node to control the retransmission operation by each node in the routing
path. These mechanisms are also vulnerable because they can be threatened
by an attacker.

Data Aggregation Security: Data aggregation is divided into two techniques
which are: aggregation based on data in clear and aggregation based on encrypted
data. However, aggregation security is an insufficient solution to protect the
WSN. One solution interested in this axis is presented in work [6].

Channel Access Security: Each layer of the protocol stack is vulnerable to
attacks. As a result, some works are moving towards the protection of these layers
against particular attacks. We distinguish two different solutions that are: mono-
layer strategies and multi-layers (cross layers) strategies. The crossing between
the layers presents an interesting solution to remedy the security problem while
guaranteeing a reduced consumption of resources. The integration of the cross-
layers approach into the design of the WSN remains a very recent field.

Intrusion Detection System (IDS): The authentication and the cryptogra-
phy are the best known mechanisms to combat security threats. However, these
solutions are sometimes expensive and they can not predict the different types of
attacks knowing that new attacks appear constantly. Therefore, it is obvious to
implement a second line of defense to improve the security level in the network.
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Thus, Intrusion detection systems (IDS) are developed. The work [7] presents
the implementation of an IDS in the WSN.

According to our bibliographic study of existing security techniques in the
WSN, we deduct that, each security solution is characterized by its own needs
and constraints to achieve the desired level of security. Indeed, existing security
solutions are expensive in energy and memory space. In addition, the majority
of works are based on the assumption that the WSN is static. To overcome these
limitations and in order to enhance the security level in the WSN, some of them
can be corrected and improved to make a complete solution. It is the cross layers
approach. In this context, our solution is installed. It consists of a cross between
the three layers: network layer, data link layer and physical layer to provide a
fully secure and mobile WSN. A detailed description of our security approach is
explained in the next section.

3 Our Proposed Solution

The design of a WSN faces a number of technical difficulties arising from the
constraints imposed by them. In fact, recharging the batteries in a WSN is dif-
ficult because of the nodes location. For this reason, the energy consumption
is considered as an important metric for their performance evaluation because
the recharging batteries is difficult; In the other hand, the WSNs are deployed
in unsupervised environments; so, there are vulnerable to attacks, consequently
the security of these networks is necessary. For thus, the originality of the pro-
posed approach consists to combine these two themes of security and energy
conservation into a cross of the three layers: physical layer, data link layer and
network layer. Thus, our solution is divided into two contributions detailed in
the following subsections.

3.1 Inter-layered Security Approach by Implementing an
Energy-Efficient MAC Protocol and an IDS for the Mobile
WSN

Our first contribution is divided into two main stages which are: the develop-
ment of a secure and energy-efficient MAC protocol called SXMachiavel and the
implementation of an intrusion detection system at the Sink level to protect the
physical layer against jamming attacks.

The data link layer and especially the media access control (MAC) sublayer
is mean subject of the first step. The MAC sublayer handles the management
of shared media access between the different nodes. Specifically, it determines
when a node should transmit or receive data or listen to the channel to ensure
reliability, scalability, low latency and throughput. Indeed, sensors nodes are
unable to send or receive data at the same time. All neighboring nodes of a
source node are listening to shared media. In absence of prevention mechanisms,
this medium will be vulnerable against attacks and more exactly denial of sleep
attacks. The adequate solution to fight against these attacks is the duty cycling
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technique. The basic idea is to place the node’s radio module in sleep mode as
often as possible. In the literature, most energy saving solutions focus on this
technique. Among the existing solutions we are interested in the XMachiavel
protocol, because according to the studies made and validated by the simula-
tions [8], it is the most economical in energy. However, this protocol has two
weak points that are: first, it supports a low mobility and then it is insecure.
So, we tried to overcome these two problems by increasing the mobility rate and
introducing a security mechanisms through the implementation of an authen-
tication mechanism, a hash function and the AES encryption algorithm. The
following algorithm details our approach.

Algorithm 1. The proposed security algorithm
Step 1: Each node calculates the AuthNum using the function g(n)= (p−1)*(q−1).
Step 2: If node i want to communicate with node j: it sends firstly a P0 packet
containing AuthNum and encrypted by AES algorithm.
Step 3: Destination node after decrypted the packet, extract the p and q values.
Step 4: Destination node sends ACK containing the p and q values.
Step 5: The source node after decrypted the packet, verifies the AuthNum, if verifi-
cation is successful it authenticate the destination.
Step 6: Node i determines Hs = H(Data).
Step 7: All intermediate nodes and the destination verifies Hs to check the packet
integrity.
Step 8: The node that detects that the two hash values (received and calculated) are
different broadcast an alert.
Step 9: The destination node verifies the AuthNum and authenticate the source.

In the second step, we focus on ways to ensure physical layer security. The
physical layer is the lowest layer of the OSI model. Its main role is to transmit
and receive the unstructured bits stream on a physical medium. The physical
channel of sensors networks is distinct from traditional networks. For example,
the fluctuations caused by an unstable wireless channel are more serious. These
features are considered as limitations that must be overcome in the implemen-
tation of these networks. Hence, the security of the physical layer represents
an interesting attitude. Existing security solutions are often implemented in the
upper layers. Remember that this layer is vulnerable to attacks and more par-
ticularly to jamming attacks. In jamming mode, the nodes do not have access to
the medium and can not communicate due to radio interference. This radio inter-
ference will have a direct influence on the values of several network parameters.
Subsequently, increasing or decreasing the values of these parameters will be an
indication of the existence of a jamming attack. Existing works use the combina-
tion of two, three, or up to four parameters. In our solution, we have increased
the number of parameters to five. These parameters are: PDR, PSR, LPR, ECA
and CST [8]. Each node performs the calculation of each parameter for a given
period and sends these values to the base station which compares these values to
the different thresholds. We have added a new P3 packet containing the values of
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these parameters. Each node must encrypt the packet using AES before sending
it to the base station. Although, IDS are expensive in energy and the WSN is
characterized by low memory capacity and limited power, we chose to apply this
IDS only at the sink node. This node is responsible for detecting the anomaly,
then informing other nodes of the existence of the intrusion using a broadcast
message.

In the next subsection, we will detail our second contribution to secure wire-
less sensors networks which is interested in the key management and encryp-
tion/decryption issues in the WSNs.

3.2 A Novel Cryptographic Solution Grouping a Modified
AES/CTR and a New Efficient-Scalable Key Management
Protocol

In this subsection, we are interested in the network layer and more precisely in
the encryption/decryption process. Existing cryptographic solutions present a
compromise between security and resources use. These solutions present spe-
cific examples for particular applications. Whereas, our approach is generic
and adapted to all WSN architectures and applications. Our solution aims to
develop a completely secure WSN by grouping a new dedicated and adapted key
management protocol, named Efficient and Scalable Key Management Scheme:
“ESKMS”, and a modified AES encryption algorithm with CTR mode. Our
ESKMS protocol is summarized in the next algorithm.

Recall that our objective is to have a wireless sensors network completely
secure, fully mobile and dense. To achieve this goal, our ESKMS key manage-
ment protocol need to be resistant to the scaling factor while maintaining an
acceptable resources consumption. This is the main advantage of ESKMS over
other existing key management approaches. To have a complete study and to
check the behavior of ESKMS in the face of the network increase, we have
planned the extension of the WSN from I to M nodes with M> I. The step of
adding new nodes is summarized as follows:

1. When a new node joints the network, it sends a joint request message (JM)
to the base station containing its identity.

2. When receiving this message, the base station (BS) checks in the network
nodes identities list the last ID. If the new node is an attacker then the JM
message does not contain an identity or it contains an identity unknown by
the base station. However, if the new node is legitimate then its identity will
be close to the identities of the nodes that are in NL.

3. BS adds the new identity to the list of network nodes identities.
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Algorithm 2. The proposed ESKMS algorithm
Step 1: Before deployment, all nodes and BS are loaded by the PK key. Then, after
deployment, the base station randomly generates two nonces N1 and N2.
Step 2: The BS broadcasts the following Key Discovery Message ”KDM”:

BS → ∗ : {IDBS ||N1||N2||MACPK(N1||N2)||KUT + µ||NL}PK (1)

Step 3: Upon receiving the KDM message, each node responds as follows:
Step 4: Maintains a timer T, then decrypts the message using the pre-loaded key
PK.
Step 5: Extracts the nonces N1 and N2 and checks the MAC of two nonces: It
calculates a new MAC and compares it with the received MAC.
Step 6: If both MAC values are equal. Then, the node accepts the message. Otherwise,
the node rejects it.
Step 7: Calculates the CK key:

CK = HPK((N1 ⊕ PK) ∨ (N2 ⊕ PK)) (2)

Step 8: Calculates the BK keys:

BK = HCK((CK ⊕ PK) ∨ (N1 ∧ N2) ∨ CK) (3)

Step 9: When the timer reaches the KUT value, the base station calculates CK and
BK according to Equ. 2 and Equ. 3. Then, deletes the two nonces N1 and N2 and
generates two new nonces N’1 and N’2. Also, BS broadcasts the Key Update Message
”KUM”:

BS → ∗ :
{
IDBS ||N ′

1||N ′
2||MACPK(N ′

1||N ′
2)||µ||NL||IL}

BK
(4)

Step 10: Each node that receives KUM proceeds as follows:
Step 11: Decrypts the message with the key BK. Then, extracts the new nonces N’1
and N’2 and Checks the MAC (Same as in the key establishment step).
Step 12: If the MAC is verified, the node accepts the packet. Then, it deletes BK
and CK (if t= KUT+µ).
Step 13: Calculates the new key CK’ as follows

CK′ = HPK((N ′
1 ⊕ PK) ∨ (N ′

2 ⊕ PK)) (5)

Step 14: Calculates the new key BK’

BK′ = HCK′((CK′ ⊕ PK) ∨ (N ′
1 ∧ N ′

2) ∨ CK′) (6)

.

4. BS loads the new node with the PK key. Then, it sends the message KUM if
the reception time of JM (trecp) is greater than or equal to KUT. But, if the
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reception time of JM by the base station is less than KUT, the BS sends the
new node the message KDM.

5. When the new node receives KUM or KDM, it proceeds in the same way as
an old node.

The encryption scheme is defined by the triple of the algorithms: key generator
algorithm, encryption algorithm and decryption algorithm. We use ESKMS as
a key generator algorithm and AES/CTR as encryption/decryption algorithm.

Fig. 2. Our AES/CTR and ESKMS approach

AES takes the encryption key BK or CK (generated by own ESKMS protocol)
and a counter as input to produce a bit stream. The bit stream is then XORed
with the plain text to produce the cipher text. The encryption is done on 10
rounds composed of 4 stages. When receiving the cipher text, the destination
node executes the reverse process to recover the plain text. As result, both the
transmitter and the receiver must share the same encryption key which is BK
or CK. Figure 2 presents our AES/CTR and ESKMS approach. While the next
print screen shows a part of the developed C++ code.
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4 Performance Evaluation of Our Security Solution

4.1 Implementation Under OMNet++

To implement our project under OMNet++, we have added two new MAC mod-
ules that are: the XMachiavel module and the SXMachiavel module and a new
physical module for the implementation of the intrusion detection system and
two network modules for the ESKMS key generator algorithm and the AES/CTR
encryption algorithm. For these modules to operate properly, it is necessary to
add the corresponding files. These files are:

– The “.ned file” that describes the network architecture, in our case we created
a new file named WSN.ned.

– The “.cc and .h” files that describe the C++ code of our program. We
have created four files that are respectively: XMachiavel.cc, XMachiavell.h,
SXMachiavel.cc, SXMachiavel.h, ESKMS.cc, ESKMS.h.

– The “.ini file” which contains the initialization parameters of various nodes
as well as the simulation parameters. In our project, this file is named
“WSN.ini”. This file corresponds to the “WSN.ned” file.

– The “.msg file” which contains a description of the messages exchanged
between the different elements of the network.

The “WSN.ned” is shown in the next print screen.
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Table 1. Simulation parameters

Parameter Value

Network coverage 500m * 500 m/1000 m*1000m

Nic type Nic XMachiavel; Nic SXMachiavel

Mobility type ConstSpeedMobility

Mobility speed 2 ms

Carrier frequency 2.4 GHZ

Header size 24 bits

Routing protocol type Wise route

Simulation time 150 s

Throughput 15360 bps

Number of mobile nodes Variable (from 0 to 200)

In order to achieve our goals and especially to make good simulations, some
parameters need to be adjusted. WSN.ini file and the previous table summarize
the characteristics of these parameters.

In our network model, we first used a 500 m*500 m topology, for the case
of the first contribution, and later a 1000 m * 1000 m topology, for the case of
the second contribution, with a random deployment of mobile nodes. All sensors
nodes are similar power and have limited capabilities for communicating and
storing data. Exceptionally, the BS called Sink has high energy resources relative
to the all various nodes. These nodes may be fixed or mobile nodes.
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After each simulation duration (equal to 150 s), we incremented the number
of nodes (up to 200 nodes) and we calculated the different metrics.

4.2 WSN Metrics

Simulation Results of the First Contribution
Our first contribution is based on Inter-layered security approach by implement-
ing an Energy-Efficient MAC Protocol and an IDS for the mobile WSN. To
prove the performance of this solution, we have evaluated three metrics among
the existing metrics which are: mobility rate, energy consumption and loss pack-
ets rate.

(a) Mobility rate
Recall to: the mobility rate is the report between the number of mobile nodes
and the total number of nodes in the network. The results of our simulation are
presented in Fig. 3.

Fig. 3. Mobility rate

According to the simulation results, we noticed that the mobility rate is
different for the two protocols. The main goal of our proposition is to provide a
totally mobile wireless sensors network. For this reason, we have increased after
each simulation duration (=150 s) the total number of mobile nodes. From a
network size 200, all the nodes will be mobile except the sink which remains
fixed. So, the mobility rate reached 99%. Also, we have implemented a routing
protocol in mobile nodes to efficiently remove data. But, it doesn’t the case for
XMachiavel protocol. In this protocol, the number of fixed nodes is more than
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the number of mobile nodes (which doesn’t exceed 50 nodes). Thus, only fixed
nodes participate in routing operations.

In the real case and with the demands of technological progress, sensor mobil-
ity is related to WSN deployments in different applications. The sensor module
in the intrinsic state is fixed; but in general case, it can be implemented in mobile
environments namely in the medical field, the sensor nodes are integrated into
the body of the patient who is still moving. In this case, the mobility rate is high.
However, in other applications such as environmental monitoring the sensors are
embedded in fixed locations. So, mobility is low.

(b) Energy Consumption
Remember that the total energy consumption is the sum of transmission energy,
processing energy and energy consumed by units. We notice that the processing
energy and the energy consumed by units are neglected. Thus, we consider that
the transmission energy presents the total of energy consumption. The results
of our simulation are presented in Fig. 4.

Fig. 4. Variation of residual energy according to network size

When the sensors nodes do not have data to transmit or to receive, they enter
in sleep mode to conserve its energy. However, nodes are vulnerable to sleep
denial attacks. To fight against these attacks, we proposed a secure and energy
efficient MAC protocol: “SXMachiavel”. In the existing protocol XMachiavel,
the information is sent in clear, it can be intercepted by the attackers forcing
them to stay active all the time and therefore the energy consumption is hugely.
For this, we have encrypted all communications within the network.

According to this figure, we concluded that the existing unsecure protocol
XMachiavel present less energy consuming; due to the absence of security mech-
anisms in this protocol. However, the energy consumption is higher for the case
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of SXMachiavel with SHA3 than with SHA1. This is resulting in the addition
of several security mechanisms which increase the total energy consumption,
namely: an authentication process, a hash function and an encryption algorithm.
Consequently, it’s possible to exhaust the energetic resources of the nodes. Unfor-
tunately, there is always a trade-off between efficiency and energy consumption.

(c) Loss packets rate (LPR)
The loss packets rate is the report between the number of lost frames and the
total number of sent frames. The simulation results of this metrics are summa-
rized in the Table 1.

Table 2. LPR for a network size equal to 200

Protocol Loss packets rate

XMachiavel 0.28

SXMachiavel 0.17

The loss packets rate increases with the number of nodes in the network. For a
dense network size (200 nodes), our proposed approach provides the best results.
Our network is completely secured (implementation of three security mechanisms
as follow as: authentication process - hash and encryption mechanisms. Then,
the risk of intrusion appearance is low (Table 2).

Simulation Results of the Second Contribution
Remember that our second contribution is interested in implementing a novel
cryptographic solution grouping the modified AES/CTR and the new key man-
agement protocol ESKMS. Table 3 present the simulation results.

In our second contribution, we chose to evaluate six metrics from existing
metrics which are: energy efficiency, throughput, loss packets rate, data freshness,
network overhead control and PSR. Firstly, we have compared our solution to
existing protocols [9,10]. Secondly, and to show the importance of adding security
mechanisms in the protection of the WSN, we compared our encryption solution
with the WSN without security.

From the simulations results, we found that: firstly, our solution and the
Skipjack protocol have a similar energy consumption (0.512µj), while the Puf-
fin scheme has a high energy consumption value (13.7µj). This proves that our
solution minimizes energy consumption. Secondly, our cryptographic solution
has a higher throughput than the existing solution (45177 bps). These results
are due to the growth of the exchanged data. Between the nodes as the network
density becomes vast. Thirdly, the loss packets rate increases with the growth in
the network size. The LPR is lower for the case of our secured network, which
proves its resilience to the scaling factor. Also, the total network overhead is
high for data without security (18.09)and lower for data with security (2.45).
As a result, our cryptographic solution significantly reduces network overhead.
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Table 3. Simulation results of the second contribution

Protocol Metric Value

Sckipjack Energy consumption 0.059µj

Puffin Energy consumption 013.7µj

Proposed solution Energy consumption 0.512µj

Existing solution Average throughput 19500 bps

Proposed solution Average throughput 45177 bps

Network without security Loss packets rate 0.4

Control overhead 18.09

Data freshness (%) 5.5

PSR (%) 5.52

Network with security Loss packets rate 0.9

Control overhead 2.45

Data freshness (%) 40.79

PSR (%) 41.09

Consequently, increasing the available bandwidth and minimizing power con-
sumption. In addition, our secure network offers better data freshness (40.79%)
and better PSR (41.09%) compared to an unsecured network. This is due to
the addition of a robust encryption system to attacks grouping the AES/CTR
encryption protocol and the new ESKMS scheme. In the other hand and con-
cerning the behavior of our proposed solution against attacks, we analyze in the
next section the resilience of our cryptographic solution against the majority of
attacks against the WSN.

5 Behavior of Our Proposed Solution Against Attacks

This section analyzes the resilience of our security approach against the majority
of attacks against the WSN. These attacks are:

Nodes capture attack: after having captured nodes, the attacker can
recover the secret keys stored in the sensors. To solve this problem, we used a
periodic keys update: the node deletes the keys BK and CK from its memory
if the timer reaches the value KUT +µ. However, for a time t < KUT +µ
there is a probability that the malicious node will access BK or CK. In order
to solve this problem, we have reduced the value of KUT +µ.
Eavesdropping attack: in our two contributions, the transmitted data is
encrypted by the secret key (CK, BK or Ks) and the encryption algorithm
AES (or the modified AES/CTR). The attacker can not recover the collected
data by applying an encryption to the transmitted cryptogram without know-
ing the key and the decryption process.
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Injection of false data: in our SXMachiavel protocol, the encrypted text
transmitted is protected by the authentication number, which can only be cal-
culated by the sensors located on the routing path. The attacker can not inject
false data to interfere with the transmission without knowing the authenti-
cation secret.
Spoofing attack: to protect the WSN from spoofing attacks, we have applied
SHA1 and latter SHA3 function at the data packet level. This makes it possi-
ble to check if the messages are altered or modified during their transmission.
DOS attacks: to fight against these attacks, we have defined a threshold,
if a sensor node receives a number of messages greater than the threshold
so it means the existence of a DOS attack. Thus, the node that detects the
presence of DOS in the network blocks all messages received and broadcasts
an alert to all nodes of the network.

6 Conclusion

The work, proposed by this paper, presents a complete and generic security
solution of the WSN. The originality of our approach is manifested by the bal-
ance between the resources use and the efficiency in terms of security; and that
through the combination of the security and the energy conservation themes
while being content to use only three encryption keys regardless of the network
density. This solution entails two main contributions namely: the implemen-
tation of an energy-secure MAC protocol and an effective system of intrusion
detection (IDS) and fight-protection-resistance against jamming attack. As well
as, the development of a cryptographic solution through the arrangement of the
AES encryption algorithm modified in CTR mode and a new key management
protocol entitled “ESKMS”. The simulation results showed the efficiency of our
security solution in terms of mobility rate (99%), loss packets rate, power con-
sumption, network overload control (2.45), the data freshness (reaches 40.79%)
and the PSR. On the other hand, the security analysis has proved the resistance
of our approach against attacks (eavesdropping, DOS, spoofing, etc.) threaten-
ing the WSN. Although our solution has shown its effectiveness and performance
against existing approaches, it can be enriched by adding multivariate cryptog-
raphy to our key management process.
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Abstract. After the KRACK (Key Reinstallation AttaCK) attack on
WPA2 (Wi-Fi Protected Access 2) in Fall 2017, the Wi-Fi Alliance
started developing WPA3 which was announced in Summer 2018. WPA3
is a certification that adds protection mechanisms to its predecessor
WPA2, such as dictionary attack resistance, management frame protec-
tion, and forward secrecy. In April 2019, researchers discovered a set of
vulnerabilities in WPA3. These vulnerabilities allow an attacker to per-
form different types of attacks, varying from denial of service to network-
password cracking. This has worried the community including organiza-
tions and device vendors who have already started implementing WPA3
on their devices. In this paper, we present three possible denial of service
attacks on WPA3. We start by presenting the WPA3-SAE (Simultane-
ous Authentication of Equals) mechanism. Then, we analyze the mech-
anism and show the existence of specification flaws in WPA3 protocol.
An attacker exploits these flaws to generate attacks on Wi-Fi availabil-
ity to deprive legitimate devices from connecting to WPA3 networks. We
experimentally show the feasibility of these attacks and propose possible
countermeasures to mitigate the attacks and direct device vendors to
better implement security in their future devices.

Keywords: Wi-Fi security · WPA3-SAE · WPA3 security · Wi-Fi
attacks

1 Introduction

Wi-Fi technology has provided a number of security mechanisms to guarantee
security services, i.e., authentication, confidentiality, integrity, and availability.
The first mechanism, ratified in 1999, was WEP (Wired Equivalent Privacy). It
applies the RC4 (Ron’s Code 4) stream cipher algorithm along with an encryp-
tion key and uses the CRC-32 (Cyclic redundancy check 32-bit) algorithm to
generate a code for data integrity. Few years later, WEP was completely bro-
ken. Serious vulnerabilities were found and the security of WEP became non-
sense [1–5]. The IEEE (Institute of Electrical and Electronics Engineers) started
proposing the 802.11i framework [6] which promised stronger security mecha-
nisms for authentication, encryption, and data integrity. Due to pressure from
the market, the Wi-Fi Alliance rashly (in April 2003) started certifying devices
c© Springer Nature Switzerland AG 2020
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based on a draft version of 802.11i under the name of WPA (Wi-Fi Protected
Access). WPA uses the TKIP (Temporal Key Integrity Protocol) encryption
that adopts RC4 with longer keys and the Michael algorithm for data integrity.
Finally, in June 2004, the final version implementing the 802.11i specification was
ratified under the name of WPA2 (Wi-Fi Protected Access 2). WPA2 uses the
CCMP (CTR with CBC-MAC Protocol) encryption mechanism that adopts AES
(Advanced Encryption Standard) for encryption and AES-CBC-MAC (Cipher
Bloc Chaining-Message Authentication Code) algorithm for data integrity.

Despite some security vulnerabilities, mostly related to denial of service
attacks [7–12], discovered on WPA2 during the last decade, the protection mech-
anism has provided an acceptable security level. The community has since then
believed that WPA2 is the most secure mechanism that is nowadays available
in the market. Nonetheless, in Fall 2017, researchers demonstrated an attack,
known as KRACK (Key Reinstallation AttaCK) [13], which has broken the
WPA2 secure-assumption. This has pushed the Wi-Fi Alliance to come up with
a new security mechanism called WPA3, which was then announced in Summer
2018. Thus far, a 7-page specification document on WPA3 is available on the
Wi-Fi Alliance website [14]. Device manufacturers are still implementing the
protocol to commercialize Wi-Fi devices that are WPA3-certified. This has not
prevented researchers from discovering a set of vulnerabilities, known as Drag-
onblood, in the WPA3 authentication protocol [15]. These vulnerabilities allow
an attacker to perform different types of attacks, varying from denial of service
to cracking the network password, using downgrading and side-channel attacks.
Also, as part of our research, we have reported other vulnerabilities on WPA3
that can be exploited to generate denial of service attacks on WPA3 [16].

WPA3 applies SAE (Simultaneous Authentication of Equals), also known as
Dragonfly [17], on top of the classical 4-way-handshake, for authentication and
key establishment. The SAE key establishment protocol uses elliptic curve cryp-
tography along with a Deffie-Hellman key exchange style and the shared network
password, to allow two communication parties to establish a shared key. This key
is known by PMK (Pairwise Master Key). It is employed further in the classi-
cal 4-way-handshake to derive other cryptographic keys, such as the encryption
and message integrity keys. Thus, the hardness of this protocol relies on the
difficulty of solving the ECDLP (Elliptic Curve Discrete Logarithm Problem)1.
Also, WPA3 requires the use of MFP (Management Frame Protection)2 mecha-
nism to protect Wi-Fi users from being victims to denial of service attacks that
are based on management frame spoofing, such as deauthentication attack [8].

In this paper, we present three potential connection deprivation attacks on
WPA3. We start by presenting the WPA3-SAE authentication mechanism. Then,

1 ECDLP is the problem of finding a scalar n given two elliptic points P ∈ ξ(Fp) and
Q ∈ ξ(Fp) such that Q is the product of the scalar n by the point P (Q = n.P ),
where ξ is an elliptic curve defined over a finite field Fp and p = qm (q is prime) [18].

2 MFP (Management Frame Protection) was introduced as part of the IEEE 802.11w
amendment to add protection to management frames that are originally not authen-
ticated and hence can be easily spoofed for denial of service attacks.



166 K. Lounis and M. Zulkernine

we analyze the mechanism and show the existence of specification flaws. An
attacker can exploit these flaws to generate attacks on Wi-Fi availability and
deprive legitimate Wi-Fi devices from connecting to WPA3 networks. We demon-
strate the feasibility of these attacks and propose possible countermeasures to
mitigate them.

The remainder of the paper is organized as follows: Sect. 2 presents WPA3
and its authentication mechanism. In Sect. 3, we present three possible attacks
that abuse WPA3 authentication to deprive Wi-Fi users from connecting to
WPA3 Wi-Fi networks. We show their practical feasibility and discuss possible
countermeasures to mitigate them. Finally, Sect. 4 concludes the paper.

2 WPA3 Authentication Phases

WPA3 allows three possible operational modes. WPA3-SAE (Wi-Fi Protected
Access-Simultaneous Authentication of Equals) is used when Wi-Fi devices only
support WPA3. WPA3-SAE transition, also known as mixed mode, allows Wi-
Fi devices that only support WPA2 to connect to a WPA3 network. WPA3-
Enterprise 192-bit is used in sensitive enterprise environments, such as govern-
ment and industrial networks. In the remaining part of this paper, we consider
the WPA3-SAE and WPA3-SAE transition modes. In the following paragraphs,
we present how authentication is performed in WPA3-SAE.

The WPA3 authentication consists of three phases: (1) The SAE (Simulta-
neous Authentication of Equals) handshake. (2) The association phase. (3) The
4-way handshake phase, as illustrated in the MSC3 of Fig. 1. The first phase
is also known as Dragonfly. It consists of four messages in which the suppli-
cant4 and the access point (authenticator) use the shared network password to
derive the shared key PMK (Pairwise Master Key). This phase is illustrated
with much details in the MSC(see footnote 3) of Fig. 2 and discussed in the next
paragraph. The second phase consists of two messages, where the supplicant
sends an association request and the access point replies back by an association
response. During this phase, the supplicant indicates in the association request
which security parameters (i.e., authentication, encryption, and authentication
key management algorithms) it wishes to use. The access point confirms or rejects
the parameters in the association response message. Finally, in the last phase,
both parties use the previously derived PMK key to execute the classical 4-way
handshake to derive and install the PTK (Pairwise Transient Key), which is the
session key.

3 MSC (Message Sequence Chart) is a graphical language for the description of the
interaction between different components of a system. This language is standardized
by the ITU (International Telecommunication Union).

4 In 802.1X terminology, Wi-Fi users are called supplicants. They authenticate them-
selves to the access point, which is known by the authenticator. In the rest of the
paper, we use the term Wi-Fi supplicant and Wi-Fi user interchangeably. We also
use the term Wi-Fi access point and Wi-Fi authenticator interchangeably.
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During the SAE-handshake phase shown in Fig. 2 (Phase 1 in Fig. 1), both
parties, i.e., the supplicant and the access point, agree on a cryptographic
domain, ECP (Elliptic Curve groups) or MODP (Modular Exponential groups).
Depending on the cryptographic domain, they use the shared network password
along with a hash-to curve or hash-to-group algorithm to transform the pass-
word into an elliptic curve point P (when ECP is used) or into a multiplicative
group modulo a prime element (when MODP is used). In both cases, the output
is denoted by PWE (PassWord Element). In the remaining part of this paper, we
only consider the ECP domain for WPA3-SAE description and experimentation.

Considering the ECP domain, each party i ∈ {S,A} generates two random
values, randi and maski. These two random values are used to compute two
commit values, scali = (randi + maski) [r] and elemi = Inv(maski • PWE).
The value scali is a scalar, whereas elemi is an elliptic curve point which cor-
responds to the inverse (Inv) of the point that results from the elliptic point
multiplication ‘•’ of the scalar maski by the elliptic point PWE. Once com-
puted, each party sends to the other one an authentication message with an
authentication sequence number set to 0x00015. This message is also known as
the commit message and contains the tuple (scali, elemi).

Upon receiving the tuple, each party verifies whether the values of scali
and elemi are within the curve definition domain or not, i.e., scali ∈ [1, r[ and
elemi ∈ ξ(Fp), where r is the prime order of the generator G of the finite cyclic
group G that defines the addition operation in the elliptic curve ξ. The used
elliptic curve ξ is defined over the prime finite filed Fp of order p (large prime
number). Once verified, both parties compute a token tok. This token is the
result of applying a HMAC (Keyed-Hash Message Authentication Code) over
five concatenated elements (the concatenation is denoted by ‘|’ in Fig. 2). For
i, j ∈ {S,A} and i �= j, the first element is F (randi • (scalj • PWE � elemj)),
where F is a hash function and ‘�’ the elliptic curve point addition operator.
The second element is F (elemi), the third is the scalar scali ∈ [1, r[, the fourth
is F (elemj), and the fifth is the scalar scalj ∈ [1, r[. Each party i ∈ {S,A}
sends its token toki to the other party in an authentication message with an
authentication sequence number set to 0x0002(see footnote 5). This message is
also known as the commit message. Each party verifies the correct derivation
of the token by the other party. A token constitutes a proof of knowledge of
the password for a given party. If both tokens are validated, the SAE-handshake
succeeds and both parties use the value F (randi • (scalj • PWE � elemj))
as the shared PMK, which is used as a seed in the last phase to perform the
4-way-handshake.

5 In the IEEE 802.11 standard, the authentication sequence number indicates the type
of the authentication frame: 0x0001 is used to indicate an authentication request
frame, whereas 0x0002 is used to indicate an authentication response frame.
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Supplicant
S

Authenticator
A

Beacon (rsneA, . . . , capabilitiesA, ssidA, bssidA)A→Γ

Probe request (capabilitiesS , . . . , ssidA)S→Γ

Probe response (rsneA, . . . , capabilitiesA, ssidA, bssidA)A→S

Select rsneS ⊆ rsneA

Authentication (seq = 0x0001, . . . , group idS , scalS , elemS)S→A

Authentication (seq = 0x0001, . . . , group idS , scalA, elemA)A→S

Derive PMK Derive PMK
Authentication (seq = 0x0002, . . . , tokS)S→A

Authentication (seq = 0x0002, . . . , tokA)A→S

Phase 1

Association request (rsneS , . . . , capabilitiesS)S→A

Association response (status code, . . . , capabilitiesA)A→S

Phase 2

EAPoL msg1 (nonceA, . . .)S→A

Derive PTK
EAPoL msg2 (nonceS , rsneS , . . . ,MIC)A→S

Check rsneS & derive PTK
EAPoL msg3 (GTK, rsneA, . . . ,MIC)S→A

Check rsneA
EAPoL msg4 (MIC, . . .)A→S

Install PTK Install PTK

Phase 3

Fig. 1. WPA3-SAE authentication mechanism, where Phase 1 is the SAE-handshake
phase, Phase 2 is the association phase, and Phase 3 is the WPA2-4-way-handshake
phase. The notation Mx→y indicates a message M sent from x to y. Also, Ex indicates
an element E that is generated by x ∈ {S, A}. For y = Γ, the destination is set to the
broadcast MAC address (i.e., FF:FF:FF:FF:FF:FF).

3 Connection Deprivation Attacks on WPA3-SAE

In the following subsections, we present three connection deprivation attacks on
WPA3: (1) Attack on the 4-way-handshake downgrade protection. (2) Attack on
SAE-handshake commit values. (3) Attack on the group/curve negotiation. The
three attacks exploit specification flaws in the WPA3-SAE handshake to deprive
Wi-Fi supplicants from connecting and joining WPA3 networks. We describe
each attack individually, show its practical implementation, and provide coun-
termeasures as well. As the same countermeasure can be applied to mitigate the
three attacks, we discuss the countermeasure in Subsect. 3.5. First, we describe
the environment used to generate all three attacks as follows.
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Supplicant
S

Authenticator
A

Pick randS & maskS Pick randA & maskA

Compute scalS & elemS

Authentication (seq = 0x0001, . . . , group idS , scalS , elemS)S→A

Compute scalA & elemA

Authentication (seq = 0x0001, . . . , group idA, scalA, elemA)A→S

Commit

Compute tokS Compute tokA

Authentication (seq = 0x0002, . . . , tokS)S→A

Verify tokS
Authentication (seq = 0x0002, . . . , tokA)A→S

Verify tokA

Confirm

scali = (randi +maski) [r] and elemi = Inv(maski • PWE),
toki = H(F (randi • (scali • PWE elemi)) | F (elemj) | scalej | F (elemi) | scali),
where i, j ∈ {S,A} and i = j.

Fig. 2. Simultaneous Authentication of Equals Handshake, also known as Dragonfly.
The notation Mx→y indicates a message M sent from x to y. Also, Ex indicates an
element E that is generated by x ∈ {S, A}.

3.1 Attack Environment

To put the previous attacks into practice, we have used two Raspberry Pis B3+
and one laptop. The first Raspberry Pi runs hostapd-2.7 6 Linux utility (on Rasp-
bian OS) to emulate a WPA3-SAE access point. The second Raspberry Pi runs
wpa supplicant-2.7 7 Linux utility (on Ubuntu MATE) to emulate a WPA3-SAE
supplicant. The access point is configured to use WPA3 with SAE key man-
agement algorithm and AES-CCMP for encryption. It operates on channel 6
with an SSID set to QRST WPA3. We have also augmented the two Raspberry
Pis with a Wi-Fi interface (ODROID Wi-Fi Module 4) as the built in Wi-Fi
network card does not support the WPA3-SAE as well as the monitor mode.
We have also configured the supplicant with the correct network settings to be
able to connect to the access point. We have run the access point and then run
the supplicant which successfully got authenticated and associated to the access
point. As the Wi-Fi network interfaces that were in our possession do not sup-
port MFP (Management Frame Protection), we have not enabled this option.
Although MFP is mandatory in WPA3, enabling or disabling it does not affect
6 hostapd-2.7 is an open source package that allows to emulate access points on a

computer. The version 2.7 supports the use of WPA3-PSK authentication protocol.
It can be downloaded from https://w1.fi/releases/hostapd-2.7.tar.gz.

7 wpa supplicant-2.7 is an open source package that allows to implement Wi-Fi sup-
plicant on a computer. The version 2.7 supports the use of WPA3-PSK. It can be
downloaded from https://w1.fi/releases/wpa supplicant-2.7.tar.gz.

https://w1.fi/releases/hostapd-2.7.tar.gz
https://w1.fi/releases/wpa_supplicant-2.7.tar.gz
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Supplicant
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X

Authenticator
A

Beacon (rsneA, . . . , ssidA, bssidA)A→ΓBeacon (rsneA, . . . , ssidA, bssidA)A→Γ

Beacon (rsneX , . . . , ssidA = ∅, bssidA)A→Γ

Probe request (capabilitiesS , . . .)S→Γ Probe request (capabilitiesS , . . .)S→Γ

Probe response (rsneA, . . .)A→SProbe response (rsneA, . . .)A→S

Probe response (rsneX , . . .)A→S

Select rsneS ⊆ rsneX

Authentication (seq = 0x0001, . . .)S→A Authentication (seq = 0x0001, . . .)S→A

Authentication (seq = 0x0002, . . .)A→SAuthentication (seq = 0x0002, . . .)A→S

Association request (rsneS , . . .)S→A Association request (rsneS , . . .)S→A

Association response (status = 0x0)A→SAssociation response (status = 0x0)A→S

EAPoL msg1 (nonceA, . . .)A→SEAPoL msg1 (nonceA, . . .)A→S

EAPoL msg2 (nonceS , rsneS , . . .)S→A EAPoL msg2 (nonceS , rsneS , . . .)S→A

Find rsneS ⊂ rsneA

EAPoL msg3 (rsneA, . . .)A→SEAPoL msg3 (rsneA, . . .)A→S

Find rsneA = rsneX

Abort

Fig. 3. Man-in-the-middle attack on WPA3-SAE downgrade protection. The notation
Mx→y indicates a message M sent from x to y. Also, Ex indicates an element E that
is generated by x ∈ {S, A}. For y = Γ, the destination is set to the broadcast MAC
address (i.e., FF:FF:FF:FF:FF:FF).

the discussed attacks. In fact, it is infeasible to protect the management frames
that are sent before the 4-way handshake (those are sent prior key establishment)
and hence the discussed attacks are still feasible. Finally, the attacker uses the
laptop (HP Probook 6560b) that runs hostapd-2.7 on Linux (Ubuntu 16.04 LTS)
to emulate an evil twin of the legitimate access point. We have set the attacker’s
security mechanism to be WPA2-PSK or WPA3-SAE depending on the attack
scenario and set its SSID to be QRST WPA3 and hidden. This allows the attacker
to be as passive as possible. In fact, only one SSID=QRST WPA3 will appear on
the supplicant’s device screen when scanning for Wi-Fi networks.

3.2 Attack on the 4-Way Handshake Downgrade Protection

Observation. In a Wi-Fi network that adopts the infrastructure mode, the
access point periodically broadcasts management frames called beacons. These
beacons reveal information about the network settings, such as synchronization
information, BSSID (Basic Service Set IDentifier), SSID (Service Set IDentifier),
and security information. The security information are revealed in an elementary
structure called RSNE (Robust Security Network Element), which informs Wi-
Fi supplicants that are interested in connecting to the network, about the sup-
ported security mechanisms (in a cipher-suite). The cipher-suite indicates which
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authentication, encryption, and authentication key management algorithms are
supported by the access point. Wi-Fi supplicants can then choose the highest
security mechanism that they can support from the received cipher-suite.

In the WPA3 authentication, the supplicant and the access point go through
three phases as illustrated in the MSC(see footnote 3) of Fig. 1. Specifically, dur-
ing the 4-way-handshake, both the supplicant and access point verify whether
the RSNE that the other party wishes to use is still the same and has not been
modified by a third party. The access point checks whether the rsneS of the
supplicant is supported. The supplicant however, checks whether the indicated
RSNE in the beacon frames and probe responses (i.e., rsneA) is still the same.
If the supplicant detects an RSNE mismatch, it passively aborts the handshake.
In case of the access point, the latter sends a rejection message that could be
a deauthentication frame. In a nutshell, this prevents an attacker from spoofing
beacon or probe response frames and announcing weaker RSNE to trick suppli-
cants into choosing a weaker cipher-suite rather than a more secure one [11].

Attack Generation. An attacker exploits this abortion behavior and sets up
a MITM (Man In The Middle) attack as illustrated in the MSC(see footnote
3) of Fig. 3. By spoofing the legitimate access point and broadcasting beacon
frames that announce weaker cipher-suite, such as WPA2-PSK (rsneX in Fig. 3)
instead of WPA3-SAE (rsneA in Fig. 3). The supplicant may choose WPA2-PSK
over WPA3-SAE and start the authentication with the legitimate access point.
At this point, the attacker stays idle and watches the scene. The supplicant will
detect that the access point is actually supporting WPA3 in addition to WPA2
when it receives the third message of the 4-way handshake (viz., last message
in Fig. 3). The supplicant detects a mismatch and aborts the connection. The
attacker repeats this scenario again and again to deprive the supplicant from
connecting to the Wi-Fi network. The attacker just has to send beacon frames
at a higher rate8 and rapidly reply to supplicant’s probe requests.

To experiment the attack on the 4-way-handshake downgrade protection, we
have configured the WPA3 supplicant in a way so that it can connect to WPA2-
PSK or WPA3-SAE access points. We have configured the attacker access point
to behave as an evil twin of the legitimate access point but using WPA2-PSK
instead of WPA3-SAE. We have started both access points and then executed
the supplicant. We have observed (using Wireshark) that the supplicant has cho-
sen to operate the WPA2-PSK instead of WPA3-SAE. In fact, after receiving
probe responses from both access points (indicating the supported cipher-suite in
the RSNE), the supplicant has replied back by sending an authentication frame
(seq=0x0001) indicating the authentication algorithm 0x0, i.e., Open System,
to be used. Interestingly, both access points have replied with an authentication
frame (seq=0x0002). The supplicant has proceeded by sending an association
request in which it has indicated the selected RSNE (i.e., WPA-PSK-CCMP).
The legitimate access point replied first by sending an association response indi-
cating a rejection message with a status code 0x002b. This code carries the
8 Typically, beacons are sent every 100 time units (beacon interval), where a time unit

is 1.024 ms. The attacker can change the beacon interval to be 15 instead of 100.
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message “Invalid AKMP”, which indicates invalid authentication key manage-
ment protocol. The supplicant has also received the association response from
the attacker (with success massage 0x0000), but it was ignored as the supplicant
has already aborted the authentication right after the rejection. We can see that
an attacker can easily trick a supplicant into choosing WPA2-PSK instead of
WPA3-SAE, which is the first goal in this attack. We were able to repeat this
attack scenario and deprive the legitimate supplicant from connecting to the
right access point. Even if the legitimate access point was configured to adver-
tise the capability of operating both WPA2-PSK and WPA3-SAE (which is not
possible in hostapd-2.7 ), the authentication would have happened through the
Open System authentication. Then, during the 4-way-handshake, in particular,
after receiving the third EAPoL9 message, the supplicant would have aborted
the authentication due to RSNE mismatch and have had restarted the authen-
tication again.

3.3 Attack on WPA3-SAE’s Commit Values

Observation. As described in Sect. 2, the WPA3-SAE handshake runs through
two subphases (viz., Fig. 2): commit and confirm. Specifically, during the first
subphase both the supplicant and the authenticator generate a tuple (scali,
elemi) and send it to the other party using a commit message (an authentication
message with seq=0x0001). Each party i ∈ {S,A} verifies whether the tuple
(scalj �=i, elemj �=i) contains values that are within a predefined range. If one of
the parties finds out that the received tuple is out of the predefined range, i.e.,
scalj �=i /∈ [1, r[ or elemj �=i /∈ ξ(Fp), the handshake is aborted.

Attack Generation. An attacker exploits this value-range checking operation
to cause a denial of service on the supplicant. When the supplicant sends its first
commit message (containing commit values scalS and elemS), the attacker in a
race condition with the legitimate authenticator, replies with a rejection message
as if the generated commit values (scalS and elemS) were out of the range. The
attacker just has to spoof the authenticator and reply first to the supplicant with
a crafted commit message that carries an “out of range” error information. The
supplicant receives the latter message and aborts the handshake as illustrated
in the MSC(see footnote 3) of Fig. 4 (consider m2 = m4 and error code1 to be
“Invalid commit values”). The attacker performs this injection repeatedly, at
specific instants of time, and prevents legitimate supplicants from connecting to
the network.

To implement this attack, we have modified the source code of hostapd-2.7 10

in such as way so that the attacker’s access point replies to the supplicant’s
commit message with a commit message that contains the rejection status code
0x0001 (stating “Unspecified failure”). Next, we have run the two access points
followed by the supplicant. We have observed that the supplicant has sent its
9 EAPoL (Extensible Authentication Protocol over LAN) is a network protocol used

in 802.1X for authentication. It uses EAP protocol over Ethernet.
10 We have modified the code located in /hostapd-2.7/src/ap/ieee802 11.c.
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commit message and then received a first commit message from the attacker
access point. As the message contained the rejection message, the supplicant
has straightforwardly aborted the authentication. Although it has received the
second commit message from the legitimate access point, the latter message
got ignored. The legitimate access point has re-transmitted the commit message
many times before aborting the authentication process.

Supplicant
S

Attacker
X

Authenticator
A

m1 m1

m2

Abort
m3m3

Ignore (m3)n
Lost

If (m2 = m4) then Generate
new scalS and elemS Else if
(m2 = m5) then Choose an-
other group idS .

Abort

Commit

m1 = Authentication (seq = 0x0001, . . . , group idS , scalS , elemtS)S→A,
m3 = Authentication (seq = 0x0001, . . . , group idA, scalA, elemtA)A→S ,
m4 = Authentication (seq = 0x0001, . . . , status = “error code1”)A→S ,
m5 = Authentication (seq = 0x0001, . . . , status = “error code2”)A→S .

Fig. 4. Man-in-the-middle attack on WPA3-SAE commit subphase: in the case where
m2 = m4, this MSC depicts the commit values attack. Otherwise, when m2 = m5

this MSC depicts the group/curve negotiation attack. The notation Mx→y indicates
a message M sent from x to y. Also, Ex indicates an element E that is generated by
x ∈ {S, A} and (mv∈N)n a message mv∈N sent n ∈ N times.

3.4 Attack on WPA3-SAE’s Group/Curve Negotiation

Observation. During the SAE handshake, the supplicant sends to the authen-
ticator a commit message indicating which elliptic curve or multiplicative group
(denoted by group idS) it wishes to use along with the tuple (scalS , elemS). If
the authenticator does not support the desired elliptic curve or multiplicative
group, it sends a commit message to the supplicant to inform it that the access
point does not support the desired multiplicative group or elliptic curve group.

Attack Generation. The attacker exploits this protocol behavior and sets up
a MITM attack between the supplicant and the authenticator. It waits for a
supplicant to send a commit message and quickly replies with a forged commit
message informing the supplicant that the authenticator does not support the
desired group idS before the supplicant receives the commit message from the
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legitimate authenticator. The attacker repeats this attack each time the suppli-
cant proposes whatever cryptographic option and prevents the supplicant from
connecting to the network as illustrated in the MSC(see footnote 3) of Fig. 4 (con-
sider m2 = m5 and error code2 to be “Unsupported Deffie-Hellman-group”).

To implement this attack, we have modified the same file (i.e., ieee802 11.c)
in such a way so that the attacker’s access point replies to commit messages with
a rejection message that contains the status code 0x004d (stating “Authentica-
tion is rejected because the offered finite cyclic group is not supported”). We
have run the attack and have observed that each time the supplicant tried to
initiate the authentication, it receives the rejection message from the attacker’s
access point first. We have run this attack during 30 min and have observed that
the supplicant has performed 23 authentication attempts and all of them failed.
The supplicant has tried to authenticate using the ECP finite cyclic groups 19,
20, 21, 25, and 26 (then repeating from 19) and have failed in each of them due to
the attack. In this way, we have successfully managed to deprive the supplicant
from getting connected to the right access point.

3.5 Countermeasure

The three attacks discussed in Subsects. 3.2, 3.3 and 3.4 have a common vul-
nerability nature, which consists of foolishly replying back to messages upon
their reception. In the attack on the 4-way-handshake downgrade protection
(discussed in Subsect. 3.2), the supplicant has received a probe response from
the attacker and then has taken a straight decision to apply the security mech-
anism that the attacker proposes based on the information contained inside the
received message (i.e., RSNE in probe response) and the supplicant’s local net-
work configurations. In the case of the attack on the commit values (discussed in
Subsect. 3.3) and the attack on the group/curve negotiation (discussed in Sub-
sect. 3.4), the supplicant has taken the decision to abort the handshake upon
the reception of the first “rejection” message. Overall, the behavior taken by the
supplicant is coherent with the specification. However, we believe that future
supplicants should be smarter. Instead of taking a decision based on one mes-
sage, supplicants should take a decision based on a group of quasi-similar mes-
sages. Therefore, to mitigate the previous three attacks, the supplicants should
be implemented in such a way so that they do not take a decision and reply
upon the reception of the first probe, authentication, or association response.
The supplicant would take a longer time than usual but with a guarantee of not
being fooled. In this way, we can prevent these attacks from occurring in future
Wi-Fi networks that will be supporting WPA3.

4 Conclusion

The WPA3 has been recently announced as the next generation of Wi-Fi secu-
rity. This new security standard promises higher security and aims to completely
replace the WPA2 mechanism. In April 2019, WPA3 has been shown to contain
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some vulnerabilities that could affect the availability of the Wi-Fi network and
the security of the whole network by cracking the network password. In this
paper, we have analyzed the WPA3-SAE authentication protocol and presented
three possible attacks. These attacks aim to affect Wi-Fi network availability
by depriving legitimate users from connecting to the network. We have shown
the practical feasibility of these attacks and proposed countermeasures to miti-
gate the attacks. We claim that if the next generation access points (i.e., those
implementing WPA3) do not apply the countermeasures and follow the recom-
mendations, the presented attacks will still be possible.
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Abstract. The Internet constitutes actually one of the main communication
platforms for cybercriminals and terrorists to exchange secret messages and
hidden information. The use of clear or non-encrypted network traffic to com-
municate over the Internet allows steganalysis process and surveillance agencies
to easily identify the presence of secret messages and hidden information, and
classify the involved entities as potential cyber criminals or terrorists. However,
covert channels can be an efficient and remedial communication solution for
cybercriminals and terrorists to exchanged secret messages and hidden infor-
mation. In fact, most covert channels attempt to send clear and non- encrypted
messages embedded in the fields of network packets in order to offer robust
communication channels against steganalysis. Nevertheless, covert channels are
an immense cause of security concern and are classified as a serious threat
because they can be used to pass malicious messages. This explains why
detection and elimination of covert channels are considered a big issue that faces
security systems and needs to be addressed. In this paper, a novel approach for
detecting a particular type of covert channels is discussed. The covert channel
uses the IP Record route option header in network IP packets to send secret
messages and hidden information. The paper demonstrates that this type of
covert channels is not robust enough against steganalysis. The proposed
detection approach is based on the IP Loose source route option header. Con-
ducted experiments show that the proposed approach is simple and straight-
forward to implement and can contribute to identifying malicious online
activities of cyber criminals and terrorists.

Keywords: Cyber terrorism � Covert channel � IP header option �
Steganalysis � Covert channel detection

1 Introduction

The emergence and proliferation of the Internet served criminals and terrorists not only
to polarize new members but also to flourish their malicious cyber activities in the
virtual space. In fact, the rapid development of computer networks has led cyber
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criminals and terrorists to find new ways to leak or steal confidential information, and
exchange secret messages without being detected. A covert channel is a possible and
good opportunity to do this. A covert channel is a communication channel that permits
the transfer of hidden information and the exchange of secret messages between entities
on the Internet in an undetectable manner [1].

Nowadays, network covert channels in which covert information can be encoded
into network protocols are the most popular covert channel types [2]. In fact, covert
channels in network protocols look similar to steganography techniques. Both use a
carrier to send a covert message, although the nature of the carrier is different. In the case
of steganography techniques, information is hidden in a carrier such as an image, video,
text, sound, etc., known as an unstructured carrier. In the network covert channel, a
network protocol is used as a carrier; this is known as a structured carrier [3, 4].

Covert channels are an immense cause of security concern because they can be
used to pass malicious messages [5]. The messages could be in the form of computer
viruses, spy programs, terrorist messages, etc. A covert channel is classified as a serious
threat when combined with such malicious activities. This explains why detection and
elimination of covert channels are considered a big issue that faces security systems,
and need to be addressed [6]. Commonly, it is known that covert channels cannot be
fully eliminated [7, 8]. But there is a possibility that they could be reduced through
careful analysis and design [5].

As covert techniques are still new, further work and research need to be done
regarding detection, prevention, and elimination. Barroso and Santos [9] discussed the
art of covert techniques in network protocol packets. They addressed the fact that new
protocols continue to burst, so new covert techniques will continue to grow accord-
ingly. Therefore, data confidentiality may be at risk. Moreover, Barroso and Santos
pointed out the importance of developing security techniques that are capable of
analyzing network traffic and presenting effective mechanisms to fight against unau-
thorized data transmissions [9].

The TCP/IP suite is widely used by most Internet applications. It represents the
biggest communication channel for overt communications. Numerous methods were
developed for covert transmission using TCP/IP headers, and, accordingly, many
detection methods have been developed to detect such threats [10]. This paper proposes
a novel mechanism to detect a particular type of network covert channels that uses the
IP Record route option header in network packets. The proposed mechanism is based
on the IP Loose source routing option header. The paper demonstrates clearly that
covert channels that use the IP Record route option header are not robust enough
against steganalysis. Conducted experiments show that the proposed mechanism is
simple and straightforward to implement. The mechanism can be used by surveillance
and intelligence agents to identifying cybercriminals and terrorists, that are exchanging
malicious messages using IP Record route option header-based covert channels.

The paper is organized as follows: Sect. 2 presents a brief background about the IP
Record route option and the IP Loose source route option headers in IP packets, in
order to introduce the terms used in this paper and lay the groundwork for what
follows. Section 3 discusses related works on covert channels countermeasures. Sec-
tion 4 presents the principle of IP Record route option header-based covert channel.
Section 5 discusses the proposed mechanism for detecting IP Record route option

178 F. Saidi et al.



header-based covert channel. Section 6 describes the conducted experiments regarding
the implementation of the proposed mechanism. Section 7 concludes the paper.

2 Background

In order to introduce the terms used in this paper and lay the groundwork for what
follows, we will briefly explore the main fields and options in the IP protocol header
[11]. The IP protocol is the most commonly used protocol in the network layer today,
and is used for almost all traffic moving across the Internet. Upon receiving a TCP,
UDP or ICMP packet, the IP protocol generates an IP header, which includes the fields
shown in Fig. 1. Then, the IP header is added to the front of the TCP, UDP or ICMP
packet to create the resulting IP packet, which will be used to carry the entire packet’s
contents (IP header, TCP/UDP/ICMP header, and application-level data) across the
network.

An IP header without the Option field has a length of 20 bytes. However, an IP
header with the Option filed may have a length of up to 60 bytes. It is important to
indicate that most IP packets do not use the Option field. Therefore, in most cases, a
covert channel can use the unused 40 bytes of the Option field in an IP header to insert
hidden information and secret messages.

2.1 The Fields of the IP Header Option

The IP Option field is not required in every IP datagram. Options are included primarily
for network testing or debugging. Figure 2 shows the structure of the IP header option.
The field Code indicates the type of the option in the IP header. The field Length
indicates the size of the field Option. The Pointer field plays a particular function,
depending on the type of the option. The four most used IP header options are:

Fig. 1. The IP header structure
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• Record routing: used to trace a route.
• Loose source routing: used to route a datagram along a partial specific path.
• Strict source routing: used to route a datagram along a strict specified path.
• Internet timestamp: used to record timestamps along a route.

For the proposed covert channel in this paper, we are only interested with the IP
Record route and IP Loose source route options.

2.2 The IP Record Route Option Header

The IP Record route option header allows the source host to create an empty list of IP
addresses and arrange for each router that handles the datagram to add its IP address to
the list. Figure 3 shows the format of the IP Record route option. The Code field is set
to the value 7. The Length field specifies the total length of the IP Record route option,
including the first three bytes. The Pointer field specifies the offset within the IP Record
route option of the next available slot. That is, it specifies the position in the IP Record
route option where the next gateway can insert its IP address.

Whenever a router handles an IP datagram that has the IP Record route option set,
the router adds its IP address to the record route list. It is clear that enough space must
be allocated in the IP Record route option by the original source host to hold all the IP
addresses of the routers. To add its IP address to the list, a router first compares the
values in the Pointer and Length fields. If the value in the Pointer field is greater than
the value in the Length field, this means that the list is full, the router then forwards the
IP datagram without inserting its IP address. If the list is not full, the router inserts its 4-
bytes IP address at the position specified by the Pointer field, then increments the
Pointer by four. When the IP datagram reaches its destination, the destination host
extracts and processes the record route list of IP addresses.

Fig. 2. The IP header option structure

Fig. 3. The format of the IP Record route option header
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2.3 The IP Loose Source Route Option Header

The IP Loose source route option allows one to partially specify a collection of routers
that the packet must traverse before reaching the destination. That is, IP Loose source
routing option partially specifies the route the packet takes through the network. Hence,
IP Loose source route option provides a means for the source of an IP datagram to
supply routing information to be used by the routers in forwarding the datagram to the
destination.

Figure 4 shows the format of the IP Loose source route option. The Code field is set
to the value 3. The Length field specifies the total length of the IP Loose source route
option, including the first three bytes. The Pointer field specifies the offset within the IP
Loose source route option of the next router’s IP address. That is, it specifies the
position in the IP Loose source route option where the next destination router’s IP
address can be extracted to route the IP datagram. Hence, IP Loose source route option
field contains a pointer field and a list of IP addresses indicating the routers’ IP
addresses to be used for transit. Practically, the destination IP address in an IP datagram
is replaced by the next router’s IP address in the IP Loose source routing list. Also, the
Pointer field is updated to the next router’s IP address.

3 Related Work on Covert Channel Countermeasures

In [4], Zander et al. provided a comprehensive survey on countermeasures against
common covert channels. Countermeasures include mainly methods for detecting,
eliminating, and limiting the capacity of covert channels [4]. Other research works
proposed countermeasures for specific types of covert channels [6, 12–18].

To apply countermeasures, Zander et al. [4] proposed first identifying the covert
channel that is being used and then applying a specific countermeasure. This indicates
that a particular countermeasure can be applied after the identification of a potential
covert channel. In fact, there are two causes of covert channels [4]: design oversights
and weaknesses inherent in the system design. While covert channels caused by
oversights may be corrected once discovered, those intrinsic to the system can never be
removed without redesigning the system. Therefore, ideally covert channels should be
identified and removed during the design phase.

If a covert channel was not removed in the design phase, the next best option is to
eliminate its possible use. However, covert channels cannot all be completely eliminated
as indicated in [4]. If a channel cannot be eliminated, its capacity should be reduced.
Limiting the channel capacity is often problematic, because it means slowing down

Fig. 4. The format of the IP Loose source route option header in an IP datagram
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system mechanisms or introducing noise, which both limit the performance of the
system. Any covert channels that cannot be removed should be audited. Auditing acts as
deterrence to possible users of the channel. Covert channels with capacities too low to be
significant or that cannot be audited should at least be documented (e.g., in the protocol
specification) so that everybody is aware of their existence and potential threat.

In summary, the countermeasures can be grouped into four categories [4]:

(a) Eliminating the covert channel (i.e. normalizing protocol headers)
(b) Limiting the covert channel bandwidth (i.e. random traffic padding technique)
(c) Auditing the covert channel (requires reliable passive warden as a detector)
(d) Documenting the covert channel.

Most of the proposed detection approaches depend on the recognition of non-
standard or abnormal behavior [4, 6, 12–18]. Typically, the warden knows the normal
traffic behavior in a certain network, so it can easily detect the abnormal behavior that is
caused by covert communication. However, if the normal traffic includes considerable
variations, then these approaches will fail to detect covert traffic. Moreover, any covert
traffic that looks similar to normal traffic will be hard to detect. The depth of knowledge
about covert channel techniques is a key to developing countermeasures. Due to the
rapid development of computer network communication technology, and its complex
nature, it is illogical to look for full elimination of all potential covert channels or to
prove their nonexistence. Instead some methods have been developed to detect or
eliminate different types of covert channels [6, 12–18]. Other methods attempted to
lower or degrade the bandwidth of potential covert channels [4]. But, in those cases, a
balance should be maintained to keep the overt channel intact and effective while trying
to degrade the covert bandwidth. Some common methods for bandwidth reduction or
capacity reduction are: introducing noise, setting a fixed size for network packet length,
limiting the host to host connections and inserting dummy packets [9].

In [6, 12–18], recent and relevant work on covert channels detection and mitigation
techniques along with their achievements and limitations are surveyed and discussed.
In addition, the focus is on covert channel capacity reduction as one of the common
mitigation techniques. Among all proposed countermeasures in the literature, there are
research works that proposed countermeasures against IP Record route option header-
based covert channels [19].

4 The Principle of IP Record Route Option Header-Based
Covert Channel

Many network protocols support extension of the standard header [11]. Usually there
are some predefined header extensions that allow transport of non- mandatory infor-
mation on demand, but many network protocols also allow header extensions to carry
data not foreseen in the original specification, thus extending the capabilities of the
protocols. Covert information can be encoded in existing or new header extensions. For
example, covert data can be masked as IP addresses in IP route record option headers
[4, 19]. Another approach is to use the presence or absence of optional header fields as
a covert channel.
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In [19], the proposed covert channel’s objective is to allow a source host to use the
available bytes in the IP record route option header to insert secret message, and at the
same time prevent any router (along the path to the destination host) from inserting its
IP address to keep the secret message intact. Figure 5 shows the structure of an IP
packet without, and with, the IP record route option [11]. When the IP header option
designates a record route, the Code and Pointer fields should be set to the standard
values 7 and 4, respectively. Also, the maximum value in the Length field should be 39
(Table 1). On its way to its destination, any packet with such an IP header option
would ask each router to insert its IP address in the 4-bytes field pointed by the Pointer
field (Fig. 6). Then, the value of the Pointer field in the IP header option is increased by
4. So, the next router would write its IP address in the next 4-bytes field in the IP
header option. However, if the value of the Pointer field becomes greater than the value
of the Length field, then no more routers can insert their IP addresses. Therefore, we
may establish a covert channel for sending secret messages if the initial value of the
Pointer field is greater than the value of the Length field (Fig. 7(a)), or just greater than
the length of the secret message (Fig. 7(b)).

Fig. 5. Structure of an example IP packet without and with the IP record route option header

Fig. 6. A standard IP record route option header
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If we set the initial value of the Pointer field greater than the value of the Length
field, then no router can insert its IP address. In this case, we can use all the 36 bytes of
the IP Record route option header to insert secret messages (Fig. 7(a)). However, if we
set the initial value of the Pointer field just greater than the length of the secret
message, then a number of routers can insert their IP addresses in the remaining bytes
of the IP Record route option header (Fig. 7(b)). In [19], this type of covert channels is
discussed in details.

4.1 Examples of ICMP Packets with IP Record Route Option Header

As an example of an ICMP ping packet carrying a secret message, the packet generator
of CommView sniffer tool [20] is used to build and send the packet with IP record route
option header. Figure 8 shows that the IP addresses of the source and destination hosts
are 172.16.16.3 and 172.16.16.20, respectively. In addition, the secret message inserted

Table 1. The standards values of the fields of the IP Record route header

Fields Value

Code 7
Maximum length 39
Pointer 4

Fig. 7. Examples of possible values of the Pointer field used for a covert channel
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in the Option field is: “This is a covert channel”, whose length is 24 bytes. Therefore,
the value of the Length field is 39 bytes. The value of the Pointer field is set to 28, in
order to force any router to add its IP address in the 4-bytes field following just the
secret message. Using CommView sniffer, the contents of the two IP record route
option headers in the packet sent to the destination host and in the packet received from
the source host are decoded. Figure 8 illustrates this and shows that the first router
(which is the destination host in our case) added its IP address just after the secret
message. This demonstrates that the manipulation of the value of the fields in the IP
record route option header, allows us to propose a covert channel.

5 Detection Approach Based on the IP Loose Source Route
Option Header

IP header record route option header-based covert channels allow malicious hosts to
insert secret messages instead of inserting valid router’s IP addresses. When using this
type of covert channel, most network traffic analyzers would assume that the IP record
route option header contains a valid list of router’s IP addresses. However, an advanced
steganalysis process may be able to notice that these router’s IP addresses are not valid
and consequently the involved hosts may have exchanged secret messages.

To identify whether or not the list of router’s IP addresses in the IP record route
option header is valid, the following sub-section discusses a detection mechanism
based on the use of the IP Loose source route option header.

5.1 Detection Technique’s Steps and Algorithm

We assume that an IP packet that is carrying a secret message and belonging to an IP
record route option header-based covert channel has been exchanged between two
cyber terrorist hosts (Terrorist Host 1 and Terrorist Host 2), as shown in Fig. 9. We
also assume that the IP packet traversed 4 routers (R1, R2, R3 and R4) with IP
addresses (IP_R1, IP_R2, IP_R3 and IP_R4), while in its route to the final destination,
as shown in Fig. 9.

Fig. 8. ICMP packets with IP record route option header captured by Ethereal sniffer
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The proposed technique consists into verifying if the collected path of routers (R1,
R2, R3 and R4) between the two hosts is valid or not. If it is valid, then the IP packet is
mostly not carrying secret messages and does not belong to a covert channel that is
using the IP record route option header to exchange secret messages. If it is not a valid
path, then the IP packet is most probably carrying secret messages in the IP record
route option header. The following algorithm depicts the proposed technique’s steps to
detect the validity of a given path of routers found in an IP record route option header.

5.1.1 Router Path Validity Process’s Steps
The proposed technique uses two testing hosts (T1 and T2), with IP addresses T1_IP
and T2_IP, respectively. The testing hosts will be used for conducting the aforemen-
tioned described router path validity process.

Step #1
• First, the testing host T1 generates an ICMP packet (Type = 8 and Code = 0) to

attempt to ping host T2. The ping packet has the IP Loose source route option
header set, as shown in Fig. 10. That is, the IP Loose source route option header
includes the IP addresses of the first couple of routers (R1 and R2) found in the
collected path of routers, as shown in Fig. 10. This specifies the partial route (i.e.,
R1 and R2) that the ping packet should take to reach its destination.

Fig. 9. Router path between Host 1 and Host 2

Fig. 10. Ping packet with the partial path (R1_IP and R2_IP) in the IP Loose source record
option header
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• After sending the ping packet, if the testing host T1 receives an ICMP reply
message (Type = 0 and Code = 0) from the testing host T2, then we can conclude
that the path between the two routers R1 and R2 is a valid path. Otherwise, this path
is invalid, and consequently a packet sent by the testing host T1 cannot traverse
firstly router R1 and then router R2 to reach the testing host T2. Hence, the collected
packet is most probably belonging to an IP record route option header-based covert
channel.

Step #2
• In case the first path (R1 and R2) is a valid path, the testing host T1 will generate a

new ICMP ping packet with IP loose route option header set with the next couple of
routers (i.e., R2 and R3) found in the collected list of routers. The same above path
validation process is applied, Fig. 11. This process stops if an invalid path is
detected, or all routers of the collected list were used. Hence, in the example shown
in Fig. 9, if the path of routers found in the IP record route option header is valid,
then the validation process is called three times using three couples of router IP
addresses, namely (R1, R2), (R2, R3) and (R3, R4).

It is important to mention that this router path validity process may use different
types of packets, such as UDP and TCP packets, since the ping traffic may be denied by
security devices, such as firewalls, routers and intrusion prevention systems (IPS).

Fig. 11. Ping packet with the partial path (R2_IP and R3_IP) in the IP Loose source record
option header
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5.1.2 Router Path Validity Process’s Algorithm
The pseudocode of the proposed router path validity process is illustrated as follows:

-------------------------------------------------------------------------------------------------
---------
Alog. 1:Validation of the router path found in the IP Record route option header

Input: Path /* A list containing the router’s IP addresses found in the IP Record 
route option header */

Var path_empty = false; /* A Boolean variable indicating if the list Path is empty 
or not */
Var IP_R1, IP_R2; /* Two variables containing the first two IP addresses found 
in the list Path*/

Var valid_path = true;/* A Boolean variable indicating if the list Path is valid or 
not */

Function extract_path(IP_R1, IP_R2, Path) /* A function that extracts the first 
two IP addresses found in the list Path, and return them as IP_R1 and IP_R2 */

Function validation_process(IP_R1, IP_R2) /* A function that return true if the 
path (IP1, IP2) is valid */

Function length_of_path(path) /* A function that returns the number of IP 
addresses in the list Path */

While (valid_path == true)
{
o If (path_empty == true)
o Then:

 exit;
o Else:

 Extract_path(IP_R1, IP_R2, Path);
 If (validation_process (IP_R1, IP_R2) == True)
 Then:

• Remove the first IP address (IP_R1) from the list Path;
• If (length_of_path (Path) == 1)

o Then:
 path_empty == true;
 exit;

 Else:
• valid_path = false;

} While End

Output:
If (valid_path == true)
• Then:

o Display message: ”Most probably, there is no IP Record route option 
header-based covert channel.”

• Else:
o Display message: ”Most probably, there is an IP Record route option 

header-based covert channel. 
----------------------------------------------------------------------------------------------------------
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6 Experiments

Experimentations conducted shows that the proposed mechanism is simple and
straightforward to implement and can be used by investigators and intelligence agents
to identify the presence of IP Record route option header-based covert channels. The
first experiment demonstrates the process of sending an example secret message to a
destination host using IP header Record routing option header-based covert channel.
The second experiment shows the detection process of this type of covert channel using
the proposed mechanism.

Figure 12 shows the network’s architecture used in the experiments. The network
has three routers (Cisco 2600 series) connected via serial interfaces, and a source host
(IP address: 1.1.1.2) and a destination host (IP address: 4.4.4.2).

Experiment #1: Covert Channel Packet Generation

Step 1: At the source host (1.1.1.2), using a CommView tool as a packet generator, an
IP packet is built (e.g., an ICMP ping packet) and the IP address of the destination host
(4.4.4.2) is added. Moreover, the secret message (‘Meet you in the Mall’) is inserted in
the IP record route option header of the packet, as shown in Fig. 13. The Code, Length
and Pointer fields of the IP Record route option header are set to 7, 28 and 28,
respectively (Fig. 13). Once the destination host receives the ping packet, the secret
message is easily extracted from the IP Record route option header.

Fig. 12. Network architecture
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Experiment #2: Router Path Validation Process

Step 2: We assume that the above exchanged ping packet has been captured by a
surveillance host. The exchanged packet includes in its IP record route option
header a list of IP addresses representing the routers traversed by the packet before
reaching its destination. To valid the list of router’s IP addresses extracted from the
ping packet’s IP record route option header, the surveillance host calls the above
proposed path validation algorithm. The algorithm will attempt to valid the first
partial path found in the list of router IP addresses. The first partial path is made of
the first couple of router IP addresses represented by the 8 bytes: “this is”. These
two router IP addresses are inserted in the IP Loose source route option header of a
ping packet, as shown in Fig. 14. Once this ping packet is sent, and since the
partial path is not valid, the destination host will not be able to receive the packet
and consequently the path is invalid. This allows concluding that the exchanged
packet belongs most probably to an IP Route record option header-based covert
channel.

Fig. 13. Generation of an IP packet carrying the secret message “This is a covert channel”
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7 Conclusion

Covert channels can be key communication channels for cyber criminals and terrorists
to exchange secret and malicious messages. There are many possibilities of creating
covert channels in computer network protocols, and the complete elimination of all
these channels seems quite challenging for security professionals. In fact, with the
evolution of network protocols technology and communication technology, it is diffi-
cult to maintain security policies or deterrence systems that could limit the rapid growth
of network covert channels and techniques. Also, it is illogical to look for full elimi-
nation of all potential covert channels or to prove their nonexistence. Hence, the need
for detection and mitigation mechanisms will remain important to assist intelligence
and surveillance agencies to identify and eliminated covert channels. Moreover, deep
knowledge of covert channel techniques is a key to developing covert channels
countermeasures.

This paper demonstrated that IP Record route option header-based covert channels
are not robust enough against steganalysis. Practically, the paper described a mecha-
nism based on the IP Loose source route option header to detect IP Record route option
header-based covert channels. Conducted experimentations showed that the proposed
mechanism is simple and straightforward to implement and can be used by investi-
gators and intelligence agents to identify this type of covert channels. Future research
could focus on developing a security framework that takes into consideration all or
most of the aforementioned observations in order to come up with sufficient security
solutions to enhance covert channels detectability, elimination and prevention.

Fig. 14. IP packet with Loose source routing option header to valid the first partial path
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Abstract. Cloud Computing is the most promising paradigm in recent
times. It offers on-demand services to individuals and industries. How-
ever, outsourcing sensitive data to entrusted Cloud servers impedes the
adoption of Cloud concept. Security presents the most important issue.
Consequently, Cloud service provider should implement fine grained
access control models. Ciphertext Policy Attribute Based Encryption
(CPABE) is considered as one of the most appropriate approach in Cloud
Computing environment. However, it suffers from revocation, data owner
overhead and computational cost limitations. In this work, we propose a
Revocable algorithm (R-CPABE). The main idea of this work is to divide
the original data after publishing in cloud server. In case of user revoca-
tion, one single slice is affected. Data owner need to retrieve, re-encrypt
and re-publish it. To confirm the safety of our solution, we provide a
security analysis. To evaluate its efficiency, a performance evaluation is
performed.

Keywords: Cloud Computing · Access control · CPABE ·
Revocation · Splitting

1 Introduction

Storage as a service is one of the most popular Cloud Computing services. It
offers on demand logical storage area accessible through Internet using multiple
devices and heterogeneous platforms. Despite its effectiveness, the use of cloud
storage is obstructed by many security issues such as network attack, untrusted
cloud provider, information leakage, loss of control over outsourced data... For
these reason, Cloud users want to encrypt and enforce self-authorization in their
private data before outsourcing it to cloud storage server through internet. As
far as the security is essentially a responsability of the Cloud provider, he is con-
cerned with improving data access. For this reason, the choice of access control
model remains a heavy and critical task. It represents one of the most important
layer in Cloud security architecture [1].
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The concept of Attribute Based Encryption (ABE) [2] is studied to fulfill
these requirements. ABE model presents one to many encryption access control
scheme. It introduces the concept of access structure and descriptive attributes
among users private key and ciphertext. We can distinguish between two vari-
ants Ciphertext Policy Attribute Based Encryption (CPABE) and Key Policy
Attribute Based Encryption (KPABE). In CPABE access structure is embedded
into ciphertext during encryption and private keys are labeled with descriptive
attributes. In KPABE, ciphertexts are branded by data owner with a set of
attributes while user’s private key is delivered based on access structure. KP-
ABE schemes are suitable for structured organizations with rules where autho-
rized user’s attributes are predefined. For these reason, it’s not obvious in case
of large-scale environment. In our work, we will use CPABE flavor defined in
2007 by Bethencourt et al. [3]. It protects not only the privacy of user’s data but
also the access policy. It ensures scalability, flexibility, collusion resistance and
fine grained access. Yet, this method suffer from some limitations namely dual
revocation(user and attribute revocation), Data Owner overhead (due to fre-
quent update of public parameter) and computational complexity. In literature,
many outstanding contributions have been found to resolve those challenges sep-
arately. Therefore, it is still an open challenge to design an efficient, secure and
fine-grained access control overcoming these issues.

In this paper, we propose a revocable access control scheme adapted to Cloud
Computing Environment. Contributions can be summarized as follows:

1. After publishing data, Data Owner (DO) splits the original file based on
splitting algorithm and (n, n)threshold scheme. These slices are regrouped
into static and dynamic data. One single slice will be selected randomly to
perform revocation. It is considered as dynamic data. Remaining slices will
construct together the static data.

2. Dynamic data is encrypted with 256-AES and the key K will be encrypted
with CPABE algorithm.

3. When a revocation occurs, DO retrieves the dynamic data and choose a new
random key. It performs re-encryption only in the selected slice. Static data
will not be affected.

The remainder of this paper is organized as follows. Section 2 provides an
overview of related schemes. Section 3 exposes the cryptographic used tools
and algorithms. In Sect. 4, we describe the proposed access control solution R-
CPABE. We defines scheme architecture, design goal and construction. Security
analysis is exposed in Sect. 5. We provide performance evaluation in Sect. 6. We
conclude the paper and discuss future work in Sect. 7.

2 Related Work

Ciphertext-Policy Attribute Based Encryption (CPABE) represents one to many
public key encryption in which data owners embed their policies into the access
structure [4].
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This scheme suffers from a high Data Owner computational overhead. He
should perform setup, key generation, encryption and revocation. In order to
resolve this problem, many solutions are proposed. In [5], authors use a trusted
root authority responsible of top-level domain authorities functioning. Using
a hierarchical model improve the DO overhead but suffer from key-collusion
attacks and require trust authorities. Eliminate a global coordinator presents
the proposed approach in [6]. It decentralizes key generation process and makes
it collusion resistant. These approaches increase remarkably data owner over-
head. Thereupon, we focus in our solution to alleviate the data owner overhead
by delegating heavy operations to Cloud server instead of using multi-attribute
authorities. When it comes to security features, they suffer from revocation
limitation.

Revocation presents the act of eliminating officially an agreement. This prob-
lem is one of the major brake of CPABE implementation in Cloud Computing.
Work in [7] present the first attempt to resolve revocation. It introduce expiration
time-frame for each attribute. As consequence, the date of encryption should
be less than the expiration date of an attribute. Nevertheless, the time-based
approach does not ensure forward secrecy and degrade the security of CPABE.
Flexible ciphertext-policy attribute-based proxy re-encryption (PRE) based on
two secret key was introduced in [8]. This concept use a semi-trusted server to re-
encrypt data. The limit of this approach lies in the fact that the PRE discipline
can be guessed based on launching different combination by supercomputer.
Proxy can represent a security breach. In [9] attribute revocation method consist
of re-encrypting both the key based on an update key in order to ensure forward
and backward secrecy. In [10], the length of a encryption key is fixed. Authors
assume that limiting and fixing the key length improve the system performance.
When it comes to large attribute encryption system, this solution suffer from
scalbility limitations (Table 1).

Table 1. Taxonomy of related works

Schemes Authority Attribute
universe

Revocation
type

Revocation
level

Forward
secrecy

Backward
secrecy

[6] Single Small Lazy Attribute x
√

[7] Single Large Complete Attribute x
√

[8] Single Small Lazy Attribute
√ √

[9] Single Small Lazy User x
√

Our Single Large Complete Dual
√ √

After studying different related works, some of them deals with the problem
of attribute revocation (update of user attribute) others work in user revocation
(definitive withdrawal of a user). Revocation can be performed directly or indi-
rectly. In Direct revocation, DO need to issue an update key for non-revoked
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user periodically based on a revocation list. In indirect revocation, data owner
embed revocation list in the ciphertext during encryption. Complete revoca-
tion improves security of the overall system (backward and forward secrecy) but
requires a little more computation cost. Indirect revocation enhances perfor-
mance but ensures only forward secrecy. We plan to propose an approach that
enforce immediately revocation operation under the constraint of consuming
only a little extra bandwidth and a few extra computing resources. To fill these
gaps, we use splitting algorithm and involve Cloud computing server in access
control. Experimentation results in Sect. 6 will improve that both computational
and data owner overhead will be improved.

3 Preliminaries

3.1 Cryptographic Background

We review the access structure, bilinear pairing technique, as well as Bilinear
Diffie Hellman. Then, we provide a definition of Ciphertext Policy Attribute
Based Encryption (CP-ABE) scheme and its security assumption.

Bilinear Pairing. Suppose G1 and G2 two cyclic groups of same prime order
q. Note that G1 is an additive group and G2 is a multiplicative group. Let P and
Q be the two generators of G1. We consider ê : G1 ∗ G1 −→ G2 a computable
bilinear map if it verifies the following proprieties:

– Bilinear: ∀P,Q ∈ G1 and α, β ∈ Z∗
q , ê(Pα, Qβ) = ê(P,Q)αβ

– Non-degenerate ê(P,Q) �= 1
– Computable: ∀P,Q ∈ G1, there is an efficient algorithm to compute ê(P,Q)

Bilinear Diffie-Hellman (BDH) Assumption. Given g a generator of G1

of prime order q and gα, gβ , gγ with α, β, γ ∈ Z∗
q . The BDH problem is to

find a probabilistic polynomial time algorithm (PPT) solving <q,G1, G2, e, g>
with a negligible adversary such that the Adv(A) = Pr(A(g, gα, gβ , gγ) =
e(g, g)αβγ � ε.

– Decisional Bilinear Diffie-Hellman (DBDH) assumption: Given θ ∈ Z∗
q no

PPT algorithm cam distinguish the tuple
[
(g, gα, gβ , gγ), ê(g, g)αβγ

]
from[

(g, gα, gβ , gγ), ê(g, g)θ
]

with non negligible advantage.
– Decisonal Linear (DL) assumption: Given θ and λ ∈ Z∗

q no PPT
algorithm cam distinguish the tuple

[
g, gα, gβ , gαγ , gβλ, gγ+λ

]
from[

g, gα, gβ , gαγ , g(βλ), gθ
]

with non negligible advantage.
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3.2 Information Dispersal Algorithm

Information Dispersal Algorithm (IDA) [11] is developed by Rabin in 1989 in
order to split a file into n slices. These sliced can be stored in multitude storage
nodes. IDA algorithm use essentially matrix-vector product. The user data D
is broken into n slices with equal length. The (n, n) generator matrix Ω is
multiplied by the n-element vector D to generate an n-element vector of slices.
To reconstruct the original data the inverted matrix Ω−1 is used. This algorithm
is suitable for Cloud Computing context on the ground that it aims to propose
a high level of data security. For legal users, Cloud Provider can offer rapid
reconstruction service by virtue of huge bandwidth and storage capability.

3.3 All-Or-Nothing Transform (AONT)

All-Or-Nothing Transform is proposed in 1997 by Rivest [12]. It is considered as
(n + 1, n + 1) threshold scheme. AONT encodes a data with n shares into n+1
shares to ensure integrity. The aim of this scheme is to ensure that a user can
not decrypt the entire ciphertext only if succeeds to retrieve all message block.
The complexity of AONT is in order of O(n). Consequently, it’s considered as
the best and faster scheme in data secrecy.

3.4 Access Policy

An access control policy T in CPABE scheme is modeled as a non empty subsets
of a collection. The descriptive attributes values are embedded in the leaf nodes
and internal nodes are used to mark out relation. We distinguish AND, OR and
threshold(n,m)) gates.

For a given access policy T = [T1, T2, ..., Tn] and attribute set Λ =
[λ1, λ2, ..., λn] , Λ satisfies T (Λ � T ) if it return true for all λi in Λ and Ti

in T. Otherwise, Λ does not match T (Λ � T ).
In our work, we will use monotonic access structure. We consider a collection

T monotonic if for all T1 and T2 : T1 ∈ T and T2 ⊂ T1 then T2 ∈ T.

3.5 Review of the Boneh-Franklin’s Encryption Scheme

An Ciphertext Policy Attribute Based Encryption (CPABE) algorithm [5] con-
sists of Four fundamental algorithms:

1. Setup (k): This randomized algorithm generates Master Secret Key (MSK)
and a Public Key(PK) from the implicit security parameter k.

2. Encrypt(PK, T, M): This algorithm takes as input Public Key (PK), access
structure T and a message M to generate a ciphertext CT. Data Owner (DO)
construct the access policy T by selecting a polynomial qx for each node in T
in top-down manner, set a degree for each polynomial such that it should be
one less than threshold value. For the root node, it chooses a random s ∈ Zp

and sets qR(0) = s. For any other node x, it sets qx(0) = qparent(x)((index(x)).
By this procedure, DO will assume that CT implicitly contains the set of
attributes for authorized users.
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3. KeyGen(MSK, Λ, υ): This algorithm take as inputs a Master Secret Key
(MSK), subset of attribute Λ and a subset of user υ to generate for each user
i a descriptive private key SKui

.
4. Decryption Decrypt(CT,SKui

): this algorithm takes as input the public key
(PK), the ciphertext(CT) and the secret key (SK) and outputs the message
M only if the attributes set in SKui

matches with the access structure T
embedded in the ciphertext. Do this, a recursive algorithm Decryptnode(CT,
SK, x) is executed in each node x in T starting by the root node to attempt
the leaf node associated with the attribute value.

4 Proposed Revocable-Sliced CPABE (R-CPABE)

4.1 R-CPABE Model

The aim of R-CPABE scheme is to ensure a fine-grained access control model in
Cloud Computing environment. It remedies the previously discussed limits.

Fig. 1. R-CPABE model

The system model proposed in Fig. 1 includes four main entities:

– Data Owner (DO) is responsible of data publication and access structure
definition. It enforces an access structure policy on the appropriate data and
control as consequence all authorized/unauthorized access to it.

– Third Party Authority (TPA) presents an honest authority. It correctly per-
forms the different requests and provides honest results. It’s a fundamental
party in setup and secret key generation.

– Cloud Provider (CP) is composed by the following interactive entities:
• Cloud Access Server (CAS) is a dedicated server for access control. Its

principal role is to guarantee a high level of security and to optimize the
use of resources. To do this, it split the file into n shares and execute re-
encryption on one random selected slice. It execute XOR operation and
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compute hash of different slices in order to ensure data integrity. Finally,
it sends to Cloud server the encrypted data, the re-encrypted slice and
receive as a response the corresponding URL.

• Cloud Storage Server (CSS) represents the hardware device in which data
will be stored.

– Data user (DU): entities that request to execute some operations in a specific
file such as read or write. These privileges are predefined by the DO based on
user’s attributes. Each DU is registered in a specific directory and described
with a set of attributes. He/she intend to access the encrypted data stored
in the Cloud. DU can decrypt this file if and only if he/she their attributes
match with the predefined attribute list in the access structure associated
with the solicited file.

4.2 R-CPABE Construction

In our work, we will resolve the revocation problem by dividing the data into
static and dynamic. In order to improve computational cost, we will perform
revocation only in dynamic data. We add also that we will use symmetric encryp-
tion in large data size and asymmetric encryption in small key size. Table 2
reveals the way we have followed to resolve these problems.

Table 2. Resume of R-CPABE

Limits Proposed solution

Revocation Splitting encrypted data and re-encrypting one single slice

DO overhead and
computational cost

Outsourcing heavy operation to Cloud server

Encryption cost Hybrid encryption (symmetric and assymetric)

To do so, we develop six phases: Setup, Key generation, encryption, re-
encryption, reconstruction and decryption. Revocation is simplicity involved on
these six algorithm.

We consider G0 a bilinear group of prime order p and g a generator of G0.
We denote with e: G0 * G0 −→ G1 a bilinear map. Let k the size of the group
used as a security parameter. Let H : {0, 1}∗ −→ G0 a hash function which
map any binary string attribute to a random group element. We will model H
as a random oracle. Let Γ an access structure, υ = u1, u2...un be the universe of
Cloud users and Λ = λ1, λ2...λn the universe of attributes.

CP-ABE Basic Algorithms. In this section, we will detail CPABE setup
and key generation algorithms. R-CPABE setup algorithm is executed by Third
Party Attribute(TPA) to generate the public key and the secret master key as
illustrated in Algorithm 1. A Cloud user (CU) construct the decryption secret
key based on Algorithm 2. Each leaf node of user descriptive attribute present
a partial key component.
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Algorithm 1. Third Party Attribute Setup
Input : Bilinear group G0, prime order p , generator g and two random exponents α

,β ∈ Zp

Output: Public Key PK and Master Secret Key MSK
1: PK = (g,gβ ,g1/β ,ê(g, g)α)
2: MSK = (β,gα )

Algorithm 2. Secret key generation
Input : MSK, set of attribute S, user u
Output: sku

1: Choose a random r ∈ Zp

2: Select randomly rj for each attribute j ∈ S
3: Compute and return sku = (D = g(α+r)/β , ∀j ∈ S : Dj = gr.H(j)rj , D′j = grj

Splitting and Reconstruction. Before splitting the original data m, the server
performs AONT scheme. After that, m will be split into n shares with (n, n) IDA
algorithm. Algorithm 3 presents AONT and IDA implementation. The recon-
struction of this data is easy from s1...sn and the key k. Algorithm4 illustrates
different steps.

Algorithm 3. Data splitting
Input : Original data m, the number of slice
Output: key k1, the shares s1...sn

1: Execute (n,n) RABIN IDA Algorithm to split file m and generate t slices m1...mt

2: Compute mt+1= hash(m1...mt) to check the integrity of the reconstructed data
3: Choose a random temporary key for encryption algorithm
4: Compute the shares c1....ct+1 by letting ci = mi ⊕ Ek(ci).
5: Compute K1 = k ⊕ h1 ⊕ h2 ⊕ .... ⊕ ht+1 where hi = hash(ci)
6: package c1, c2...., ct, ct + 1 together as input to (n,n) IDA.
7: run (n,n) IDA and generate n shares s1, ....sn

Algorithm 4. Data reconstruction
Input : key k1, the shares s1...sn

Output: Original message m1...mt

1: Execute (n,n) RABIN IDA algorithm to reconstruct the package data m
2: Unpackage the IDA output to obtain t+1 worlds c1...ct, ct+1.
3: Compute the key K = K1 ⊕ h1 ⊕ h2 ⊕ .... ⊕ ht+1

4: Compute m1...mt + 1 where mi = ci ⊕ Ek(i)
5: Compute m′t+1= hash(m1...mt)
6: Compare m′t+1 and mt+1 to check the integrity of the reconstructed message
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Publishing and Retrieving. After splitting the original data to n slices,
encryption will be performed in the random slice and encryption key. Since
the published data have already been encrypted, the URL will be generated in
turn. It will be no longer sensitive to internet attacks. Consequently, it can be
sent via unsafe channels. Any Cloud user can retrieve the encrypted data but
only authorized users will success to decrypt it. Algorithms 5 and 6 illustrate
respectively publication and retrieve process.

Algorithm 5. Data publishing
Input : Original message m1.....mt, the number of slice n
Output: data URL
1: rum algorithm 1 to split the original message to n slices and obtain K1

2: Choose a random slice si

3: Choose a random key k2 and compute Ek2(si)
4: Compute E′T (K1 + K2) where E′ is a CPABE algorithm and T is the access

structure.
5: Publish and return the URL of E′T (K1 + K2), EK2(si) and s1...sn to cloud server

Algorithm 6. Data retrieving
Input : private key sk, URL
Output: Original data m1...mt

1: Obtain E′T (K1 + K2), Ek2(si) and s1...sn by URL
2: if S does not satisfy T then
3: failure and abort
4: end if
5: Decrypt E′T (K1 + K2) to obtain K1 and K2

6: Decrypt EK2(si) to obtain si

7: input K1, s1...sn to execute algorithm 4

Revocation. In order to perform revocation, we will update the encryption
key. First of all, DO will retrieve E′T (K1 + K2), Ek2(si). Second, he will choose
randomly a new key and perform re-encryption based on the new access and the
new key.

Algorithm 7. Revocation
Input : New access structure T ′, URL
1: Retrieve by URL E′T (K1 + K2), Ek2(si)
2: Decrypt E′T (K1 + K2) to extract K1andK2

3: Decrypt Ek2(si) to obtain si

4: Select a random key K′2
5: Set K2 = K′2
6: Compute E′T ′(K1 + K2) and Ek2(si)
7: Outsource E′T ′(K1 + K2) and Ek2(si) to Cloud server to replace old values of

E′T (K1 + K2) and Ek2(si)
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5 Security Evaluation

To highlight the strength of R-CPABE, we present a discussion based on secu-
rity attacks and issues. This evaluation confirms that our solution is robust
and ensures most of the required security direction in a Cloud Computing
environment.

– Data confidentiality and privacy: In 2011, Green et al. proved that the
Attribute Based Encryption model is secure against Replayable Chosen
Ciphertext Attacks (RCCA-secure) and choosen-plaintext attacks (CPA) [2].
We assume the basic algorithm of CPABE. For these reason, we admit that
our proposed scheme is Indistinguishability against selective ciphertext-policy
and chosen-plaintext attacks secure (IND-sCP-CPA-secure) like all CPABE
based access control solution. We assume also that the symmetric encryption
key based on AES is secure.

– Eavesdropping and matching attacks: To decrypt a message, an attacker need
to compute e(g, g)αs but it is blinded by e(g, g)rs where r is a randomized
blinding value. For this reason, our solution resist also eavesdropping and
matching attacks.

– Network security: the combination of symmetric and asymmetric encryption
methods enforces protection against network attacks. The aim of the use
of an hybrid cryptosystem is to ensure data integrity and secure exchange
between different participants. It ensures also data authentication and non
repudiation. Only the appropriate receiver can decrypt the content of data.

– Collusion resistance: In our model, we propose to encrypt the symmetric key
with CP-ABE encryption algorithm. Given that authors in [13] have proved
that CP-ABE model resist collusion attacks. For this reason, our model is
collusion resistance. In other words, it is hard to find two inputs that hash to
the same output.

– Forward security: is the process of blocking access in future published data
to revoked users. In CPABE scheme, DO should re-encrypt all the affected
data in order to realize this directive. For these reason, most of works ignore
this constraint because it requires a huge DO overhead. In our R-CPABE,
we delegate this heavy operation to Cloud server. We assume that a user
can not decrypt all data only if success to decrypt one slice based to session
key. The decryption request will be rejected as the user claimed is not in the
authorized list of CAS server.

– Integrity: The use of Secure Hash Algorithm (SHA) in encryption and split-
ting process ensures the provenance of a file and its integrity.

6 Performance Evaluation

In this section, we provide a theoretical analysis of required computing times for
different algorithms. We expose also an evaluation of some performance metrics
resulting from the simulation.
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6.1 Theoretical Analysis

In this section, we will expose required computational time of different algo-
rithm. Let Tsplit, Treconstruct, Tpublish, Tretreive and Trevoke are respectively the
time required to split, reconstruct, publish, retrieve ans revoke data. Table 3
shows the description of different symbol used in performance evaluation.

Tsplit = Nw

Ehash
+ (N+1)w

Eaes
+ 2(N+1)w

Exor
+ (N+1)w

Ehash
+ (N+1)w
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+ (N+1)w
Ehash

+ Nw

Ehash
+ (N+1)w
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+ 2(N+1)w
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B
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nDaes
+ 2wk

Ecpabe
+ 1

n
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B

]
+

n−1
n

[
(n+1)w

nB + (n+1)w
nEaes

+ 2(n+1)w/n+2wk

B

]

Table 3. Symbols used in simulation

Symbol Description

n Number of slices

w Number of worlds

N Size of original data

Ex Encryption and encoding rate with x can be hash, ida, aes,
cpabe and xor

Dx Decryption rate with x can be cpabe, ida, aes

B Bandwidth

6.2 Simulation Results

We simulate R-CPABE based on CP-ABE toolkit and Java Pairing-Based Cryp-
tography library [14]. To do so, we implement our proposal with java program-
ming language. The experiments are performed using a machine with an Intel
Core i7 processor 8th generation and 16 GB total memory. We also simulate at
the same conditions basic CP-ABE and solutions proposed in [8] and [9]. In
this section, we compare storage overhead, computation and energy with two
different solutions for dual revocation.

We consider G0 a bilinear group. We denote with e: G0 * G0 −→ G1 a bilinear
map. We assume that pairing and multiplications are executed in the group G0

and exponentiation in the group G1. Let H : {0, 1}∗ −→ G0 a hash function(H).
We model H as a SHA-512. All the simulation results are the mean of 100 trials.
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Table 4. R-CPABE computational time

Number of
attributes

Encryption (s) Decryption (s) Revocation time (s) Total (s)

Esi Dsi

3 0.18 0.030 0.02 0.01 0.240

5 0.20 0.037 0.02 0.01 0.267

7 0.24 0.048 0.02 0.01 0.318

10 0.26 0.057 0.02 0.01 0.347

Note: In all simulation results, we treat only the case of revoked user. Normal
scenario give the best results in encryption and decryption process.

Storage Overhead. We apply 256-AES symmetric encryption in data and
CP-ABE asymmetric encryption in key. We assume that applying CPABE in
key encryption dramatically improves storage space. We notice that splitting
algorithm requires a little more space to store the dynamic data. Since we use
a typical access tree with hundred of lead nodes, keys lengths encryption can
achieve some KB. We admit that a Cloud file is in the order of a MB or GB.
When compared to data and key size, a re-encrypted slice storage overhead can
be ignored.

Computation Time. In our simulation, Computation time is considered as
encryption, decryption and revocation time. Encryption time is non other than
the encryption time required to encrypt both dynamic data, static data and
keys. Decryption is the opposite process. Revocation contains the required time
to retrieve the keys and dynamic data, update encryption key and re-encrypt.
Based on Table 4, we deduce that both encryption and decryption algorithms
are linear to the number of attributes. The more number of attributes increases,
the more number of access structure leaf nodes are involved and the more the
computation time is high. Revocation process is not influenced by the number
of attributes which represents a strength for our scheme. it depends only on the
key length and the bandwidth.

The simulation scenario in Fig. 2 include encryption and decryption time
based on different number of attributes. We define discussions bellow:

– Encryption: We deduce that the performances in R-CPABE are better than
basic-CPABE, [8] and [9]. This come down to the fact that our solution applies
symmetric encryption in large data size and asymmetric encryption in con-
stant key size. This process saves about [0.01s; 0.04s] compared to related
works.

– Decryption: R-CPABE do not show the best decryption time. This is expa-
lined by the fact that a user need to perform a match then decrypt phase
before decrypting the original date. It’s required in order to verify that the
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Fig. 2. Computational time

Table 5. Comparison of R-CPABE and related schemes computational time

Operation [7] [8] Basic CPABE R-CPABE

Encryption (s) 0.24 0.25 0.23 0.22

Decryption (s) 0.040 0.037 0.036 0.042

Revocation (s) 0.05 0.07 – 0.03

Total (s) 0.33 0.035 0.26 0.29

user is not revoked. It have 0.002 ms more than [8], 0.005 ms more than [9]
and 0.006 ms more than basic scheme. This variation is of the order of 10−6 s.
This seems very acceptable since we have remarkably improved the security
of the overall system.

The aim of our scheme is to improve revocation process without degrading
performances. Table 5 compares R-CPABE to related works. We compute the
average values for all schemes in order to elaborate a comparison. We deduce
that R-CPABE presents best computational time in encryption and revocation.
Despite that it increases decryption time, it offers best total time.

Energy Consumption. Figure 3 shows consumed energie in [8,9] and R-
CPABE in encryption, decryption and revocation algorithms. We deduce that
energies reflects computational time. R-CPABE presents the least energy in
encryption and revocation and the highest energy in decryption compared to
[8] and [9]. However, these values are not very satisfactory since users still try-
ing to use their mobile devices that have a significant energy constraint. When
it comes to mobile computing, this level of energy is important in decryption
process.
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Fig. 3. Energy

Table 6. Energy cost

Solution Cryptographic operations Energy Total

R-CPABE DO: publication and Encryption of original
data slices and keys

300 Mj 1150 MJ

Data user: Decryption of static, dynamic
data and encryption keys

200 MJ

Attribute authority: Setup + KeyGen 250 MJ

Cloud access server: Splitting,
reconstruction, retrieve and revoke
algorithms

400 Mj

R-CPABE for non
revoked user

Encryption+ decryption+ keygen+ setup − − − 900 Mj

Basic CPABE Encryption+ decrytpion+ keygen+ setup − − − 1000 Mj

Table 6 illustrates that revocation add only 150 Mj to be performed. We can
assume that this level shared between user side and Cloud provider side is accept-
able since security is highly improved. We notice that without revocation, our
model offers best energy compared with basic CPABE scheme.

7 Conclusion and Perspectives

Access control in the Cloud Computing presents one of the most important
research field. In this paper, we exposed a revocable sliced Ciphertext-Policy
Attribute Based Encryption. We used splitting algorithm and re-encryption
in revocation process. We delegated heavy computational operations to Cloud
servers in order to improve performance. When it comes to security analysis,
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our scheme is robust to various attacks. It is secure under BDH assumption.
The simulation results illustrate that our scheme improves total execution time.
We are strongly confident that R-CPABE offers fine grained access control and
can applied in Cloud Computing context. Yet, our scheme have some limitations.
It consume an important level of energy. When applied to mobile Cloud, this
inconvenient can represent a brake in R-CPABE implementation. We add also
that it suffer from key escrow. In future work, we will propose a multi-authorities
solution resolving this issue.
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Abstract. The verification and implementation of the GDPR regula-
tion that aims at protecting European citizens’ privacy, is still a real
challenge. In particular, in Big Data systems where data is of huge vol-
ume and heterogeneous, it is hard to track data evolution through its
complex life cycle ranging from collection, ingestion, storage and ana-
lytics. In this context, from 2016 to 2019 research has been conducted
and security tools designed. However, they are either specific to special
applications or address only partially the regulation articles. In order to
identify the covered parts, the missed ones and the necessary metrics for
comparing different works, we propose a framework for GDPR compli-
ance that identifies the main components for the regulation implemen-
tation. Based on this framework, we compare the main GDPR solutions
in Big Data domain and we propose a guideline for GDPR verification
and implementation in Big Data systems.

Keywords: The general data protection regulation · Big data
analytics · Security · Privacy

1 Introduction

GDPR [1] sets new standards on security through 99 articles and 173 recitals
and aims to protect the rights and freedoms of natural persons. Every organi-
zation that deals with data has to comply with GDPR, to protect these rights
and to be accountable while improving business models [2]. Accountability aims
at demonstrating how controllers comply with data protection principles. Each
organization must answer the following questions: what information is processed?
why? how and where is data stored? who can access it and why? is it up-to-date
and accurate? how long will you keep it for? how will it be safeguarded and how
do you reach accountability?
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Answering all these questions guides system designers and developers to ver-
ify and implement GDPR compliance. It involves several tasks, namely the read-
ing of the regulation articles, the knowledge extraction and the characterization
of the regulation concepts following the system specification. Mapping the reg-
ulation articles and concepts to software can be a tedious and confusing task.
Consequently, a model is needed to describe the concepts captured from differ-
ent GDPR documentations, to extract GDPR principles, actors and dependen-
cies. The model should identify the main building blocks to be implemented for
GDPR compliance verification and implementation. To reach this goal, our work
promotes an improved understanding of the legal, organizational and technical
concepts present in GDPR documentation and classifying, the different related
works in a clear manner.

In the last few years, topics about GDPR have been widely discussed across
a range of academic publications and industry papers from different theoreti-
cal and practical perspectives, including numerous implementations and design
concepts for GDPR compliance [35]. These works are still in their infancy and
mature and formal tools that implement GDPR articles are still missing espe-
cially in the area of big data analytics. The term big data analytics alludes to the
entire data management life cycle from ingestion and storage to analysis of high
volumes of data with heterogeneous format from different sources. As presented
in Fig. 1, the reference architecture of big data systems covers 4 main layers:
data sources, ingestion, processing, storage and services. At service and process-
ing layers, sophisticated algorithms are being developed to analyze such large
amount of data to gain valuable insights for accurate decision-making, detect-
ing unprecedented opportunities such as finding meaningful patterns, presuming
situations, predicting and inferring behaviors. Due to the large data volume and
the complexity of processing, tracking data dependencies and privacy verifica-
tion are challenging. For this purpose, data security and governance layer is a
cross-layer generally used for data security and management. It represents a key
part of the system in implementing GDPR principles. However, accurate metrics
are needed to evaluate the GDPR coverage of this management layer.

Fig. 1. A classical Big Data system following a reference architecture
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Recent academic and industrial tools [14] implement privacy by design trans-
lating automatically the privacy policies to software and providing accountabil-
ity. However, these works address only partially GDPR principals such as pur-
pose limitation, data minimisation, storage limitation, transparency or security
[11,12]. Other works concentrate on particular articles of the regulation and do
not cover all of them [10] like the right to data portability, the right to be for-
gotten, the access right or the right to be informed [21,22]. Also, these works
generally address one particular type of data source (logs, IoT sensors or classical
SQL data bases). It is not clear how to apply proposed solutions that consider
uniform data, to big data architectures with multi-channel data sources, differ-
ent purposes and intensive processing. Consequently, we still lack guidelines to
verify GDPR compliance and to implement the regulation in a Big Data context.
As a starting point, in order to address this issue, a comprehensive overview of
the regulation and a common understanding of its key concepts are necessary.
Later, the study of recent works on privacy and GDPR allows the identifica-
tion of the main building blocks for GDPR compliance verification. Thanks to
both theoretical and the implementation analysis of the regulation, we propose
a framework with well-defined components to implement the regulation. Accord-
ing to these components, we situate the different works carried out on GDPR
in the domain of Big Data. Furthermore, we provide an overview of how to use
the framework to assist Big Data engineers and system administrators to build
GDPR-compliant systems and applications. As a use case, we consider the exam-
ple of Big Data client segmentation application and we propose an implemen-
tation of the framework components to have the application GDPR-compliant.
This paper’s contributions can be summarized into the following points:

– A framework for GDPR compliance in Big Data systems.
– A classification of the state of the art conducted on GDPR solutions imple-

mented between 2016 and 2019 in both academic and industrial areas.
– A guideline for GDPR-compliance in Big Data applications based on the

framework components.

This paper is structured as follows. Section 2 is an overview of GDPR principles
and its main actors. In Sect. 3, we describe a framework for GDPR in Big data
systems. In Sect. 4, we present the framework used to classify GDPR-related
works in Big Data. Section 5 describes the framework usage to implement GDPR
compliance in a Big Data application. Finally, Sect. 6 gives a summary of the
main findings of this paper and highlights new opportunities for future work.

2 Analysis of GDPR Principles and Actors

The GDPR regulation aims at delivering a harmonized, consistent and high-level
data protection across Europe. It has 99 articles grouped into 11 chapters. In
those chapters, it addresses a set of principles, actors and obligations.
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2.1 GDPR Principles

GDPR regulation sets out seven key principles for the processing of personal
data stipulated in Article 5 [13]. They can be summarized into the following
points:

– Lawfulness, fairness and transparency: “Personal data shall be pro-
cessed lawfully, fairly and in a transparent manner in relation to the data
subject.” Art.5(1)(a). More detailed provisions on lawfulness are set out in
Articles 6 to 10 and detailed transparency obligations set out in Articles 13
and 14. Lawfulness, fairness and transparency may overlap, but all three must
be satisfied in a system. In fact, it is not enough to show your processing is
lawful if it is basically unfair to or hidden from the data subject concerned.

– Purpose limitation: “Personal data shall be collected for specified, explicit
and legitimate purposes and not further processed in a manner that is incom-
patible with those purposes.” Art.5(1)(b). This principle aims to make sure
that you are clear and open about your reasons for collecting personal data
and that what you do with the data is in line with the reasonable expectations
of the data subject concerned. Specifying your purposes from the beginning
helps you to be responsible and accountable for your processing.

– Data minimisation: “Personal data shall be adequate, relevant and limited
to what is necessary in relation to the purposes for which they are processed.”
Art.5(1)(c). The minimum amount of personal data is revealed to satisfy the
application purpose. The accountability principle means that you need to be
able to prove that you have appropriate processes to make sure that you only
collect and hold the personal data you need.

– Accuracy: “Personal data shall be accurate and, where necessary, kept up to
date; every reasonable step must be taken to ensure that personal data that
are inaccurate, having regard to the purposes for which they are processed,
are erased or rectified without delay.” (Art 5(1)(d)). Here we find clear links to
the right to rectification, which gives data subjects the right to have incorrect
personal data corrected.

– Storage limitation: “kept in a form which permits identification of data
subjects for no longer than is necessary for the purposes for which the personal
data are processed; personal data may be stored for longer periods insofar as
the personal data will be processed solely for archiving purposes in the public
interest, scientific or historical research purposes or statistical purposes in
accordance with Article 89(1) subject to implementation of the appropriate
technical and organizational measures required by this Regulation in order to
safeguard the rights and freedoms of the data subject.” Art.5(1)(e). So, even
if you collect and use personal data fairly and lawfully, you cannot keep it
for longer than you actually need it. GDPR does not set specific time limits
for different types of data. This is up to you, and it will depend on how long
you need the data for your specified purposes. Once information is no longer
needed, personal data must be securely deleted.

– Integrity and confidentiality: “processed in a manner that ensures appro-
priate security of the personal data, including protection against unauthorized
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or unlawful processing and against accidental loss, destruction or damage,
using appropriate technical or organizational measures.” Art.5(1)(f).

– Accountability: “The controller shall be responsible for, and be able to
demonstrate compliance with Art 5(1).” Art.5(2). The accountability prin-
ciple requires you to take responsibility for what you do with personal data
and how you comply with the other principles. You must have appropriate
measures and records in place to be able to prove your compliance.

2.2 GDPR Actors and Their Dependencies

There are five main actors in the regulation [13]:

– Data Subject: “an identified or identifiable natural person, directly or indi-
rectly, by means reasonably likely to be used by the controller or by any other
natural or legal person”.

– Controller: “a natural or legal person, public authority, agency or any other
body which alone or jointly with others determines the purposes, conditions
and means of the processing of personal data”. It ensures compliance with
GDPR principles related to the processing of the personal data (Account-
ability), implements data protection policies and data security measures, car-
ries out data protection impact assessment (DPIA) for high risk processing,
informs data subjects on their rights, in case of personal data breach, notifies
the supervisory authority within 72 h and transfers personal data to third
country or international organization, per specific safeguarding provisions.

– Processor: (a person or a legal entity) processes personal data on behalf of
the Data Controller, specifically: collects personal data online through regis-
tration, contact forms, email or digital payments and invoicing, stores, uses,
records, organizes, retrieves, discloses, deletes the collected personal data on
behalf of and under the instructions of the Data Controller and creates inven-
tories for all above mentioned data processing categories.

– Data Protection Officer (DPO): (a person or a legal entity) manages and
supervises all data protection activities, specifically: monitors compliance to
GDPR’s personal data protection and security provisions and cooperates with
the supervisory authority.

– Supervisory Authority (SA): Article 46 states that supervisory authori-
ties are responsible for monitoring the application of this Regulation and for
contributing to its consistent application. The independent public authority
is responsible for monitoring regulated entity compliance with GDPR.

Figure 2 shows the main actors and their relations following the regulation arti-
cles. For example in Fig. 2, the data subject can declare his consent to the con-
troller (Art.4). He can also request data from the controller (Art.12). On the
other hand, the controller provides information to data subjects (Art.12) and
communicates data breaches to them Art.34).
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Fig. 2. GDPR main actors and their relations following GDPR articles

3 A GDPR Framework for Big Data Systems

In order to satisfy GDPR principles, data has to be tracked during all its life
cycle and the processing stages. Furthermore, a governance layer is required for
the controller.

For a GDPR framework definition, two complementary approaches are fol-
lowed:

– A top-down approach. We start from GDPR documentation to define a model
serving as a language for describing GDPR obligations and requirements in
terms of principles, actors and actions. This is what we have presented in
previous sections.

– A bottom-up approach. It is used for complementing the previous model by
providing a more fine-grained set of components, based on the analysis of
relevant related works that will be presented in the next sections.

Figure 3 represents the overall architecture of our proposed framework. For
each GDPR actor, we define its main components.

We have set up 10 components (from C1 to C10). Each Ci respects a set of
properties as follows:

– C1: Data Subject (DS) that represents the data sources. A DS puts restric-
tions on the use of its collected and exploited data. In the context of Big
Data, three Vs are defined as component properties: Volume, Velocity and
Variety.

– C2: DS API. It provides a tracking dashboard and notifications management
interface to the DS. A view of the security control and sensitive data is pro-
vided. Furthermore, this API translates the consent and restrictions of the
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Fig. 3. The GDPR framework architecture

DS from human language to machine language. These restrictions can provide
purpose limitation, storage limitation, data minimisation and access control.

– C3: Data Flow manager. It allows the DS to define or modify his security
policies and his data. It is also used to receive and send data and/or notifica-
tions to different components. The Data Flow manager component provides
a set of properties: pseudonymisation for data minimisation, labels for data
tagging and tracking, and encryption for integrity and confidentiality. Two
types of data can be returned to the processor: either pseudonymous data or
encrypted data for the processing which have to keep the DS identity secret.

– C4: Policy engine. It receives queries from users and as a result, a decision
is returned to give the user access to collect data or not. It provides three
properties: policy settings, update and analysis.

– C5: Processing records. It is a component where all operations applied to
data are stored to satisfy transparency principal. Two types of records are
stored: logs and configurations.

– C6: Security Policies Storage. This component interacts with C4. Indeed,
policies defined or updated by C4 are stored in C6.

– C7: Processor API. It allows the controller to interact with the processor and
more specifically the PEPs (Policy Enforcement Points).

– C8: Policy Enforcement Point. It is the point where the processor executes
a specific purpose. PEP tasks or properties are: Processing (P), Collection
(C), Usage (U), Storage (S) or Distribution (D). Every PEP must take into
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account Big Data Vs constraints such as: Visualization, Value and Validity
for PEP-P (PEP-Processing).

– C9: Data Protection Officer API. It helps the controller interact with the
Data Protection Officer to demonstrate compliance and accountability.

– C10: Audit Record. It records information and data to provide accountability
and to track GDPR-compliance status.

In the following table, we present the matching of GDPR principles against
the framework components. It shows that the framework covers all principles.
Also, this table can guide systems designers and developers in identifying the
components to implement for a given purpose.

GDPR principles The framework components

Lawfulness, fairness and transparency C2, C3, C5 and C9

Purpose limitation C3, C4 and C6

Data minimisation C3, C4 and C6

Accuracy C4 and C6

Storage limitation C4 and C6

Integrity and confidentiality C3, C4 and C6

Accountability C10

4 GDPR-Oriented Solutions in Big Data Systems

As the GDPR regulation was initiated in 2016 and came into effect on the 25th
of May 2018 as a new privacy regulation for the European Union (EU), related
work on GDPR compliance is limited. The proposed works have been investi-
gated from either the perspective of jurisdiction or information system imple-
mentation. In our study we collected 6 major refereed academic databases (Edu-
cation Resources Information Center (ERIC), JSTOR, Google Scholar, ACM
publication, IEEEXplorer, Wiley Online Library and SpringerLink) in the field
of Computer science indexed by Journal Citation Reports using the search terms
“EU GDPR” and “EU General Data Protection Regulation”. This resulted in
170 papers to be included in our study. After an analysis of the papers title and
abstract, the number was reduced to 62 papers.

We applied a set of selection criteria as follows:

1. Papers on GDPR for organization or focusing on personal data protection.
2. Papers providing experimental or empirical studies from actual observations

and case studies with private data.
3. Papers presenting a new design for GDPR compliance.
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The selections resulted in 62 peer-reviewed publications that fit the criteria
above. A high number is reached in 2018 and the number of works still increasing
in 2019.

These related works are divided into 4 main categories: (1) Jurisdictional
analysis of GDPR, (2) Academic solutions, (3) Industrial tools and (4) Apache
Big data technologies and tools. The next sections summarize these four cate-
gories.

4.1 Jurisdictional Analysis of GDPR

Several authors and organizations have analyzed GDPR and privacy by design
[35]. However, they only provided documentation and support for the law with-
out providing any framework or guidelines to apply this law in company’s
projects or products [13,25–27]. Other research papers focus on specific sec-
tors such as healthcare [3,4] or specific purposes like storage compliance with
GDPR [5]. Although interesting for better understanding of GDPR, they do not
come up with tools or implementations of GDPR articles. They rather analyze
and discuss the impact of GDPR on the considered specific fields and sectors
[6,9,41] or discuss the feasibility of the privacy by design principle [42].

4.2 Academic GDPR Solutions

In the past three years, many authors have worked to provide privacy tools for
GDPR. These tools partially cover partially GDPR principles. In [21] a privacy
tool is developed for DNS applications. Indeed, some DNS data may reveal per-
sonal data (resolver IP addresses and domain names looked up by users). A
thorough and transparent approach to privacy protection in this field is consid-
ered vital to the Dutch economy and society. This work targets DNS data and
only the GDPR transparency principle is treated.

Authors in [10] propose privacyTracker, a GDPR-compliant tool that covers
data tractability and transparency. They implement some GDPR rights such as
data portability and right to erasure. For GDPR accountability in IoT systems,
an IoT Databox model is proposed providing the mechanisms to build trust rela-
tions IoT [22]. In a previous work [23], we proposed a GDPR Controller for IoT
systems where security, transparency and purpose limitation are implemented.
In A4Cloud project [14], a tool-set is composed of eleven tools implementing
transparency, privacy, trust and technology for tracking and controlling data
[12,31,32] as well as for policy management [33].

In [24] authors present TagUBig - Taming Your Big Data, a tool to control
and improve transparency, privacy, availability and usability when users interact
with applications. For IoT system, ADvoCATE [11] allows data subjects to easily
control consents regarding access to their personal data. The proposed solution
is based on Blockchain technology. Juan Camilo proposed another Blockchain-
based solution to implement consent in GDPR [8]. This work provides the data
subjects a tool to assert their rights and get control over their consents and
personal data. In [43], authors discussed how static program analysis can be
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applied to detect privacy violation in programs. The solution is based on classical
information flow control techniques, tainting and backward slicing. Although
important, the solution addresses a limited part of data control requirements in
GDPR.

4.3 Industrial GDPR Tools

In addition to academic papers, many industrial security tools have been pro-
posed. We identify some of them in this section:

– The Absolute Platform: This tool provides visibility and control. It
addresses GDPR prerequisites by observing and verifying PII (Personally
identifiable information), avoiding data breaches and automating remedia-
tion [15].

– Alien Vault USM: This tool helps to detect data breaches and monitor
data security. The unified platform centralizes essential capabilities like asset
discovery, vulnerability scanning, intrusion detection, behavioral monitoring,
log management and threat intelligence updates [16].

– BigId: This tool assures data minimisation through duplication discovery
and correlation. It satisfies customer data portability, supports and enables
right-to-be-forgotten. In addition, it reveals enforcement of customer consent
for personal data collection, data residency flows and risk profiling with breach
notification windows [17].

– BWise GDPR Compliance solution: this tool helps to build data views,
data control and compliance [18].

– Consentua: It is a consent choice and control tool that enables users to
choose and control over their personal data. It empowers an increasingly
trusted and straightforward relationship between the client and the service
provider [19].

– PrivacyPerfect: This work is composed of a set of tools such as assessment,
processing and dashboard tools specially designed for chief privacy officers,
reports, legal processing grounds and graphical overviews [20].

4.4 Apache Solutions

Apache has developed a set of tools to provide security to Big data systems archi-
tectures. These technologies can be used to address parts of GDPR requirements.
Here are some popular solutions:

– Apache Eagle: Apache Eagle is an open-source solution for identifying
security and performance issues instantly on big data platforms like Apache
Hadoop and Apache Spark. It analyzes data activities and daemon logs. It
provides state of the art alert engine to identify a security breach, performance
issues and shows insights [28].

– Apache Atlas: Apache Atlas is an open-source solution used for data tag-
ging. It provides open metadata management and governance capacities for
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organizations to make a catalog of their data assets, classify and govern these
assets and provide collaboration capabilities around these data assets for data
scientists, analysts and the data governance team [29].

– Apache Ranger: Apache Ranger is an open solution that helps developers
to enable, monitor and manage the entire data security across the Hadoop
platform. The vision with Ranger is to provide a framework for central admin-
istration of security policies and user access monitoring [30].

– Apache Knox: Knox Gateway provides a single access point for all REST
and HTTP connections with Apache Hadoop clusters. Knox API Gateway is
structured as a turn around intermediary with thought for pluggability in the
areas of policy enforcement, through providers and the back-end services for
which it proxies requests [34].

4.5 A Comparative Study

The comparison of the studied works and tools is tedious work since they come
from different communities and target different objectives and variant applica-
tion contexts. Nevertheless, it is important to situate these works to measure
their compliance with GDPR and also for reuse purpose. Indeed, instead of rein-
venting the wheel, some ideas and implementations can be reused for designed
big data systems, even though the work context can be different. Consequently,
a global picture of these solutions and their implemented parts of the regulation
can be very helpful to big data system designers. Using the defined framework,
we can set up the comparative table below. We adopt the following notations:

– �: indicates that the component is implemented by the referenced work.
– ∼: indicates that the component is partially addressed by the referenced work

and some of its properties are not implemented.
– ×: indicates that the component is not implemented by the referenced work.

In Table 1, the framework components defined in Fig. 3 are partially implemented
in each solution. There are no works that implement all components. More pre-
cisely, we can clearly see that the components that are most covered are C2, C4
and C6. They mainly focus on security policy definition and management. This
can be explained by the fact that involving people in the definition of their secu-
rity constraints and the tracking of their data is the focus of many research works
even before GDPR was voted. Indeed, providing practical and intuitive API for
users, not necessarily experts in security, was considered, for many years, a pri-
ority in privacy-sensitive systems like e-health and other IoT systems. On the
other hand, C3 addressing data tagging is less implemented compared to other
components. Indeed, with data heterogeneity and the multi-sources of Big data,
data tagging becomes necessary for tracking and controlling data flows. This
technique is less required in small systems with uniform data format and source.
Also, C9 and C10 are two components not really dealt with except in recent few
efforts. A new need comes in with GDPR consists in interfacing with the data
protection officer and the supervisory authority. More generally, a GDPR audit
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tool is required bridging the gap between regulation texts and implementations.
The challenge consists in creating robust tools that analyse software systems
and check automatically that they respect the regulation text. In the opposite
direction, translating regulation constraints expressed in human languages to a
code respecting regulation constraints is also an interesting axis of research that
needs to be developed.

Table 1. Comparative table

Our framework

Related works by Category Components

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

Jurisdictional analysis of GDPR GDPR for healthcare [3] × × × × × × × × × ×
GDPR in Health Clinics [4] × × × × × × × × × ×
Storage system for GDPR [5] × × � ∼ � ∼ × × × ×
GDPR investigation [6] × × ∼ ∼ × ∼ × × × ×

Academic GDPR solutions Tool for DNS big data [21] ∼ × × ∼ ∼ × × � × ×
PrivacyTracker [10] ∼ � × ∼ � � ∼ × × ×
IoT Databox [22] ∼ � ∼ × × ∼ � ∼ × ×
GDPR Controller [23] ∼ � ∼ � × � × ∼ × ×
TagUBig [24] ∼ ∼ × � ∼ � × ∼ × ×
ADvoCATE [11] ∼ ∼ ∼ � × � × ∼ × ×
Consent management [8] ∼ × ∼ � � � × ∼ × ∼

The A4Cloud project [14] ∼ � ∼ � ∼ � ∼ ∼ × ×
Trust and Tracking [12,31,32] ∼ � ∼ � ∼ � × × × ×
Policy management [33] ∼ � × � × � × ∼ × ×

Industrial GDPR tools The Absolute Platform [15] × � ∼ � � ∼ × × × ∼

Alien Vault USM [16] × � ∼ × ∼ × × × × ×
BigId [17] × � ∼ × × × × × × ×
BWise GDPR solution [18] × � ∼ � � � × × ∼ ∼

Consentua [19] × � ∼ ∼ × × × ∼ × ×
PrivacyPerfect [20] × � ∼ × ∼ × × × × ∼

Apache solutions Apache Eagle [28] × � ∼ ∼ ∼ ∼ � � × ×
Apache Atlas [29] × ∼ ∼ × ∼ × × × × ×
Apache Ranger [30] × ∼ ∼ � × � × × × ∼

Apache Knox [34] × × ∼ ∼ × ∼ × × × ∼

5 Using the Framework for GDPR-compliance
Implementation in a Big Data Application

In this section, we consider a classical Big Data application: a customer segmen-
tation [36]. Segmentation enables marketers to better customize and maximize
sales to diverse audience subcategories. Customer segmentation may be based on
demographic, geographic, behavioral or psycho-graphic criteria and, therefore,
generally processes private customer data. As for GDPR actors, the customer
represents the data subject, services using data for collection, storage, visualiza-
tion and analysis represent processors and the controller is represented by the
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governance layer of the Big Data ecosystem. Classically two kinds of processes
are used, RFM and clustering [36]. We can consider them as black-boxes with
user data as input and customer classification information as output in the pro-
cessing layer of Fig. 1. Customers are grouped based on common characteristics
that can be private.

The first step allows the DS to define his restrictions about data access. In
our context, this means that he precises via a user interface the persons allowed
to access his data, the period of time data will be stored (Storage limitation),
the purposes his data will be processed for (purpose limitation) and other access
conditions. Component C1 collects and aggregates different types of data about
customer transactions. It is deployed at the data source layer and it is connected
to C2 so that collected data is aggregated and displayed through the user inter-
face. Indeed, a dashboard is provided by C2 to the customer in order to track
his data, to check his timeline and processing records and to check if restric-
tions adjusted in his configuration settings are respected. For this objective, the
solution of [12] can be adopted. Also, C2 can translate defined policies from a
human language to security policies as machine language. For that, a tool such
as [33] can be integrated.

As a second step, security policies set by the DS are stored into C6 component
by component C4. The DS can define, update or delete his consent and/or his
data. For that, Apache Ranger [30] is a good candidate for C4 and C6 because it
allows different security policies to set up automatically. Furthermore, thanks to
its open architecture, Apache Ranger can be extended for specific policy formats
and contexts and for third party implementation of policies more specifically,
Ranger adopts Attribute Based Access Control (ABAC) [37]. We can add other
types of attributes in the PIP (Policy Information Point) so that we can man-
age the semantics of the policy and even combine different policies to provide
new rules. Many works are proposed on ABAC architecture [23,37] that can be
integrated into the Apache Ranger. But work is still needed to evaluate this cryp-
tography overhead on processing time. At regular periods, the application sends
a segmentation query that crosses components C3 to C7. The query is evaluated
at C4 to check if the application processors are allowed to use the DS data for the
segmentation purpose. More precisely, the security policy is evaluated: purposes
limitation, storage limitation with the fixed period by the DS, data minimisa-
tion and access control restrictions. Then, according to policies, data is filtered
at C3 that takes place in the ingestion layer of Fig. 1. Kafka [39] is classically
used as a pipeline for Big Data. Furthermore, Kafka can be a good hub between
the different framework components. Thanks to the publish/subscribe architec-
ture, components are notified about new data, new security policies or for other
data management purposes. For example, we can choose a topic for notification
management, another topic for policy management and a topic per data source
[23]. Before reaching the processing step, C3 provides a set of possible features
to implement the GDPR “Data minimisation” principle. Data may go through
labeling, encrypting or pseudonymisation process depending on the DS restric-
tion. The goal is to communicate data only relevant, adequate and limited to
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what is necessary. Tokenization is an interesting technique to distinguish pri-
vate data from public [38]. It can be enforced by encryption property using the
crypto-engine component [23] so that only processors involved in the segmen-
tation application can have access to data. C5 archives the different processing
logs in NoSQL or SQL databases [40] for visualization and for accountability.
Indeed, accountability information is displayed to the data Protection Officer
thanks to C10.

Although some implementations of GDPR principles are available, integrat-
ing them together in a single solution is still an open issue. Interoperability
between security solutions and performance overhead have to be measured and
evaluated especially in a Big Data context.

6 Conclusion and Future Work

This paper presents a framework that details the main components for GDPR
compliance verification and implementation. The framework allows classifying
and comparing different works related to GDPR, particularly for Big Data sys-
tems. Furthermore, this framework can be used as a guideline for implementing
solutions and products respecting GDPR. Few works address new requirements
related to the heterogeneity and multi-source data of Big Data systems like tag-
ging techniques. Also, a lot of work still be needed to address specific interfaces
introduced by the regulation like audit tools for the data protection officer and
the supervisory authority. The example of a segmentation application illustrates
how to use the framework to assist developers and system designers to imple-
ment privacy by design and by default and highlight missing work in the state
of the art.

As future work, we plan to implement the framework components in a
real segmentation big data application. The goal is to demonstrate its GDPR-
compliance and to evaluate the overhead of GDPR-compliance implementation
mainly on the system performances. As a second step, we are very interested in
developing audit tools for GDPR in Big Data systems.
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Abstract. Successful implementation of information security policies
(ISP) and IT controls play an important role in safeguarding patient pri-
vacy in healthcare organizations. Our study investigates the factors that
lead to healthcare practitioners’ neutralisation of ISPs, leading to non-
compliance. The study adopted a qualitative approach and conducted a
series of semi-structured interviews with medical interns and hospital IT
department managers and staff in an academic hospital in Saudi Arabia.
The study’s findings revealed that the MIs imitate their peers’ actions
and employ similar justifications when violating ISP dictates. Moreover,
MI team superiors’ (seniors) ISP non-compliance influences MI’s ten-
dency to invoke neutralisation techniques. We found that trust between
medical team members is an essential social facilitator that motivates
MI’s to invoke neutralisation techniques to justify violating ISP policies
and controls. These findings add new insights that help us to understand
the relationship between the social context and neutralisation theory in
triggering ISP non-compliance.

Keywords: Neutralisation theory · Health care · Information security
policies · Privacy · Medical Interns

1 Introduction

Many healthcare organisations have encountered security and privacy challenges
due to the wide adoption of Healthcare Information Systems (HIS). Electronic
Medical Records (EMR) or Electronic Health Records (EHR) are both instances
of HISs. In this context, a privacy breach is “a situation where personally identi-
fiable information is processed in violation of one or more relevant privacy safe-
guarding requirements” [18]. Reports from information security agencies state
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that healthcare organisations are susceptible to internal and external security
threats, which can jeopardise the information security controls and policies of
healthcare organisations and increase risks for EMRs. According to the Verizon
2019 Data Breach Investigation Report (DBIR) [35], there were 41,686 secu-
rity incidents, of which 2,013 were data breaches. In the healthcare industry, a
total of 304 confirmed data breaches occurred, with 179 of these associated with
employees. To reduce privacy breaches,several countries have developed strict
information security and privacy regulations to force adherence by healthcare
organisations in terms of collecting, processing and exchanging patient informa-
tion to ensure the privacy and confidentiality of patient data. These regulations,
for instance, include the Health Insurance Accountability Act 1996 (HIPPA) in
the US and General Data Protection Regulation (GDPR) in Europe in 2018.

Security and privacy breaches are costly for individuals and organisations.
The accidental or intentional disclosure of patient information can have con-
sequences, such as employment termination, personal embarrassment, identity
theft and loss of the health insurance [37]. Likewise, any breach within health-
care organisations could lead to legal liabilities, which could imply severe loss
of trust and reputational damage, as well as financial penalties and pecuniary
compensations [36].

In the information security literature, scholars have postulated that technol-
ogy controls alone can not ensure integrity, availability and confidentiality of
information held by an organisation without encouraging employees to meet the
organisation’s information security goals [31,38]. They call for more studies to
explore the motivations behind individuals’ intentions to violate or comply with
ISPs. Instead of focusing on the effects or the consequences of the individual’s
ISP violations or compliance with organisational ISPs, there is the need take a
step backwards to understand the factors that contribute to their intention to
comply.

This study extend previously published compliance-related research [3,31,
34], which found that individuals would adopt cognitive justifications or embrace
neutralisation techniques to overcome feelings of shame or guilt when they com-
mit, or intend to commit, any particular violation.

However, this study distinguishes of the previous work by investigating the
impact of the social factors on Medical Interns (MI) motivations to free them-
selves from the obligation to comply with the hospital’s ISPs. We argue that
the MIs’ ISP violations can originate from social aspects that influence them
to employ neutralisation techniques and to behave insecurely. Here, we make
a distinction between malicious and non-malicious violations of ISPs. A mali-
cious violation involves an individual intentionally committing an act to harm
the organisation’s IT assets. This study, on the other hand, focuses on non-
malicious behaviour, i.e. when an individual violates an ISP without intention
to harm the hospital IT assets. In particular, they are likely to employ neu-
tralisation techniques to justify their deviant behaviours [4]. Consequently, we
sought to answer the following research questions:
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RQ1: What are the common neutralisation techniques that medical interns
invoke to justify ISP violations?

RQ2: What are the social factor(s) that trigger invocation of such neutralisation
techniques?

To answer the questions, we conducted semi-structured interviews with MIs
(n =21) and IT specialists (n =8) in a Saudi hospital. This study revealed that
both peers and superiors influence MIs’ misconduct and ISP breaches and that
neutralisation techniques were used to justify their non-compliance. This paper
is organised as follows: Sect. 2 provides theoretical foundations for neutralisation
theory, specifically individuals’ deviant behaviour related to ISP non compliance;
Sect. 3 details the study’s methodology, data collection, and analysis; Sect. 4
reports on the study’s findings; and Sect. 5 presents the study’s conclusion and
suggests directions for future work.

2 Theoretical Background

2.1 Information Security Policy Compliance and Privacy Protection

According to Parks et al. [25], privacy safeguards refer to the organisation’s
efforts to ensure personal information protection by implementing various types
of security solutions, both technical and non-technical. Despite these efforts to
safeguard healthcare organisations’ IT assets and information, security and pri-
vacy breaches by healthcare organisations keep occurring. For instance, in 2018,
several healthcare organisations in the USA registered a new record of paying
around 28 million dollars in fines and settlements due to HIPPA rule violations.
This was 22% more than the fines paid in 2016 [19]. In response to the severe
consequences of HIPAA non-compliance, healthcare organisations invested mas-
sively in strengthening technical controls to repel hacking attempts [28]. They
adopted many IT and security “best practices”, and developed a wide range
of information security policies (ISPs) to assign responsibilities to employees
and delineate their role in protecting organisations’ information and technology
resources [7]. Chan et al. [9] detail ISP compliance as “core information secu-
rity activities that need to be carried out by individuals to maintain information
security as defined by ISP.” Thus, an internal security threat exists when an
employee with legitimate access to the organisation’s IT assets fails to comply
with the organisation’s ISPs [29]. In an effort to improve individual compliance
and reduce undesirable behaviours, information security scholars have published
a large number of studies that incorporate theories from sociology, criminol-
ogy, psychology, and other disciplines to achieve a deeper understanding of the
antecedents of ISP non-compliance triggers [12,13].

2.2 Neutralisation Theory

Sykes and Matza [33] introduced neutralisation theory to explain the deviant
behaviour of juveniles. Deviant behaviour is any action that conflicts with the
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shared values of a social group; the group members consider the behaviour unac-
ceptable. Rogers and Buffalo [27] defined neutralisation techniques as “a method
whereby an individual renders behavioural norms inoperative, thereby freeing
himself to engage in behaviour which would otherwise be considered deviant.”
These neutralisation techniques help the offender to balance and negate the
impact of the inner feelings of shame or guilt and make it possible for an offender
to commit the non-compliant behaviour without self-blaming. Sykes and Matza
[33] list five neutralisation techniques: (1) denial of responsibility, (2) denial of
injury, (3) the appeal of higher loyalty, (4) denial of victim, and (5) condemnation
of condemners.

Further applications of Sykes’ original work have identified additional neu-
tralisation techniques that support the effort to explain different types of crimes
and deviant behaviours. For instance, Klockars [20] added the “metaphor of the
ledger”, while Minor [24] mentions the “defence of necessity”. Others are “claim
of normalcy” introduced by [10], the “emphclaim of individuality”, the “claim
of relative acceptability”, the “claim of entitlement” [17], “justification by post-
ponement” and “justification by comparison” [14]. Neutralisation theory was the
basis for various criminological studies of criminal behaviours, such as hate crime
[8], car theft [11], and drug addiction [26].

2.3 Neutralisation Theory in the IT and IS Contexts

Given the theoretical explanation of neutralisation theory in terms of investigat-
ing deviant behaviours, several scholars propose the application of this theory as
a suitable lens to understand computer abuse [16], cyber-loafing [21], and dig-
ital piracy [30]. Willison and Warkentin [38] stated that it was worth applying
neutralisation theory to explore employees’ deviant security behaviours within
organizations. They argue that the employee might use neutralisation to off-
set feelings of guilt or shame when they intend to break organisational rules.
In the IS context, ISPs are a set of essential roles and responsibilities that
are encoded in ISPs to guide employee security behaviours in the workplace.
Siponen and Vance’s [31] study revealed that the organisations’ deterrence mea-
sures were not effective in the face of neutralisation techniques. They concluded
that neutralisation techniques were correlated with employee intentions to com-
mit ISP violations regardless of the presence or absence of formal or informal
organisational sanctions. Moreover, other empirical studies [2,34] found that
neutralisation theory is a significant predictor of individuals’ intention to breach
information security and privacy policies.

2.4 Medical Interns in Saudi Arabia

In Saudi Arabia, medical schools have designed their medical curricula to include
a year of compulsory clinical training after the medical students complete their
mandatory medical courses. During the internship year, MIs work in teams under
close supervision of seniors, such as medical consultants and residents. This
arrangement improves the MI’s clinical and practical experience as they gain
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continuous feedback during involvement with patients’ treatment. Every month,
each intern works in a different clinic in the hospital and engages with different
medical teams. The aim is to help MIs improve their learning and ability to
identify their preferred future medical specialty. Although these monthly shifts
between clinics allow the MIs to enhance their clinical training, it also expands
other non-medical or professional competencies, such as improving communica-
tion skills. This year enhances their professional attitudes and ethics with respect
to patient care and safety [1].

3 Methodology

The study conducted a series of semi-structured interviews to collect data and
applied a thematic analysis approach based on [6] to obtain answers to the
research questions. The research environment was a Saudi Arabian hospital that
is considered one of the biggest academic hospitals. It has more than 1400 beds
in various specialties and several medical research centres around the country.
Every year, the hospital admits more than 30,000 patients and provides health
care services to more than 250,000 registered patients. In the hospital, MIs
have access to the hospital’s IT systems. The MI’s privileges include accessing
the hospital health care systems (HIS), which allows them to enter, view, and
edit patients’ medical records. Over the last few years, the hospital has been
impacted by several security incidents from internal sources. Medical employ-
ees’ non-compliance with the hospital’s ISP was the primary cause of internal
security incidents, such as unauthorised access to the hospitals’ HISs and the
use of infected USB devices. We sought to investigate whether neutralisation
techniques were used by MIs to justify their ISP violations and the motivations
behind their justifications.

3.1 Data Collection

The interview protocol had three main parts. During the first part, the authors
explained the purpose of the study and asked the interviewee to sign the con-
sent form. The second part commenced with general questions, collecting demo-
graphics, job descriptions and information security backgrounds. The last part
of the interview explored the information security environment in the hospital
in five major areas: (1) ISP development, (2) implementation, (3) enforcement,
(4) awareness & training, and (5) incident reporting. Specifically, we investi-
gated the impact of the existing security policies on the health practitioners’
daily practices and activities. The initial questions were revised after the first
interview to include more probing questions, which were used to explore the
reactions of MIs to ISPs. We also explored the drivers of neutralisation tech-
nique adoption. In total, we interviewed twenty-nine participants, including MIs
and eight IT staff members. Each interview lasted between 45 and 60 min. All
interviews were conducted face-to-face in the hospital and were carried out by
the first author between Sep 2018 and Nov 2019.
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3.2 Participants

IT Participants: We wanted to interview IT managers and staff who directly
interacted with health practitioners in meetings or discussions. Specifically, we
dealt with those IT department employees responsible for developing, implement-
ing and enforcing ISPs and controls to protect the hospital’s IT infrastructure
and patient record privacy. The Associate Executive Director of the IT depart-
ment distributed interview invitations to the department staff via email. A total
of eight participants from the IT department volunteered to be interviewed (six
IT managers and two IT employees). The study aimed to explore their percep-
tions about current ISP violations, and the IT department’s efforts to ease the
conflict between IT security needs and the impact of those policies on healthcare
practitioners’ duties. The IT department’s awareness of the medical employees’
justifications (neutralisation techniques) for ISP violations were explored, as well
as their mitigation solutions.

Medical Interns: The study recruited twenty-one MIs (10 Female, 11 Male) via
snowball sampling [5], which allowed us to reach this group more efficiently. Each
of the MIs was asked to refer the interview invitation to other colleagues. Our
aim was to gain insights into the interactions between MIs, as a group, and the
ISPs, during daily activities. Another aim was to investigate the social factors
that influenced MIs to violate ISPs, i.e. what prompts them to justify such non-
compliance by invoking neutralisation techniques. We continued to collect data
until we reached saturation i.e. no new themes emerged [22].

3.3 Data Analysis

The interviews’ audio files and transcripts were analysed as advised by Braun
and Clarke [6] (Fig. 1). Thematic analysis is a method that searches for common
patterns within a qualitative data set and systematically underlines repeated
themes. This encourages a better understanding of the context and ensures
greater organisation of the dataset. We identified all the relative passages in the
responses that revealed security policy violations and the corresponding neutral-
isation technique(s) used to justify such violations. Also, the study focused on
the possible reasons that led MIs to invoke such techniques. The data relating
to neutralisation techniques and ISP violations was then analysed thematically
using an inductive approach to code any relevant information in the text excerpt.
Afterward, all the codes that reflected a similar concept were grouped to create
meaningful themes. Qualitative software QSR NVivo Version 12, was used to
conduct the thematic analysis and facilitate the management of the audio files
and transcripts.

4 Findings: Social Factors and Neutralisation Techniques

Using thematic analysis, the study identified a number of social factors that
motivated MIs to justify their violations of the hospital ISPs. According to [23]
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Fig. 1. Thematic analysis processes by Braun and Clarke [6]

several neutralisation techniques might overlap, which may lead to inconsistent
findings during technique identification. Thus, we used Fritsche’s [15] typology
as a guideline to improve our understanding of how to identify and select the
neutralisation techniques, which improved our ability to reduce arbitrariness and
inconsistent or overlapping techniques. We found that the social meta-categories
influencing the invocation of neutralisation techniques include:(1) peer influence,
and (2) superior influence.

4.1 Peer Influence

Sutherland [32] stated that: “An individual learns not only the techniques of com-
mitting the crime, no matter how complex or simple, but he/she learns specific
motives, drives, rationalisations and attitude” [p. 75].

The MIs are a subgroup of health care members who work to improve their
practical healthcare skills. These interns share many individual characteristics
such as age, medical experience, and educational background, which make their
relationship and behaviours stronger and help them to solve work issues in simi-
lar ways. They are at an important stage of their medical education and perform
medical duties within healthcare teams during their clinical rotation. They get
most of their training benefits from interacting with other peers and practition-
ers, such as medical residents, consultants, and nurses. Interns work hard to
prove their medical competence and by so doing hope to gain a residency posi-
tion after their internship year. This passion motivates their tendencies to focus
on medical training practices and duties more than anything else.

Several MIs indicated that accomplishing their medical responsibilities is
prioritised over complying with ISPs. MI4: “We take things based on priorities,
and we don’t consider information security a priority for us, and unfortunately,
it might be considered the lowest of the priorities between our colleagues”. Other
MIs stated the importance of their medical duties compared to the hospital’s
concerns about compliance with ISPs: MI13: “To be honest, we don’t focus on
this topic; we focus onpatient treatment management. For us, as MIs, we focus
more on the medical skills and how to make a diagnosis or read its result, and
so on. But information security topics are not a priority for us.”

Many MIs indicated that the healthcare team norms impacted their
behaviour as they imitated their colleagues non-compliance actions. Thus, they
inherit and commit the same security policies violations and tend to evoke the
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same justifications. MI11: “To be honest, I have not read a security policy doc-
ument, but I have heard that from my colleagues about what I can do or not,
all of my knowledge is bits of advice that come from people in the practices”;
MI16: “you see what people around you are doing, and you will do the same.
Even though a person is supposed to know the wrong or right by himself”.

MIs indicated that they and other peers heavily rely on each other to over-
come their daily practices issues, especially issues related to security controls,
such as limited internet access. MI20: “When I face a situation, I read about it
or inquire from someone knows such as my colleagues. For instance, I need to
print files in the hospital, so I ask my colleagues how to do that. Therefore, each
one of them gives me his experience to solve my issue with controls here because
we have limited internet access and we cannot open Gmail, Hotmail, etc. So, I
get benefits from their feedback and experiences”.

Therefore, the social impact of the peers’ behaviour can form their perception
as they followed and imitated each other’s actions and used the same justifica-
tions for their non-compliant behaviour with the hospital ISPs. We identified
four neutralisation techniques that the MIs use to justify their non compliance
behaviour under the influence of their peers: (1) defence of necessity, (2) appeal
to higher loyalty, (3) everybody else is doing it, and (4) denial of injury.

Defence of Necessity: The majority of the MIs (N = 16), indicated that they
used this technique to justify their behaviour when they share their passwords
or healthcare system account with peers. The common belief among the partic-
ipants who illustrated evidence of this technique was that complying with the
ISP was not a matter of urgency to them. Thus, they focused their attention on
their primary mission of providing treatment to patients and dealing with the
clinical workload. Some of the MIs argued that they shared their password with
a colleague when it was necessary. Therefore, being a part of a medical team
required them to tightly collaborate with other peers and force them to perform
some acts regardless of compliance with the ISPs.

They stated that if an MI in the team found it difficult to access his/her
account, then this would impact team performance. The argument, in this situ-
ation, was the necessity to improve work performance, which made it justifiable
to share their HIS password or account. As respondents reported: MI16: “....
at the end, you have to see the big picture, there are patient interests might be
disrupted or delayed because one of the medical team members does not have
access”; MI09: “if someone refuses to give you the password of his account, this
would delay work because I would wait until he comes and opens his account to
complete the order. It would delay the work performance.”

Appeal to Higher Loyalty: Participants who used this technique tend to
“legitimise deviant behaviour when a non-conventional social bond creates more
immediate and pressing demands than one consistent with conventional society”.
[14]. This technique is considered the second most common neutralisation tech-
nique that reported by the MIs with (n =15). The primary ISP violation that
evoked “appeal of higher loyalty” was sharing passwords or the HIS accounts
between MIs, who started their internship without an active account to access
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the hospital health care system. It was not surprising, given the close relation-
ships between MIs who were working together to serve clinical requirements
and their practical goals. The MIs who indicated support for this technique felt
that they were doing the right thing, in providing professional help to peers
to accomplish team duties without disruption. Here, some of the participants
argued that they were sharing their passwords or HIS account and neutralising
their behaviour by referring to the greater good. For instance, some MIs jus-
tified their password sharing behaviour as support and help, especially during
the internship period, in which any disruption of performance can impact MI
training and evaluation. MI17: “I think it is a kind of attitude that we need to get
the work done. It is professional support.”; MI23: “To be honest, here we have
this kind of behaviour that we like to help people sometimes more than what is
supposed to be. So, this is considered “help” in our culture.”

Everybody Else Is Doing It: This technique refers to the impression that
the damaging behaviour is common to the group, so there was no need to feel
guilty or ashamed. Six MIs (N = 6) justified their behaviour by saying “everyone
of my peers is doing it”, especially when they left their PCs without logging
out, shared a password or account with others, or used an external Internet
router to bypass Internet access restrictions. The participants argued that their
behaviour was normal because other team members were commonly doing the
same thing: MI09: “I mean, the behaviours of others because the majority are
doing this thing; we will do the same, even if it is wrong.”

Also, they argued their behaviour was acceptable and referred to the fact
that a large number of their colleagues commonly shared passwords, left their
PCs unlocked, or utilised their own Internet routers: MI14: “I see the majority
share their passwords, for example, and leave their account open without Logging
out. Sometimes, I leave my account open to let my colleague work on the same
note.”; MI27: “I have to use my mobile Internet router, which I bring with me.
Actually, a lot of my colleagues do the same, not only me.”

Also, they stated that no one got caught or punished for performing such
actions, which implied that the IT department had not considered these acts to
be information security breaches. They referred to the existence or absence of
ISP violation sanctions to evaluate which of the typical behaviours in their peer
groups was considered a breach of the hospital’s ISPs or not. The MIs evoked
this technique based on their observation of the social context that influenced
their decision-making processes to decide which behaviour was acceptable: MI27:
“Also, as I have mentioned everybody is doing it, from the physicians to the
nurses and residents. Everyone leaves their account open and there is no specific
punishment.”

Denial of Injury: The offender who uses this technique claims that the out-
comes of his/her deviant behaviour are harmless, and he/she does not show
any concern about the expected consequences of non-compliant behaviour [33].
More than half of the MIs (N = 13) referred to this neutralisation technique when
they revealed some of their daily practices. One MI who adopted this technique
refused to acknowledge the fact that, by sending photos from patients’ medical
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records via a social media application (e.g Whatsapp) or sharing the password or
the HIS account with a colleague, they could cause any harm to patient privacy
or the hospital.

There were three main arguments behind these non-compliant actions; the
first was that the MIs’ HIS accounts had limited privileges, as they could only
access the patient records to write patients’ diagnoses. They did not have any
authority to issue medical orders, such as prescribing medicines or conducting
lab tests. The MI’s judgment was concentrated on the physical harm that could
impact the patients’ health due to incorrect medical orders. Thus, they failed to
pay attention to the information security risks that could originate from shar-
ing passwords. They reported that: MI10: “Technically speaking, my account is
limited as a medical intern, and we only can write notes. So, she is going to
write notes like me, and she cannot do something major. There is no security
breach in my perspective because we both know what the limit is”; MI7: “We are
not allowed, as medical interns, to make medical orders, so I’m not worried that
the person who I share my account will do something that can harm me or the
patient in the future.”

Some of the MIs conducted a type of risk comparison as a way to decrease
the injury that could occur from sharing their HIS account password. Denial of
injury via reducing the impact and magnitude of the risk originated when they
compared it to other team members in a higher position of authority, such as
consultants. So, they thought that sharing passwords would have a small negative
impact on the hospital’s security. This thought affected the MIs’ reporting of any
observed violations of ISPs. An MI explained: MI15: “.....what I’m saying is I
know there is something that is important, but what interns think themselves is
that they are only interns !! So, whatever threats come from us, no one is going to
consider. Threats coming from MIs are less impactful than threats coming from
CIOs or the heads of department. This is because they have more responsibilities.
So, their email is strong,because if a CIO sent an email to a department, then it
will be read and followed. But If I sent an email to a department no one is going
to do anything. This is my belief.”

The last argument was that several MIs habitually took pictures and shared
these with peers via mobile social media applications. They believed that the
recipient of the medical record photos was trusted, and would use these for
medical purposes and keep them confidential. Some MIs confirmed that they
had sent or received an image of a patient’s records, including lab results or
x-rays, where the patients’ information was clear. Others revealed that they
had taken precautions to protect patient confidentiality by hiding the patient’s
identifiable information, such as the patient’s name or Medical Record Number
(MRN). This action was explained by different MIs, as follows: MI5: “Today,
one of my colleagues took a picture of a screen and all the information was there
except the patient MRN. However, there were some cases where the MRN and
the patient name have appeared.”; MI11: “I have seen a lot of my colleagues
not pay attention to cover the MRN before they take a picture of the system
screen, specifically the X-ray picture, for instance, where the patient information
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always appears in X-ray corner. They directly take a picture of the X-ray without
considering covering the patient information located in the corner. They usually
say we share it with our colleagues,so they don’t hide such information”; MI16:
“Yes, I have sent some pictures for discussion with my medical team but without
the name or MRN of the patient.”

4.2 Superior Influence

The central role of the MIs during their monthly rotation was to learn from their
superiors, including consultants or residents and to work closely with them to
provide healthcare services. During the internship, the interaction between the
MIs and their superiors is considered an essential part of the learning process
for the MI. The consultant has the power to offer a residency position to any
intern who successfully meets the practical training criteria. Thus, the superiors’
decisions were a significant part of the evaluation process in subsequently gaining
a residency position in the hospital.

The majority of the MIs explained that their superiors influenced their
behaviours both directly and indirectly in several situations related to the ISPs.
Therefore, this influenced their tendencies to invoke several neutralisation tech-
niques as part of the decision-making processes to deal with their superiors’
requests. These orders could conceivably lead to an ISP violation.

In addition, the MIs provided evidence of several neutralisation techniques to
justify their ISP violations and showed how the influence of their superiors had
motivated them directly, and indirectly, to justify their abuse of passwords and
the HIS access policies. Thus, four main neutralisation techniques were identified
and invoked due to the influence of the superiors: (1) Denial of responsibility,
(2) Denial of injury, (3) Defence of necessity, and (4) Defence of Convenience.

Denial of Responsibility: Many MIs cited their superiors’ or seniors’ authority
as an essential factor that helps them to accomplish their aims, do their duties,
and gain better practical experience in the field. This close relationship might
extend to informing ISP-related perceptions, as an MI indicated: M12: “I observe
what my seniors are doing regarding the information security and I do whatever
they do.”

The MIs revealed that accountability towards the hospital’s ISP was influ-
enced by the orders issued by their seniors, such as consultants or residents.
Therefore, they shifted the responsibility of any potential harm of the ISP vio-
lations to their superiors. MI26: “It is coming from the attending consultant, so
usually people obey the person in authority even if it is the wrong action, they
will follow it.”

Furthermore, they explained that their work environment was complex and
required full collaboration from the entire medical team to deliver health care
services to patients. So, being a trainee in a medical team made it difficult for
any MI to deny carrying out an order from a consultant, even if the request could
lead to an ISP violation or privacy breach. For instance, an MI explained his
fear of the consequences of a refusal on his application for a residency position
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when a consultant asked him to share his account with another intern: MI4: “for
seeking approval or recommendation from the supervisors. They might see you
as part of the team, which increases your chance of acceptance as a resident. I
will lose if I refuse to do it. If I say NO because I want to follow the rules, they
might abuse you and isolate you from the team.”

Besides, few MIs felt that their seniors used their authority to violate the
ISPs by delegating more responsibilities to the MIs than expected by hospital
management. For instance, some of the consultants shared their HIS accounts
with MIs to allow them to perform extra work duties, such as issuing medical
orders. Thus, the MIs were forced to exceed their designated privileges to use the
healthcare information system, which is considered a violation of the hospital’s
HIS access control policy: MI27: “some physicians abuse the medical interns
by letting them do more duties, so if medical interns said that his/her account
privileges are limited in order to conduct the requested order, the physician simply
respons by saying that’s ok, take my account or password and conduct the order.”

Denial of Injury: Several MIs reported evidence of using this neutralisation
technique to justify their superiors’ impact on the hospital’s ISP non-compliance.
For example, some of the MIs justified their use of the consultant’s HIS account
if the medical orders included only simple and routine procedures. In this case,
the expected consequences of any wrong order on patient health were minor,
regardless of the fact that the behaviour itself was a violation of any ISPs: MI5:
“It depends on the case. If the MI will use the consultant’s account for minor
orders or routine medical procedures like ordering Paracetamol, X-rays, or blood
tests, the harm of these procedures, such as increasing the dose or asking for the
X-ray,is trivial.”

Two of the IT managers acknowledged the occurrence of this violation
and described the consultants’ perceptions as harmless when sharing their HIS
account credentials with others: ITE1: “They say nobody will be harmed if I
share my password, and I will simply change the password if there is a risk”;
ITD1: “Also, the fact is that the consultant and the resident don’t see sharing
their password as an issue for the email and [the health care system] and they
think it is ok”.

Other MIs invoked this technique to justify their behaviour of sending a
photo of the HIS screen to their seniors. They referred to this as a practical
way of getting things done, enhancing convenience, and not wasting the seniors’
time. They sometimes received a request from a physician to send a photo of a
patient record, and sometimes they sent the picture to the physician’s mobile
seeking treatment advice. In fact, the MIs blamed the IT department’s technical
restrictions such as the lack of remote access (VPN), as being responsible for
this type of security violation. Therefore, instead of verbally reading the patient
information over the phone or asking the consultant to come to the clinic to read
the patient’s diagnoses or lab results, they took photos of the patients’ records
and sent them to the consultants’ mobiles. They argued that they sent the photo
to the consultants’ phone directly, as requested, and only two people had the
images. This reduced the chances that these pictures would be leaked: MI17:
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“I understand there is a risk, but what is the probability of it happening? Your
example has a very minimal chance of occurring if any”; M11: “most of the people
in the medical field are looking for practicality rather than professionalism. They
prefer practicality, so instead of asking the physician to come to the hospital,
they take a picture and send him the findings and the lab results to let him give
his diagnoses or treatment plan. So, they think it is more practical and it is better
to get the job done.”

MIs stated that their seniors had sent photos containing patients’ records
to their mobiles, where the identifiable patient information was clearly shown.
The seniors took these pictures for some of the patients’ unique case records
and shared them with many MIs in the team, as part of the learning process:
MI9: “It is the wrong behaviour, but they do it a lot. Also, the seniors might take
a picture of the patient information that includes the name and the MRN and
share it with others; they don’t care about hiding this information that much.
They do that for many reasons, such as teaching or discussion. That frequently
occurs, even it is a wrong action.”

Defence of Necessity: Several MIs reported that they had no choice for per-
forming their work efficiently than to share their password. Some of the MIs
related situations where their seniors shared their HIS accounts with them tem-
porarily. For instance, some had started their internship program without an
active HIS account, which conflicted with their training objectives to gain prac-
tical experience. A significant part of the training consisted of writing patients’
medical documentation. Thus, the consultant or the resident had to share their
HIS account credentials until the IT department activated the intern’s HIS
account. MI09: “The problem is that many medical interns don’t receive their
healthcare system account from the IT department before they start the program.
If the resident realised that the medical intern does not have an account, in this
case, the resident usually shares his/her health care system account with the
medical intern and logs out when he/she finished writing the notes.”

Another group of MIs reported a situation where a large number of patients
in some clinics created a significant burden on the physicians, which forced them
to seek help from the team to provide healthcare services and reduce treatment
time. If the physician spent most of his/her time handling routine duties such
as writing medical notes rather than examining patients, treatment time would
increase. M18: “If the doctor strictly complies with security policies and does not
share his account, I think that may impact his work performance. In the end,
when the doctor stops dealing with the patient in order to do some simple tasks,
that can impact the doctor’s performance in the clinic.”

An IT security employee confirmed a previous justification from a consultant
to share their HIS account password: ITE1: “The doctor’s justification for such
behaviour, which I have heard that from them, here I will quote the doctor’s
speech: ‘I’m here in the clinic for patient treatment and I have many patients to
look after, so I don’t have time to access the system each time to make medical
orders or procedures, such as lab orders or pharmacy orders and so on. Thus,
this is part of the nurse’s duties as she is an assistant of the doctors, therefore, I
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give her my password to conduct such orders, while I’m doing my primary work
to meet and examine the patients’. End of quote.”

Also, several MIs justified the impact of their seniors’ behaviours on them,
which could lead to their violating the password policy. They indicated the
importance of sharing passwords, especially when the consultant was too busy
and tired dealing with patients all day or dealing with many urgent cases, which
increased the risk of making mistakes in HIS orders. Their argument was that the
consultant benefits from sharing their HIS account credentials in this situation,
and this offsets the ISP violation behaviour. M12: “Sometimes when a person is
tired, he is more likely to make mistakes because he maybe does the medical orders
quickly to finish the work. So, I think it is justifiable in this situation if the doctor
gives others colleagues, a trusted person, his account to overcome the tiredness
risk.”; M18: “Regarding sharing passwords, the doctors share their passwords
because there is a need for doing that. ...in the emergency clinic, several doctors
have shared their passwords with me, so I can order anything for the patient and
it comes directly without delay.”

Defence of Convenience: This justification emerged from several MIs as a new
neutralisation technique. They claimed that that the violation of the information
security policy met the violator’s needs. They considered ISP compliance a sub-
jective matter based on their judgment and evaluation in the current situation.
The MIs who engaged in this delinquent behaviour seemed in an intermediate
position between a denial of injury and a defence of necessity. So, MIs who
used this justification moved back and forth between ISP compliance and non-
compliance to gain more personal and work benefits. They argued that they
could use better ways to make their work more convenient or more efficient,
while, in reality, they wanted to accumulate personal credits with work bene-
fits. Some MIs reported that the consultants shared their password because they
wanted to stay home and made the interns perform their tasks. Some MIs stated
that consultants were simply too lazy to do their duties: MI19: “Because it is
more convenient for the consultant to stay home and ask his juniors to complete
a specific task.”

5 Limitation and Conclusion

Like all research, this study has its own limitation relates to the sample chosen
for the interviews. Here, all the collected data was limited to a single academic
hospital in Saudi Arabia. Thus, it is suggested being cautious when generalising
the study findings in other contexts. Another limitation is the Social Desirabil-
ity Response Bias (SDRB) during face to face interviews, where the partici-
pants answer the interviewer’s questions in favour to preserve their self-image.
Therefore, we attempted to overcome this research issue by asking indirectly
the participants to report their colleagues’ behaviour to violate ISPs and related
justifications instead of their own behaviour.

In conclusion, employees’ adherence to ISPs cannot be taken for granted.
They sometimes drift to non-compliance and adopt neutralization techniques to
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slave their conscience when they decide not to comply with ISP dictates. On
the other hand, sometimes the environment and social norms explicitly encour-
age non-compliance: people follow the descriptive norms (what others are doing)
rather than injunctive norms (what the ISPs tell them to do). We carried out
a study that revealed a number of motivations that encourage MIs to invoke
behavioural justifications when not complying with ISPs: neutralization tech-
niques that helped them to feel better about not complying. For future work,
we plan to consider amelioration strategies that could reduce the likelihood that
medical interns will use neutralization techniques instead of complying with hos-
pital ISPs.
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Abstract. Credit card fraud is one of the most common cybercrimes
experienced by consumers today. Machine learning approaches are
increasingly used to improve the accuracy of fraud detection systems.
However, most of the approaches proposed so far have been based on
supervised models, i.e., models trained with labelled historical fraudu-
lent transactions, thus limiting the ability of the approach to recognise
unknown fraud patterns. In this paper, we propose an unsupervised fraud
detection system for card payments transactions. The unsupervised app-
roach learns the characteristics of normal transactions and then identify
anomalies as potential frauds. We introduce the challenges on modelling
card payment transactions and discuss how to select the best features.
Our approach can reduce the equal error rate (EER) significantly over
previous approaches (from 11.2% to 8.55%ERR), for a real-world trans-
action dataset.

Keywords: Card payments · Fraud detection · Machine learning ·
Deep learning · Card Not Present · Unsupervised learning

1 Introduction

The value of global non-cash transactions is growing every year and it is esti-
mated to reach beyond 720 billion of dollars in 2020 [8]. Figure 1 breaks down the
total transactions value by global growth regions, i.e., North America, Europe,
Mature Asia-Pacific (APAC), Emerging Asia, Central Europe Middle East and
Africa (CEMEA), and Latin America (LATAM), between 2012 and 2021 (note
that values between 2019 and 2021 are estimated). There is a clear increasing
trending which is significantly stronger in emerging Asia and CEMEA. In these
regions, where the card network development is relatively immature, the prolif-
eration of card use is mainly due to the increase in mobile payments and wallets.
On the other hand, in mature markets such as North America, Europe and
mature APAC, the adoption of Near Field Communication (NFC)/contactless
technology has powered the increment of the card operations.

With the growth of the value of global card payments transactions, fraud
activities and losses related to them have increased as well. During the last few
c© Springer Nature Switzerland AG 2020
S. Kallel et al. (Eds.): CRiSIS 2019, LNCS 12026, pp. 247–262, 2020.
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years, most of the losses are related to Card Not Present interfaces [32], which
refers to online, telephone and mail transactions, in which the card is not phys-
ically present at the merchant. The most recent report on card payments fraud
of the European Central Bank specified that Card Not Present fraud increased
66% over a period of five years with an approximate 1000 EUR millions of losses
in 2016 in Europe [13].

Fighting fraud is a difficult task, and merchants are very sensitive to the fact
that overhead associated with security measures (such as PINs) may degrade the
customer experience. Moreover, security procedures against online fraud that
require extensive personal information can also turn in another source of vulner-
ability. For example, this information may be exposed after a data breach, and
once stolen, it can be used in fraudulent activities.
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Fig. 1. Estimated value of world wide non-cash transactions from 2012 to 2021 [38].

The first Fraud Detection Systems (FDSs) for Card Not Present (CNP) trans-
actions were based in rules, i.e., a set of thresholds established by experts trigger
the alarm. However, card payments ecosystem is fast-changing and rules used
in establishing fraudulent activity are likely to become ineffective or obsolete as
time passes. More recently, machine learning techniques (ML) have been used to
improve detection dynamically [27]. The ML approach learns fraudulent and/or
normal patterns from past transactions to inform its fraud detection.

Most of the ML approaches for card payment fraud detection proposed so
far are based on supervised learning techniques, i.e., the model is trained to find
previously known fraud patterns. Thus, the model will not be able to identify
unknown fraudulent patterns. Furthermore, transactional datasets used to train
supervised fraud detection models are often highly skewed toward the num-
ber of samples of normal transactions compared to fraudulent ones. Usually,
the percentage of fraudulent transactions is between 0.1% and 0.5% [7]. In this
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scenario, misclassification arises because of the difficulty of the FDS to learn
fraud patterns.

In this paper, we propose an unsupervised approach which learns the patterns
of normal transactions to detect potentially fraudulent transactions. Thus, it can
detect previously undiscovered types of fraud and it does not rely on labeling
fraudulent transactions within the data set. We study several Machine Learning
and Deep Learning models: an autoencoder, a Multivariate Gaussian distribu-
tion and a One Class Support Vector Machine (OC-SVM, proposed already in
the literature [17]). We conduct the experiments using a real-world transaction
dataset from a European acquirer (the organisation that processes credit card
transactions for its merchants). Furthermore, we study the importance of the
transactional attributes and show their effect on the detection performance.

In summary, the contributions of this paper are as follows:

– a survey of the state of the art card payment fraud detection systems proposed
so far.

– an exhaustive description of the challenges of applying machine learning
approaches to detect card payment fraud.

– an evaluation of different unsupervised approaches on real-world card pay-
ment transactions dataset.

– an assessment of the effectiveness of feature selection approaches.

This paper is organized as follows. Section 2 introduces a set of well-
established performance metrics and Sect. 3 discusses the traditional fraud detec-
tion systems and those based on machine learning techniques proposed so far.
Section 5 describes the feature selection process and discuss the importance of
the transaction’s attribute. Section 4 introduces the dataset used to evaluate our
approach. Section 6 discusses the performance of the unsupervised approach pro-
posed based on three different algorithms and the trade-off number of attributes-
performance. Section 7 concludes the paper.

2 Evaluation Metrics

In this section we introduce a set of well-established performance metrics which
will be used throughout this work to evaluate the proposed FDS, and to compare
its performance in terms of:

– The false acceptance rate, or FAR, is the measure of the likelihood that the
fraud detection system will incorrectly accept a payment (incorrect since it
is fraudulent). A system FAR is stated as the ratio of the number of false
acceptances divided by the number of transactions considered.

– The false rejection rate, or FRR, is the measure of the likelihood that the
fraud detection system will incorrectly reject a legal transaction. A system
FRR is stated as the ratio of the number of false recognitions divided by the
total number of transactions.
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– Equal Error Rate (ERR) is the percentage value when FAR and FRR are
equal. The ERR identifies under which parameter settings the proportion of
false acceptances is equal to the proportion of false rejections. The lower the
equal error rate value, the better the fraud detection system.

– Receiver Operating Characteristic curve (ROC curve), is a graphical plot that
illustrates the diagnostic ability of a binary classifier system as its discrimina-
tion threshold varies. The ROC curve is created by plotting the true positive
rate (TPR) against the false positive rate (FPR) at various threshold settings.
The true-positive rate is also known as sensitivity or recall. Furthermore, it
can be calculated a 1-FRR. A diagonal (the line with intercept one and slope
minus one) can be introduced to divide the ROC space. Points above the
diagonal represent good classification results (better than random), points
below the line represent poor results (worse than random). The intersection
between the curve with the diagonal indicates the ERR.

3 Machine Learning Approaches for Card Fraud
Detection

In this section, we discuss some of the machine learning approaches proposed so
far. We classify them in supervised and unsupervised systems. The distinction of
the group is done based on whether the specific target value to predict is known
for the available samples and in the manner that the algorithm is trained.

Table 1. Card payment fraud detection approaches based in unsupervised machine
learning techniques

Authors Year Techniques Dataset Quantitative results

Aleskerov et al. [1] 1997 Auto-associative NN Synthetic Yes

Quah et al. [26] 2008 Self Organized Maps Collected No

Srivastava et al. [30] 2008 Hidden Markov model Synthetic Yes

Bhusari et al. [6] 2011 Hidden Markov model Synthetic Yes

KhanT et al. [22] 2011 Hidden Markov model Synthetic Yes

Iyer et al. [19] 2011 Hidden Markov model Synthetic Yes

Hejazi et al. [17] 2013 One-class SVM Collected Yes

Bansal et al. [2] 2014 Self Organized Maps Collected Yes

Tech et al. [31] 2014 K-Menas Synthetic No

3.1 Supervised Learning

The emphasis on card payments fraud detection systems is on supervised classifi-
cation methods. It is a discriminative technique trained to find previously known
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fraud patterns. In classification problems, the system scores the input transac-
tion based in similarities with the attributes of the previously seen fraudulent
patterns. Depending on whether the score exceeds a predefined threshold, the
transaction will be classified such as legitimate or fraudulent.

Neural Networks (NNs) were one of the first ML techniques use to develop
FDS more than 20 years ago and they have become very popular since then.
In 1994, [16] developed a fraud detection system based on a 3-layers P-RCE
feedforward network. They used a dataset of transactions processed by Mellon
Bank during six months of 1991. The original training dataset was sampled to
include 3.33% of fraudulent accounts and a feature selection process was applied
to the original group of attributes. The results showed that when the system
flagged 50 accounts as fraudulent per day, 40% of fraudulent transactions were
detected. That meant an improvement of the previous operative FDS based on
rules. In [7] an FDS was proposed combining a NN with a rule-based approach.
Both modules were combined in a unique sequential system improving the FRR
but decreasing the TPR. Reference [24] compared the accuracy of an Artificial
Neural Network (ANN) with a Bayesian Belief network. BBN performed better.
Reference [15] compared the performance of an FDS based in a NN with four
other systems based in an Artificial Immune Systems (AIS), a Naive Bayes (NB),
a Bayesian Network (BN) and a Decision Tree (DT) algorithms. The NN and the
AIS methods obtained the best accuracy results. [3] compared the performance of
FDSs based in two different NNs, a Committed Neural Network and a Clustered
Committed Neural Network. The Clustered Committed network architecture
showed better detection results. More recently, [14] compared the performance
of a NN with a Convolutional Neural Network (CNN), a Random Forest (RF)
and a Support Vector Machine (SVM). CNN, RF, and SVM obtained better
accuracy results than the approach based on a NN.

In [20] an FDS based on the cardholders profiles was proposed using Recur-
rent Neural Networks (RNNs). They conclude that a base model based on an
RF performed similarly to the proposed deep learning model.

[34] proposed a game-theoretic approach. They model the interaction between
an attacker and an FDS such as a multi-stage game between two players both
trying to maximize financial gain.

In 2010 [5] compare the accuracy of SVM, RF and Logistic Regression (LR).
RF obtained the highest accuracy with a 78% F-score, followed by LR with 70%
and SVM with 62%.

In [28] the authors compared the effectiveness of two FDSs based in an SVM
and DT algorithms. The dataset was the same used in [5]. DT obtained the best
accuracy rate with approximately 95% while SVM 93%.

[37] conducted a study to show whether transaction aggregation may improve
the fraud detection rate. The analysis showed that RF, LR, SVM, KNN and
Quadratic Discriminant (QDA) improve their accuracy with aggregation. How-
ever, DT (CART) did not. They showed the result in two independent datasets
from two banks. In both analyses, QDA obtained the highest detection accuracy.
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Machine Learning (ML) techniques have demonstrated to be useful to detect
fraudulent payments transactions, but keeping a low FAR with a high detection
rate is a difficult task. We have seen that FDS has a high FAR when keeping
a high detection rate, [4]. FAR has a high impact on the effectiveness of the
system. It has associated a cost and customer relations are directly affected.

On the other hand, one characteristic present on all the real card fraud
transactional datasets used to train the model is that they are very imbalanced.
Percentage of fraudulent transactions is extremely lower than that for legitimate
transactions. Usually, the percentage of fraudulent transactions is just between
0.1% and 0.5% [7]. In this scenario, misclassification arises because of the diffi-
culty of the FDS to learn the fraud patterns.

3.2 Unsupervised Learning

One of the main advantages of using unsupervised techniques in card fraud
detection system is the possibility of found undiscovered fraudulent patterns.
However, approaches for card fraud detection systems based on unsupervised
techniques are less common.

In 1997, an FDS based in an auto-associative NN was proposed in [1]. Dif-
ferently from the FDSs based in Supervised Neural Networks proposed in [16]
and [7], this model was trained only with legitimate transactions (300 samples).
They test the approach in a synthetic dataset generated with a Gaussian model.
Each transaction consists of four attributes and the rate of normal samples
was 5:1. The results of the test showed that the system classified correctly all
the legitimate transactions and misclassified 15.09% of the fraudulent transac-
tions. The limitation of this system is that they used one network per customer
and they tested the approach only in synthetic data simulated from a Gaussian
distribution.

In 2008, an FDS based on a Hidden Markov Model (HMM) was proposed in
[30]. Same that in [1], this FDS created a spending habit model for each card-
holder. The category of items purchased was represented as the underlying finite
Markov chain. The transactions were observed through the stochastic process
that produces the sequence of the amount of money spent on each transaction.
The observation symbols were defined clustering the purchase values of the his-
torical transactions of each cardholder. They were clustered in three price ranges
low, medium and high. They tested the system in a synthetic dataset. The test
results showed the best result of 80% of accuracy.

In 2014, [2] compared two approaches based on SOM and ID3 algorithms.
The approaches clustered the data in four groups low, high, risky and highly
risky. Both methods were tested in four datasets including 500, 100, 1500 and
2000 transactions (not more information was specified about the data). SOM
had slightly better FPR (23.52% and 28% respectively) and 20% better TPR
than ID3 (92.5% and 72.5%). Furthermore, the authors conclude that using the
longest dataset, FPR improved 50% and TPR 20%.

In the same year, an unsupervised FDS based on a K-Means algorithm was
suggested in [31]. The system was tested in a synthetic dataset. Some of the



Unsupervised Machine Learning for Card Payment Fraud Detection 253

attributes of the dataset were transaction ID, transaction amount, transaction
country, transaction date, credit card number, merchant category id, cluster id
and indicative of fraud. The classification classes were the same four groups of
the previous approach [2] i.e. low, high, risky and high risky. The authors did
not show quantitatively the results.

Table 1 synthesizes the main aspects i.e. authors, technique, type of dataset
and analysis of quantitative results for each of the unsupervised approaches
reviewed in this section. We can see that only two of the approaches [2,17] were
tested in real-world data while showing quantitative results. Between these two
approaches, the one based on the OC-SVM model [17] achieved a higher accuracy
result i.e. 93%.

4 Dataset

A card transnational payments dataset is a vector of m transactions t:

T = (t1, ..., tm) (1)

Each transaction can be seen as a data tuple of d attributes a:

ti = (a1, ..., ad) (2)

In the unsupervised card fraud detection literature, only a few publications
use real card payments transactional datasets [15]. It is complicated access to
transactional datasets because:

– Anonymity and security reasons [36] i.e. financial institutions usually do not
make public the private information of their customers.

– Companies are not in the position to share sensitive information with their
competitors.

– Usually, reveal information concerned to fraud detection systems is declared
to violate vital security interests.

To show the effectiveness of our approach, we use an anonymised publicly
available dataset realized for a leader in electronic transactions [25]. The datasets
contain transactions made by credit cards by European cardholders. Each trans-
action consists of 30 features. To preserve the confidentiality of the customers
most of the variables are the principal components transformation of the original
values and features name are not specified for most of the attributes. Only fea-
tures ‘Time’ and ‘Amount’ preserve the original value and authors describe the
attribute. ‘Time’ is the seconds elapsed between each transaction and the first
transaction in the dataset. The feature ‘Amount’ is the economic transaction
amount. No more extra background information has been given for the rest of
the features.

Furthermore, each transaction has associated a label which indicates whether
the transaction is either legitimate or fraudulent i.e. equal to 1 if the transaction
is fraudulent and equal to 0 otherwise.
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However, the authors of the dataset have not specified how they have flagged
the fraudulent transaction and they have not given a proof that 100% of fraud-
ulent transactions are detected.

The dataset includes transactions that occurred over two days, where 492
out of 284,807 are fraudulent transactions. Note that the dataset is highly unbal-
anced, the positive class (frauds) account for 0.172% of all transactions.

We normalize the feature Time and Amount with the max-min technique.
Furthermore, we transform the feature Time to indicate the hour of the day
which the transaction in the following manner:

f(t) =
[

t

60 ∗ 60
%24

]
.

To show the performance of each of the proposed approaches in Sect. 6, we
have split the original dataset in a Training dataset including 75% of the legit-
imate transactions and a testing dataset including the 25% of the legitimate
transactions and all the fraudulent transactions and we use 10 folder cross-
validation (for the normal samples).

5 Feature Selection

Most of the FDS in the literature use a feature selection process because: -
Improve training time: some models are computationally intensive when building
the models. If they compute lower-dimensional data, the time to train the model
will be lower. - Improve the response of real-time systems: FDS is expected to
detect fraudulent transactions in real-time. Detection can be faster if the number
of attributes of each transaction is lower. Some authors reduce the number of
attributes of the system significantly, for example in [15] the number of attributes
was reduced from 33 to 17.

Some of the techniques to reduce the feature dimensional space are GA and
PCA [33].

To compare the accuracy between different approaches is common training
the system in several datasets, each with a different number of attributes. In
[16], the authors compared the performance of an FDS when using two different
groups of attributes. One of the groups included payment-related information.
The results showed that the model trained without payment-related information
increased accuracy.

We have used an extra-Trees algorithm to calculate the importance of the
features of the dataset such as in [23]. We use the depth of the node assigned to
each of the features to calculate the relative importance of that feature. Features
on the top of the tree contribute to a higher rate to the final prediction of the
model. To reduce the variance of the estimation, we used the average between
several randomized trees.

Figure 2 shows the relevance importance of the features obtained. We can
observe that features ‘V17’ and ‘V14’ are relatively much more informative than
other features. Later, we will test the accuracy of the different approaches taking
into account different groups of features.
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Fig. 2. Feature importance.

6 Proposed Approaches for Card Payments FDS

We propose an unsupervised FDS for card payments transactions. We compare
the performance of three systems based on a deep learning technique (autoen-
coder) and two ML models i.e. multivariate Gaussian distribution model and
OC-SVM (the last one previously used in [17] to detect fraudulent payment
transactions obtaining the highest accuracy of the all unsupervised approaches
reviewed in Sect. 3).

In our system, transactions are collected and recorded i.e. for two days. After
that, during a window of time, fraudulent transactions will be flagged manually
i.e. after a customer complaint, the same as in previous work showed in Sect. 3.
At this point, we will use only normal transactions to train the model. Thus,
the approach learns the characteristics of the normal samples. Once the model
has been trained, each new transaction is classified as normal or fraudulent
depending on how similar they are to the learned patterns according to the ML
technique employed what we discuss next.

Deep Learning Autoencoders. Deep Learning is a popular method in image
[12,29] and speech recognition [11,18] because of the superior classification per-
formance obtained. It is a class of feature-learning methods, where the input
data is transformed into an abstract representation, which has been widely used
in pattern recognition and classification. Different levels of abstraction can be
achieved by iterating layers.

We use a particular deep learning method called an autoencoder, which con-
sists of an input layer, an output layer of equal size, and one or more hidden
layers connecting them. In our model, the number of input units is equal to the
number of selected attributes of the transaction. Autoencoders have been used
for data representation [39] and more recently for authentication [9].
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In this context, the input is the transaction vector ti = (a1, ..., ad) and the
output is:

u(t) = hu(Wut + bu), (3)

where Wu ∈ R
d×s is a weight matrix, bu ∈ R

s is the bias vector, a1, a2, ...,
ad ∈ R

d are the attribute of the transaction i and hu is called the activation
function, which in this approach we define such the hyperbolic tangent function
[21]. The process of the classification approach is performed in two stages: the
encoding and decoding steps. In the encoding step, the input a is mapped to
the abstract representation u(t) according to Eq. 3, and in the decoding step,
the transformation is reconstructed to the output representation t̂, which is an
approximation of the input transaction, according to the decoder function:

t̂ = hd[Wd{u(t)} + bd],

where Wd ∈ R
s×d is the weights decoding matrix, bd ∈ R

s is the decoding
bias vectors, and hd the decoding activation function. We restrict the degrees of
freedom using a tied architecture, where the encoding matrix is the transpose of
the decoding matrix, i.e. Wd = Wt

u [35].
More than one hidden layer can be applied to achieve higher flexibility

(and abstraction) in the model. In a multiple layers architecture, encoders and
decoders are stacked symmetrically, where the output from the kth encoder, is
the input of the k + 1th encoder.

Once the model has been training using backpropagation, we compute the
mean squared error (MSE) between the original transaction t and its represen-
tation t̂ on the output of the autoencoder, obtaining a validation match score.
Here, we classify the instance such as normal or fraudulent based on a decision
threshold.

Multivariate Gaussian Distribution. Given the card payments transnational
dataset T = (t1, ..., tm) we will take into account only those transactions labeled
as a normal. We assume that each attribute is normally distributed and we cal-
culate the Gaussian parameters i.e. the mean μi and variance σ2 for each of the
features as follow:

μi =
1
m

Σm
j=1a

(j)
i (4)

σ2
i =

1
m

Σm
j=1(a

(j)
i − μi)2 (5)

where i ∈ {1, 2, ..., d} and d equal to the number of features.
Given a new transaction, we will calculate the probability to belong to the

distribution as follow:
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P (t) = P (a1;μ1, σ
2
1)P (a2;μ2, σ

2
2)...P (ad;μd, σ

2
d) =

=
d∏

j=1

P (aj ;μj , σ
2
j ) =

d∏
j=1

1
σj

√
2π

e−(aj−μj)
2/2σ2

j
(6)

And we will consider the transaction as fraudulent if P (t) < ε where ε is the
probability threshold.

6.1 Comparison of Unsupervised Approaches for Card Payment
Fraud Detection

In this section, we compare the performance of the two proposed approaches i.e.
autoencoder and multivariate Gaussian model, with an approach proposed in
[17] which was based on an OC-SVM model. So, we compare the performance
of these approaches:

– an autoencoder with one hidden layer and 15 hidden units.
– a multivariate Gaussian model.
– a one-class SVM.

And we will consider the transaction as fraudulent if P (t) < ε where ε is the
probability threshold.

Table 2 shows the EER obtained by each model. We can see that the autoen-
coder and Gaussian models get the best EER values, 9.8% and 9.7% respectively.
On the other hand, OC-SVM obtains the worst EER value (11.2%).

Figure 3 shows the ROC curve of the three different models. The ROC curve
of the autoencoder and Gaussian models are very similar. On the other hand,
although the OC-SVM is the model with the highest EER, it keeps a higher
True Acceptance Rate (TAR = 1 − FRR), when the FAR is very small i.e.
approximately 0, 1%.

Table 2. ERR of three different unsupervised models on the dataset shown previously.

Models ERR

Autoencoder 9.8%

Gaussian 9.7%

OC-SVM 11.2%

6.2 Feature Importance Experiments

We have seen that autoencoder and Gaussian models obtained very similar accu-
racy results. However, while deep learning models can manage adequately high
dimensional inputs [10], Gaussian models work better on low dimensional space
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Fig. 3. ROC curves of the three unsupervised approaches i.e autoencoder, Gaussian
and oc-svm used to model normal card payment transactions.

problems. Thus, we are going to reduce the number of features of the transactions
from 30 to 7 using a five layers autoencoder i.e. the embedded representation
of the middle layer of the autoencoder is used as the input of the Gaussian
model. Figure 4 shows the ROC curve of the approach and the ROC curve of
the Gaussian model for comparison. We can see that EER does not improve.

Fig. 4. ROC curve of the model autoencoder+GMM train end to end.

On the other hand, we are going to test the Gaussian model when changing
the input vector to take into account different number of attributes. We group
the attributes according to the importance calculated in Sect. 5. Figure 5 show
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the ROC curve of the results. We can observe that the model taking into account
the two more informative features has the lowest EER (8.55%) and the model
only taken into account the most informative feature has the highest (12.5%).

When the model includes features one by one (by incremental importance),
the EER increase constantly until including 8 features, after that the EER
increase but not improving the accuracy of the model taking into account four
or fewer features (except the model taking into account one feature).

Fig. 5. ROC curves of Gaussian models taking into account different groups of features
by importance.

7 Conclusion

In this paper, we proposed two unsupervised ML approaches to model card
payments transactions and detect fraudulent activity. The approaches are based
on a deep learning technique i.e. an autoencoder and in an ML technique i.e. a
Gaussian model. Both systems improve the detection accuracy over a previously
proposed approach based on a One-class SVM which was the model with the
highest accuracy in the literature and tested on real-world data.

We also have shown that in this case, deep learning feature extraction does
not help to improve the accuracy of the Gaussian model. However, taking into
account only the two most important attributes selected by a tree model, EER
of the Gaussian model improves from 9.7% to 8.5% ERR.
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Abstract. IoT is an emerging technology, which represents a complex
and heterogeneous environment. Thus, security in IoT could be an issue
of concern, in particular detecting and identifying malicious events. Mali-
cious events are triggered when anomalous traffic attempts to threaten
and abuse the IoT network. Machine learning approaches provide inter-
esting tools to detect new attacks and prevent unauthorized access.
Therefore, the aim of this paper is to investigate and compare the per-
formances of the classical machine learning methods: Support Vector
Machine (SVM), K-Nearest Neighbor (KNN), and K-means. The perfor-
mance metrics considered in this study are Accuracy, Detection Rate,
False Alarm Rate, Recall, Precision, F1- Score, Time Training and Time
Assigned Label. Then, a proposed solution for enhancement is elaborated
by leveraging the multi-level tweak. The proposed solution shows the best
performance results compared to classical machine learning methods for
intrusion detection.

Keywords: Internet of Things (IoT) · Machine Learning (ML) ·
Intrusion Detection (ID).

1 Introduction

IoT extends the original Internet set and allows the connection of various smart
objects via Internet, which produces massive data traffic in the network. Pro-
tecting the IoT network against intrusion attacks is a hot topic of research,
since it is a heterogeneous environment and many of its protocols were con-
ceived without security background [11,16]. Intrusion Detection System (IDS) is
a solution for controlling and monitoring events in a network to mitigate intru-
sion and identify malicious activities such as Denial of Service (DoS), sinkhole,
and probe attacks. IDS could be classified into three categories according to
the detection method used: misuse detection, anomaly detection, and hybrid
detection. Indeed, misuse detection is able to detect known attacks based on
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a rules dataset; yet, new attacks that are not considered in the rules dataset
are unable to be detected via this method. Anomaly detection method builds a
model that could distinguish between normal and anomalous traffic thanks to a
building profile of normal behavior. Thus, new attacks that deviate from normal
behavior could be detected and identified. Hybrid detection method leverages
the misuse and anomaly detection method and builds two detection modules:
one for new attacks detection, and another for known attacks detection [7,29].
Machine learning is the artificial intelligence subfield and allows the provision
of predictive and classification analysis from data thanks to a variety of algo-
rithms deployed for such a purpose. Hence, machine learning algorithms could
be classified mainly into two categories as follows:

– Supervised algorithms, which generate a model by learning from labeled train-
ing data. The labeled data define the desired results.

– Unsupervised algorithms, which generate a model by learning from unlabeled
training data and clustering the input data according to their statistical prop-
erties [5,10,20].

This paper investigates anomaly based IDS using machine learning
approaches. It studies and analyzes classical recommended supervised and unsu-
pervised algorithms in the literature (i.e., Support Vector Machine (SVM), K-
nearest neighbors (KNN), and K-means) for intrusion detection. Then, we pro-
posed a new approach as an enhancement to boost the performance of these
classical machine learning algorithms. Therefore, we leveraged the multi-level
tweak, which is a statistical model of parameters that vary at more than one
level in the detection phases. The proposed approach has three methods to boost
intrusion detection by deploying supervised, unsupervised and hybrid methods.
In the first proposition for enhancement called SVM2, we recommend the use
of binary SVM at the first level of detection; then, the multi-class SVM at the
second level of detection. Thus, SVM2 is a supervised machine learning propo-
sition. The second proposition called k −means2, uses k-means++ as first level
for detection; then, reuses k-means++ as a second level for detection. Thus,
k − means2 is an unsupervised machine learning proposition for enhancement.
The third proposition called SVM+K, uses the binary SVM at the first level of
detection and the K-means++ at the second level of detection. Thus, SVM+K
is an hybrid proposition that combines supervised and unsupervised methods at
different detection level.

The remainder of this paper is organized as follows: In Sect. 2, we present
related works that study recent research works in the field of intrusion detection
based machine learning for IoT network. In Sect. 3, we explore the NSL-KDD
dataset, which is the widely used dataset for intrusion detection study. In Sect. 4,
we consider and analyze the classical machine learning methods for intrusion
detection: SVM, KNN and K-means. In Sect. 5, we develop and discuss our
proposed approach for intrusion detection. Finally, the paper is concluded in
Sect. 6.
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2 Related Works

Recently, there are different research works that study anomaly based intrusion
detection system. In this section we review some of them.

The research work in [33] proposed an intrusion detection framework that
combines SVM with feature augmentation. The feature augmentation method
aims to improve the quality of training data, which boost the SVM detection
capability and reduces training time. The performance of the proposed solution
was evaluated in terms of accuracy, detection rate, and false alarm rate.

Authors in [13] proposed an anomaly model for intrusion detection. The
solution uses Information Gain as a feature selection method and improves the
SVM detection method by a modified version of the Bat algorithm, where the
randomization was enhanced with Lévy flights. The model was tested for the
NSL-KDD dataset and the accuracy, detection rate and false alarms metrics
were considered to evaluate the performance of the proposed solution.

In [12], authors study the distributed denial of service (DDoS) detection in
IoT network traffic with different machine learning algorithms (i.e., K-nearest
neighbors, random forests, decision trees, support vector machines, and deep
neural networks). To build the dataset for training and testing the detection
models, the normal traffic was collected from three IoT devices for 10 min. How-
ever, the DoS attack traffic was simulated. Then, the normal traffic, the Dos
attack traffic, and spoofing source IP addresses, MAC addresses, and packet
send times were combined to created the IoT traffic that has malicious events.
The authors study the precision, Recall, False alarm, and accuracy performance
metrics to evaluate the IoT traffic classification algorithms.

Authors in [1] investigate the performance of intrusion detection model based
on SVM, random forest, and Extreme Learning Machine (ELM) machine learn-
ing techniques. Authors show that ELM outperforms other techniques in terms
of accuracy, precision and recall performance metrics when it is about to analyze
a huge data amount.

In [31], authors propose an adaptive collaboration intrusion detection solution
to improve anomaly detection in a network. The authors propose a combination
of SVM, DecisionTree (DT) and adaptive scheduling mechanisms as a solution
to create an efficient distributed detection model. Performance was evaluated
using KDDCUP99 dataset and the accuracy performance metric.

Research work in [2] proposes a multi-level hybrid intrusion detection solu-
tion. This solution combines Support Vector Machine (SVM) with Extreme
Learning Machine (ELM) to improve anomaly detection. The studied perfor-
mance metrics for evaluation are: accuracy, detection rate and False alarm.

Research works in [26,27] overview the features and performances of different
widely used dataset in studying the intrusion detection system in a network (i.e.,
KDDCup 99, NSLKDD, and kyoto2006+). Indeed, the NSL-KDD dataset is an
enhancement of the KDDCup99, which remove redundant and duplicate records
from training and test sets. The KDDCup99 and NSLKDD datasets traffic are
generated by simulation over a virtual computer network, whereas kyoto2006+
is generated on real three year-network traffic data from Honeypots of the Kyoto
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University. Nevertheless, the kyoto2006+ dataset has a lack of information on
particular attacks and ignore features with redundant records.

3 NSL-KDD Dataset Exploration

In order to fix issues of the KDD Cup 99 dataset, NSL-KDD dataset was pro-
posed [27]. NSL-KDD [25] has been developed to resolve the weak spots of KDD
Cup 99 dataset by removing redundant and duplicated records on the training
and testing dataset [26,27]. Many researches have exploit this dataset to carry
out their study such as feature selection, data stream, machine learning and
intrusion detection [19,27,34]. Therefore, this dataset used to build our study.

3.1 Description of NSL-KDD

The dataset is split into two subset: 20% for testing and 80% for training [1]. The
dataset consists of 41 features and each record is labeled as normal or anoma-
lous. Table 1 shows observation on the training and testing dataset of the NSL-
KDD, by providing information about the number of instances and time reading
for training and testing datasets for subset. Table 2 shows the result of train-
ing dataset and the testing dataset in NSL-KDD dataset. NSL-KDD includes
features categorized as Numeric, Nominal, and Binary as described in [22]. The
anomalous records in the dataset are classified into one of four categories: Denial
of service (DoS), Probing (Prob), Root2Local (R2L), and User2Root (U2R)
[1,27]. Their description are as follows:

Table 1. Characteristics of the dataset.

Characteristic Dataset

Training-dataset Testing-dataset

Instances 125973 22544

Time of reading (sec) 6.874 0.778

Table 2. Occurrences number of normal and attack traffic.

Class Samples in training-dataset Samples in testing-dataset

Normal 67343 9711

Attack 58630 12833

– Denial of service attack (DoS): the intruder aims to block or restrict legitimate
users access to computing resources or overloads them so that requests cannot
be processed in real time [24,27].
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– Users-to-root attack (U2R): the attacker explores vulnerabilities in order to
win unauthorized access to privileges of local superuser (root access to the
system). It is an attack type, through it the attacker connect into a victim
system as the normal user account and exploit vulnerabilities in order to gain
administrator privileges [24,27].

– Remote-to-local attack (R2L): the attacker does not have access account to
the victim machine, hence it tries to intrude into the remote machine system
without having the account and to gain local access of the victim machine
[24,27].

– Probing attack (PROBE): the intruder aims to collect information by scan-
ning the system or computer network in order to find vulnerabilities, which
will be used later to launch attacks [24,27].

Table 3 shows the sample amount of different types of attacks in training dataset
and in the testing NSL-KDD dataset.

Table 3. Occurrence number of different types of attacks in training and testing
dataset.

Attacks type Number of samples in
training-dataset

Number of samples in
testing-dataset

DoS 45927 7458

Probe 11656 2421

R2L 995 2754

U2R 52 200

3.2 Data Pre-processing

The data pre-processing phase allows the noise decrease strained on the dataset.
Indeed, this phase aims only to store noteworthy data. Moreover, it seeks to
simplify subsequent treatments by using common strategies such as correction
and normalization [3,17]. In order to establish standard features values, this
phase converts all non numerical values into numerical ones.

3.3 Preparing Dataset

Preparing Dataset phase focuses on evaluating and analyzing the features to
be selected from the dataset. Features selection process by selecting a subset
of relevant features from the original dataset features for use in model con-
struct. Indeed, features selection is an important method in intrusion detection
because it simplifies the model for interpretation, shortens the training times,
and, increases the classifier’s efficiency. Features selection are based on the fol-
lowing two common techniques for feature reduction:
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– The wrapper technique, which generates relevant features subsets from a fea-
ture vector based on the learning algorithm performance [3,23].

– The filter technique, which generates relevant features subsets from a feature
vector regardless of the learning algorithm performance. It evaluates features
relevance according to heuristics based on general data characteristics [23].

The wrapper technique is considered to provide better selection of relevant
features subsets than the filter technique. However, it has a significant computa-
tion time when the features number is large; and could increase over-fitting risk
when the number of instances is insufficient [3,8,22].

In this work we used the Attribute Ratio (AR) method, which is a filter
technique for features selection. It was proposed in [8,28], and can give better
accuracy than the CFS (Correlation-based Feature Selection), IG (Information
Gain) and GR (Gain Ratio) features selection methods. The AR feature selection
formula is as follows:

AR(i) = MAX(CR(y)) (1)

Here, CR represents the class ratio.
For numeric attributes, the CR is calculated as follows:

CR(y) =
AV G(C(y))
AV G(total)

(2)

For binary attributes, the CR is calculated as follows:

CR(y) =
Frequency(1)
Frequency(0)

(3)

3.4 Normalization

Normalization phase or features scaling is a method used to standardize the range
of different data features values. The min-max normalization is a normalization
method that consists in rescaling the features range to scale the range in [0, 1]
[3,21]. The min-max normalization general formula is as follows:

x′ =
(x − min(x))

(max(x) − min(x))
(4)

Here, x is an original value and x’ is the normalized value. Figure 1(a) illus-
trates the different phases in classical solutions for intrusion detection.

4 Experiments and Results

In this section we will present the different performance metrics used to evalu-
ate the mechanisms for intrusion detection. In addition, it draws a comparison
between the different existed intrusion detection schema.
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Fig. 1. Classical and proposed solutions phases for traffic classification.

4.1 Performance Metrics

The performance metrics for intrusion detection schema evaluation that we stud-
ied are: Accuracy, Detection Rate, False Alarm Rate, Recall, Precision, F1-
Score, Time Training and Time Assigned Label.

Confusion Matrix. Called also an error matrix, it is a method for establishing
a relationship between the current results and the predicted one. It is used to
evaluate the Accuracy of a machine learning classifier [17,23,34]. The results of
the confusion matrix are as follows:

– True Positive (TP): represents the normal traffics correctly classified by the
generated model.

– True Negative (TN): represents the anomalous traffics correctly classified by
the generated model.

– False Positive (FP): represents the normal traffics incorrectly classified by the
generated model.
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– False Negative(FN): represents the anomalous traffics incorrectly classified by
the generated model.

Table 4 shows the confusion matrix for a machine learning classifier.

Table 4. Confusion matrix.

Actual Predict

Normal Attack

Normal True Positive (TP) False Positive (FP)

Attack False Negative (FN) True Negative (TN)

Accuracy. It is the ratio of the total number of true positive and true negative
that are properly determined and divided by the total amount of the dataset
positive and negative detection amount. The best Accuracy result is equal to 1.0
[22]. It is calculated by the following formula:

Accuracy =
TP + TN

TP + TN + FP + FN
(5)

Detection Rate (DR). It is also called False Positive rate. It represents the
correctly detected anomalous traffic instances. The Detection Rate best result
is equal to 0.0, while the worst one is equal to 1.0 [1,22,23]. The Detection Rate
formula is as follow:

DetectionRate =
TP

TP + FP
(6)

False Alarm Rate (FAR). It is also known as the False Positive rate. It is
about the incorrectly classified anomalous instances [6]. Its formula is defined as
follow:

FalseAlarm =
FP

FP + TN
(7)

Recall. It represents the amount of relevant instances detected. It represents
the ratio of positive prediction to the total number of positive positive prediction
[9,22,23]. It is defined as follows:

Recall =
TP

TP + FN
(8)
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Precision. It is the amount of relevant instances among the detected instances
[1,22,23]. The precision formula is defined as follows:

Precision =
TF

TP + FP
(9)

Score. It combines Recall and Precision and it is used to evaluate the correctness
of an experience [4]. Its formula is as follows:

F1→Score =
2 ∗ precision ∗ DetectionRate

precision + DetectionRate
(10)

Time Training represents the time required for learning in the algorithms.

Time Assigned Label represents the time to assign label for the data to be
classified.

4.2 Machine Learning Algorithms

There are three categories of machine learning algorithms: supervised, unsuper-
vised and hybrid algorithms. The existing algorithms that we studied and eval-
uated are the SVM, KNN and K-means algorithms [2,9,17,30]. Indeed, SVM
and KNN are defined as the best algorithms for supervised machine learning
mechanisms; whereas, the k-means is decided as the best unsupervised algo-
rithm [1,9,14,15]. These algorithms are implemented and evaluated within the
NSL-KDD dataset. We draw a parallel between them using the following metrics:
Accuracy, Detection Rate, False Alarm Rate, Recall, Precision, and Score.

SVM Mechanism. The SVM is a supervised algorithm that divides the space
into planes and creates separating hyperplanes between them in order to classify
data. Then, a new unseen data point is classified based on which side of the
hyperplane it dives. There are many possible hyperplanes that could be selected
to separate two data points’ classes. The aim is, then, to find a plane that has the
maximum distance between data points of both classes. This distance is defined
as the margin. Maximizing the margin help future data points to be classified
with confidence [32]. In our implementation we used SVM with linear kernel. In
addition, we used the multiclass SVM, which is based on one-versus-all (called
also “one-vs-the-rest”) approach. In this approach a binary model is learned for
each class that tries to separate that class from all of the other classes, resulting
in as many binary models as there are classes. From our experiments for SVM
we find that: Accuracy is equal to 92.8% of the total samples, the Detection
Rate is equal to 0.918% of the total samples, the False Alarm is equal to 0.205%
of the total samples, the Time Training is 3.753 s and the Time Assigned labels
is 2038 s. Table 6 shows the evaluation results of SVM for attack and normal
traffics for Precision, Recall and F1-score metrics.
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KNN Mechanism. The KNN algorithm is a supervised algorithm used for the
effective classifying objects. It builds the model by sorting the training dataset.
To make a prediction for a new unseen data point, it finds the closest data
points in the training dataset, which is considered as the nearest neighbors.
Indeed, using a defined constant k, the algorithm assigns the unseen data point
with the label that is the most frequent among the k training samples nearest
to that unseen data point [35]. The Accuracy of the KNN algorithm depends
on the k parameter, which represents the number of neighbors. We note from
empirical experiments that k = 2 gives the best Accuracy (i.e., 92.62% of the
total samples). We evaluated the KNN performance with k = 2 for precision,
recall, F1 score, Accuracy, Detection Rate, False Alarm Rate, Time Training
and the Time Assigned labels performance metrics. From our experiments we
find that: Accuracy is equal to 92.6% of the total samples, the Detection Rate
is equal to 0.687% of the total samples, the False Alarm is equal to 0.246% of
the total samples, the Time Training is 495.395 s and the Time Assigned labels
is 3106.4 s. Table 6 shows the evaluation results of KNN for attack and normal
traffics for Precision, Recall and F1-score metrics.

K-means Mechanism. K-means is an unsupervised algorithm used to find
patterns in an unlabeled dataset with n dimensions. This algorithm aims to
generate k clusters from a given dataset by iteratively allocating each data point
according to the existing features to one of the k clusters. Indeed, k refers to
the number of centroids, which defines the cluster center needed for the dataset.
After defining the k parameter, the algorithm allocates the unseen data point to
the nearest cluster using the Euclidean distance [36]. We noted from empirical
experiments that k = 58 gives the best Accuracy (i.e., 93% of the total sam-
ples). We evaluated the K-means performance with k = 58 for precision, recall,
F1 score, Accuracy, Detection Rate, False Alarm Rate, Time Training and the
Time Assigned labels performance metrics. From our experiments we find that:
Accuracy is equal to 93.2%, of the total samples, the Detection Rate is equal
to 0.856%, of the total samples, the False Alarm is equal to 0.13%, of the total
samples, the Time Training is 144.909 s and the Time Assigned labels is 0.443 s.
Table 6 shows the evaluation results of K-means for attack and normal traffics
for Precision, Recall and F1-score metrics.

4.3 K-means++ Mechanism

K-means ++ algorithm is an enhancement of K-means, which aims to select
the best initial random k parameter. Thus, it enhances the time efficiency and
reduces the computational process of the K-means [18]. From our experiments
we find that: Accuracy is equal to 93.2%, of the total samples, the Detection Rate
is equal to 0.856%, of the total samples, the False Alarm is equal to 0.13%, of
the total samples, the Time Training is 144.909 s and the Time Assigned labels
is 0.443 s. Table 6 shows the evaluation results of K-means++ for attack and
normal traffics for Precision, Recall and F1-score performance metrics.



Intrusion Detection Study and Enhancement Using Machine Learning 273

4.4 Discussion and Comparison

We have established a thorough contrast between SVM, KNN, K-means and K-
means++ performances metric and come out with the following results. Table 5
illustrates the comparison according to Accuracy, Detection Rate, False Alarm,
Time Training and Time Assigned labels performance metrics. However, Table 6
illustrates the comparison according to Precision, recall and F1-measure metrics.
From experiments results we conclude that SVM is the best one as a super-
vised mechanism, whereas k-means++ has the best performance metrics as an
unsupervised mechanism. We highlight that SVM is better than K-means++
for Detection Rate, and Time Training performance metric. However, Accuracy,
False Alarm and Time Assigned labels performance metrics have the best results
under the K-means++ algorithm.

Table 5. Algorithms Comparison.

Algorithm Accuracy (%) Detection
rate (%)

False alarm
(%)

Time
training
(Sec)

Time assigned
label (Sec)

SVM 92.8 0.918 0.205 3.753 2.038

KNN 92.6 0.687 0.246 495.395 3106.4

K-means 93.2 0.856 0.13 144.909 0.443

K-means++ 93.2 0.856 0.13 144.909 0.443

Table 6. Performance measures for different algorithms (SVM, KNN, K-means, K-
means++).

Algorithms Traffic types Precision Recall F1-score

SVM Attack 0.91 0.97 0.91

Normal 0.95 0.92 0.91

KNN Attack 1.00 0.91 0.87

Normal 0.92 0.95 0.87

K-means Attack 0.90 0.99 0.94

Normal 0.95 0.52 0.67

K-means++ Attack 0.93 0.99 0.96

Normal 0.95 0.69 0.80
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5 Proposed Approach

The aim of our proposed approach is to enhance the existed classical methods for
intrusion detection using machine learning. For this end, we exploit a multi-level
tweak. The multi-level tweak is also known as mixed models, which is a statistical
model of parameters that vary at more than on level in the detection phases. We
proposed three methods to boost intrusion detection: supervised, unsupervised
and hybrid methods. Our contribution consists in suggesting a better solution
to detect the different kind of anomalous data traffic. In the first proposition for
enhancement, we recommend the use of binary SVM as a first level for detec-
tion; then, the multi-class SVM as a second level for detection. Therefore, we
called this method SVM2. This proposition is, then, a supervised mechanism,
which assumes that the dataset is labeled. In the second proposition, we assumed
that the dataset is unlabeled. Thus, this proposition is an enhancement for the
unsupervised method. Indeed, our proposition is to use k-means++ as a first
level for detection; then, we reuse k-means++ as a second level for detection.
Therefore, we called this method K −means2. The third proposition is a hybrid
method that combines supervised and unsupervised techniques using multi-level
tweak. It is, then, named SVM+k. Furthermore, we assume that the traffic in
the dataset is labeled as normal or anomalous without defining the different
kind of attacks. With the SVM+K proposed method, we used the binary SVM
in the first level of detection. Then, in the second level we used the k-means++.
Figure 1(b) describes the different level of our proposed approach.

5.1 SV M2 Mechanism

To enhance the multi class SVM algorithm, we proposed the SVM2 mecha-
nism. This mechanism uses a multi-level tweak. It classifies the traffic using
binary SVM, in the first level, as normal or anomalous. Then, in the second
level, we apply the multi-class SVM on the anomalous detected traffic to classify
the different attacks types. Table 7 highlights the evaluation results of our first
proposition SVM2 by studying precision, recall, and F1-score metrics. Our gen-
erated model has yielded the following metric performance results: the Accuracy
is equal to 97.9% of the total samples, the Detection Rate is equal to 0.963%
of the total samples, the False Alarm is equal to 0.006% of the total samples,
the Time Training is equal to 3.288 s and, the Time Assigned label is equal to
1.231 s. It is clear that this proposition has far better performance results than
the multi-class SVM method.

5.2 k − means2 Mechanism

To enhance the K-means++ algorithm, we proposed the k − means2 mecha-
nism. This mechanism uses a multi-level tweak. It classifies the traffic using
k-means++, in the first level, as normal or anomalous. Then, in the second
level, we applied the k-means++ on the anomalous detected traffic to classify
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the different attacks types. Table 7 highlights the evaluation results of our first
proposition k−means2 by studying precision, recall, and F1-score metrics. Our
generated model has yielded the following metric performance results: the Accu-
racy is equal to 97.2% of the total samples, the Detection Rate is equal to 0.982%
of the total samples, the False Alarm is equal to 0.008% of the total samples,
the Time Training is equal to 70.32 s and, the Time assigned label is equal to
0.305 s. It is clear that this proposition has far better performance results than
the k-means++ method.

5.3 SVM+k Mechanism

To enhance the multi class SVM and k-means++ algorithm, we proposed the
SVM+K mechanism. This mechanism uses a multi-level tweak. It classifies the
traffic using binary SVM, in the first level, as normal or anomalous. Then, in
the second level, we applied the K-means++ on the anomalous detected traffic
to classify the different attacks types. Table 7 highlights the evaluation results of
our first proposition SVM+K by studying precision, recall, and F1-score metrics.
Our generated model has yielded the following metric performance results: the
Accuracy is equal to 93.9% of the total samples, the Detection Rate is equal
to 0.968% of the total samples, the False Alarm is equal to 0.087% of the total
samples, the Time Training is equal to 1.532 s and, the Time assigned label is
equal to 0.305 s.

5.4 Discussion and Comparison

We deem that our proposed approach, which consists of three methods (i.e.,
SVM2,k − means2, SVM+k) has better performance results than the classical
existing methods (i.e., SVM, KNN, K-means++). Our approach gives better
time trained results than KNN and the K-mean++ methods. Nevertheless, we
noticed that the SVM2 proposed method has the best time trained results.
Table 7 illustrates the comparison according to Precision, recall and F1-measure
metrics. Our approach gives better results than the classical existing algorithms
(i.e., SVM, KNN, and K-means). Finally, we can conclude that our approach has
better performances metric results than the classical existing methods. However,
by comparing between our three proposed methods SVM2, k − means2and
the SVM+k we noticed that: SVM2 has better performance results than the
k−means2 and SVM+k methods for the Accuracy, False Alarm, Time Training
performance metrics. In the other hand, K − means2 has better performance
results than the SVM2 and SVM+k methods when considering the Detection
Rate metrics.
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Table 7. Performances measures of different algorithms.

Algorithms Traffic type Precision Recall F1-score

SVM Attack 0.91 0.97 0.91

Normal 0.95 0.92 0.91

KNN Attack 1.00 0.91 0.87

Normal 0.92 0.95 0.87

K-means Attack 0.93 0.99 0.96

Normal 0.95 0.69 0.80

K-means++ Attack 0.93 0.99 0.96

Normal 0.95 0.69 0.80

SVM2 Attack 0.97 0.99 0.98

Normal 0.99 0.96 0.98

k −means2 Attack 0.92 0.94 0.96

Normal 0.99 0.97 0.96

SVM+k Attack 0.95 0.98 0.96

Normal 0.98 0.94 0.96

6 Conclusion

Many mechanisms are used to mitigate intrusion in the IoT security system.
However, there is a constant need to enhance the existing solutions and to imple-
ment more efficient one able to detect new or former intrusions. In this work,
we studied the implementation of four classical existing methods for intrusion
detection: SVM, KNN, K-means, and K-means++. We found that the SVM and
K-means has the best performance results. Nevertheless, the SVM method is
better than the k-means method for Detection Rate, and Time Training metrics
performance, while the K-means is better than the SVM in terms of Accuracy,
False Alarm, and Time Training metrics. Thereafter, we proposed an enhance-
ment approach for the existing methods (i.e., SVM, KNN, and K-means). This
approach involves three methods: SVM2, K − means2 and SVM+K. These
methods leverage the multi-level tweak to boost the intrusion detection. From
the different performance metrics studied (i.e., Accuracy, Detection Rate, False
Alarm, Time Training, Time Assigned Label, Precision, Recall and the F1- score)
we can conclude that our approach has far better results than the classical exist-
ing one.
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27. Protić, D.D.: Review of kdd cup’99, nsl-kdd and kyoto 2006+ datasets.
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29. Santos, L., Rabadao, C., Gonçalves, R.: Intrusion detection systems in Internet
of Things: a literature review. In: 2018 13th Iberian Conference on Information
Systems and Technologies (CISTI), pp. 1–7. IEEE (2018)

30. Sree, S.B.: Kernel based intrusion detection using data mining techniques (2018)
31. Teng, S., Wu, N., Zhu, H., Teng, L., Zhang, W.: SVM-DT-based adaptive and

collaborative intrusion detection. IEEE/CAA J. Automatica Sinica 5(1), 108–118
(2018)

32. Tharwat, A.: Parameter investigation of support vector machine classifier with
kernel functions. Knowl. Inf. Syst. 61, 1–34 (2019)

33. Wang, H., Gu, J., Wang, S.: An effective intrusion detection framework based on
SVM with feature augmentation. Knowl.-Based Syst. 136, 130–139 (2017)

34. Xin, Y., et al.: Machine learning and deep learning methods for cybersecurity.
IEEE Access 6, 35365–35381 (2018)

35. Zhang, S., Cheng, D., Deng, Z., Zong, M., Deng, X.: A novel KNN algorithm with
data-driven k parameter computation. Pattern Recogn. Lett. 109, 44–54 (2018)

36. Zhao, W.L., Deng, C.H., Ngo, C.W.: K-means: a revisit. Neurocomputing 291,
195–206 (2018)

http://nsl.cs.unb.ca/NSL-KDD/


Watch Out! Doxware on the Way...

Routa Moussaileb1,2(B), Charles Berti1, Guillaume Deboisdeffre1,
Nora Cuppens1, and Jean-Louis Lanet2

1 IMT Atlantique, Rennes, France
{routa.moussaileb,nora.cuppens}@imt-atlantique.fr,

{charles.berti,guillaume.deboisdeffre}@imt-atlantique.net
2 LHS-PEC, Inria, Rennes, France

ruta.moussaileb@irisa.fr, jean-louis.lanet@inria.fr

Abstract. From spyware to ransomware to leakware, the world is on
the verge of getting struck by a myriad of advanced attacks. Secu-
rity researchers’ main objective is protecting the assets that a per-
son/company possesses. They are in a constant battle in this cyber war
facing attackers’ malicious intents. To compete in this arm race against
security breaches, we propose an insight into plausible attacks especially
Doxware (called also leakware). We present a quantification model that
explores Windows file system in search of valuable data. It is based on
some solutions provided in the literature for natural language processing
such as term frequency-inverse document frequency (TF-IDF). The best
top 15 file “contestants” will be then exfiltrated over the Internet to the
attacker’s server. Our approach delivers an observation of the evolution
of malware throughout the last years. It enables users to prevent their
sensitive information being exposed to potential risks.

Keywords: Doxware · Asset · Exfiltration · Content analysis ·
TF-IDF · NLP

1 Introduction

A Pact with the Devil is always made when a virus executes its payload on the
victim’s computer as Bond et al. state: “The arms race between propagation and
defence will continue ad infinitum” [8].

Putting computer security on sounder footing, researchers seek to decrease
attacks on companies and end users. Startling news are conveyed in Symantec’s
latest report published in 2019 [2]. Even though cryptojacking is down, but not
out, targeted attacks blossomed by 78% in 2018. Cloud security and formjacking
remain a concern for companies.

Cyber Security kill chain model consists of the attack’s structure progressing
through several phases. It begins with a reconnaissance and, once the control
over the victim’s machine is acquired, the payload is executed. This payload
marks the objectives of cyber criminals.
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To respond to those cyber-attacks, several strategies exist. A well-known
malware is ransomware, a type of software that encrypts users documents asking
for a ransom in exchange of the key used for encryption. One countermeasure is
the calculation of Shannon’s entropy of user’s files [14,15,22]. In fact, if they are
encrypted their value fluctuates around 8. However, this is a reactive solution.
Our goal is to be a step ahead of the attacker to prevent security breaches. Thus,
it will give us a better understanding of the possible intrusions.

Analysts also joined the uphill battle against cyber-attacks. In fact, it is not
affecting end users only, governmental concern is on the rise since it compromises
the security and serenity of a country. The ultimate goal of any company is pro-
tecting its resources: the data. Data is the most valuable asset a person could
acquire. Indeed, it has and is being used for many purposes by the attacker:
lucrative opportunities enabling them a monetary gain. For example, blackmail-
ing victims in displaying their private pictures to the public. Company wise, it
could be selling the information gathered to a concurrent one, which will lead
to millions of dollars in term of losses.

Risk evaluation is a necessity in all the cases. Companies should take into
account the potential danger of disgruntled employees that can jeopardize
their supreme interests. Initial leakware threat emerged in the late 2015 with
Chimera’s ransomware [3]. However, no evidence prove the exfiltration of any
personal information. To the best of our knowledge, no previous research was
made on a plausible doxware attack and its feasibility. For all the aforemen-
tioned reasons, we endeavor presenting Doxware techniques that could be used
for victim assets’ extortion.

Outline. The paper is structured as follows. The context and language pro-
cessing are presented in Sect. 2. The state of the art of is described in Sect. 3.
Our proof of concept (POC) is developed in Sect. 4. Protection mechanisms are
provided in Sect. 5. Finally, the conclusion is drawn in Sect. 6.

2 Context

2.1 From Ransomware to Doxware

Ransomware is a specific type of malware that encrypts victims’ files [19]. A sec-
ond type is ransom-locker that blocks the access to the desktop without encryp-
tion’s process. Data’s retrieval can be possible if the ransom required by the
attacker is paid. Our main concern in this paper is crypto ransomware since
they present a higher threat than locker ransomware.

Figure 1 presents ransomware and doxware workflow. Three main stages
appear in both malware (phase 1, 2 and 3). The only difference resides in “valu-
able files hunting” followed by an exfiltration of the acquired data (phase 2D
and 3D). To the best of our knowledge, no previous studies were made on this
specific type of malware and it was only mentioned by researches as an advanced
threat [10,18,20,23].
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Fig. 1. Ransomware Vs Doxware.

Our proposed approach focuses on the file evaluation for score computation.
The exfiltration phase will be presented in our future work. Doxware samples
were not found on public repositories (VirusShare, MalwareDB, ...) or blogs,
therefore, dynamic and static analysis were not carried out.

2.2 Data Formats Choice

Different data formats exist nowadays that are stored in a computer. They can
be classified into three main categories:

1. Textual Documents: They represent files that contain mostly data in the
form of a sequence of words or alphabetic characters. For example, contracts,
agreements, company’s balance sheet, medical records...

2. Pictures: Designs or representations made by various means (such as paint-
ing, drawing, or photography). For instance, a Magnetic Resonance Imaging
(MRI), gradient descent convergence, trip pictures.

3. Videos: A recording of a motion picture or television program for playing
through a television set (movies, video clip, news). These have to be personal
in order to blackmail the victim in paying the ransom.

Nearly all processing methods in the literature for face recognition or body detec-
tion are based on machine learning algorithms [7,25]. Some additional informa-
tion are mandatory to be able to recognize bodies, clothes, poses...

Many drawbacks reside in these approaches such as their weight: complex
algorithms requiring considerable computation power. This means many false
positives cannot be tolerated. Sending 50 Mb video that does not encompass
sensitive information represents a huge loss for the attacker. For example, many
packets will be transmitted over the network and cannot go unnoticed. Therefore,
a compromise between efficiency and stealthiness is needed. Moreover, pictures
of people represent often a red line since you are affecting their privacy that
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means they will feel threatened. For all the reasons cited above, our proof of
concept developed in this paper is based on textual documents analysis, specifi-
cally contracts.

2.3 Natural Language Processing (NLP)

– Bag-Of-Words (BOW): It is a simple technique that is part of NLP. The idea
relies on regrouping words by their occurrences.
“Mankind must put an end to war before war puts an end to mankind.”
The result will be: (“mankind” : 2), (“must”: 1), ( “put”: 1), (“an”: 2), (“end”:
2), (“to”: 2), (“war”: 2), (“before”: 1), (“puts”: 1). Nevertheless, this tech-
nique has some well-known flaws. Some words, existent in any kind of docu-
ments (“the”, “an”, “is”, “are”...) called stop words, are not representative of
the document itself compared to others. Their frequency will steal the light,
as a consequence, non-relevant words will identify these documents. Hence,
this technique will be backed up by the TF-IDF transformation addressing
the problem encountered in BOW [26,31].

– TF-IDF This process has the Bag Of Words as a basis but with an improved
layer. To begin with, a corpus is needed, because the process compares doc-
uments one to another. The bigger the corpus, better specificities of the doc-
uments can be extracted.
IDF: for a word i, a corpus of documents dj (with j the index of the target
document), and |D| the total number of documents in the corpus, we define:

idfi,j = log(
|D|

|dj : ti ∈ dj | )

For a given word i, its personal score is the logarithm of the number of
documents divided by the number of documents that contain this word i.
When the number of times a word is present in a document is significant,
the value obtained in the logarithm is very close to 1, so idfi will be close to
0. For a document dj and a word, the score of this word in this particular
document has a value of:

tfidfi,j = tfi,j ∗ idfi

having tfi,j the number of occurrences of the word i in the document dj . The
idfi coefficient highlights rare words found only in few documents, even though
not frequent enough, they carry some meaning and should be visible [21,27].

– Latent Dirichlet Allocation LDA: In layman’s terms, each document can be
described by a distribution of topics and each topic can be described by a
distribution of words. From a corpus we create the topics, so that with a single
document we can link it with the appropriate topic. Considering a corpus of
documents, the algorithm tries to build the topics from the content of this
corpus. In the end of the execution, for each document, you get the list of the
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probabilities for this document to belong to the various topics [1...k]. It uses
Bayesian variables to determine those probabilities. However, the number of
topics are given as in input. It was not used in our current POC.

3 State of the Art

3.1 Data Value

Google Scholar provides more than 5 million research papers regarding sensitive
data. It is not limited to a particular field but represents a common concern for
a myriad of sectors (healthcare, telecom, automotive, energy, ..). For example,
mental health care is a delicate subject that could ruin a person’s reputation
under malicious manipulation. Netherlands data breach came mostly from the
medical sector (29%) [1].

Sensitive information depends on the equipment being used. For instance,
Yang et al. considered that the following items represent significant data on
Android OS: Unique Device ID, Location, Phone number, Contact book, SMS
messages and Calendar [30]. These elements carry a huge advantage. In fact, each
cell phone possesses this data and any application could access it via simple API
calls. Another method would be taint analysis that detects flows upcoming from
known sources (IMEI of a cellphone) to untrusted sinks like the Internet. Track-
ing data is therefore a straightforward process in Android Devices. A similar
tool developed by Sun et al. enables a multilevel information flow tracking by
utilizing registers for taint storage, having only a 15% overhead on the CPU [24].
It presents an enhancement of TaintDroid developed by in terms of taint storage
and resource consumption [9]. Considerable research is being conducted in this
field as in [6,11,13,28,29].

On Android OS, attackers know what they are looking and where to find
it, like extracting the GPS location of the victim. Yet, these sensitive elements
cannot be predefined on a computer level. Indeed, sensitive data is only relevant
to a particular end user (could be a project for a student or a painting for an
artist). It exists in a variety of formats and is stored in different locations for
each user.

Data’s value is translated by the measure taken by a company to protect
it. For instance, Zhu et al. provided TaintEraser a new tool that tracks sensi-
tive user data as it flows through applications [32]. They are one of the pio-
neers in developing data protection from leakage on Windows OS. Their taint
propagation was based on instruction and function level. They evaluated their
solution on Notepad, Yahoo! Messenger and the Internet Explorer where they
presented accurate results based on taint propagation. However, TaintEraser can
be bypassed via data transfer in shared memory. Loginova et al. suggested to
use cryptographic software to carry out on-the-fly encryption [17]. They stated
that it represents the most effective approach to overcome data leakage and to
protect the information.
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3.2 Data Exfiltration

Data exfiltration is a security breach where this information is disclosed and can
be published via the attacker’s will. Researchers have long been interested in
this domain since it can threaten a company or individual’s wellbeing. Giani et
al. revealed that the bandwidth constraints depends not only on the amount of
data exchanged but also on the media being used [12]. Indeed, since 2006 little
has changed. Leakage methods remain the same (FTP, SSH, email, ...).

Al-Bataineh et al. presented the detection of malicious data exfiltration in
web traffic [5]. Their solution is based on analyzing initially the content of an
HTTP POST request (using Shannon entropy) to check whether it is encrypted
or not. Additional features were extracted to perform machine learning on the
data gathered for malware classification.

Ahmed et al. tuned and trained a machine learning algorithm to detect
anomalies in DNS queries [4]. Numerous elements are considered like Total count
of characters in Fully Qualified Domain Name (FQDN), count of uppercase char-
acters, count of characters in sub-domains, entropy,... Less than 5% of false
positive rate is achieved in their work. Another example is based on Liu et al.
work, where they were able to detect data theft by analyzing the content of the
data being sent to generate a signature [16]. They extracted the information
from videos via wavelets enabling them to identify covert communication using
Hausdorff Distance.

Fig. 2. Procedure’s workflow.
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4 Proposed Methodology

Procedure’s Workflow is presented in Fig. 2. It will be thoroughly explained in
the following sections.

4.1 Usable Corpus

Leakware or doxware subject is very broad and can be interpreted in many ways,
whether it infects a personal or a professional machine, an individual user or a
company. Our preference from among choices is the evaluation of professional
documents (that can be found on both machines). Since a variety of extensions
exist for textual analysis (.txt, .docx, .pdf, .rtf , .wpd, .odt...) we decided at first
to restrain the study domain on .txt, .docx and .pdf files.

The content of a textual document bears its ultimate value. Therefore, the
sequence of characters should be extracted for further analysis. PDF revealed
later on to be quite a challenge: in fact, it could be a scanned document. There-
fore, existent tools for words extraction will not be adequate. A possible solution
is treating it as an image, extracting its content with the help of an Optical Char-
acter Recognition (OCR) and Tesseract (an open source OCR engine). However,
many problems occurred regarding PDF files that led to discard them in our
Proof of Concept. De facto, each page of the PDF document is converted into a
.png image. The ratio of PDF to image can be 1/30, a memory consuming pro-
cess. The program gets importantly less stealthy. In addition to that, another
noticeable problem emerged: longer processing time compared to .txt.

Concerning the Textual Documents, a usable corpus is created of vari-
ous extensions (.txt, .docx) to implement the different solutions mentioned in
the State of The Art. They are downloaded from onecle.com and contracts-
finder.service.gov.uk. Additional noise files are gathered from Google Scholar,
online courses and our own documents. This database of files can be extended
in the future by adding different topics.

4.2 Evaluation Algorithm

The evaluation algorithm built depends on some parameters of the document
that the program is analyzing. It is divided in two parts: one related to the
attacker, as in generating intelligent lexicons in order to focus on the sub-
jects/topics she wants to exfiltrate, and another on the victim side, evaluating
the documents of the victim to send them over the network.

To accomplish these tasks four elements are required in the analysis program:
Lexical Generation, Document Content Evaluation, Password files Evaluation
and Meta Data Evaluation.

Lexical Generation. On the attacker’s machine, a pre-processing is made for
lexicons generation of any desired subject. To fulfill this task, a corpus of various
documents based on the specific subject (.docx or .txt) is required. This topic
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represents the files that the attacker will be searching for on the victim’s machine
once infected.

Initially, TF-IDF transformation is applied on the union of documents in the
corpus. The TOP -n (n an integer of your choice) results represent the words
having the best score for each document, yet not all of them are equally impor-
tant. For example, some acronyms like “rdc” will not be valuable on the victim’s
pc. Since the transformation made has as an objective finding representative
words for each document, then an acronym cannot be generalized to define a
topic. Indeed, it is not relevant for the whole Lexicon as it must represent all
documents of a specific subject.

The next step relies on creating a function that associates each word in the
lexicon to an importance “score”.

Let wi be a word that represents the target subject. Let n be the number
of words taken into consideration by a document (TOP n words with highest
TF-IDF score). The word wi has a pi,j position in the document j. Its value is
built as following:

Sc(wi, j) =
n − pi,j

n

As a result, the total score Sci will be:

Sci =
n∑

j=1

Sc(wi, j) =
n∑

j=1

n − pi,j
n

Sci is divided by n for normalization purposes so that any word can have a
maximum score of 1. In the example of lexicon that will follow, the word “1look”
arose and represents an important element in the subject corpus we acquired.
Indeed, it has an important score for its own document but globally it is not
representative of contract documents. A part of a lexicon produced and used
on the victims machine is presented below: (1look,0.090) (company,0.6) (agree-
ment,0.690) (section, 0.272) (purchaser, 0.181) (shares, 0.199) (shall, 0.736) (clos-
ing, 0.090) (material, 0.018) (date, 0.009) (buyer, 0.181) (acquisition, 0.045).

Document Content Evaluation. On the victim’s side, the lexicons are
already hidden in the malware source code and they will used to process a
content score which will be merged with a meta data score for a final evaluation
score. A modified bag of words is implemented. At first, a dictionary containing
every word of the document with it’s number of occurrences is extracted. The
initial value of the content score is 0.

Let CS be this content score, Li the score of the word i of the lexicon being
studied, n the number of words in the lexicon and occi the number of occurrences
of the word i in the document analyzed.

CS =
n∑

i=1

Li ∗ occi



Watch Out! Doxware on the Way... 287

Password Evaluation. Two methods are used for password evaluation:

1. A comparison of the words existing in a document is made with the 25 most
common passwords (gathered from to Symantec). For each occurrence, the
naive score is increased by one.

2. Hunting for password common patterns: for instance, if a word contains more
than 8 characters including uppercase, lowercase, numbers, special characters
and so on.

– length : length of the word, caped between 6 and 16.
– presence of more than two uppercase and more than one lowercase: +3.
– presence of uppercase, lowercase and number: +3.
– presence of a special character: +8.
– presence of a known business (such as “facebook”, “netflix” and so on):

+5
Then we sum them all before dividing by 10.

Meta Data Evaluation. Fifteen meta data can be accessed and extracted
from a Word Document. Those are: author, category, comments, content status,
created, identifier, keywords, language, last modified by, last printed, modified,
revision, subject, title and version. However, most of the meta data are not filled
in (the content is null), therefore, the only ones kept are the most relevant which
are the number of revision, created, modified, last printed.

The algorithm Valuable File Hunting (VFHA) summarizes the steps devel-
oped in our paper.

4.3 Solution’s Design

1. Initially: Lexicon Generation of Contract Topic (line 2 in VFHA).
2. Then: parsing the target file system looking for .txt and .docx extensions

(line18 in VFHA).
3. File Score

(a) .txt: Its content is extracted and vocabulary analyzed. Each word is com-
pared with a lexicon previously created that contains recurrent and rel-
evant words in a contract based document. An additional comparison is
made to spot if there is any noun that appeared similar to a construction
of a password. Either a common one (“passwd” for instance) or since it
includes special characters, uppercase, lowercase and numbers in a string.
For every method called, a score between 0 and 5 is returned. In the end,
those scores are summed in order to have a total that represents the value
of the file taken into consideration. If the score is not null, it means that
the document may yield value. Therefore, we add the file to a dictionary
of potentially valuable ones linked to its score (line 3 in VFHA)..

(b) .docx: The same procedure is done for the .docx files. However, an addi-
tional step is made for the meta data analysis. The significant metadata
are the number of revision, creation date, modification date and the date
when it was last printed. They will be added to the total sum representing
the value of a document (line 3 and 9 in VFHA).
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4. “Summarize” step: Each document has a total score that has been assigned,
so the list of tuple (path, score) is sorted according to the value obtained,
where the attacker chooses which ones he/she wants to extract. For instance
the first 50 files (line 23 and 24 in VFHA).

Algorithm. Valuable File Hunting VFH
1: procedure Algorithm 1
2: Topic Lexicon ← { lexicon generator (Corpus of same Topic: Contract) }
3: def analyse content(File f):
4: for word ∈ f do
5: if word ∈ Topic Lexicon then
6: f score+ = score(word) ∗ number occurrences

7: return f score/len(f)
8:
9: def analyse metadata(File f):

10: if f.core properties.revision > 1 then
11: f metadata score+ = 5
12: else if f.created == “2019” then
13: f metadata score+ = 1
14: else if ... then
15: ...
16: return Sum(f metadata score)
17:
18: Parse the File System
19: if FileExtension ∈ .txt or .docx then
20: FileList ← {Analyse MetaData and Content}
21: else
22: Continue;

23: Sort FileList by highest Score
24: Send n first valuable files to the attacker’s server (future work)

4.4 Lexicon Generation

The chart presented in Fig. 3 shows the most common words in a contract doc-
ument are: “shall”, “partnership”, “agreement” and also “section”. Indeed, the
corpus gathered is previously identified as a contract type document, which is
an advantage allowing us to perform relatively simple algorithm to determine
whether a document belongs to this category or not. Although, law documents
acquire also an important score and may be also as valuable as a contract.
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Fig. 3. An example of Lexicon with the associated scores.

4.5 Valuable Files Chase

Personal Computer. Two versions of the algorithm are tested. The first one,
heavier program since it uses scikit learn library, outputs the valuable documents
in 126 s. During the execution, 3578 readable documents were found that had a
non null score.

The second version is lighter because the scikit learn library is substituted
by functions we created. Since it is not optimized, 242 s are required to perform
a full disk analysis. Yet, the program is lighter than the initial version.

Virtual Machine. A Windows 7 Virtual Machine is created for the proof of
concept. It holds 50 noise documents and 25 important files. After running the
algorithm, 15 files are recovered. Among those there were six false positives, and
5 were Windows configuration files. To gain better results, specific Windows file
system path can be removed from the file system traversal, in addition to Read-
Me related documents. The time the victim suspects something the exfiltration
process would be to an end, and the list of documents are being or sent to the
attacker.

5 Security Recommendations

Protection against malware attacks, specially zero days, is a challenge for all
researchers. Residual risk remains: de facto, despite various countermeasures
employed by a party, an attacker can always find a way to penetrate the system
(he/she still risks to be detected). If committed, anyone can reach their malicious
intents. However, our goal is to complicate the intrusion task, detect it if possible,
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rather than handling it to the attackers on a golden plate. Users should know the
existent vulnerabilities to see what patches can be used to circumvent malevolent
attacks. Some countermeasure can be deployed by users to protect their data
from being exfiltrated:

1. Honeypot Folders: They can be created in any environment, regardless the
operating system used. Since doxware will traverse the whole file system look-
ing for assets, any process or thread that will pass through this lure folder
can be immediately flagged then stopped. A drawback would be malware’s
multi-threading techniques, it can still be exposed but after a certain epsilon
time.

2. Data Tainting: Sensitive data in a computer is extremely private and depends
on the end users, unlike Android OS (IMEI, GPS location, ... existent on
all mobiles). Therefore, a general protection model is impossible to develop
in real life. Yet, each individual can add a layer, a taint, on his pre-
ferred/sensitive information. Thus, each exfiltration attempt over the network
will be detected. Nonetheless, a person can have an explosion of tainted data
that may slow down the system.

3. Data Encryption: It remains a robust way adopted by the global community.
Indeed, brute-forcing the encryption key can take decades. Even though an
attacker acquired the encrypted files, he/she cannot menace the victims or
blackmail them since no access to the decrypted data is possible.

6 Conclusion

We have discussed in this paper the potential danger of sensitive data localization
and quantification that can be carried out by a Doxware malware. Windows OS
is the target system throughout the experiments. A proof of concept is developed
based on contract topic and passwords hunt. To accomplish this tasks, state of
the art methods were used such as TF-IDF and Bag of Words in addition to
a document’s meta data. The associated score of each document is calculated
then normalized. To identify new target topics, few samples of files regarding
the same topic are needed. Even if the victim finds out he/she got hacked, the
person will not have the means to reach the attacker or react to this intrusion.
New options can be added as building bricks such as PDF and Images analysis
which will strengthen the offensive invasion in attacker’s point of view. Reducing
false positive rate can be done by eliminating Windows system path and choos-
ing randomly N last visited files in Windows’ Quick Access. 40% of important
files can be collected, by relying on a straightforward mechanism, and ready for
exfiltration. Threats arising from this cyberwarfare are exponential. Therefore,
end users should be aware of the possible attacks especially attack vectors in
order to avoid and circumvent them protecting their assets.
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Abstract. Based on the Beta elliptic Modeling, a new signature
steganography color document image system is proposed in this paper.
This system uses the Binary Robust Invariant Scalable Keypoint
(BRISK) detector to obtain the potential feature points used for con-
structing the embedding regions. The Beta elliptic signature is trans-
formed into a secret message bits representation using the Huffman Cod-
ing (HC) to increase the performance of our system. Then, the secret
message bits are divided into three sub message bits mR, mG, and mB,
using the weights αR, αG, and αB, respectively. Finally, each sequence bits
is embedded into the corresponding channel, red (R), green (G), and blue
(B) by modifying the first Least Significant Bit (LSB) of the embedding
regions pixels. The robustness evaluation, quantitative and qualitative
experimental results on multiple datasets: L3iDocCopies, LRDE Docu-
ment Binarization Dataset, and on standard test images, demonstrates
that the proposed color document images steganography system in the
spatial domain maintains a better visual quality measured by Peak Signal
to Noise Ratio (PSNR), Structural Similarity Index Matrix (SSIM), and
Human Visual System (HSV) metrics, with relatively less computational
complexity, which approves its effectiveness as compared to existing sys-
tems.

Keywords: Color document image steganography · Beta elliptic
Modeling · Least Significant Bit · Information security

1 Introduction

With the advancement of technology and internet, security and application of
data copyrights, authentication, and copy control, etc, have become a major
problem in the “digital world”. To resolve this issue, researchers proposed sev-
eral solutions as soft biometrics recognition systems [14,15,24], face recognition
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systems [13,23], lie detection systems [21], and malicious document detection
systems [22].

Even with the increasing digitization in several fields of our world, such as dig-
itization academic and administrative systems, the digit document (or document
image) as well as scanned documents [5], cheques bank [10], official documents
[9], and e-government documents [3], modified by illegal persons, using power-
ful image processing tools, is becoming a significant issue. Thus securing this
digit document becomes all the more necessary. Steganography is a successful
method to insert secret data in the host document image in order to provide the
authenticity of the documents as they are transmitted to their destinations. It
is used in several applications, such as the secret communication between two
communicating stations [1,31], the secure circulation of secret information on
intelligence and military agencies [28], improving the security of mobile banking
[10], and the security of online voting [19].

Steganography is a Greek origin word meaning protected writing. It is a spe-
cial branch of information hiding and is considered as an art of science for invis-
ible communication, aiming an imperceptible hiding of a secret message inside
an image whose existence is known to the sender and receiver only. The image
selected for this purpose is called the host-image and the image obtained after
steganography is called the stego-image. The basic elements of steganography
include a host image, a secret message, an embedding mechanism, an extraction
mechanism, and a stego key for better security.

To deal with the document image security problems, we propose in this paper
a new steganography system for color document image based on the Beta elliptic
modeling. Firstly, the host color document image is converted to three color
channels R, G, and B. The embedding regions is extracted from the host color
document image using the Binary Robust Invariant Scalable Keypoints (BRISK)
detector. Then the Beta elliptic signature is embedded as three sub-message bits
mR, mG, and mB, into the embedding regions in each one of the three color
components, using the Least Significant Bits (LSB) substitution technique. The
remainder of this paper is structured as follows. Section 2 introduces the relevant
works of color image steganogaphy. The proposed steganography system and its
detailed description are presented in Sect. 3. Empirical tests, qualitative and
quantitative evaluations are described in Sect. 4. Finally, Sect. 5 concludes this
paper.

2 Related Works

Steganography is used usually for copyright protection and to resist falsification,
which embeds secret data imperceptibly in the host image. Many researchers
have conducted deep research in image steganography. There are several differ-
ent color spaces can be chosen for color image steganography, such as RGB,
YCbCr, CMYK, YUV, Lab, etc. Sejpal and Shah [29] presented a compara-
tive performance study of color image watermarking method on the basis of
Lifting Wavelet Transform (LWT) and the Discrete Wavelet Transform (SVD)
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domain to embed an image in grayscale in YCbCr, YUV, and YIQ color spaces
of the color cover image. The authors examined the different channels in terms of
robustness and visual quality. The higher PSNR result is obtained for V channel
in YUV color space with 90.6039 (db) bypassed the results in YCbCr and YIQ
color spaces.

Patvardhan et al. [26] proposed an image watermarking scheme to hide the
pertinent data into color images in the YCbCr color space. The proposed scheme
embeds the Quick Response (QR) as watermark using wavelets transforms and
Singular Value Decomposition (SVD). The experimental results demonstrate
that embedding QR code is better than the other watermarks in terms of robust-
ness and inaudibility. In the same color space, Pandey et al. [25] proposed a non-
blind image watermarking method based on Arnold scrambling. The watermark
is embedded as singular values in the Y channel of the host image by the usage
of the variable scaling factor. The authors include the number of iterations in
Arnold transform as a key in order to enhance security. The experimental results
proved the effectiveness of the proposed color image watermarking method.

In present work, Su and Chen [30] present a watermarking algorithm that
embeds the watermark into the blue channel. In the embedding process, the pixel
values of the cover image are directly modified using the distribution features
and the generative principle of direct current (DC) coefficient. Then, the water-
mark is subdivided into four sub-watermarks, and embedded, for four times, into
the different areas of the cover image, respectively. The experiments illustrate
that the proposed algorithm attains improved invisibility of the watermark and
robust against various attacks. Abdulrahman and Ozturk introduces in [1] a new
image watermarking scheme robust to the linear and nonlinear attacks. The pro-
posed scheme uses both the Discrete Wavelet Transform (DWT) and Discrete
Cosine Transform (DCT) to embed the watermark into the host color image.
The watermark is a grayscale image scrambled using Arnold transform and sub-
divided into smaller parts. After that, the DCT coefficients of every equal part
are hidden into four DWT bands of the R, G, and B, components of the host
image.

A color image steganography based on stego key-directed adaptive least sig-
nificant bit (CISSKA-LSB) is proposed by Muhammad et al. [19]. The stego
key and secret data are ciphered via two-level encryption algorithm (TLEA)
and multi-level encryption algorithm (MLEA), respectively. Then, the ciphered
secret data is hidden in the cover image by the use of the LSB technique, based
on the ciphered secret key and red component. The experimental results desig-
nate that the CISSKA-LSB system retains a great image quality and enhance
the security aspect. In [17] a new color image watermarking system based on
Schur decomposition and quaternion Hadamard transforms (QHT) is proposed.
The watermark is hidden in the cover color image by changing the Q matrix
using Schur decomposition. Experimental results show that the new system is
stronger robustness against common attacks, especially for geometric distortions
and color attacks.
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Another axis of steganographic methods based on potential feature points,
proposed ordinarily in the frequency domain. These methods demonstrated that
they have the capacity to achieve better results in terms of robustness. Partic-
ularly, the authors in [27] introduce a watermarking system that exploits the
scale-invariant feature transform (SIFT). The potential feature points extracted
by SIFT, are used to correspond objects in combination with Discrete Cosine
Transform (DCT). Then, the secret information is hidden into the selected points
by changing the DCT coefficients. The embedded images are capable to resist
common attacks and geometric distortion.

Actually, Loc et al. [5] proposed a new document image steganography
scheme in spatial domain, based on Local Binary Pattern (LBP) and Local
Ternary Pattern (LTP) techniques. Firstly, the Speed Up Robust Features
(SURF) extract the potential feature points used to identify the embedding
regions. Then, LBP is used to realize the embedding patterns in every embed-
ding region. Finally, the secret bits are embedded inside embedding pattern
via the LTP. The proposed scheme enables to detect the embedded secret bits
without any references and resist to various image distortions. More recently,
Munib and Khan [20] present a secure watermarking approach that embeds the
secret data utilizing local Zernike moments and the robust image feature points.
First, the host image is divided into diverse triangular segments using Delaunay
tessellation. Then, for every selected triangular segment, Zernike moments are
computed. Using dither modulation, the watermark is hidden in the magnitude
of Zernike. The experimental results of the proposed approach to illustrate that
they can extract the watermark even in the existence of geometric distortion.

The Beta-elliptic theory is widely employed in several fields of research for
online handwriting, such as the regeneration of handwriting [4,18], Optical Char-
acter Recognition as and in copyright protection, like writer identification from
Online Handwriting [8,11]. However, it has never been used in document image
protection. Our idea consist in investing the Beta-Elliptic Modeling [6,6] in doc-
ument image steganography by embedding the features extracted from an online
signature in the embedding positions of the corresponding color channel of the
color document image.

3 Proposed CDISS-BEMOS System

We propose a novel, yet the innovative steganographic system, since it is based
on Beta elliptic modeling of online signature. However, most of the previous
steganographic researchers focus their studies on the standard images and neglect
the security aspect of the document image. The schematic representation of the
CDISS-BEMOS system is illustrated in Fig. 1.

The CDISS-BEMOS system comprises of a set of sub-process as follows:
(1) Detection of Potential Feature Points using the BRISK detector; (2) Beta
elliptic signature acquisition and modeling; (3) Signature Preprocessing that
transform the Beta elliptic signature to Huffman Code as a secret data;
(4) Weighted Secret Data Repartition which subdivides the secret data to three
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Fig. 1. CDISS-BEMOS architecture

repetitions mR, mG, and mB; (5) the Embedding Process of modifying the LSB
of the Potential Feature Points pixels in the R, G, and B channels; Finally,
(6) Extracting Process where the secret data would be extracted from the three
components R, G, and B of the document image. These processes are briefly
described in the subsequent sections.

3.1 Potential Feature Points Detection

The Binary Robust Invariant Scalable Keypoint (BRISK) detector [16] is used to
identify the potential feature points in order to construct the embedding regions
in the document image. The Feature Points (FP) extracted from a document
image D are then stored in a list Fp. The process is mathematically represented
by: Fp = {pi(xi, yi) i = 1...m}, where m represents the number of feature points.

3.2 Beta Elliptic Signature

The goal of our CDISS-BEMOS system is to exploit the Beta-elliptic model
that models competently on real-time writing movements, in the color document
image security. Here, the Beta elliptic signature represents the secret data that
would be embedded in the host document image. The online signature is taken
from a tablet similar devise [7] as a trajectory (x (t), y (t)). The Beta elliptic
modeling extracts the features of this trajectory and generates the Beta elliptic
signature. It involves its both profile units: the static profile (elliptic arc model
segmented trajectory) and the dynamic profile (overlapped Beta signal model
the velocity). Each trajectory stroke corresponds in the velocity domain to the
generation of one Beta signal presented in Eq. 1:
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pulseβ(K, t, q, p, t0, t1) =
{

K.( t−t0
tc−t0

)p.( t1−t
t1−tc

) if t ∈ [t0, t1]
0 elsewhere

(1)

with: t0 and t1 are the initial and final Beta function time, respectively. The reals
p and q are the intermediate parameters. K denotes the Beta impulse amplitude,
and tc presents the instant when the Beta function attains its extreme value K.
A vector of 10 features composed in Table 1 models, each Beta stroke in the
trajectory of the online signature.

Table 1. The 10 Features extracted by the Beta-Elliptic Modeling

Feature section Parameter and formula Signification

Dynamic profile
model

Δt = t1 − t0 Beta impulse duration

RapTc = tc−t0
Δt

Rapport of Beta impulse
asymmetry or culminating time

p Beta shape parameters

k Beta impulse amplitude
ki

ki+1
Rapport of successive Beta impulse
amplitude

Static profile
model

a Ellipse major axis half length

b Ellipse small axis half length

ϑ Ellipse major axis inclination angle

ϑp Angle of inclination of the tangents
at the stroke endpoint M2

POSITION STROKE Position of stroke

3.3 Signature Preprocessing

The resulting Beta elliptic signature is in a complicated form, we use the Huffman
Compression (HC) to simplify it, and to increase the performance of our system
by reducing the size of secret data to be embedded. The Huffman compression
algorithm relies on the frequency of the occurrence of a symbol in the file to
be compressed [12]. Figure 2 illustrates how the Huffman code works in a text
example. After the compression of the text ABEACADABEA, the obtained code
is presented as 23 bits, while the resulting ASCII code is presented as 88 bits
(11 characters 8 bits). Thus, the Huffman code saves more than 26% in the size
of the message.

3.4 Weighted Secret Data Repartition

To embed the Beta Elliptic Signature, transformed by the Huffman Coding
(BES-HC), into the color document image, we subdivide it into three sub-
messages mR, mG, and mB in order to embed it into the corresponding R, G,
and B color channels. We associate to each color channel a weight αR, αG, and
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Fig. 2. Huffman compression algorithm

αB, that represents the number of bits embedded into the selected channel. The
weights are calculated as follows:

αC = PC × L, and
∑

αC = L, withC = {R,G,B} (2)

PC =
PSNR(C)

PSNR(R) + PSNR(G) + PSNR(B)
and

∑
PC = 1, with C = {R, G, B}

(3)

where L denotes the length of BES-HC and PSNR is the Peak Signal to Noise
Ratio defined while embedding the BES into the red, green, or blue channel
separately. Finally, PC represents the number of bits ratio embedded into each
color channel C. Equation (3) represents the mathematical formula to obtain the
number of bits ratio.

Since the BES is subdivided into three parts according to the values of αR,
αG, and αB, subsequently. The first range of the BES bits is fed to mR which
would be embedded into the red channel. The same process is done in the second
range of the BES bits, representing the green sub-message (mG) and same for
the last range of bits (mB). Equation 4 explains the message bit selection.⎧⎨

⎩
mR = BESHC(i), 1 ≤ i ≤ αR

mG = BESHC(i), αR < i ≤ αR + αG

mR = BESHC(i), αR + αG < i ≤ L
(4)

3.5 CDISS-BEMOS Embedding Algorithm

The sub-message bits mR, mG, and mB are sequentially embedded into the red,
green, blue channels, in the embedding regions by replacing the 1-LSB of the
concerned channel with the ith element of the associated weight. The embedding
algorithm is mathematically stated as:

S(C) = LSB(C(Fp(i))), C = {R,G,B} (5)
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LSB(C(Fp(i))) =

⎧⎨
⎩

mR(i) if C = R, 1 ≤ i ≤ αR

mG(i) if C = G, αR < i ≤ αR + αG

mB(i) if C = B, αR + αG < i ≤ L
(6)

where S is the stego color document image, and C is the host color channel R, G,
or B, Fp(i) is the ith Feature points. Finally, combine the three stego channels
S(R), S(G), and S(B) to obtain the stego color document image:

SDCI = S(R) + S(G) + S(B). (7)

3.6 CDISS-BEMOS Extracting Algorithm

During the transmission, the color document images may be suffering from var-
ious distortions. To verify that the document was not altered, the extraction
algorithm is used to extract the embedding Beta elliptic signature from the
stego document image. The extracted sub-message bits m’R, m’G, and m’B are
retrieved by:

ExBES = {m
′
R + m

′
G + m

′
B} (8)⎧⎨

⎩
m′

R(i) = LSB(S(R(Fp′)i)), 1 ≤ i ≤ αR

m′
G(i) = LSB(S(G(Fp′)i)), αR < i ≤ αR + αG

m′
B(i) = LSB(S(B(Fp′)i)), αR + αG < i ≤ L

(9)

where mR’(i), mG’(i), and mB’(i) are the ith elements extracted from S(R), S(G),
and S(B), respectively, Fp’ is the feature points list identified from the stego color
document image, and ExBES is the extracted Beta elliptic signature.

4 Experimental Results and Discussion

4.1 Setting and Parameters

Table 2 presents the parameters used in our study for Beta elliptic modeling and
BRISK detector.

Table 2. Beta elliptic and BRISK parameters

Method Parameters Designations Values

Beta Elliptic
Model

(x(t), y(t)) Coordinates of the handwriting (signature)
trajectory with pen points

–

h Height of handwriting (signature) h =128

fcut Cut-off frequency of Chebyshev type II filter fcut= 12 Hz

BRISK n Number of octaves used in scale-space pyramid
layers

n = 4

AGAST Detection process algorithm –

ρ Side length of the square box mean filter ρ = 2.6 · σ



CDISS-BEMOS: A New Color Document Image Steganography System 301

4.2 Benchmarks

The CDISS-BEMOS system is tested on three benchmarks: L3iDocCopies,
LRDE DBD, and standard test images. Since we did not find studies based
on specialized databases for color image document steganography, except
L3iDocCopies, we chose to test our system on the LRDE DBD database. Table 3
presents the benchmark details.

Table 3. Benchmarks used to evaluate the CDISS-BEMOS system

Benchmarks Name Number of documents used Size

Type1 aL3iDocCopies 20 4.2 GB

Type2 bLRDE DBD 20 583MB

Type3 cStandard Test Image 10 12.4 MB
ahttp://l3i-share.univ-lr.fr/datasets/DocCopiesWebsite/DocCopiesDataset.html
bhttp://www.iapr-tc11.org/mediawiki/index.php/LRDE Document
Binarization Dataset
chttp://sipi.usc.edu/database/database

4.3 Evaluation Metrics

To evaluate the robustness of the CIDSS-BEMOS system, the common evalua-
tion metrics of image distortion are used, like Peak Signal to Noise Ratio (PSNR)
and Structural Similarity Index Metrics (SSIM). They can be calculated via the
Eqs. 10–12 as follows:

PSNR = 10. log 10(2552/MSE) (10)

MSE =
1

NM

N∑
x=1

M∑
y=1

(H(x, y) − (S(x, y))2 (11)

PSNR is calculated using Means Squared Error (MSE), where MN is the size
of the host image H and stego images S respectively.

SSIM =
(2uhus + c1)(2ohs + c2)

(u2
h + u2

s + c1)(o2h + o2s + c2)
(12)

where μh and μs are the average of H and S, and σh and σs denote the standard
deviation of H and S respectively. Moreover, σsh is the covariance of H and S. c1
and c2are two variables to stabilize the division with weak denominator where
C1 = (k1 ∗ L)2, C2 = (k2 ∗ L)2, L is the dynamic range of the pixel-values
(typically this is 2 (bit per pixel) -1), k1 = 0.01 and k2 = 0.03 by default.

http://l3i-share.univ-lr.fr/datasets/DocCopiesWebsite/DocCopiesDataset.html
http://www.iapr-tc11.org/mediawiki/index.php/LRDE_Document_Binarization_Dataset
http://www.iapr-tc11.org/mediawiki/index.php/LRDE_Document_Binarization_Dataset
http://sipi.usc.edu/database/database
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4.4 Quantitative Study

In this study we have used one signature to evaluate the performance of CDISS-
BEMOS on three types of datasets. The signature image is shown in Fig. 3. The
size of the Beta elliptic signature after the Huffman compression is L = 127 bits
where we obtain the values of PR = 0.3341, PG = 0.3321, PB = 0.3338. So the
obtained weight values are αR= 0.3341* L= 43 bits, αG =0.3321* L= 42 bits,
and αB= 0.3338* L= 42 bits. However, the BES-HC is subdivided into three
sub-message bits mR, mG, and mB. The first 43 bits of the BES are fed to the
mR, the second 42 bits of the BES are fed to mG and the last 42 bits are fed to
the mB. The results of applying the proposed system on three types of datasets
are presented in Table 4.

Fig. 3. The image signature

In order to prove the performance of the proposed CDISS-BEMOS system, a
quantitative evaluation is carried out on the three benchmarks. In addition, We
have tested our system in the YCbCr color space by hiding the BES-HC into the
Y component, in order to choose the best color space for color document image
steganography, according to the achieved results.

Table 4 illustrates the resulting PSNR values of the CDISS-BEMOS system
on 20 images of L3iDocCopies, LRDE DBD, and 10 images of Standard test
images benchmarks, compared to the YCbCr-LSB-BRISK, Sejpal and Shah [29],
Muhammad et al. [19], and Abraham and Paul [2] systems. It demonstrates that
our system is more efficient compared with YCbCr-LSB-BRISK method and the
related work in terms of distortion measurement.

Table 4. Comparison PSNR results of CDISS-BEMOS system and existing systems

Benchmarks PSNR

CDISS-BEMOS YCbCr-LSB-BRISK [29] [2] [19]

L3iDocCopies 93,0712 37,0583 – – –

LRDE DBD 92,1843 44,5265 – – –

Standard test images 93,4291 56,4678 90.6093 53.5833 45.0309

Accordingly, the SSIM metric has been used to evaluate the performance of
our CDISS-BEMOS and the existing systems. Table 5 shows the quantitative
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results based on SSIM and PSNR on 10 standard test images. Compared to
previous researches, our proposed system realized better results, demonstrating
its effectiveness in terms of SSIM and PSNR.

Table 5. Quantitative evaluation using PSNR & SSIM of CDISS-BEMOS and existing
system

Images CDISS-BEMOS [19] [2]

PSNR SSIM PSNR SSIM PSNR SSIM

Lena 93.4232 0.9989 48.7445 – 53.6400 0.9927

Baboon 93.5656 0.9990 47.8747 0.9992 53.4600 0.9969

House 93.5656 0.9991 52.7303 0.9989 – –

F16jet 92.9663 0.9989 53.1665 0.9985 – –

Tree 93.2164 0.9986 49.7496 0.9970 – –

Scene 93.1517 0.9979 46.8066 – – –

Flowers 93.8652 0.9985 42.3607 – 53.6500 0.9980

Building 93.4007 0.9979 56.8918 0.9973 – –

Parrot 93.7128 0.9995 49.2153 – – –

Masjid 93.4232 0.9900 44.7425 0.9828 – –

Average 93.4291 0.9978 45.0309 0.9956 53.5833 0.9958

The results comparison of the CDISS-BEMOS system based on PSNR with
related works methods including Sejpal and Shah [29], Muhammed et al. [19],
and Abraham and Paul [2] are presented in Fig. 4. It is clear from Fig. 4 that the
performance of the CDISS-BEMOS system bypass those of Sejpal and Shah [29],
Muhammed et al. [19], and Abraham and Paul [2]. However, Sejpal and Shah [29]
predominate other systems except for the proposed system. Muhammed et al.
[19], gives worse results in proportion to this experiment.

4.5 Qualitative Study

The qualitative evaluation of the CDISS-BEMOS can be measured using the
Human Visual System (HVS) by analyzing the histograms variability of host
and stego document images for three examples images of benchmarks, produced
by our system. The HVS is examined as shown in Fig. 5. From HVS results,
it could be deduced that the histograms of the host images are the same as
the histograms of stego images generated via the CDISS-BEMOS system, thus
confirming the validity of our system.

4.6 Robustness Evaluation of Extracted Secret Message

To further evaluate the robustness of the extracted Beta elliptic signature, we
have used the accuracy ratio exploited in [5]. The method is computed using
Eq. 13 as follows:
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Fig. 4. PSNR based comparison of the CDISS-BEMOS system with state-of-the-art
methods

AccR =
∑m

i=1 ¬(BES(i) ⊕ ExBES(i)))
m

(13)

where:

– BES(i) is the ith bit in the original Beta elliptic signature,
– ExBES(i) is the ith bit in the extracted Beta elliptic signature,
– m is the length of Beta elliptic signature,
– ¬ denotes the NOT operator,
– and ⊕ depicts the exclusive-OR operator.

Table 6 illustrates that the embedded BES could be totally extracted with
100% accuracy ratio which demonstrate that the proposed steganography system
in RGB color space is able to attain the extreme accuracy ratio under the context
without noises.

Table 6. Accuracy ratio and quality of embedded documents

Benchmarks Name PSNR SSIM AccR

Type1 L3iDocCopies 93,0712 0.999 100%

Type2 LRDE DBD 92,1843 0.999 100%

Type3 Standard test image 93,4291 0.999 100%
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Fig. 5. Visual quality of stego images (Standard test image Lena, L3iDocCopies, LRDE
DBD) produced by CDISS-BEMOS system

5 Conclusion

A new color document image steganography system based on the Beta elliptic
modeling of online signature is presented in this paper, in order to provide the
security of these documents when its transmission over the public network. The
Beta elliptic signature is hidden into the three color channels R, G, and B, in
the specific embedding regions identified by the BRISK detector. The embedding
process is based on the LSB technique using the weighted secret data repartition
step. Our CIDSS-BEMOS system retains a stronger document security, a better
image quality, and less computational complexity. In the next works, we aspire
to increase the scanned document security by combining both the steganography
and cryptography approaches.

Acknowledgment. The research leading to these results has received funding from
the Ministry of Higher Education and Scientific Research of Tunisia under the grant
agreement number LR11ES48.
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Abstract. Adaptation of collaboration is needed to maintain the con-
nectivity and quality of communication in group-wide collaborative
activities. This becomes quite a challenge to handle when mobile enti-
ties are part of a wireless environment. In this paper, these challenges
are addressed within the context of the SuperSenS project where
Unmanned Aerial Vehicles (UAVs) have to collaborate either between
themselves or with remote human actors during search-and-rescue mis-
sions. This paper presents our first results. The final goal is to propose
new concepts, models and architectures that support cooperative adap-
tation which is aware of the mission being executed. Thus, the collabora-
tion can be adequately adapted in response to the mission requirements
and to the changes in the resource constraints.

Keywords: A graph based model · Unmanned Aerial Vehicles ·
Collaboration

1 Introduction

Drones or Unmanned Aerial Vehicles (UAVs) have become a subject of innova-
tion in different fields and their use are expanded for several types of missions
such as search-and-rescue missions, surveillance systems, military uses, delivery
services, etc. They present a promising solution for the most dangerous missions
or costly to be performed by humans.

With advances in the UAV technology and their availability in the market,
research and development are more interested in collaborative UAV systems (a
set of drones that are networked to achieve a mission). These systems are needed
especially for missions that are dangerous or span a large geographical area where
one drone is insufficient due to its limited energy and payload.

The design of an architectural model for UAVs collaboration in changing
environments is among the main research directions of autonomic computing and
communication. Providing such solutions for distributed software systems sup-
porting group collaboration [1] requires managing evolving group membership.
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S. Kallel et al. (Eds.): CRiSIS 2019, LNCS 12026, pp. 311–324, 2020.
https://doi.org/10.1007/978-3-030-41568-6_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41568-6_20&domain=pdf
https://doi.org/10.1007/978-3-030-41568-6_20


312 A. Gassara and I. Bouassida Rodriguez

For a number of group communication-based applications, anticipate reconfigu-
ration is important. In order to be applicable in different situations, one has also
to ensure tractability of the elaborated solutions when the mission is changing
or evolving. Providing generic and scalable solutions for reconfiguration in group
collaboration support systems can be driven by rule-based architectural recon-
figuration policies. This is the approach we adopt and we propose in this paper.
We elaborate a structural model that may represent the different interactions
dependencies from different mission points of view.

To be illustrated, our approach is applied on the SuperSenS project where
UAVs have to collaborate during search-and-rescue missions. The project pro-
vides a real-world case study that introduces a network of collaborative UAVs.
The UAVs network is used for a surveillance system that aims to detect terrorists
and follow them in closed military zones (i.e., vast, dangerous areas and difficult
to be accessed).

In order to design the adaptation of collaboration, we provide a rule-based
reconfiguration model consisting of a set of graph adaptation rules. These rules
will be triggered according to defined events related to environment and resource
changes in order to achieve the mission. To execute this model, we implemented
the graph rules using GMTE [2], a graph matching and transformation engine.
Then, we executed and applied them on graphs representing the UAV system
giving then new graphs representing the new system architectures after adapta-
tions.

The remainder of this paper is organized as follows. We present in Sect. 2
the SuperSenS project and our case study of a drone collaborative system.
Section 3 presents our approach for modeling the architecture and the dynamic
aspect of an UAVs system. Then, we present in Sect. 4 the experimentation with
GMTE tool and in Sect. 5 the related work. Finally, Sect. 6 concludes this paper
and presents future work.

2 Context: The SUPERSENS project

Our work is part of the SuperSenS project that provides a real-world case study
presenting an anti-terrorism scenario. In the following, we give a brief description
of this project and then we present the drone collaborative system and how it
works with the use case scenario.

2.1 Description of the SUPERSENS project

In last years, terrorist threats are becoming more and more preoccupying for
governments. Thus, the governments have classified as high-risk areas the bor-
ders, the desert, etc. The surveillance of these zones is an important task for
the military and the police. The monitoring of these extensive areas -difficult
to access- remains a complex task to be covered entirely by a human presence.
Several digital technologies make possible to monitor (eg. high resolution remote
sensing (HR), wireless sensor network), information processing (image and video
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processing, heterogeneous data analysis). We are interested in this paper to
UAV technology: autonomous and cooperative. To ensure military/police needs,
we propose to define a system to automate surveillance using autonomous and
cooperative UAVs. These UAVs cooperate and adapt their behavior according
to the environment of the mission.

2.2 Description of a Drone Collaborative System

A drone collaborative system can have a centralized or decentralized architec-
ture. Within the centralized architecture, an entity on the ground collects infor-
mation, makes decisions for drones, and updates the mission or tasks. However,
within the decentralized architecture, the drones need to explicitly cooperate on
different levels to achieve the system goals and exchange information to share
tasks and make collective decisions [3].

For both architectures, the drones should, first, observe the environment.
Then, they should evaluate their own observations and information received from
other drones, and reason from them. Reasoning can be done at the centralized
control entity or on board the drones. Finally, they act in an effective way.

2.3 Use Case of a Drone Collaborative System

In our work, we use a centralized drone collaborative system. All drones are
connected to a supervision station that collects data from drones and make
decisions to adapt the system in order to achieve the mission. This mission
consists in the surveillance of a military area, the detection of terrorists and
tracking them by drones.

To monitor an area, we propose a surveillance scenario by a drone patrol.
This surveillance scenario involves sending a drone patrol regularly. Each drone
monitors a specific area and follows a predefined trajectory.

The activity diagram in Fig. 1 presents the scenario. At the beginning, each
drone (Darea) monitors its area following its trajectory and sends the data stream
(video) to the supervision station supervised by an operator agent. This agent
supervises the video in order to verify if there is an intruder. If an intruder is
detected, he/she sends an order to the drone to track the intruder as well as
he/she sends a new drone as enhancement. While tracking, if the Darea drone
reaches the border of its area, it backs to its area for surveillance and the agent
sends an order to its neighbor (Dneighb) to continue the tracking.

Moreover, while tracking, if a drone (Darea, Dnew or Dneighb) has a low
battery level, the agent sends a new drone to replace the drone and continue
its mission (i.e., tracking or surveillance) and the latter drone returns to the
supervision station.

Furthermore, if a drone (Darea, Dnew or Dneighb) is tracking an intruder,
and it detects a new intruder, the agent sends a new drone as an enhancement.
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Fig. 1. Activity diagram of the surveillance scenario by a drone patrol

3 Modeling UAVs Systems

The solution we propose here is a Monitor-inference-results loop, as illustrated
in Fig. 2. The first step in the loop is to capture the state of the world, that
is to say the set of information that we want to represent. In our case, this
state includes the drones presenting their position, battery levels, flows that
send each other, etc. This capture is done by the code of the application, which
then represents the captured state as an instance represented by a graph. Such
instance is a set of drones that belongs at the mission and are represented to
the graph. This graph is used by the application as a template representing
the state of the mission at a given moment. The application can execute the
rules associated with the mission and perform transformations done by a graph
matching and transformation engine (i.e., we use GMTE) on the first graph. The
result is a graph modified with the new state to the mission it evolved. Then, the
application scans the new graph and performs the actions necessary to arrive at
the desired state.

In this paper, we focus on the inference part of the loop that takes as inputs
the graph representing the current system architecture and the graph rules repre-
senting the system reconfigurations. For this reason, we present in the following
sections modeling the system architecture as well as modeling its dynamic aspect
(reconfigurations).
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Fig. 2. Capture-inference-results loop

3.1 Modeling Language: Graphs

Graphs and graphs rewriting have been successfully applied for the description
of software architectures and modeling communicating systems. Within graph-
based approaches, a system configuration is represented by a graph and graph
rewriting rules can express reconfigurations. Besides, as a generic model, graphs
may be used to represent different structures and components types such as soft-
ware components, hardware components, locations, physical entities, etc. This
motivates us to adopt graphs as a modeling formalism of drone collaborative
system.

A graph [4] is a graphical representation composed of a set of nodes and
edges that connect some pairs of these nodes. Graph nodes represent system
entities. Whereas, edges represent communications (connections) between them.
In order to describe the dynamic of a system, reconfigurations are defined using
graph rewriting rules. A rule is a pair of graphs (L, R) where L is the left-hand
side and R is the right-hand side. Applying the rule means finding a match of
L in the source graph and replacing it by R, leading to the target graph. These
rules describe the topology changes of an architecture in terms of adding and/or
removing components and/or connections.

3.2 Modeling the System Architecture

With graphs, a system configuration is modeled by a graph where the nodes
represent the components of the system and the links represent the connections
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between them. Nodes are tagged with labels to represent information about
system components.

We define the following nodes:

– D representing a Drone. It is tagged by the following labels: position, bat-
tery level, time stamp and state (which can be on the ground, exploration,
detection, tracking or failed).

– SS representing the Supervision Station.
– AP representing the Analysis Platform.
– I representing an Intruder. It is tagged by position and time stamp labels.

In order to achieve the surveillance scenario by a drone patrol, it is first nec-
essary to divide the military area in partitions. Each partition will be monitored
by a drone. For a maximum coverage of the area, we propose to divide it into
sectors of a circle as shown in Fig. 3(a). Also, we propose a trajectory for each
drone as depicted in Fig. 3(b). Using this partitioning of the area and the tra-
jectory of drones, we can calculate the number of drones participating in the
patrol. In our case, we find that we need six drones for covering the studied area
after calculations based also on the used drone characteristics.

(a) The military area divided into circle
sectors

(b) The drone trajectory in a partition

Fig. 3. The partitioning of the area

Using the node types, we model the initial configuration of the system,
depicted in Fig. 4, where Dzi are the identifiers of the drones (For instance,
Dz1 is the drone that will monitor the first partition of the military zone). For
sake of clearness, we present in the figure only the position and state labels. The
SS node representing the supervision station is connected to an AP node that
represents the analysis platform. This platform ensures the treatment and the
analysis of data from different sources. It allows, for example, to verify if the
detected intruder is a terrorist.
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Fig. 4. The graph describing the first system architecture

3.3 Modeling the Dynamic Aspect of the System: Reconfigurations

The dynamic aspect is represented by reconfigurations. These reconfigurations
are defined through graph rules. To do this, we define five rules.

– R1: Exploration rule: This rule allows to start the exploration mission of the
collaborative drone system. It modifies each drone state from the on ground
state to the exploration state. And then, the drone will fly on the air and
follows its defined trajectory in order to reach its zone for surveillance.

– R2: Detection rule: This rule is triggered when a drone detects an intruder.
First, it modifies the drone state to “tracking” state. Then, it connects the
drone to a new node representing the intruder. Also, it adds a new drone
node connected to the supervision station.

– R3: Border rule: This rule is triggered when a drone approaches to the border
of its zone while is tracking an intruder. Hence, the rule modifies the drone
state to “exploration” and disconnects it from the intruder node. Then, it
modifies the sate of the neighbor drone to tracking and connects it to the
intruder node.

– R4: Low battery rule: This rule allows to add new drone to the graph model
when a drone having a low battery level in order to continue the tracking
process.

– R5: Breakdown drone rule: This rule allows to add a new drone to the graph
model when a drone is breakdown to continue the exploration or the tracking
process.

These reconfiguration rules will be described with more details in the experi-
mentation section.
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4 Experimentation

To test our approach, we will deploy the control loop which is composed of
three main software components: the monitoring component that is used to
capture the state of drones; GMTE which executes reconfiguration graph rules
and finally, the execution component which executes the necessary actions to
apply reconfigurations by sending orders to drones and updating their states.

In the following, we focus on implementing the use case with GMTE.

4.1 Implementing the Uses Case with GMTE

GMTE is a tool for graph matching and transformation, for executing an encoded
rule on an encoded graph. The GMTE rule graph is partitioned into three zones
that determine the rule application and the changes that occur when a rule is
applicable (Fig. 5(a)).

– The Inv zone: representing a fragment of the rule which must be identified in
the graph;

– The Del zone: is under a fragment of the Inv zone that will be deleted on the
application of the rule;

– The Add zone: is the fragment that will be added after the application of the
rule.

(a) Exploration rule (b) Detection rule

Fig. 5. Reconfiguration rules

Using GMTE, we have implemented our defined reconfiguration rules. In the
following, we present the first three rules with their graphical representation:

– R1: Exploration rule: As depicted in Fig. 5(a), this rule modifies a drone state
to exploration state.
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– R2: Detection rule: As depicted in Fig. 5(b), this rule modifies, first, the drone
(DZi) state to tracking state. Then, it connects the drone to a new node
representing the Intruder (Ii). Also, it adds a new node drone (D) connected
to the supervision station (SS).

– R3: Border rule: This rule, as showed in Fig. 6, modifies the drone state (Dzi)
to exploration and disconnects it from the intruder node (Ii). Then, it modifies
the sate of the neighbor (Dneigh) drone to tracking and connects it to the
intruder node.

After implementing the rules and the graph representing the initial system archi-
tecture, we can execute some rules according to our proposed algorithm.

Fig. 6. Border rule

4.2 Proposed Algorithm

We proposed an algorithm that is used in the inference part of the control loop.
It defines the reconfiguration rule to be executed when an event is triggered.

Listing 1.1. Reconfiguration Algorithm

1 Let A0: initial system architecture

2 Let Ei: an event from {E1: start exploration , E2: detection , E3: border ,

3 E4: low battery , E5: breakdown drone}

4 Let Ri: a graph reconfiguration rule from {R1: Exploration rule , R2: Detection

5 rule , R3: Border rule , R4: Low battery rule , R5: Breakdown drone rule}

6 Let n=1

7 If Ei=E1 then A1 <- Apply as possible (A0 , R1)

8 While (true)

9 If Ei= E2 (D_{Zi}, I_{i}) then

10 An+1 <- Apply (An, R2(D_{Zi}, I_{i})); n++

11 If Ei= E3 (D_{Zi}, I_{i}) then

12 An+1 <- Apply (An, R3(D_{Zi}, I_{i}, D_{neigh })); n++

13 If Ei= E4 (D_{Zi}, I_{i}) then

14 An+1 <- Apply (An, R4(D_{Zi}, I_{i})); n++

15 If Ei= E5 (D_{Zi}) then

16 An+1 <- Apply (An, R5(D_{Zi})); n++

17 End while
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At the beginning, the exploration event (E1) is triggered and then, the explo-
ration rule (R1) will be executed on the first system architecture A0 (cf. line 7
of Listing 1.1). This rule is applied as possible that’s means it is applied until all
drones in the graph will have the exploration state. In other words, it is applied
as times as the number of drones in the graph (e.g., in our case, it is six).
The application of this rule gives a new graph representing a new system
architecture A1.

After that, according to the triggered event, a rule will be applied. For exam-
ple, if the event is a detection of an intruder I1 by the drone DZ2, the rule R2
with the parameters DZ2 and I1 will be applied on the current system architec-
ture to obtain a new system architecture (cf. lines 9 and 10 of Listing 1.1).

In order to implement this reconfiguration with GMTE, we should give as
inputs the graph of the current system as an xml representation (Fig. 9) and also
the xml representation of the graph rule (Fig. 7). In these xml files, the values
of drone positions will be given by the application of the control loop. It allows
to give the current location of each node in the network.

The application of the rule on the graph gives a new graph depicted in Fig. 8.
For sake of clearness, we present in this graph only the state and position labels
of nodes.

5 Related Work

In the literature, the essence of UAV systems is captured by a high level building
blocks [3] consisting of the Sensing block, Communication and Networking block
and the Coordination block. The Sensing block is responsible for observing the
environment and analyzing the collected data from the environment and/or other
vehicles, whereas Communication and Networking block enables dissemination
of information between devices in the network. The decision- making (e.g., path
planning and task sharing) is handled by Coordination block, which processes
feedback and constraints from the remaining building blocks.

Many projects used the UAVs system for search and rescue applications.
Each project focuses on the design of one or more of these blocks. For exam-
ple, COMETS [5] is a research project that aims at designing and implement-
ing a distributed control system for cooperative activities using heterogeneous
UAVs. It addressed mission planning and cooperative imaging. Also, it focused
on developing and implementing control algorithms. RESCUECELL [6] aims at
developing a cost-effective, robust and lightweight UAV system, that can easily
be transported to disaster struck areas. The system allows to spread the UAVs
properly to cover the entire zone, and also to guide rescuers by giving precise
indications of the location of injured people.

However, the SINUS project [7] aims at using an autonomous UAVs system
for SAR missions by focusing on a complete system integration considering all
the system modules coordination, communication and sensing. Closed to this
project, the SuperSenS project aims also at implementing a complete system.
However, in this paper, we present our proposal for the coordination block.
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Fig. 7. The xml representation of detection rule

Fig. 8. The graph obtained after the execution of the detection rule
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Fig. 9. The xml representation of the graph before applying the detection rule

With the development of technology related to drones, several research activ-
ities studied the paradigm distributed aspects related to security [8] and UAVs.
The Dynamicity Aware Graph Relabelling System [9], an extension of the local
computation model, has been modified for UAVs functioning using proven algo-
rithms [10]. Other research activities are based on the grammars of graph
for dealing with emergency situations [11]. In addition, research activities has
focused on autonomous flight training, the realization of multi-node missions
(UAVs) with possible loss of one of the nodes [12].

The work of Xueping Zhu et al. [13] proposed a prototype application for
UAV swarm control study by using agent technology and a way to model UAVs
in principle of multi-agent system. The work presents a model of communication
to achieve interaction purpose. A six-degree-of-freedom mathematic model was
used in order to fully represent constraints and uncertainties of flying vehicles.
It combines the traditional calculus based mathematical methods with compu-
tational techniques.

The work of Evsen Yanmaz et al. [3] describe a high-level architecture for
the design of a collaborative aerial system that consists of UAVs with on-board
sensors and embedded processing, sensing, coordination, and communication &
networking capabilities. The paper presents a multi-UAV system consisting of
quadrotors and demonstrates its potential in a disaster assistance scenario. The
objective of the system is to monitor a certain area in a given time period and
with a given update frequency to assist rescue personnel in a disaster situation.



Graph Model for UAVs Systems 323

It is designed to capture aerial images and provide an overview image of the
monitored area in real time.

6 Conclusion and Future Work

In this paper, we addressed the design of architectural models for distributed sys-
tems supporting group collaboration applied on the SuperSenS project where
UAVs collaborate in the context of search-and-rescue missions. We proposed an
approach that focuses on modeling the adaptation of collaboration in order to
maintain the mission requirements and to satisfy the environment and resource
constraints.

This approach provides a structural model using graphs. It represents the
different interactions dependencies between UAV nodes from different mission
points of view. Adaptation is driven by rule-based architectural reconfiguration
policies. We defined a set of reconfiguration rules that will be triggered according
to defined events related to environment and resource changes in order to meet
the mission.

For experimentation, we implemented these graph rules using GMTE, a
graph matching and transformation engine. Then, we executed them on graphs
representing the UAV system.

As future work, we aim at enhancing our adaptation model and enabling
drones to communicate together without the need to an actor that gives them
orders.
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Abstract. Blockchain is an emergent technology which enables the exe-
cution of collaborative business processes while ensuring trust by replac-
ing central authority with cryptographic proof and distributed consen-
sus. Thus, Blockchain technology can be used to find agreement between
untrusted collaborating parties in business processes. However, temporal
constraints of processes need more investigation. Indeed, Blockchain plat-
forms do not offer means to represent nor to manage temporal constraints
for business processes. Moreover, transaction completion time is not fixed,
it can take from a few seconds to several minutes. In this paper, we include
temporal constraints in smart contracts, which could mitigate the viola-
tion of time constraints, minimize the costly execution time, and avoid-
ing thus financial penalties. To achieve this, we extend Caterpillar tool,
which is the first open-source blockchain-based BPMN execution engine,
to enable the automatic transformation of a large set of temporal con-
straints for business process model to smart contract code. We illustrate
our approach with a use case, which we deploy in Ethereum Testnet.

Keywords: Blockchain · BPMN · Business process · Smart contract ·
Temporal constraints · Trust

1 Introduction

Business Process Management (BPM) aims to improve Business Processes (BPs)
to reach better system performance including greater services, higher profit and
faster response. With the evolution and integration of modern technologies such
as Cloud Computing, Cyber-Physical Systems and Internet of Things in Industry
4.0, centralized BPM tools meet their limits in facing the inconsistent require-
ments and trade-off of security, trust, openness, scalability, and cost [1]. In par-
ticular, the crucial bottleneck to evolve BPM systems is to achieve mutual trust
between inter-organizational processes, in other words ensuring the transforma-
tion of trustworthiness and digitized assets. Thus, modern BPM systems need
to automate and digitize business processes while ensuring transparent interop-
erations of service providers.
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The described lack-of-trust problem can be assigned to the emergent
Blockchain technology which has the potential to radically change how the inter-
organizational processes operate. Thanks to its key properties of transparency,
integrity and resilience, Blockchain technology has become an attractive choice
to enterprises to revolutionize their business processes. In fact, Blockchain is a
novel technology for decentralized and transactional data sharing over a peer-
to-peer network of untrusted participants [2]. The goal of this technology is to
eliminate any third party validation by replacing the trust of a central authority
with cryptographic proof. So, Blockchain technology can be used to find agree-
ment between collaborating parties in BP systems without trusting a central
authority or any particular participant. In addition to the shared data prop-
erty, some Blockchain offers a global computational infrastructure, that runs
programs called smart contracts [3]. These smart contracts are executed across
the Blockchain network and automatically enforce the conditions defined in
the agreements to enable, for example, conditional secure payment. Different
works [4–8] suggest deploying BPs over Blockchain using smart contracts to
tap into their trust. Nevertheless, these latter works still at a very early stage
since the first platform executing smart contracts, called Ethereum, dates from
2014 [3].

In line with these works, we denote the Caterpillar [9,10], which is the first
open-source blockchain-based BPMN execution engine. It proposes an auto-
mated transformation of BPMN processes into a smart contract code written
in Solidity. This work does not deal with temporal constraints on BPs. Conse-
quently, the generated smart contract code could be undetermined, may tem-
poral constraints be violated due to delays in executing BP tasks, or a lower
affected bidding price, for example.

Considering BPs temporal constraints in Blockchain environment is of
paramount importance since it is a way that would mitigate the violation of
time constraints, minimize the execution time which is costly, and avoid thus
financial penalties due to product delay delivery. At the best of our knowledge,
there is no research attempts to consider BPs temporal constraints in Blockchain
smart contract code, which constitutes our main contribution in this paper.

To achieve this, we extend the Caterpillar tool to enable the automatic trans-
formation of a large set of temporal constraints for BPs into Solidity code. Con-
sidering temporal constraints in our approach is beneficial for BP execution since
the notion of time misses precision in a Blockchain platform such as Ethereum.
Indeed, the time is not fixed for a transaction completion, it can take from a
few seconds to several minutes. Furthermore, generating smart contracts with
temporal constraints from process models reduces the development time and lib-
erates developers from using external services to verify time violation. Finally,
we illustrate our approach with a use case deployed in Ethereum Testnet.

The remainder of this paper is organized as follows: Sect. 2 briefly introduces
some concepts upon which our approach is built. Section 3 clarifies the basics of
Caterpillar transformation rules. Section 4 details our approach. Section 5 illus-
trates our approach with a supply-chain use case. Section 6 summarizes related
work. Section 7 concludes and suggests future directions.
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2 Background

This section introduces the main concepts and definitions related to Blockchain,
smart contracts and time-aware business process.

2.1 Blockchain and Smart Contracts

Introduced by an anonymous contributor under the pseudonym of Nakamoto
over the last decade [2], the Blockchain technology has the potential to impact
a variety of sectors including finance, government, manufacturing, health and
research. Blockchain can be defined as a constantly growing distributed Ledger
that holds a permanent record of all the transactions in a secure, chronological
and immutable way over a peer-to-peer network. Founded on various well-known
core technologies, such as cryptographic hash function, cryptographic signature
and distributed consensus, it provides some key features including data persis-
tence, anonymity, auditability, fault-tolerance, resilience, execution in a trustless
environment.

More recently, the revelation of smart contract has enriched the Blockchain
functionalities. The term of smart contract proposed in [3] refers to a Turing-
complete program that checks and executes a set of rules over a Blockchain
network. More specifically, it is a digital protocol which implements terms and
promises predefined by parties who proceed to an agreement. The first platform
enabling smart contracts execution is called Ethereum. It makes this possible
through a computational language named Solidity that stores smart contract
programs in the form of Ethereum Virtual Machine (EVM) bytecode, and it
enables transactions as function calls into that code.

The integration of BPM and Blockchain technology leads to smarter busi-
ness processes execution. Indeed, untrusted parties exploit smart contracts to
encode and encapsulate the transaction rules and processes that hold transac-
tions. When smart contracts are executed, they ensure automatically that con-
tractual conditions are met and engagements are enforced. Furthermore, replac-
ing middleman or third party by Blockchain reduces potentially costs for all
parties.

2.2 Time-Aware Business Process

In [11], we propose the specification of BPs’ temporal constraints that can be rel-
ative and/or absolute. Relative constraint measures the time that passes between
2 observable events. And, absolute constraint uses absolute time stamped with
a global time clock, which is never reset [12].

Relative Temporal Constraints. We refer by Relative temporal constraints
to requirements such as activity duration, temporal constraint over cardinality
and temporal dependency.

First, we consider duration constraint, which is an intra-task temporal con-
straint. Let s(t) (resp., e(t)) be the starting (resp., the ending time) of a task t.



328 A. Abid et al.

Let d be a relative time value representing the duration of this task. The Duration
constraint is defined as:

Duration(t, d) def= e(t) − s(t) ≤ d (1)

Second, we consider the temporal constraint over cardinality, which is an
intra-task temporal constraint. It sets the number N of times an activity can be
executed during a certain time frame. Let Nmax be the maximum of times that
the activity can be executed and Dmax be the maximum allowed time frame.
Cardinality is defined as follows:

Cardinality(A,Nmax,Dmax) def= e(AN ) − s(A1) ≤ Dmax andN ≤ Nmax

where at run-time, A1 is the first execution of activity A and AN is the last
execution of A.

Afterwards, we consider inter-task temporal constraints of type execution
dependency that could be:

– Start-to-Finish (SF): tj can not finish until ti has started within a given time
interval.

– Start-to-Start (SS): tj can not begin before ti starts within a time interval.
– Finish-to-Finish (FF): tj can not finish until ti has finished within a time

interval.
– Finish-to-Start (FS): tj can not begin before ti ends within a time interval.

As per Eq. 2, tj should start its execution no later than MaxD time units
and no earlier than MinD time units after ti ends.

TD(FS, ti, tj ,MinD,MaxD) def= MinD ≤ s(tj) − e(ti) ≤ MaxD (2)

Absolute Temporal Constraints. We refer by Absolute temporal constraints
to intra-activity temporal constraints focusing particularly on controlling the
start and finish times of process activities. This is due to the fact that the
Start/End temporal constraints use absolute time stamps. The succeeding listing
summarizes the set of absolute temporal constraints that we consider in our
verification approach.

– Start As Soon As Possible (SASAP)/Finish As Soon As Possible (FASAP)
– Start As Late As Possible (SALAP)/Finish As Late As Possible (FALAP)
– Must Start On (MSO)/Must Finish On (MFO)
– Start No Earlier Than (SNET )/Finish No Earlier Than (FNET )
– Start No Later Than (SNLT )/Finish No Later Than (FNLT ).

3 Caterpillar BPMN-to-Solidity Compiler

Caterpillar compiler translates a BPMN process model into Solidity code. Only
the basics will be clarified in order to use them in our approach afterwards. Thus,
we refer the reader to [9,10] for more details.
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The dynamics of the control flow execution of a process is implemented in
terms of a token-game as defined in the BPMN standard. A token is a theoretical
object that facilitates the creation of a descriptive simulation of BPMN elements
behaviors.

Once a process model instance is created, the start event generates a token
which traverses the structure of the process until attaining the end event(s).
When a token arrives at any incoming sequence flow of an activity, this latter
become enabled. As the activity is executed, the token in the incoming sequence
flow is consumed and a new token is generated for each outgoing sequence flow.
Knowing that, at most one token is existing on a sequence flow at any time which
is referred to 1-safeness in the literature. This property allows to represent the
distribution of tokens in a given state of a process instance with a bit array as
following: each sequence flow is corresponding to a slot in the array and the value
of such slot is designated with the presence/absence of a token.

An illustration of the former idea is given by a simple process model in Fig. 1
and its corresponding Solidity code in Listing 1.1. This simple process example
contains a start event, task A, task B and an end event. Since the flow of this
process exploits the token-game concept, crossing each step will be as follows:
Each node verifies if a token exists in it. After verification, the node will be
executed and then the token will be passed to its successor.

To understand the code in listing 1.1, we explain the use of the marking
variable, the step function, and the bit-wise operations.

Marking: Each smart contract has a variable that encodes the full state of a
process instance, in other words the overall distribution of tokens across the
sequence flows. This variable is designed as marking (Listing 1.1, line 2). The
variable marking is a bit-array encoded as 256-bits unsigned integers, which is
the default word size in the Ethereum Virtual Machine. Each sequence flow is
combined with one bit in this variable: 1 if a token is present in the sequence
flow, 0 otherwise. Note that, the initial marking will be programmed as 1 in the
position 0 (i.e. 20) since tokens are 2i (i is the rank of a sequence flow in the
process model).

Step: Step is a function that is used to compute the new process state (List-
ing 1.1, lines 17–30). It allows to make steps during a whole business process
execution. For security reasons, this function is internal, which means that exter-
nal actors cannot call it directly. However, each time an external entity’s function
call updates to the process state, the function step is invoked. To handle these
updates, the step function use bit-wise operations which is explained just after-
wards.

Bit-Wise: The bit-wise operations are used to ensure all the queries/updates on
the process state. To check if an element is started or enabled, the bit-wise AND
is used to permit the testing of set inclusion. Besides, the bit-wise OR provides
a method to encode the set union as an integer. Finally, the combination of OR
and AND allows to replace the old token of the variable marking by a new one
corresponding to the successor sequence flow.
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Fig. 1. Process model of the simple example

1 cont rac t MySimpleContract {
2 uint marking = 1 ;
3 f unc t i on taskA ( ) r e tu rns ( bool ) {
4 uint loca lMarking = marking ;
5 i f ( loca lMarking & 2 != 2)
6 re turn f a l s e ;
7 // doTaskA ( ) ;
8 s tep ( loca lMarking & uint (˜ 2) | 4) ;
9 re turn true ; }

10 f unc t i on taskB ( ) r e tu rns ( bool ) {
11 uint loca lMarking = marking ;
12 i f ( loca lMarking & 4 != 4)
13 re turn f a l s e ;
14 // doTaskB ( ) ;
15 s tep ( loca lMarking & uint (˜4) | 8 ) ;
16 re turn true ; }
17 f unc t i on step ( u int loca lMarking ) i n t e r n a l {
18 bool done = f a l s e ;
19 whi le ( ! done ) {
20 i f ( loca lMarking & 2 == 2) {
21 l oca lMarking = loca lMarking & uint (˜2) ;
22 cont inue ;
23 }
24 i f ( loca lMarking & 4 == 4) {
25 l oca lMarking = loca lMarking & uint (˜4) ;
26 cont inue ;
27 }
28 done = true ;
29 }
30 marking = loca lMarking ; }
31 }

Listing 1.1. Solidity code of the simple example

Table 1. Transformation rule summary [5]

BPMN
element

Scope Solidity code summary

All patterns All On execution, deactivates itself and activates the subsequent
element

Parallel-split All Executes on activation, activates all subsequent elements

Parallel-join All Executes on activation of all incoming edges

XOR-split All Executes on activation, conditionally activates all subsequent
elements. If one of them is executed, it deactivates all others

XOR-join All Executes on activation of one incoming edge

Temporal
constraints

Activity On execution of an activity, verifies its conformance with its
temporal constraint
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For brevity, an overview of translation rules of the BPMN-to-Solidity trans-
formation is given in Table 1. During the process model traversal, once the trans-
lator meets a BPMN element (left column), it inserts code corresponding to the
right column into the smart contract code. The timed process model transfor-
mation to Solidity code will be explained in the next section.

4 Extended Caterpillar Compiler to Support the
Temporal Constraints

This section presents our temporal extension to the Caterpillar compiler. Indeed,
the majority of activities (task or sub-process) in BPs are constrained by hard
timing requirements. Therefore, it is crucial to take into consideration the trans-
formation of BPs’ temporal constraints into smart contract code.

Before starting the transformation of business process models enriched with
temporal constraints to Solidity code, we will provide an overview of the app-
roach. Then, we will give the transformation corresponding to the following
temporal constraints: duration, temporal constraint over cardinality, temporal
dependency and start/end temporal constraints.

4.1 Approach Overview

This subsection details the transformation rules from timed process model to
smart contract code in Solidity. To do so, we propose some execution constructs
that will be subsequently instantiated (Subsects. 4.2 to 4.5) to transform a large
set of BP temporal constraints.

– Timer variable: When a process model holds a timer event or an advanced
temporal constraint, a corresponding variable will be generated at the cre-
ation of the contract. This variable will be initialized with the same name as
the timer concatenated with the timer type (i.e. duration, cardinality, depen-
dency). Besides, it will contain the value of a timestamp when the timer is
invoked.

– Timer function: This function will be invoked by the activity to check its
conformance with its temporal constraint. The generated timer function will
be internal for security reasons.

– Timer guard: The generated code is a bit similar to the previous example
without timer. The difference is not huge but it is major. Since a timer is
added, the only guard of tokens will not suffice. Therefore, an extra timer
guard will be generated to basically check timestamps and thus meet the
timer requirements.

4.2 Duration

This subsection details the transformation of a process task enriched with dura-
tion constraint to Solidity code. For illustration, Fig. 2 exhibits a process model,
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in which task A has a minimum value MinTime and a maximum value Max-
Time duration-constraint. This is transformed into the Solidity code in List-
ing 1.2. This code is obtained by following the transformation rules previously
mentioned in Subsect. 4.1. It basically contains:

– The marking variable, the step function and the bit-wise operations as any
process without a timer.

– The timer variable “timerName duration” which comprises the duration of
the activity (Listing 1.2, line 3).

– The timer function “calculate duration” that performs the required calcula-
tions. In our example, if the duration is exceeded, the designer will be notified
(Listing 1.2, lines 14–19).

– The “minTime” and the “maxTime” values, related to the duration con-
straint, are given as parameters to the function of the activity (a simple task
in the example).

Note that, “now” is an alias of “block.timestamp”, which take the timestamp
in UNIX time at the moment at which it is invoked within a smart contract.

Fig. 2. Process model enriched with a duration temporal constraint

1 cont rac t DurationContract {
2 uint marking = 1 ;
3 uint taskATimer duration = 0 ;
4 f unc t i on taskA ( u int minTime , u int maxTime) r e tu rns ( bool ) {
5 uint loca lMarking = marking ;
6 uint startTime = now ;
7 i f ( loca lMarking & 2 != 2)
8 re turn f a l s e ;
9 doTaskA ( ) ;

10 uni t endTime = now ;
11 taskATimer duration = ca l c u l a t e du r a t i o n ( startTime , endTime ,

minTime , maxTime) ;
12 s tep ( loca lMarking & uint (˜2) | 4) ;
13 re turn true ; }
14 f unc t i on c a l c u l a t e du r a t i o n ( u int startTime , u int endTime , u int

minTime , u int maxTime) i n t e r n a l r e tu rn s ( u int ) {
15 uint durat ion ;
16 durat ion = endTime − startTime ;
17 i f ( durat ion > minTime | | durat ion < maxTime)
18 not i f yDes i gne r ( ) ; // time exceeded
19 return durat ion ; }
20 f unc t i on step ( u int loca lMarking ) i n t e r n a l {
21 // The same code as the f i r s t example }
22 }

Listing 1.2. The generated Solidity code of the duration temporal constraint
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4.3 Temporal Constraint over Cardinality

This subsection serves to ensure the transformation from a process model that
contains a temporal constraint over cardinality to Solidity code. As mentioned
in the background section, a temporal constraint over cardinality is a constraint
in which a given activity can be executed successively at most N times within a
time period T.

Let’s consider the process model in Fig. 3, the corresponding generated Solid-
ity code is shown in Listing 1.3. This code is obtained by following the transfor-
mation rules previously cited in Subsect. 4.1. It basically holds:

– The marking variable, the step function and the bit-wise operations as any
process without a timer.

– The timer variable “timerName cardinality” which holds the period time of
the activity (Listing 1.3, line 3).

– The timer function “calculate cardinality” that implements the required cal-
culations. In our example, if the period or the maximum number of trials will
be exceeded, the execution of the task will be interrupted and the token will
be moved to the next sequence flow (Listing 1.3, lines 16–27).

– The “period” and the “maxLoop” values, related to the temporal constraints
over cardinality, are given as parameters to the function of the activity (a
simple task in the example).

Fig. 3. Process model enriched with a temporal constraint over cardinality
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1 cont rac t TCardinal i tyContract {
2 uint marking = 1 ;
3 uint taskATime card ina l i ty =0;
4 f unc t i on taskA ( u int per iod , u int maxLoop) r e tu rns ( bool ) {
5 uint loca lMarking = marking ;
6 taskATime card ina l i ty = now + per iod ;
7 i f ( loca lTokens & 2 != 2)
8 re turn f a l s e ;
9 bool t e s t = c a l c u l a t e c a r d i n a l i t y ( taskATime cardina l i ty ,

per iod , maxLoop) ;
10 i f ( t e s t )
11 doTaskA ( ) ;
12 e l s e
13 not i f yDes i gne r ( ) ; // time or maximumLoop exceeded
14 s tep ( loca lTokens & uint (˜ 2) | 4) ;
15 re turn true ; }
16 f unc t i on c a l c u l a t e c a r d i n a l i t y ( u int taskATime cardina l i ty , u int

per iod , u int maxLoop) i n t e r n a l r e tu rn s ( bool ) {
17 bool t e s t = f a l s e ;
18 uint i =0;
19 whi le ( i<maxLoop && now<taskATime card ina l i ty )
20 {
21 t e s t = veri fyTaskA ( ) ;
22 i f ( t e s t ) {
23 break ;
24 }
25 i++;
26 }
27 re turn t e s t ; }
28 f unc t i on step ( u int loca lMarking ) i n t e r n a l {
29 // The same code as the f i r s t example }
30 }
Listing 1.3. The generated Solidity code of the temporal constraint over cardinality
constraint

4.4 Temporal Dependency

This subsection presents the transformation from a process model that holds
a temporal dependency temporal constraint to Solidity code. As mentioned in
the background section, a temporal dependency is a relationship between two
activities in which one activity depends on the start or finish of another activity
in order to begin or end. Four temporal dependencies can be specified: Start-
to-Finish (SF), Start-to-Start (SS), Finish-to-Start (FS) and Finish-To-Finish
(FF). Since the transformation of these dependencies are similar, we choose to
provide only the transformation corresponding to FS.

The generated code in Listing 1.4 is associated to the process model in Fig. 4.
This code is obtained by following the transformation rules previously mentioned
in Subsect. 4.1. It basically contains:

– The marking variable, the step function and the bit-wise operations as any
process without a timer.

– The timer variable “timerName temporaldependency” which holds the start
time or the finish time of the activity depending on the case. In FS constraint,
it holds the finish time (Listing 1.4, line 3).
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– The timer function “calculate temporaldependency” that implements the
required calculations. In FS example, if the time is exceeded, the execution of
the task will be interrupted and the token will be moved to the next sequence
flow. In addition, the designer will be notified (Listing 1.4, lines 30–32).

– The “fromV alue” and the “toV alue” values, related to the temporal depen-
dency constraints, are given as parameters to the function of the activity (a
simple task in the example).

Fig. 4. Process model with a finish-to-start temporal dependency constraint

1 cont rac t TemporalDependencyFSContract {
2 uint marking = 1 ;
3 uint taskAFinishTime FS = 0 ;
4 f unc t i on taskA ( ) r e tu rns ( bool ) {
5 uint loca lMarking = marking ;
6 i f ( loca lMarking & 2 != 2)
7 re turn f a l s e ;
8 doTaskA ( ) ;
9 taskAFinishTime FS = now ;

10 s tep ( loca lMarking & uint (˜2) | 4) ;
11 re turn true ; }
12 f unc t i on taskB ( ) r e tu rns ( bool ) {
13 uint loca lMarking = marking ;
14 i f ( loca lMarking & 4 != 4)
15 re turn f a l s e ;
16 doTaskB ( ) ;
17 s tep ( loca lMarking & uint (˜4) | 8 ) ;
18 re turn true ; }
19 f unc t i on taskC ( u int fromValue , u int toValue ) r e tu rns ( bool ) {
20 uint loca lMarking = tokens ;
21 i f ( loca lMarking & 8 != 8)
22 re turn f a l s e ;
23 bool timeExeeded = ca l cu l a t e t empora ldependency f s (

taskAFinishTime FS , fromValue , toValue ) ;
24 i f ( timeExeeded )
25 not i f yDes i gne r ( ) ; // time exceeded
26 e l s e
27 doTaskC ( ) ;
28 s tep ( loca lMarking & uint (˜8) | 16 ) ;
29 re turn true ; }
30 f unc t i on ca l cu l a t e t empora ldependency f s ( u int taskAFinishTime FS ,

u int fromValue , u int toValue ) i n t e r n a l r e tu rn s ( bool ) {
31 re turn ( taskAFinishTime FS < fromValue | | taskAFinishTime FS >

toValue ) ; }
32 f unc t i on step ( u int loca lMarking ) i n t e r n a l {
33 // The same code as the f i r s t example }
34 }
Listing 1.4. The generated Solidity code of the temporal dependency FS constraint
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4.5 Start/End Temporal Constraint

This subsection serves to provide the transformation from a process model that
contains a start/end temporal constraint to Solidity code. As mentioned in the
background section, a start/end temporal constraint is a constraint using an
absolute time. In this paper, we exhibit only the transformation associated to
Must Start ON constraint.

The generated code in Listing 1.5 is corresponding to the process model in
Fig. 5. This code is obtained by following the transformation rules previously
cited in Subsect. 4.1. It basically holds:

– The marking variable, the step function and the bit-wise operations as any
process without a timer.

– The timer variable “timerName mso” which holds the point in time value
of the activity (Listing 1.5, line 3).

– The timer function “calculate mso” that implements the required calcula-
tions. In our example, if the start time of the activity does not correspond to
the desired start time, the designer will be notified (Listing 1.5, lines 16–18).

Fig. 5. Process model enriched with a Must Start At temporal constraint

1 import ”DateTime . s o l ” ;
2 cont rac t MustStartOnContract {
3 uint marking = 1 ;
4 uint constant TASKA MSO = toTimestamp (0 , 0 , 0 , 8 , 0 , 0) ;
5 f unc t i on taskA ( ) r e tu rns ( bool ) {
6 uint loca lMarking = marking ;
7 uint startTime = now ;
8 i f ( loca lMarking & 2 != 2)
9 re turn f a l s e ;

10 i f ( ca l cu l a t e mso )
11 doTaskA ( ) ;
12 e l s e
13 not i f yDes i gne r ( ) ;
14 s tep ( loca lMarking & uint (˜2) | 4) ;
15 re turn true ; }
16 f unc t i on ca l cu l a t e mso ( u int startTime ) i n t e r n a l r e tu rns ( bool ) {
17 re turn ( startTime==TASKA MSO) ; }
18 f unc t i on step ( u int loca lMarking ) i n t e r n a l {
19 // The same code as the f i r s t example }
20 }

Listing 1.5. Must Start At temporal constraint transformation code



Modelling and Executing Time-Aware Processes in Blockchain 337

5 Use Case

In Fig. 6, the purchase order process of a manufacturing organisation is triggered
when a manufacturer instantiates the contract in Ethereum Blockchain. Then
a customer can submit a purchase order. The manufacturer checks whether the
ordered articles are available or not, modified and even canceled or not. In case
of order modification, the availability of the order is checked again. If the ordered
articles are available in stock, the customer is asked for financial settlement and
the goods are delivered. Otherwise, the process meets its end by the reception
of an order cancellation. Within business processes, the temporal perspective
is crucial since temporal constraints must be respected. For instance, we can
mention the following constraints:

– Duration 1 : The activity availability check takes between 10 and 30 s to be
achieved.

– Temporal constraint over cardinality 2 : During 15 min, a customer can only
do 3 failed payment trials. This constraint enhances secure payments.

– Temporal dependency SF 3 : If an order cancellation exists, it should be
finished before the settlement activity begins

– Temporal dependency FS 4 : The order modification is only allowed maxi-
mum 1 day after the making order activity finishes.

– Start/End temporal constraint 5 : Delivering goods must starts at 8 am.

The main difference when using Blockchain is the absence of middleman or
third party, which potentially reduces costs for both suppliers and customers.
Therefore, the system core is just a smart contract implementing an escrow-based
transaction without the need of middleman. Moreover, payments are secure and
use the Ether crypto-currency of the Ethereum platform. Finally, considering
temporal constraints of business processes allows the business rules enforcement
by activating or deactivating some branches of the sequence flow before or after
a given amount of time.

Smart Contract Deployment. The generated smart contract of the supply
chain example is successfully deployed in the Rinkeby network test of Ethereum
(see Fig. 7). Note that, the smart contract is assigned to unique identifier, called
its address, which is the hash of the contract’s code (i.e. 0x56385e30a9c0cf097-
c0131808f6dd7cb459087a1). Through this address, the smart contract is visible
for everyone around the world in a secure and immutable way. In Ethereum, the
deployment of a smart contract is designated as a transaction which is identified
by its hash and costs some fees.

6 Related Work

The BPM community perceived Blockchain as a promising technology and pub-
lished a seminal paper [4]. The community focuses mostly on the exploitation
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Fig. 7. Generated smart contract deployment in the Ethereum Testnet

of smart contract capabilities over Blockchain network. The Blockchain integra-
tion effort varies from simple monitoring solution to blockchain-based process
engines [5–8].

Weber et al. [5,6] are the first authors who use Blockchain for the execution
of business processes. They demonstrate blockchain-based monitoring and exe-
cution of inter-organizational business processes. Afterwards, this work has been
extended by other researchers. In particular, the tool Caterpillar [9,10] extends
this work and builds a BPMN execution engine that runs on top of Ethereum.
Caterpillar is the first open-source blockchain-based BPM system. It basically
transforms a business process model into smart contract code.

A limited number of works take in consideration temporal constraints in
blockchain-based BPM systems. Yasaweerasinghelage et al. [13] utilize process
simulation to send transaction to a private Blockchain in order to evaluate its
latency. Haarmann et al. [14] estimate duration through manual simulation tech-
niques. Finally, Mavridou et al. [15] generate Solidity code from finite-state-
machine based model while taking into consideration delayed processes. How-
ever, the latter works sill not mature enough and need more development to
cover a richer set of temporal constraints for business processes.

In this paper, we extend the Caterpillar BPMN-to-Solidity work by various
temporal constraints for business processes such as duration, temporal constraint
over cardinality, temporal dependency and start/end temporal constraints.

7 Conclusion

In this paper, we introduced an extension for the first Ethereum-based process
engine. More precisely, we enriched the process engine with the support of the
following temporal constraints: duration, temporal constraint over cardinality,
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temporal dependency, start/end temporal constraints. Our approach is based on
integrating time-guards inside the functions implementing the activities which
have temporal constraints. In such way, the guards can replace the necessity for
an explicit external timer service called through APIs. Moreover we explained
the transformation from a simple process model to Solidity code through trans-
formation rules, and we illustrate our approach with a use case, which we deploy
in Ethereum Testnet.

In future work, we plan to present the monitoring of timed business processes
and enable the enforcement of critical temporal constraints, based on monitoring
the data exchanged via Blockchain. Furthermore, we plan to verify the execution
of processes that span across organizational boundaries, i.e. inter-organizational
business processes on Blockchain. Precisely, the goal is to ensure that these
processes can meet global temporal constraints.
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Abstract. Distributed Denial of Services (DDoS) attacks are still
among the top major cyber threats against online servers. One efficient
way to defend against such threats is through adaptive threshold models,
which can tune defense mechanisms according to network conditions and
setup. However, the main challenge of such models is threshold selection
which has a direct impact on detection accuracy and hence protection
insurance. In this paper, we propose a new model to compute an adap-
tive threshold via distributed energy wavelet decomposition. Our model
leverages consensus protocol to solve the single point of failure problem.
The empirical evaluation, which is based on real DDoS attack traces,
demonstrate that the proposed model is indeed capable to detect accu-
rately and in real-time, DDoS threats.

Keywords: Distributed Denial of Service · Wavelet decomposition ·
Distributed systems · DDoS protection · DDoS detection

1 Introduction

In 2018, according to Kaspersky Lab [8], DDoS attacks spread at least 79 coun-
tries. Furthermore, the threat of these attack is significantly increased in terms
of impact (e.g. targeting critical infrastructure), and size. In fact, recent attacks
have generated malicious traffic that bypassed 1 Terra Bytes per second (TB/s)
bandwidth. Such traffic can create network outage and damages to critical infras-
tructure such as transportation, health, power, energy, among others. Further-
more, some long-duration attacks are stealthy and can remain active for weeks
[1].

In this context, it is highly desirable to design a system that promptly infers
DDoS attacks, even in the situations where limited data is available at the obser-
vation points. In this paper, in order to achieve this goal, we propose a multiple
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time-series DDoS detection model that exploits wavelet decomposition and dis-
tributed algorithm to achieve its task. Specifically, we frame the contributions
of this paper as follows:

– Exploiting decomposition wavelet technique to de-construct complex signals
of DDoS attack into signals of finite bandwidth to find the adaptive threshold.

– Proposing a mask function that divides the signal into parts to simplify attack
detection.

– Designing a collaborative distributed detection scheme by employing a con-
sensus algorithm to leverage various resources, avoiding a single point of fail-
ure scenarios and reducing false positives.

The remainder of this paper is organized as follows:
In Sect. 2, we elaborate the related work and demonstrate how the proposed work
is unique. In Sect. 5, we detail the proposed approach and discuss its components.
In Sect. 6, we empirically evaluate the proposed scheme and demonstrate its
effectiveness and promptness. In Sect. 7, we provide a discussion on distributed
detection. Finally, Sect. 9 summarizes and concludes this paper.

2 Related Work

There are several contributions in DDoS attack detection including the use of
energy decomposition and collaborative solutions. We list below some major
contributions in these areas.

Li et al. [9] proposed energy distribution based on wavelet analysis to detect
DDoS attack traffic. In fact, energy distribution over time would have limited
variation if the traffic keeps its behavior over time. While an introduction of
attack traffic in the network would elicit significant energy distribution deviation
in a short time period. Their experimental results with typical Internet traffic
tracing show that the variance of the energy distribution changes dramatically,
causing a spike when traffic behavior is affected by a DDoS attack.

There are plethora of contributions [2,4,15] for detection DDoS attacks but
only few of them focused on distributed detection, and none of them, to the best
of our knowledge, employed wavelet decomposition techniques in such context.
For instance, Nanadikar et al. [10] proposed a distributed defense scheme against
DDoS attacks, which constructed a ring of intrusion prevention systems. These
systems form virtual protection nodes surrounding the hosts to defend and col-
laborate by exchanging selected traffic information such as IP addresses, ports,
and protocols. Furthermore, Wang et al. [14] proposed VicSifter, a distributed
solution to fingerprint benign packets instead of retrieving attack packets from
high-volume traffic.

Our proposed approach is complementary to the aforementioned literature
work and further contributes, in fact, our approach is able to find the ultimate
threshold value by exploiting energy distribution based on wavelet analysis in a
distributed mode. Furthermore, it helps in coordinating the communication of
threshold information among multiple and distributed observation and compu-
tation nodes leveraging consensus algorithm.
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3 Wavelet Decomposition

We introduce in this part the wavelet decomposition and its advantages in attack
detection. Wavelet analysis is an interesting new method for solving difficult
problems in physics, mathematics, and engineering, with novel applications as
diversified as signal processing, data compression, signal processing, computer
graphics, pattern recognition, and also medical image technology [13]. Wavelets
allow complex data such as speech, internet traffic, images, and patterns to be
decomposed into basic forms at different scales and afterward reconstructed with
high precision. This signal transmission is based on the transmission of a series
of numbers. This wavelet representation of a function is a new technique and
will allow the components of a non-stationary signal to be analyzed. This will
allow us to analyze DDoS attacks in a distributed environment to increase the
reliability of our system.

3.1 Wavelet Definition

The wavelet transform replaces the Fourier transform’s sinusoidal waves by
translations and dilations of a window called a wavelet. It takes two arguments
namely time and scale. Discrete wavelet transform (DWT) deals with scaling
parameter a and translation parameters b. The integral discrete wavelet trans-
form of a function is:

Wf(a, b) =< f, Ψa,b >=
∫ +∞

−∞
f(t)

1√
a
Ψ ∗ (

t − b

a
)dt (1)

where the base atom is a zero average function, centered around zero with finite
energy. The family of vectors is obtained by translations and dilatations of the
base atom:

Ψa,b(t) =
1√
a
Ψ(

t − b

a
), a > 0, bεR (2)

The original signal sequence x(n) can be expressed as the sum of the most
components, that is:

S(n) = D1(n) + A1(n) =
J∑

j=1

Dj(n) + AJ(n) (3)

Where AJ (n) is the coefficients of wavelet decomposition signal at level J.
The total energy of the signal can be expressed as:

N∑
n=1

|S(n)|2 =
N∑

n=1

|aj(n)|2 +
J∑

j=1

N∑
n=1

|dj(n)|2 (4)

Where N is the sample size, J is the total number of wavelet decomposition
levels.
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3.2 Example of Wavelet Decomposition

To better understand the wavelet decomposition, we present in the Fig. 1 pro-
posed by the documentation Matlab an example of wavelet decomposition on a
simple signal. We find on the left, the signal s and the curves a5, a4, a3, a2, and
a1 which are the approximations at levels 5, 4, 3, 2, and 1. Here, we can say that
the best approximation is a1; the next one is a2, and so on. We see clearly noise
oscillations which are exhibited in a1, whereas a5 is smoother.

On the right, cfs represents the coefficients, s is the signal, and d5, d4, d3,
d2, and d1 are the details at levels 5, 4, 3, 2, and 1.

Fig. 1. Example of wavelet decomposition

4 Distributed Detection

4.1 Principle

Distributed systems are multiple computer systems working together effectively
as a single unit [5]. Examples of distributed systems include supercomputers
built out of multiple powerful processors or distributed databases used in many
on-line systems. So, distributed systems can be more resilient, more powerful
and speedier than single-computer systems. Further, there is a multitude of
advantages to using a distributed system. In our case when our detection system
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Fig. 2. Paxos protocol

is attacked, the protection mechanism may be able to stay up even if one server
physically fails. Distributed systems can also be faster than single-computer
systems. In the same context, once distributed systems are installed, they can
also be easily scalable. When they’re well designed, it is simple to add new
hardware and telling the network to connect it to the distributed system.

4.2 Implementation of the PAXOS Consensus Algorithm

For the sake of the current work, we have integrated and implemented in Java
language a variant of the Paxos algorithm of consensus [11] since it for suitable in
building agreement among multiple hosts. Further, Paxos guarantees consistency
across a group of unreliable replicas and attempts to come to an agreement even
during periods when some replicas are unresponsive.

As shown in Fig. 2, the protocol is composed of two principals steps namely,
preparation and acceptance. First, a leader node creates a proposal identified
with a number. Then, it sends a Prepare message containing this proposal to
the Acceptors (the others servers).

Second, an acceptor receives a message for a proposal N, it accept it if and
only if it has not already promised to any prepare proposals having an identifier
greater than N. In this case, it registers the corresponding value v.

In the following we will explain the implementation of PAXOS in our case.

5 Proposed Model

We propose in this part an innovative model that allows the detection of an
attack in a simpler and more precise way without resorting to a large number of
resources.
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The principle of our method is to exploit wavelet decomposition to reduce
the size of our signal. To achieve this task, we divide our signal into several parts
through a method called “Mask” explained after. This method will allow us to
analyze a minimal amount of traffic and decide whether there is an attack or
not.

The initial parameters of our algorithm are chosen according to the best
experimental results. More on threshold selection is discussed in Sect. 5.2.

5.1 The Use of MASK Technique

Let αi a number of packets. The mask function is shown in Fig. 3 and it is defined
by the following formula:

Mask(αi) = 1 if s(i) < αi and Mask(αi) = 0 otherwise.
This function allows to partition a signal because it selects packets according

to a predefined threshold.

Fig. 3. Example mask(S)

5.2 The Local Algorithm

In flooding attack detection, the choice of the threshold value is very important.
Threshold value needs to be estimated according to the packet traffic condition.
If measured traffic exceeds a particular threshold it will be defined as an anomaly
and distributed algorithm will be triggered.

The local algorithm is presented below:
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Algorithm: Find adaptive threshold of signal S

Step 0 : Initialisation (chosen through experi-
mentation)
(1) Initial number of packet α0 = mean(S)
(2) Δ = 20% of α0

(3) ε = [10..20]
(4) Compute initial approximation energy Eaαmax

Step 1
(1) Mask(αi) = 1 if s(i) < αi and =0 otherwise
(2) Save part of signal save(i) = s(i) * Mask(αi)
(3) Wavelet decomposition of save(i) and energy
compute Eaαi

(4) Update αi = αi + Δ

Step 2 : Decision
IF (Eaαi

− Eaαmax < 0) then th0 is the number of
packets αi and Start legitimate traffic

IF (Eaαi
− Eaαmax < ε) then th1 is the num-

ber of packets αi and Start attack traffic

First, we take only a part of the original signal S (e.g., the mean of S) and we
calculate its energy of wavelet decomposition.

Next, for each step, we add a number of packets determinate by the initial
step and we continue until we reach the hole signal.

In Fig. 6, we note that the values of wavelet energy approximation increases
until reaching a maximum value and decreases after. So, we suppose without
losing generality that the maximum value corresponds to the end of normal
traffic of region 1 and the beginning of the region 2 as legitimate traffic with
large scale. Finally, the third region (region 3) is corresponding to high traffic
indicates a DDoS attack.

Region 1: normal traffic s < th0

Region 2: legitimate traffic with large scale th0 < s < th1

Region 3: high traffic (DDoS attack) s > th1 Where th0 is the threshold value
of the number of packets corresponding to the maximum approximation energy
Eamax th1 is the threshold value corresponding to the end of traffic with a large
scale.
th1 = Eamax − ΔEa with 10% < ΔEa < 15%

5.3 Distributed Detection Algorithm

As mentioned above, the algorithm is composed of two phases, namely, prepare
and accept. In our detection system (Fig. 4), in the first phase, when a node
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detects an exceeded threshold, it chooses to become the leader and selects a
sequence number x and his threshold to create a proposal P1(x, v) (Phase 1 in
Fig. 4). Subsequently, it sends this proposal to the other nodes (named acceptors)
and waits until a majority responds (Phase 2 in Fig. 4). At the second phase, it
checks that everyone has received the value and expects the value of the other
nodes. If this value exceeds the global threshold, which is the sum of the local
thresholds, then a global attack is flagged.

Fig. 4. Distributed detection system

6 Empirical Evaluations

In this section, we provide evaluation results which demonstrate the effective-
ness of leveraging collaborative and decomposition wavelet techniques to infer
DDoS attacks. In addition, we investigate temporal behaviors that are crucial for
detecting the overall distributed attack. Our obtained results herein are based
on recent Internet traffic traces from CAIDA [12].

6.1 Dataset Overview

To demonstrate the effectiveness of our method with any data source, we test
our work on two completely different databases.

The CAIDA Anonymized Internet Traces 2008 Dataset, contains anonymous
passive traffic from “Equinix-Chicago” OC192 link. The principal property of the
dataset is that it is only one-way traffic as it has only responses from the victim
node. DDoS traces block the victim by consuming the computing resources on
the server and all of the bandwidths of the network connecting the server to the
Internet.

Also, CAIDA 2013 dataset has high traffic rate as much as 50,000 packets/s
that it contains SYN and UDP flood attacks.
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6.2 Results at the Local Probe

In this part we will present the results recorded on the local probes.
We note the accuracy of the detection with faster calculation than other

methods as explained in Sect. 8 (Fig. 5).

(a) Variation of the approximation energy
Ea (%)

(b) Position of the threshold th0, th1

Fig. 5. CAIDA 2008 data set

By using the threshold value th1 estimate before, we can classify the intervals
time into set of the suspect intervals Ta or a set of the normal intervals Tna. We
define a set of suspicious packets Ta as: Ta = Ti such as values of Ti > th1 Fig. 7
shows the classification of the different interval Ti by using the backscatter-2008
dataset. We note that T2, T3, T4, T5 are detected as DDoSs attack, but T1, T6,
T7, T8 are classified as normal traffic. For the caida 2013 dataset, the intervals
T1, T3, T4, T7, T8 are classified as DDoS attack (Fig. 8), while there are not
attack during the intervals T2, T5, T6.

We note that the regions are clearly separated. The thresholds th0 and th1

determine exactly when the abnormal traffic starts. The calculation of the thresh-
olds being simplified thanks to the decomposition by wavelet we gain in time of
detection but also in time of computation.

6.3 Global Results

The existence of huge traffic in DDoS attacks is a reality in the operational
environments in which DDoS detection systems have to cope. The purpose of
this experiment is to demonstrate the effectiveness of the proposed distributed
system for large traffic analysis, thus contributing to the reduction of the false-
positive rate.

This is achieved through a distributed platform that allows to supervise the
entire network. The results obtained previously locally allow us later to detect
a global attack more easily.
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(a) Variation of the approximation energy
Ea (%)

(b) the position of the threshold th0, th1

Fig. 6. CAIDA 2013 data set

Add to this, and as we will see in Sect. 7, the distributed system will allow
us to detect the attack earlier.

6.4 Performance and Scalability

To estimate the accuracy of the detection, we estimate approximately the false
Positive report (RPF), the false negative (FNR) and detection latency as per-
formance metrics. The experiments we conducted on DDoS flows extracted from
CAIDA demonstrated a 1% rate FNR with an average of 4% FPR. This is due
to the variable sensitivity of the used thresholds.

It is important to note that the adopted Paxos protocol is able, in just 2 s,
to coordinate, collaborate and alert an inferred DDoS attack. Further experi-
mentation carried out previously to verify the scalability of the Paxos protocol

Fig. 7. Classification of the intervals time in the backscatter-2008 dataset.
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Fig. 8. Classification of the intervals time in the CAIDA-2013 dataset.

[6] demonstrated throughput of close to 1000 transactions/messages per second
using a virtualized distributed system consisting of 30 hosts.

7 Discussion: Collaborative Attack Detection

The advantage of the PAXOS consensus protocol is the possibility to communi-
cate with any machine. It is enough to agree on a value that will be exchanged
and on a global threshold.

Also, the execution time of the PAXOS protocol depends on two parameters:
the number of machines and the latency of the network. So, we have tested in our
case the detection time of probes installed on virtual machines. We calculated
the detection time (Fig. 9) on the second probe without the PAXOS protocol
and then with the protocol. We observe that the first probe is able to detect an
attack at the 53rd second, following the protocol the alert is triggered and probe
2 is alerted.
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Instead of a delayed attack detection (second 292) as in the case of dis-
tributed architecture without consensus protocol, the second probe is notified of
the attack at the 58th second. It saves a lot of time and can be decisive.

8 Comparison

Despite the difficulty to compare our work with other works because they use
totally different methods we wanted to gather in the Table 1 the particularities
of our method compared to the old research.

Table 1. Comparison with other models

Our detection
model

Fast entropy
algorithm [3]

Chi-square
detection [7]

Wavelet
attack
detection [9]

Traffic
analysis

Mask function
on the signal

All the signal All the signal Energy
distribution of
the signal

Attack
estimation

Yes No No Yes

Threshold
reliability

Adaptive
threshold

Entropy with
adaptive
threshold

Chi square
threshold

No threshold
specified

9 Conclusion

In this paper, we propose a multiple time-series DDoS detection model based on
wavelet decomposition. The proposed model is able to mitigate particular attack
signals effectively via distributed adaptive threshold metrics. Our results, which
is based on real attack traces, are validated and our overall accuracy remained
withing 1% FNR and an average of 4% FPR. Executed experimentation using
various real DDoS traces from CAIDA have indeed validated the accuracy and
scalability of the proposed architecture. Also, the proposed architecture (1) was
validated in terms of detection accuracy and promptness at a single vantage
point, (2) demonstrated its added-value in terms of detection promptness when
operated in a distributed architecture using the consensus protocol, and (3)
was validated when operated in a distributed architecture in the presence of
legitimate traffic.

Finally, we are currently designing a large-scale DDoS experimentation
testbed in collaboration with a leading industrial partner. The aim is to make the
latter platform available for researchers and other stakeholders, to conduct mas-
sive experimentation related to various DDoS types, their detection mechanisms
and mitigation capabilities.
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Abstract. With the inclusion of external software components in their
software, vendors also need to identify and evaluate vulnerabilities in the
components they use. A growing number of external components makes
this process more time-consuming, as vendors need to evaluate the sever-
ity and applicability of published vulnerabilities. The CVSS score is used
to rank the severity of a vulnerability, but in its simplest form, it fails to
take user properties into account. The CVSS also defines an environmen-
tal metric, allowing organizations to manually define individual impact
requirements. However, it is limited to explicitly defined user informa-
tion and only a subset of vulnerability properties is used in the metric. In
this paper we address these shortcomings by presenting a recommender
system specifically targeting software vulnerabilities. The recommender
considers both user history, explicit user properties, and domain based
knowledge. It provides a utility metric for each vulnerability, targeting
the specific organization’s requirements and needs. An initial evaluation
with industry participants shows that the recommender can generate a
metric closer to the users’ reference rankings, based on predictive and
rank accuracy metrics, compared to using CVSS environmental score.

1 Introduction

The Common Vulnerability Scoring System (CVSS) [4,8] defines a severity rank-
ing for vulnerabilities. The base score does not take into account individual pref-
erences of users. Instead, CVSS has an environmental metric which can be used
to modify the base score such that it represents user dependent properties of vul-
nerabilities. It will rewrite the confidentiality, integrity, and availability metrics
both to adjust them according to measures already taken by the organization,
but also to capture the actual impact such loss would have on the organiza-
tion. As this will differ between organizations, such a modified metric will better
reflect the actual severity of a vulnerability to that organization.

The environmental metrics must be evaluated on a per vulnerability basis and
are handled manually. This is both time consuming, error prone, and can lead
to inconsistencies in case there are several vulnerabilities and they are handled
by different analysts. Moreover, the environmental metric, though unique for
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the organization, only constitutes the sub-metrics available in the base score.
Additional information that might affect the organization is not covered.

Recommender systems work by analyzing information about user preferences,
and combine this with information about items, or with the history of other users.
Their goal is to output recommendations targeting the specific user.

In this paper, we explore ways to improve measuring how a vulnerability
affects an organization. Using machine learning techniques applied to recom-
mender systems, we combine different properties and metrics in order to capture
vulnerability data and map it to requirements of the specific organization. Com-
pared to CVSS environmental metrics, our method provides several advantages.

First, the requirements for the organization is derived by combining explicit
requirements with requirements learned from previous analysis of vulnerabili-
ties. This data driven approach will not only use personal preferences, but also
take into account how real vulnerabilities have been evaluated previously. Such
learned data is able to capture information that might be overseen by analysts, or
that are difficult to express. Second, our approach is general and is not restricted
to a certain group of properties. It can be amended with new metrics if needed,
focusing on metrics relevant for the given organization or device.

Our goal is to design a recommender that provides a personalized severity
assessment based on a user profile. The profile is both explicit, based on the users’
own choices, and implicit as the recommender learns from the users’ previous
actions. We also support inclusion of domain knowledge into the system, and
discuss how the different parts can be weighted. Suitable similarity functions are
used to form a utility function that outputs the personalized severity assessment.
The recommender is also evaluated using participants from the industry. Though
the evaluation is small scale, the results indicate that our recommender system is
able to provide severity information that is closer to the users’ actual preferences
than the CVSS environmental score.

Compared to previous work such as [3,5–7,14], our approach uses more fea-
tures, consider user preferences, learns from past user behavior, and/or provides
scores instead of suggested actions (cf. [5]).

2 Recommenders and Vulnerability Severity Ratings

Generally, the goal of a recommender is to present recommendations of items to
a set of users. An item can be for example a movie, a song, or a website. The
idea is that the recommender should present a subset of items to the user, such
that the user finds this subset relevant. The subset is found by matching user
preferences or activity using a learned profile and sometimes other similar users’
activity. In a shopping scenario, the added value for the user also leads to higher
sales. In this paper, the goal of the recommender is to add value to an end-user
by tailoring the severity score for vulnerabilities.

There are three major categories of recommender systems [1]: knowledge-
based systems, content-based systems, and collaborative filtering. Other than
these, recommendations can be generated from domain-specific knowledge. This



A Recommender System for User-Specific Vulnerability Scoring 357

User requests
recommen-
dations for a
set c of vul-
nerabilities

a

Domain
knowledge w

b
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Fetch user
profile u, û
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data for
each CVE
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Vulnerability db

Calculate
utility U
for each
CVE in c

f

User profile db

c

Fig. 1. Flow chart of recommendation generation

generates recommendations for a specific field of knowledge, and is designed
specifically to handle data for that domain.

Many vulnerabilities are reported and given a CVE identifier. For each vul-
nerability, NVD provides a severity score. This score, denoted the base score,
uses exploitability and impact submetrics in order to define a severity score
between 0–10. This score is made to be reproducible and organization indepen-
dent. Instead, the environmental score can be used to adapt the base score to
an organization’s requirements and needs.

3 System Model

We have identified the following requirements: (1) The recommender should give
reasonable recommendations for new users of the system, avoiding the cold-start
problem. (2) It should allow the user to select certain preferences that the system
will honor. (3) It should expose a meaningful subset of user preferences to the
user. (4) It should learn from user actions, so that future recommendations are
as relevant as possible to the user. To avoid privacy concerns, only the user’s
own actions are considered.

No single class of recommender system can fulfill all requirements. Instead, we
propose a hybrid recommender based on three parts. The first is a domain-based
subsystem which provides domain-specific knowledge unique to a recommender
for vulnerabilities. The second part is a knowledge-based subsystem which allows
the user to select certain user preferences that they are interested in. Lastly, the
third part is a content-based subsystem which learns from the user’s previous
actions to provide more meaningful recommendations for each user.
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Fig. 2. Flow chart of user rating a vulnerability

3.1 Overall Recommender System Design

An overview of the recommendation generation process can be seen in Fig. 1.
When a user requests recommendations for a set c of vulnerabilities, the feature
data, domain-specific knowledge, user profiles, and weights are fetched from their
respective storage. Each of these parts will be described in details in the following
sections. These pieces will then be combined in the actual recommender, which
then outputs recommendations in the range [0, 1]. A higher value means that a
vulnerability is more relevant to the user.

Our hybrid recommender system learns user preferences based on the user’s
interaction with vulnerabilities. An overview of the rating procedure is shown in
Fig. 2. First, the user rates a vulnerability based on their own preferences. Next,
the current user profile is updated with the new information, so that a new user
profile estimated called û is stored in the user profile database.

3.2 Feature Representation

A key task in designing a recommender is constructing a good feature extrac-
tion stage. In our case, this means that we wish to extract features from each
vulnerability, to be used as input to the recommender, see block (e) in Fig. 1.
First, a selection of features must be made, and later on their respective feature
weight parameters must be decided. We will discuss actual features to use in
Sect. 4.1. We consider the features of a vulnerability as a vector v, where each
individual feature vi denotes a specific feature value. Such a value could be of
any type, such as a Boolean value, a real number, an integer in a specific range,
categorical data, or hierarchical data.

3.3 User Profile Representation

There are two distinct parts of the user profile. First, there is the explicit user
profile u, where the users explicitly select their own preferences. This is similar
to the requirements that can be defined in the CVSS environmental metric.
Second, there is the estimated user profile û, which is determined from the
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user’s interactions with the system. The system learns this profile about the
user automatically. This allows the system to capture user preferences that are
hard to explicitly express for users, either because the feature is complex, or
because the user is unaware of them. The explicit user profile is the knowledge-
based part of our hybrid recommender, while the estimated user profile is the
content-based part.

Each of the two parts of the user profile is represented as a vector, where
each element of the vector describes the interest the user has for each feature.
The elements of the vectors are matched with the feature value from above, to
find vulnerabilities to recommend to the user.

3.4 Domain-Specific Knowledge

The recommendations are not only based on the user profile, but also on a set of
domain-specific knowledge, unique to the field of vulnerability assessment, and
the same for all users. Such knowledge is required both to provide recommen-
dations suitable for such a highly specific area of interest, but also serves as a
component to solve the cold-start problem. The domain-specific knowledge w is
represented in the same way as the user profile above.

3.5 Subsystem Weights

As described earlier, the recommender system is a hybrid system with three
major parts. The three parts all contribute to the final result of the recommender,
but they should be able to do so to different extents depending on the features,
see Sect. 4.1. The subsystem weights are fetched at point (c) in Fig. 1.

The subsystems are given a weight between 0 and 1. Let the vectors α,β,γ
describe the weights for the domain-based, knowledge-based, and content-based
subsystems, respectively. For any given feature i, the sum αi +βi + γi = 1. Note
that relative weight of each subsystem can vary between different features.

3.6 Similarity Functions

A similarity function compares a value from the user profile, called the target
value ti, with the feature value extracted from the vulnerability vi. We denote
this function simi(ti, vi), where 0 ≤ simi(ti, vi) ≤ 1. Higher value means that
the feature value is more similar to the target value. Here, we use the similarity
functions given below. For examples of other variants, see e.g. [13].

First, we use simdist which returns the absolute distance between ti and vi,
scaled to be in the range [0, 1] by knowing the minimum and maximum value.
Second we use a scoring function simmult which sees ti as a multiplier to multiply
the feature value vi with. Third we use simdaydist which describes the distance
in days between two values, implemented similarly to simdist. Fourth, we use
simcosine to calculate the cosine similarity between vi and ti, note that vi and
ti are vectors in this case. Fifth, we use simboost for Boolean values, where ti is
simply a constant which is returned if vi is true.
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3.7 Generating Recommendations

Combining the building blocks from the sections above, a complete recommender
can now be described. The goal here is to describe a utility function U , which
takes a given vulnerability v as input, and outputs the utility value, i.e. the
user-specific severity assessment. As can be seen at point (f) in Fig. 1, the utility
function U is the final step in a series of actions.

Utility U for a vulnerability can be described as:

U =
1
d

d∑

i=1

αi · simi(wi, vi) + βi · simi(ui, vi) + γi · simi(ûi, vi), (1)

where αi, βi, γi are the subsystem coefficients, simi is the similarity function
for the ith feature, wi, ui, ûi are the target values for feature i for the different
subsystems (i.e. elements of w,u, û respectively), and vi is the feature value for
feature i.

Because the similarity functions are limited to the range [0, 1], and αi +βi +
γi = 1, the output of U will be a value between 0 and 1.

3.8 Updating User Profile

For estimating the user profile û, we wish to combine the previous estimation
with the new data about the user’s preferences. We consider only input of vul-
nerabilities that the user is interested in, that is, positive training examples.
Then, the update function update can be expressed as a function of the form
û′ = update(û,v), i.e., a function taking a new vulnerability v, the current û,
and returning a new estimation of the user preferences û′.

We propose an approach inspired by [9], with some adaptions to make the
update function applicable for any type of feature, not only text. The proposed
update function is given by

update(û,v) = (mer1(û1, v1), . . . ,meri(ûi, vi), . . . ,merd(ûd, vd)) , (2)

where d is the number of features, and therefore elements in û and v.
For each pair (ûi, vi), a merge function meri is applied. The merge function is

similar to the similarity functions simi, but instead of comparing two elements,
it merges them. The merging needs to be handled different for each feature type,
and this construction is thus a generalization of [2,9].

In this paper we use two different merge functions, mermma which is a merge
function based on the Modified Moving Average, and meradd which simply per-
forms an element-wise addition over two vectors ûi and vi.

4 Implementation

Given the theoretical model described in the previous section, the actual recom-
mender can now be constructed. This section describes such decisions for our
implemented recommender. We stress that this is an example implementation
of the model described in the previous section. Another implementation may
choose different features, weights, or functions.
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4.1 CVE Features

The implementation has used several sources for vulnerability information. A
majority of the data is collected from NVD [11], but also other sites such as
CVEdetails [10], and Google have been used. A list of features extracted is
available in Table 1, and below we discuss the features in more detail.

Table 1. Feature selection in the implementation, feature types, weights of domain-
based (α), knowledge-based (β), and content-based (γ) subsystems, and finally simi-
larity and merge functions

Features Data type Subsystem weights Functions

α β γ sim mer

Impact metrics Categorical 0.0 0.5 0.5 simmult mermma

Exploitability subscore Numerical 0.0 0.8 0.2 simmult mermma

Authentication Categorical 0.3 0.35 0.35 simmult mermma

Access vector Categorical 0.3 0.35 0.35 simdist mermma

CWE Hierarchical 0.0 0.0 1.0 simcosine meradd

Published date Date 1.0 0.0 0.0 simdaydist N/A

Metaspolit exploits Boolean 0.3 0.7 0.0 simboost N/A

Linked external resources Numerical 1.0 0.0 0.0 simmult N/A

Google hits Numerical 1.0 0.0 0.0 simmult N/A

Impact metrics includes the impact metrics in the CVSS score, namely con-
fidentiality, integrity, and availability impact. These are categorical values
where the impact can be NONE, PARTIAL, or COMPLETE. In our implementa-
tion, we map these values to numerical scores of 0.0, 0.5, and 1.0 respectively.

Exploitability subscore is the numerical exploitability subscore from the CVSS
ranking, which estimates the ease of exploiting the vulnerability.

Authentication (CVSS metric) describes how many times an attacker needs
to authenticate before performing an attack. It is a categorical feature with
values NONE, SINGLE, or MULTIPLE. In our implementation, we map these
values to numerical scores of 1.0, 0.5, and 0.0 respectively.

Access vector (CVSS metric) describes the attack vector for the vulnerability.
It is categorical with the value NETWORK, ADJACENT, LOCAL. In our implemen-
tation, we map these to numerical values of 1.0, 0.5, and 0.0, respectively.

CWE ID categorizes vulnerabilities according to the type of the vulnerability.
Metasploit exploits is a Boolean value which describes if there is a Metasploit

module [12] available for this vulnerability.
Linked external resources is a numerical value which counts the number of

linked resources for a specific CVE on NVD.
Google hits is the number of Google search hits a specific CVE-ID has.
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4.2 User Requirements Selection

When users start using the system, they should select what makes certain vul-
nerabilities more relevant to them. This is used to create the explicit user profile
u for the recommender. The user profile is constructed by rating the importance
of certain information about a vulnerability. The rating should be in the interval
of [0, 1], and will be used to construct the vector u. User requirements can be
selected in many ways, in our implementation the user can rate the following
properties: confidentiality, integrity, and availability impact; exploit accessibility;
access vector; and authentication.

4.3 Similarity and Merge Functions

The choice of similarity and merge functions are described in Table 1. In general,
simmult is the most common similarity function, since it maps a higher feature
value to a more important vulnerability, by multiplying with some factor. In some
cases, the simdist distance similarity function is used instead, since this instead
measures how close the feature value is to the user’s preference. The Metasploit
and publication date features have straightforward similarity functions based on
their data type, while the CWE feature requires the use of the simcosine similarity
to correctly handle the comparison between CWE vectors.

If we instead look at merge functions, a modified moving average mermma is
used for most features, since it provides a simple way to converge towards to
user’s preference. For CWE, the special meradd function needs to be used such
that the vector of previously seen CWEs are merged with the newly rated CWE.
Finally, features with γi = 0 do not need merge functions, and are marked as
N/A in Table 1.

5 Evaluation

In this section we present an initial evaluation of our recommender. For the
evaluation, 8 users have been asked to participate. The users are working in
the industry, for five different companies, and are people with high security
awareness. These people are potential users of such a recommender.

Each user started by selecting their own user profile, with preferences
described in Sect. 4.2. Then, 30 sample CVEs were selected, the CVEs were
from different products, years, described different vulnerabilities, and were pre-
sented in a random order. The users were asked to rank these CVEs on a scale
from 0 to 10, where a higher value indicated higher interest to the user. The
users were asked to only consider properties of the CVE itself, rather than the
product it affected. To avoid bias from the CVSS base score, this score, as well
as the impact and exploitability subscores, were hidden from the user during the
evaluation. The users could however see other information in the CVE to make
an informed decision.

Then, CVEs were divided into training and test sets using k-fold cross-
validation, using k = 5. We performed an evaluation where both the user profile
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and the training set were used to train the recommender, before generating
recommendations. As a comparison, we also compared the results to using the
CVSS2 environmental score, with explicit user profiles mapped to impact sub-
score modifiers. For both cases, the reference ranking was the manual ranking
performed by the users.

The RMSE and NDPM [15] values were then calculated between the refer-
ence ranking and the recommender output, and between the reference ranking
and the CVSS2 environmental score. The metrics can be seen in Table 2. We
see that the RMSE values of the recommender system are lower compared to
the CVSS environmental score. This indicates that the recommender has higher
predictive rating accuracy for all users in comparison to just using the environ-
mental score. The results also indicate higher rank accuracy in comparison to
the environmental score based on the NDPM metric, for the majority of test
users.

Table 2. RMSE and NDPM of recommender system and CVSS environmental score,
relative the reference ranking, for different users. A lower value means higher accuracy.

RMSE NDPM

Recommender Environmental Recommender Environmental

User 1 0.179 0.222 0.303 0.287

User 2 0.247 0.340 0.195 0.271

User 3 0.200 0.256 0.207 0.333

User 4 0.153 0.296 0.179 0.276

User 5 0.168 0.286 0.294 0.283

User 6 0.138 0.234 0.175 0.228

User 7 0.115 0.224 0.147 0.251

User 8 0.198 0.267 0.349 0.340

6 Conclusions and Future Work

We have defined, implemented and evaluated a recommender system providing
severity assessments of vulnerabilities. The recommender system is specialized
for vulnerabilities, and is designed to be useful specifically for the context of
vulnerability assessment. Recommendations are generated by considering both
users’ explicit preferences, and by considering their previous interactions with
the recommender. The system can be used with a variety of different inputs, and
can easily be extended with new features if desired.

The evaluation shows that the system gives better recommendations com-
pared to just using the CVSS environmental score. To be able to tune the
parameters for optimized performance, data from more users is needed. How-
ever, the results from our evaluation with real users suggests that it is possible
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to improve the assessment using a recommender system approach. Other possi-
ble future work includes consider negative feedback in the learning phase, which
may further improve the results when learning is enabled.
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Abstract. As of today, Distributed Denial of Service Attacks remain
one the most devastating threats online. This paper presents an estima-
tion model that integrates the discrete wavelet transform (DWT) and
Chi-Square test (X2) for detecting DDoS attacks. The present model
presents a distributed architecture reducing the risk of single point of
failure and increasing the reliability of the system. First, we uses the
DWT to decompose the traffic data. Then, the obtained detail (high-
frequency) components is used as input variable to forecast future traf-
fic attack. To ensure a complete distribution of our system we test the
PAXOS protocol which give a reliable communication between detection
systems. The model is tested using real datasets of DDoS traces. So,
our proposed system outperforms other conventional models that use a
centralized architecture.

Keywords: Denial of Service · Wavelet decomposition · Distributed
systems · DDoS · Chi-Square

1 Introduction

In 2018, the World Economic Forum (WEF) [16] ranked cyberattacks and Dis-
tributed Denial of Service (DDoS), at place four of its top 5 of the most threat-
ening global risks for our society. In fact, DDoS attacks have become global phe-
nomenon and a serious threat to any company or person with Internet exposure
[12]. Also, research shows that DDoS attackers target any kind of organisation.
Not only as part of a data breach, but also to receive a ransom, political prob-
lems or for competitive reasons. So we can see the impact of DDoS attacks on
Bitcoin currency exchanges [4], or the impact on smart vehicles [14]. Whatever
the motivation of these attacks, these are particularly devious and ultimately
always damage those individuals that depend on their services. In this context,
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it is highly desirable to design a system that promptly infer DDoS attacks, even
in the situations where limited data is available at the observation points.

In this paper, we propose a Multiple Time-series DDoS Detection Model
that exploits wavelet decomposition and Chi-Square computations to achieve its
task. The Wavelet Transform (WT) is a mathematical method used to repre-
sent a given signal in different scales and Chi-Square test is used to determine
whether there is a significant difference between the expected frequencies and
the observed frequencies in one or more categories. Specifically, we frame the
contributions of this paper as follows:

– Exploiting decomposition wavelet to de-construct complex signals of DDoS
attack into basic signals of finite bandwidth.

– Use Chi-Square techniques to infer DDoS attacks at local observation points.
– Designing a collaborative distributed detection scheme by employing a con-

sensus algorithm to leverage various resources and avoiding single point of
failure scenarios.

The remainder of this paper is organized as follows. In Sect. 2, we elabo-
rate the related work and demonstrate how the proposed work is unique. In
Sect. 3 we explain the foundations of our solution. In Sect. 4, we detail the pro-
posed approach and discuss its components. In Sect. 5, we empirically evaluate
the proposed scheme and demonstrate its effectiveness and promptness. Finally,
Sect. 6 summarizes and concludes this paper.

2 Related Work

There are several contributions in DDoS attack detection including the use of
energy decomposition, Chi-Square and collaborative solutions. We list below
some major contributions in these areas.

Among the authors who propose the detection of attack, by decomposition
of wavelet we propose the solution of Du et al. [2]. They propose to use wavelet
analysis to extract information from the signal. Firstly, they extract the wave-
form features, and then use the support vector machine for classification.

Also Kaur et al. [6] propose to use wavelets as a signal processing tool to
compute Hurst Index (H), it is used as a measure for computing degree of self-
similarity in network traffic.

In an other context, Feinstein et al. [5] propose to use Pearson’s Chi-Square
Test for distribution comparison in cases where the measurements involved are
discrete values. For each packet that arrives, they extract the value v, of the
desired attribute (e.g., source address), they apply exponential decay to the
stored frequency for v and do a current-traffic profile. This profile is compared
with a baseline profile using the Chi-Square statistic.

In fact, the Chi-Square statistic does provide a useful measure of the deviation
of a current traffic profile from the baseline.

In addition to this methods and others [1,7,11], there exists a plethora of
solutions for detecting DDoS attacks, but only few of them focused on distributed
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detection, and none of them, to the best of our knowledge, employed information-
theoretic techniques in such context. For instance, Nanadikar et al. [10] proposed
a distributed defense scheme against DDoS attacks, which constructed a ring
of intrusion prevention systems. These systems form virtual protection nodes
surrounding the hosts to defend and collaborate by exchanging selected traffic
information such as IP addresses, ports, and protocols. The weak point of this
work is the lack of a reliable consensus protocol.

Indeed, our proposed approach is complementary to the aforementioned liter-
ature work and further contributes by (1) exploiting energy distribution based on
wavelet analysis, (2) exploiting Chi-Square to detect attack in a local observation
and (3) consolidating the previous methods by a fully distributed architecture
Finally uniquely experimenting with various, real DDoS traces to evaluate and
validate the outcomes of the proposed approach.

3 Foundation of Detection Model

We introduce in this section the fundamentals of wavelet decomposition, Chi-
Square test and Paxos protocol. Based on the definitions, we present in detail
why this methods can easily detect the attacks.

3.1 Wavelet Definition

The wavelet transform replaces the Fourier transform’s sinusoidal waves by
translations and dilations of a window called a wavelet. It takes two arguments:
time and scale. Discrete wavelet transform (DWT) deals with a scaling param-
eter and b translation parameters. The integral discrete wavelet transform of a
function is:

Wf(a, b) =< f, Ψa,b >=
∫ +∞

−∞
f(t)

1√
a
Ψ ∗ (

t − b

a
)dt (1)

where the base atom is a zero average function, centered around zero with a
finite energy. The family of vectors is obtained by translations and dilatations
of the base atom:

Ψa,b(t) =
1√
a
Ψ(

t − b

a
), a > 0, bεR (2)

For many signals, the low frequency content is the most important part of the ori-
gin signal. The high frequency content imparts flavor or nuance. In wavelet anal-
ysis, signal is decomposed in approximation and detail components [9]. Hence
the wavelet algorithm based on the multi-resolution is to divide the signal into
multiple components of different scales by orthogonal wavelet. its application is
equivalent to the repeated use of a group of high and low pass filter, the time
sequence signals were decomposed in several steps, the high pass filter generates
signals of high frequency components, the low pass filter generates signals of low
frequency approximation component. A DWT decomposition scheme is shown
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Fig. 1. Decomposition of signal in 2 levels

in Fig. 1 The outputs giving the detail coefficients (from the high-pass filter) and
approximation coefficients (from the low-pass).

The filter output of the low-pass filter g in the diagram above is then sub-
sampled by 2 and further processed by passing it again through a new low-pass
filter g and a high-pass filter h with half the cut-off frequency of the previous
one:

a[n] =
+∞∑
−∞

x[k]g[2n − k] (3)

d[n] =
+∞∑
−∞

x[k]h[2n − k] (4)

The original signal sequence x(n) can be expressed as the sum of the most
components, that is:

S(n) = D1(n) + A1(n) =
J∑

j=1

Dj(n) + AJ(n) (5)

Where AJ (n) is the coefficients of wavelet decomposition signal at level J.
The total energy of the signal can be expressed as:

N∑
n=1

|s(n)|2 =
N∑

n=1

|aj(n)|2 +
J∑

j=1

N∑
n=1

|dj(n)|2 (6)

Where N is the sample size, J is the total number of wavelet decomposition
levels.

3.2 Chi-Square Test

A Chi-Square test [15] can be used to verify if the variance of a population is
equal to a specified value. This test can be either a two-sided test or a one-sided
test. The two-sided version tests against the alternative that the true variance is
either less than or greater than the specified value. The one-sided version only
tests in one direction. The choice of a two-sided or one-sided test is determined
by the problem.

The Chi-Square hypothesis test is defined as:
H0: σ2 = σ2

0 Ha: σ2 < σ2
0 for a lower one-tailed test, σ2 > σ2

0 for an upper one-
tailed test where N is the sample size and s is the sample standard deviation.
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The key element of this formula is the ratio ( s
σ0

) which compares the ratio of
the sample standard deviation to the target standard deviation. The more this
ratio deviates from 1, the more likely we are to reject the null hypothesis. Reject
the null hypothesis that the variance is a specified value σ2

0 if:

Ts > χ2
1−α,N−1 for an upper one-tailed alternative,

Ts > χ2
α,N−1 for a lower one-tailed alternative

Ts > χ2
α
2 ,N−1 for a two-tailed alternative or Ts > χ2

1− α
2 ,N−1 where χ2

.,N−1 is the
critical value of the Chi-Square distribution with N − 1 degrees of freedom.

3.3 Distributed Architecture with PAXOS Protocol

To ensure full distribution in our system, we have integrated and implemented
a variant of the Paxos algorithm [8] since it is suitable in building agreement
among multiple hosts. Further, Paxos guarantees consistency across a group of
unreliable replicas and attempts to come to an agreement even during periods
when some replicas are unresponsive. In Fig. 2, we present the multi-Paxos pro-
tocol.

The algorithm is composed of two phases, namely, “prepare” and “accept”.
In the first phase, a node chooses to become the leader and selects a sequence
number x and a value v to create a proposal P1(x, v). Subsequently, it sends
this proposal to the acceptors (nodes 1 and 2 in Fig. 2) and waits till a majority
responds. At the second phase, if a majority of acceptors fail to reply or “agree”,
the leader abandons the proposal and would initiate the protocol again. If a
majority of acceptors agree, the leader verifies the values of the proposals and
sends an “accept” request message with the proposal number and value. How-
ever, if the leader does receive an accept from a majority, the protocol can be
considered terminated. It might be noteworthy to mention that the algorithm
is practically resilient towards failures and has been shown to guarantee reliable
agreements.

4 Proposed Model

The important performance metric of DDoS detection includes detection latency
and detection accuracy. However it is impossible to reduce both and at the same
time in a centralized system. We need to use a distributed architecture to increase
the accuracy of our system but also to decrease the detection time.

4.1 Overall Algorithm Description

We explain the DDoS attack detecting algorithm based on detail data as follows:
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Fig. 2. PAXOS values exchange

Algorithm: Multiple times-series detection model

Local Detection
Step 0 : Initialisation
(1) Compute σ2

0 that is the variance of the detail energy coefficients
(DW) of the traffic DDoS at level 3
Step 1: Capture traffic
(1) Capture traffic in a window time and store it in array
(2) Divide this DDoS traffic in 8 blocks : T1..T8

Step 2 : Wavelet decomposition
Decompose the block Ti with wavelet transform and store the detail
energy coefficients Dwi.
Step 3 : Chi-Square compute
(1) Compute Threshold Chi-Square χ2

0.5,i−1

(2) Compute value Chi-Square = Ts = (Tisize − 1) s2

σ2
0

if Chi-Square value > Chi-Square threshold
attack = yes
else
attack = no

Global detection
Step 4 : Decision
When the Chi-Square threshold is exceeded the system triggers the
Paxos protocol.

4.2 Local Detection: Wavelet Decomposition and Chi-Square Test

In order to accurately and timely detect the sudden change in the traf-
fic, we adopt the wavelet decomposition in our approach. The basic idea of
wavelet decomposition is to divide signal into high frequency and low fre-
quency. High frequency components as Detail and Low Frequency Components as
Approximation.
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Intuitively speaking, anything that is ‘high frequency’ is something that is
‘rapidly changing in time’. Anything that is ‘low frequency’ is something that is
‘slowly changing in time’.

Consequently, any time we have ‘detail’ in a signal, it means that we have,
very quick, rapid variations in time or space. This then becomes the ‘detail’ of
our signal.

Therefore it is interesting to study the abrupt variations of a traffic because
these variations will indicate simply that there is an attack.

To perform this study we use the Chi-Square test. The advantages of Chi-
Square test are base on the fact that it is a no parametric test. It is extremely
easy to calculate and interpret. Also it can be used on nominal data. So, we can
adapt it to our attack detection case.

4.3 Global Detection: Consensus Protocol with Paxos

As mentioned above, the Paxos algorithm is composed of two phases, namely,
prepare and accept. In our detection system, in the first phase, when a node
detects an exceeded Chi-Square threshold, it chooses to become the leader and
selects a sequence number x and his threshold to create a proposal P1(x, v).
Subsequently, it sends this proposal to the others nodes (named acceptors) and
waits till a majority responds. At the second phase, it checks that everyone has
received the value and expects the value of the other nodes. If this value exceeds
the global threshold, which is the sum of the local thresholds then a global attack
is flagged.

5 Simulation Results

We use actual datasets from the CAIDA Lab [13] to evaluate our approach.
To improve the efficiency of our solution our system is tested on two different
databases: CAIDA 2008 and CAIDA 2013.

5.1 Presentation of CAIDA Datasets: 2008 and 2013

The CAIDA: Anonymized Internet Traces 2008 Dataset, contains anonymous
passive traffic from “Equinix-Chicago” OC192 link. The principle property of the
dataset is that it is only one way traffic as it has only responses from the victim
node. DDoS traces block the victim by consuming the computing resources on
the server and all of the bandwidths of the network connecting the server to the
Internet.

In the same context, CAIDA 2013 dataset has high traffic rate as much as
50,000 packets/s that it contains SYN flood attack and also UDP flood attack.
An attack UDP flood can be started by sending a large number of UDP packets to
random ports on a remote host. The attacker tries to occupy all available band-
width of the victim so that it becomes unavailable for legitimate users. Flows
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of UDP flood contain many large-sized packets with the intention to overwhelm
the destination.

Figure 4a shows a window of samples with during about an hour from CAIDA
2013 dataset. We note that the traffic rate is high reaching 35000 packets/s. So,
the variance of the whole of the window is also high, which leads to a high value
of the threshold χ2

0.5,N−1 for each interval Ti (in Table 3). The detection of DDoS
attack for each interval Ti depends on the level wavelet decomposition.

5.2 Local Detection: Chi-Square After Wavelet Decomposition

CAIDA 2008: Figure 3b shows the variation of Chi-Square during each time
interval Ti. We note that detection of attack depends on the level decomposition
wavelet. There is a difference in accuracy of detection attack between the first,
second and third levels. The third level decomposition wavelet gives a good
result. That means, for the CAIDA 2008 dataset, we detect the anomalies for
the time intervals T2 and T5 at the level three. This detection is an indication
of a SYN flood attack during time interval T2, T3, T4 and T5.

We note in the Fig. 4 an observed peak during the time interval T4. This is
due to the high value of the detail coefficients variance of sample s2. In other
words, this is due to the sharp increase of number of SYN packets and either
the RST packets during T4. This is an indication for anomalies events in this
portion of CAIDA 2008 dataset.

This high accuracy is achieved by finding the better combination of these
parameter values.

In the same context, in Table 1, we note for the during time interval T3,
the Chi-Square calculated value (665.5) at third decomposition level wavelet is
greater than the Chi-Square tabulated value (273, α = .05). Therefore we reject
the null hypothesis H0 and accept the alternative hypothesis H1. This means
that at the time interval T3, an anomaly has been identified and we can say that
there is DoS attack during the time interval T3.

Conjointly, we notice during the time interval T8 a non intrusive events in the
CAIDA 2008 dataset. The calculated Chi-Square value is less than the critical
value, so we cannot reject the null hypothesis H0 for this particular time interval.
The acceptance of the null hypothesis means that there is no intrusive traffic in
CAIDA 2008 data during the time interval T8.

This is due to the fact that there is a little value of detail coefficients variance
s2 of time interval T8. The calculated Chi-Square values and their corresponding
thresholds for the CAIDA 2008 dataset for all time interval from time interval
T1 to T8 is shown in Table 1.

CAIDA 2013: Like for CAIDA 2008 dataset, we perform the same algorithm
on CAIDA 2013 dataset.

We note that the values of the Chi-Square and the threshold χ2
0.5,N−1 depend

on the level of the wavelet decomposition J. So, the threshold decreases when
the level of the wavelet decomposition J increases. According to the Table 3 with
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Table 1. Chi-Square values at different level decomposition wavelet (J = 3) in CAIDA
2008

Time intervals T1 T2 T3 T4 T5 T6 T7 T8

Chi-Square value level 1 5,6 169 890 1992 542 27,7 48,1 21,9

χ2
0.5,N−1 286,1 239,5 273 420,7 545,1 359,3 506,1 585,1

Attack No No Yes Yes No No No No

Chi-Square value level 2 7,6 178,7 409,7 1761 307,5 40,3 57,7 44,8

χ2
0.5,N−1 286,1 239,5 273 420,7 545,1 359,3 506,1 585,1

Attack No No Yes Yes No No No No

Chi-Square value level 3 13,8 248 665,5 1572 754,9 51 164,4 71,5

χ2
0.5,N−1 286,1 239,5 273 420,7 545,1 359,3 506,1 585,1

Attack No Yes Yes Yes Yes No No No

Table 2. Chi-Square values at different level decomposition wavelet (J = 7) in CAIDA
2013

Time intervals T1 T2 T3 T4 T5 T6 T7 T8

Chi-Square values
caida 2013

1087 152,9 7969 7412 201,6 9,8 18613 1471

χ2
0.5,N−1 390,5 380,1 342,4 255,3 444,4 501,3 307,6 409,4

Attack Yes No Yes Yes No No Yes Yes

Fig. 3. The Chi-Square values at three levels decomposition wavelet in CAIDA 2008

a value of J = 3 for the both W and Ti, we notice that intervals T3, T4 and T7
present an anomaly while T1, T2, T5, T6 and T8 are normal traffic.

Furthermore according to the Table 2 with a value of J = 3 for the both W
and Ti, we notice that intervals T3, T4 and T7 present an anomaly while T1,
T2, T5, T6 and T8 are normal traffic.
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Fig. 4. The Chi-Square values at three levels decomposition wavelet in CAIDA 2013

We note that the chi square method added to the wavelet decomposition
allows us to clearly separate the normal regions from the regions where there is
an attack.

It is also interesting to specify that the only one is reliable and can detect
the majority of DDoS attacks with a low false positive.

Fig. 5. The Chi-Square values at seven levels decomposition wavelet in CAIDA 2013

5.3 Global Detection

To appreciate the value of collaborative detection, we have study the detection
time under a given distributed architecture in a previous work [3]. We test the
time with and without the adoption of a consensus protocol. Under the attack,
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we observe in Fig. 6 that the first vantage point is capable of detecting the attack
at the 53th second. Thanks to the consensus protocol, the first vantage point is
indeed well capable at promptly sharing this information and notifying the sec-
ond vantage point about the occurrence of the attack. More importantly, instead
of a delayed attack detection (i.e., second 292) as in the case of the distributed
architecture that does not employ a consensus protocol, the second vantage
point gets notified about the attack at the 58th second. It is noticeable that the
Paxos algorithm provides immensely prompt alertness by significantly reducing
the detection time. Further conducted experimentation on the remaining DDoS
attack flows by exploiting the consensus protocol have indeed demonstrated a
similar ratio of detection attack time/delay between any two given vantage points
(Fig. 5).

Table 3. Chi-Square values at different level decomposition wavelet (J = 7) compared
to threshold value in CAIDA 2013

Time intervals T1 T2 T3 T4 T5 T6 T7 T8

Chi-Square values
caida 2013

1087 152,9 7969 7412 201,6 9,8 18613 1471

χ2
0.5,N−1 390,5 380,1 342,4 255,3 444,4 501,3 307,6 409,4

Attack Yes No Yes Yes No No Yes Yes
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6 Conclusion

In this paper, we described a DDoS detection model based on wavelet and Chi-
Square method. The rationale of our model is to promote that wavelets and Chi-
square are able to filter the particular signals far better than conventional filters
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that are based on Fourier. Unfortunately Fourier analysis provides a frequency
analysis but does not allow the temporal location of abrupt changes. Also, our
experiment, shows a great accuracy of 2% FNR with an average of 3% FPR.

Executed experimentation using various real DDoS traces from CAIDA have
indeed validated the accuracy and scalability of the proposed architecture. Also,
the proposed architecture (1) was validated in terms of detection accuracy and
promptness at a single vantage point, (2) demonstrated its added-value in terms
of detection promptness when operated in a distributed architecture using the
consensus protocol, and (3) was validated when operated in a distributed archi-
tecture in the presence of legitimate traffic.

Finally, we are currently designing a large-scale DDoS experimentation
testbed in collaboration with a leading industrial partner. The aim is to make the
latter platform available for researchers and other stakeholders, to conduct mas-
sive experimentation related to various DDoS types, their detection mechanisms
and mitigation capabilities.
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