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Preface

The pharmaceutical industry for decades has been dominated by the batch manufac-
turing of pharmaceutical products. The high profitability characterizing the industry
with a focus on blockbuster drugs hampered innovation or taking risk in developing
new manufacturing technologies. More recently, however, it is increasingly recog-
nized that material and manufacturing costs during drug development are signifi-
cant, and the increasingly competitive environment with lower probabilities of
discovering new blockbusters, and the continuously increasing market share of the
generics industry, has incentivized all pharmaceutical industries, innovator compa-
nies, and generics alike, to innovate their manufacturing processes. It is now widely
accepted that continuous manufacturing is a key enabling technology to implement
process intensification in pharmaceutical manufacturing. Continuous manufactur-
ing provides higher yields, lower utility consumption, reduced waste, and smaller
footprint, enabling the pharmaceutical industry to move away from stepwise and
time-consuming batch processing to fully integrated, environmentally friendlier,
and closely controlled manufacturing systems with increased flexibility. Continuous
manufacturing allows faster product development and can produce higher quality
products, with excellent product consistency at lower cost, and enhance drug safety,
providing significant advantages to governments, companies, and patients alike.

Because of its inherent advantages, continuous pharmaceutical manufacturing is
currently receiving much interest from industry and regulatory authorities, with the
joint aim of allowing rapid access of novel therapeutics and existing medications to
the public, without compromising high quality.

Research groups from different academic institutions have significantly contrib-
uted to this field with an immense amount of published research addressing a vari-
ety of topics related to continuous processing. This book is structured to have
individual chapters on the different continuous unit operations involved in drug sub-
stance and drug product manufacturing. A wide spectrum of topics are covered,
including basic principles of continuous manufacturing, applications of continuous
flow chemistry in drug synthesis, understanding residence time distribution, and
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impact of surge vessels in continuous manufacturing, continuous crystallization,
feeders and blenders, roll compaction, continuous wet granulation, and continuous
drying. The underlying theme for each of these chapters is to present to the reader
the recent advances in modeling, experimental investigations, and equipment design
as they pertain to each individual unit operation. A separate chapter is also dedicated
to practical considerations for continuous drug substance manufacturing, and the
book also includes chapters on quality by design (QbD) and process analytical tech-
nology (PAT) for continuous processing, process control strategies including new
concepts of quality-by-control (QbC), real-time optimization and process manage-
ment, business and supply chain considerations related to continuous manufactur-
ing, as well as safety guidelines related to continuous chemistry. A separate chapter
is dedicated to discussing regulatory aspects of continuous manufacturing, with
description of current regulatory environment quality/GMP aspects, as well as regu-
latory gaps and challenges.

Our aim in publishing this book is to make it a valuable reference for readers
interested in continuous pharmaceutical manufacturing, with a desire to gain both
fundamental knowledge of engineering principles and mechanistic studies utilized
in understanding and developing continuous processes, but also to receiving practi-
cal guidelines that can be invaluable in the successful implementation and operation
of robust continuous manufacturing systems aligned with regulatory requirements.
In addition, our advanced readers and practitioners in this field will find that the
technical content of Continuous Pharmaceutical Processing is at the forefront of
recent technological advances, with coverage of future prospects and challenges for
this technology.

West Lafayette, IN, USA Zoltan K. Nagy
Silver Spring, MD, USA Arwa El Hagrasy
Sheffield, UK Jim Litster
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Chapter 1
Basic Principles of Continuous
Manufacturing

Sudarshan Ganesh and Gintaras V. Reklaitis

Abstract Continuous manufacturing in the pharmaceutical industry is an emerging
technology, although it is widely practiced in industries such as petrochemical, bulk
chemical, foods, and mineral processing. This chapter briefly discusses the charac-
teristics of continuous manufacturing at the conceptual level, first, in its generic
form, viewing the process as a unitary system, and then as a system composed of
multiple manufacturing unit operations. Key requirements for implementing an
effective continuous process are reviewed, while aspects specific to pharmaceutical
applications are highlighted. The advantages and limitations of continuous manu-
facturing are discussed and compared to the advantages and limitations of the batch
operating mode, which has been the mainstay of the pharmaceutical industry.
Perspectives on advancing pharmaceutical manufacturing in the Industry 4.0 era are
discussed.

Keywords Pharmaceutical manufacturing - Continuous processing - Batch
processing - Fundamentals

1.1 Introduction

Continuous manufacturing has been receiving increasing attention in the pharma-
ceutical industry driven by the expectation of achieving reduced operating and capi-
tal costs, improved product quality, and increased reliability (Lee et al. 2015). While
this mode of manufacture is new to the pharmaceutical industry, it is widely prac-
ticed in many industry sectors, such as refining and petrochemical, bulk chemical,
and food and minerals processing. It most commonly involves the processing of
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fluids, liquid or gases, although particulate and granular materials and suspensions
are also handled. In these industries, the continuous manufacturing plant or line is
usually dedicated to a specific product and is typically operated without interruption
around the clock with only infrequent shutdown to perform maintenance functions
or in case of emergency. A continuous manufacturing line is normally designed for
a nominal production rate and while that rate can be reduced within a limited range,
typically further reductions lead to unsatisfactory product outputs or damage to
equipment. Generally, continuous manufacturing facilities enjoy economies of
scale; that is, the investment and operating cost per unit of production decrease as
the plant design capacity is increased.

The incentives for continuous manufacturing in the pharmaceutical industry are
not the same in all aspects as they may be for the other industry sectors and, thus, it
is important to understand what the essential elements of the continuous manufac-
turing mode are, and which aspects are really introduced to adapt to the needs of a
specific industry sector. Thus, in this chapter, we will briefly discuss the character-
istics of continuous manufacturing at the conceptual level, first, in its generic form,
viewing the process as a unitary system, and then as a system composed of multiple
manufacturing unit operations. Next, we will review the key requirements for imple-
menting an effective continuous process and discuss some aspects that are specific
to pharmaceutical applications. Lastly, we will conclude with a discussion of the
advantages and limitations of continuous manufacturing and contrast those to the
advantages and limitations of the batch operating mode, which has been the main-
stay of the pharmaceutical industry.

1.2 General Characteristics of Continuous Processes

In this section, we will briefly review some of the basic concepts of relevance to the
continuous mode of operating a pharmaceutical process. These concepts include:
steady state, dynamic, and batch process; state of control; start-up and shutdown;
nonconforming materials; batch/lot; residence time and residence time distribution;
process time constant and gain.

Continuous manufacturing is a mode of operation in which the manufacturing
system receives continuous inputs of mass and energy, transforms those inputs via a
specific sequence of chemical and physical operations without interruption and pro-
duces continuous outputs of mass and energy. The ideal continuous plant is an open
system that operates at steady state, that is, the input and output flows are constant
over time and, thus, any accumulation of mass or energy in the system is likewise
constant over time. By way of example, Fig. 1.1 depicts a continuous mixer in
which components A and B are blended and the blend continuously withdrawn. To
avoid overflow or depletion, the output flow must be chosen so as to keep the accu-
mulation of material in the tank constant.

Unfortunately, in practice no real system is truly at steady state, rather input
flows, external environmental conditions, and internal manufacturing parameters
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Fig. 1.2 Process in state of control

are continually subject to disturbances and thus fluctuate, in turn, causing deviations
in the output flows, compositions, and possibly other properties. The continuous
system is thus inherently in a dynamic state. If the disturbances are sufficiently
small, then the process itself may dampen these disturbances sufficiently so that the
deviations in the outputs are acceptable. In general, one cannot rely on the process
to exhibit such stability and then the challenge is to equip the system with control
strategies that will confine the fluctuations within limits such that product quality
specifications are satisfied. If the process is operated so that all the important prop-
erties of the output streams can be confined within those acceptable limits, then the
process is said to be in a state of control (CDER 2019). The process in Fig. 1.2 has
disturbances in its input, but by virtue of a control logic the output is kept in state of
control. That control logic may be passive (tank overflow outlet) or active (suitable
manipulation of an outlet valve).

Any continuous process is thus inherently a dynamic process that is maintained
in a state of control as a result of active intervention, typically by a suitably designed
automation system. In general, a process can be in a state of control even if is oper-
ated in a cyclic or periodic fashion as long as the properties of the output are main-
tained within acceptable deviation limits around the nominal or “golden” periodic
profile. With all continuous processes there are two situations in which large depar-
tures from a state of control can be expected: during start-up and shutdown. During
start-up, a continuous process will be brought from an idle and empty state with no
inputs and outputs to its nominal production rate, again in controlled fashion. The
output material generated during start-up normally does not meet quality
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specifications, is said to be nonconforming, and must be rejected. Likewise, during
shutdown, the process is brought to a rest state with no input or outputs and in gen-
eral at least a portion some of the output during that transition period will fail to
meet quality specifications. Generally, the determination of safe and nonconform-
ing material sparing start-up and shutdown strategies is an essential part of develop-
ing any continuous process control strategy.

By way of contrast, a pure batch operation involves charging the process unit
with a specific amount of input, processing of that input while the system is closed
and then removal of all of the output material at some point in time. During the
period of time when processing occurs, the operation is in a dynamic state, with
changing conditions within the unit. If the operation is carried out with fixed operat-
ing recipe and conditions, then any deviations in the input or any deviations from
the operating recipe will translate to deviations in the output. In order to maintain
quality specifications of the output, suitable changes in some of the recipe parame-
ters must be undertaken. In practice, there are variations on the pure batch mode that
occur. For instance, a batch operation can be fed-batch, that is, during the course of
processing additional input is provided to the system, or semi-batch, that is, during
processing some output component is removed over time, or both. A typical exam-
ple of the former is a batch reactor in which one of the reactants is charged to the
reactor and the other is fed to the reactor at some flow rate that may change over
time so as to keep temperature rise within limits. An example of semi-batch is a
batch centrifuge in which the cake is retained while the filtrate is removed as it is
generated. One of the key differences between batch and continuous operations is
that in the former, start and stop of the operation of the unit and the material trans-
fers occur at discrete points in time, while in the latter, all inputs and outputs and
processing occur continuously over time.

Another key difference between the batch and continuous modes is that in the
batch case, the discrete amount of material produced inherently provides a conve-
nient way of establishing an identity for the material produced. That discrete amount
of material, called the batch, serves as a means of documenting and tracking mate-
rial produced under FDA regulations. In the continuous case, the definition of batch
or lot can be flexible and still satisfy the regulations. Thus, it can be defined in terms
of a quantity of material processed, or based on a period of production time and can
be flexible depending on the length of time, providing it is over a period of time
during which conforming material was produced (CDER 2019).

By virtue of the fact that a batch operation is charged at a point in time, process-
ing occurs over a defined period in time, and then all of the material discharged at a
fixed point in time, all of the material in the batch spends the same amount of time
in the unit. That length of time is called the residence time. When the process is
continuous, it is not necessarily the case that all material flowing through the pro-
cess will actually have the same residence time. In the ideal case of continuous flow
of fluid through a pipe of uniform diameter, if the flow is ideal, that is, it involves no
wall friction and no mixing in the axial direction, then the residence time of every
element of fluid is the same and will be equal to the length of the pipe divided by the
fluid velocity or L/u, as shown in Fig. 1.3.
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However, in the more realistic case in which mixing in the axial direction does
occur and there is a wall friction effect creating a boundary layer, then the velocity
will take on a parabolic shape with maximum value at the center line of the pipe.
Some elements of the fluid (e.g., those along the pipe wall) will have a longer resi-
dence time in the pipe than others (e.g., those near the center line), as shown in
Fig. 1.4.

This difference in residence time can be experimentally observed by conducting
a tracer study that simply involves injecting at the inlet a small amount of a dye or
other measurable component, which does not materially change the flow, and then
measuring the concentration of dye at the exit over time. The residence time distri-
bution (RTD) is simply a function of time, which indicates the fraction of fluid
particles that experience a given residence time (Shinnar 1986). It can be computed
from the dye concentration measurement normalized by the amount of dye
injected, or

RTD =E(1)= C(t)/TC(t)

A very common unit operation is that of a stirred tank with continuous input and
output. If the tank is perfectly mixed, then every fluid element entering the tank will
be instantly mixed and have an equal probability of leaving the tank. It can be shown
that the residence time distribution function, E(7), for this ideal continuous opera-
tion is an exponential function parameterized by the mean residence time, which
consists of the ratio of the volume of the vessel V divided by the (steady state) volu-
metric flow rate into the vessel, ¢, or € = V/q. Specifically, it is given by
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As shown in Fig. 1.5, in real stirred tank vessels there will be imperfections in the
mixing performance, including a delay before an entering element of fluid enters the
main mixing zone, bypassing of fluid elements to the output and stagnant zones
where some fluid will be held back and thus the RTD will be distorted with some
spread in shape. This will cause the mean residence time as well as the variance of
the residence time to possibly be larger than the ideal. Moreover, in general the resi-
dence time distribution can also be affected by operating variables such as the
impeller rpm.

The residence time distribution has implications in terms of the definition of a lot
or batch since it makes the boundary between adjacent lots less distinct—the adja-
cent lots will share material with a similar history. Of course, this boundary effect
as a fraction of the material constituting the entire lot diminishes with increasing lot
size. The residence time also has implications with regard to tracking nonconform-
ing material since if at the input to the unit a deviation in the material properties
occurs that lies outside of the specifications, then that nonconforming material will
appear at the outlet of the unit, delayed by the mean residence time. Thus, it is only
from that time point on that the output material needs to be rejected. Moreover,
when the input returns to be within specification, the rejection of output material
can be stopped after a time equal to the average residence time has passed. Depending
upon the degree of risk that is accepted by the organization, one may wish to be
more conservative and define the beginning and end points of nonconforming mate-
rial using the mean residence time adjusted by some multiple of the variance of the
residence time.

While the residence time distribution gives a very valuable indication of how
material will track through the process, it assumes that the process is at steady state
or that it is operating in a state of control. It does not explicitly reflect how a distur-
bance in flow or composition of the input streams or a process parameter change
within the process will be transmitted to the outputs. This dynamic effect can be
captured through the use of a dynamic model of the process and can be empirically
observed and quantified through step response experiments. In particular, the sim-
plest form of dynamic response of a process is a first-order response that corre-
sponds to a system in which the dynamic model of the system is linear. As shown in
Fig. 1.6, the response of a linear system to a step change in one of its inputs is
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represented by the classical exponential curve that is characterized by two parame-
ters, the process time constant T and the process gain K. As the linear dynamic
process undergoes a step change in input of magnitude M, the dynamic lag of the
process will cause a change in the output, which will only reach 0.632 of its final
value in a period time equal to one time constant.

A typical process exhibiting first-order response is a well-mixed tank that is sub-
jected to a change in composition or flow of one of its input streams and the expo-
nential response is observed in the output. Moreover, the first-order model can be
used as a reasonable approximation for any dynamic process undergoing small
input changes. To capture the effects of larger deviations in inputs on a general pro-
cess unit, the nonlinear effects will need to be suitably modeled and characterized.
The dynamic characteristics of the continuous process serve as the basis for the
design of active control strategies that can compensate for these characteristics in
order to minimize the deviations in the output (Seborg et al. 2011).

1.3 Multiunit Continuous Processes

In general, a continuous process will consist of a sequence of unit operations linked
by continuously flowing streams, for example, in the form of a fixed piping net-
work. In this section, we will review some of the requirements and consequences of
continuous operation of multiunit process trains. These include continuous material
transfer between operations, the role of intermediate storage, limitations on process
network structure, the impact on residence time distribution, and the implications of
hybrid operations involving both batch and continuous subtrains. We will also note
some comparisons to multi-operation batch campaigns.
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First, the unit operations in a multiunit continuous process will span a wide
range, including those typically used in production of small molecule active ingre-
dients: continuous stirred tanks, continuous crystallizers, continuous filters and cen-
trifuges, liquid-liquid extraction units, and distillation columns as well as those
used in continuous production of dosage forms: loss in weight feeders, continuous
powder blenders, roller compactors, mills, twin screw wet granulators, continuous
dryers, and tablet presses. A key characteristic of continuous processing is that the
transfer of materials between unit operations occurs continuously, without interrup-
tion. Continuous material transfer between units may be driven by various well-
known means: gravity or pressure differences, pneumatic transport, pumps, or
compressors. However, regardless of the driver selected, the requirement that the
continuous flow is maintained can introduce challenges when the flow being trans-
ferred is a viscous fluid, a particle blend or a suspension. The properties of the mate-
rial must be engineered to have reliable rheology and the flow of the stream must be
monitored to assure that flow is consistent—in a state of control.

Another important characteristic of continuous processing is that generally hold-
ing or intermediate storage of material between unit operations is undesirable for
multiple reasons.

Holding between process units raises the undesirable possibility of creating non-
uniformities in the material being held—settling is the obvious example phenom-
ena. Secondly, holding has an impact on the overall time constant of the process and
thus causes responses to plant-level process control actions to be slower, which
means corrections to deviations may be delayed. Moreover, holding also adds to the
variance in the process residence time (as further elaborated later in this subsec-
tion), thus, increasing the boundaries defining successive lots. Finally, holding cre-
ates delays in start-up and shutdown as the contents of hold tanks have to be filled/
emptied. The one positive aspect of intermediate storage is that it will dampen the
fluctuations or surges in flows that are inputs to the hold tank and thus reduce the
deviations that the unit downstream of the hold tank has to accommodate. This can
be helpful to the control system since the reduced magnitude of flow deviations will
reduce the frequency or need for control action.

The network of connected continuous processing units may in general take the
form of a network that involves a variety of processing paths, including both bypass-
ing of some unit operations as well as feedback loops or recycles from downstream
units to upstream, as shown in Fig. 1.7.

In Fig. 1.7, the streams into the Interpass Tower Pump Tank are examples of
bypass streams, while the split of the outlet from that unit that is returned to the dry
tower pump tank is a recycle stream. Of course, there are multiple other streams in
the flow sheet as well. By virtue of the need to be able to track lots through the
manufacturing process, in pharmaceutical applications of continuous processing,
bypass and recycle streams generally have to be avoided. Both structural forms
result in the mixing of materials that have seen a different processing history and,
therefore, violate the requirement for material traceability. Hence, continuous man-
ufacture in the pharmaceutical domain generally has to follow a serial flow sheet
structure.
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An important implication of having multiple connected continuous unit opera-
tions is that the mean residence time of the sequence of units is the sum of those of
the individual units and the variances are additive as well. Specifically, it can be
shown that given a residence time distribution for a unit, E(¢), if that unit is sub-
jected to a concentration wave represented by Cj,(¢) then the output concentration
wave will be given by the convolution integral

t

ICin (I—T)E(T)dr

0

C,. (1)

This mathematical operation can be represented graphically as shown in Fig. 1.8,
where 6, is the mean residence time of the unit operation with RTD E(?).
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By successive application of the convolution integral it can readily be confirmed
that for a sequence of unit operations, each with its RTD as shown in Fig. 1.9, the
cumulative effect is additive in mean and variance. For example, for three units in
series, mean and variance are as follows:

_ 2 _ 2 2 2 2
0,=6+06,+0,+0, o =0 ,+07,+0,+0",

The net of effect of a series of unit operations is a broadening of the residence
time distribution and thus in the case of nonconforming material, which arises
upstream, the nonconforming material will be distributed across a larger portion of
conforming materials. The consequently is that the total amount of material that
must be rejected to meet quality specifications will be increased. The clear implica-
tion is that it is desirable to divert nonconforming material as close to its first obser-
vation as possible. It should be noted that in the above analysis the delay time due
to transfer of material between unit operations is neglected. Of course, the effects of
material transfer operations can be readily incorporated by simply treating the trans-
fer as a unit operation with its own RTD and mean residence time. Such corrections
may well be appropriate for operations such as pneumatic transport where signifi-
cant back mixing may occur.

By contrast, for a series of batch operations, the total time of the material pro-
cessed will again be the sum of the residence times in each operation. Of course,
that total residence time must be increased by the transfer times between operations
(or even more so by any quality control delays), which in general can be quite sig-
nificant. However, since the material is transferred in discrete amounts between unit
operations, any requirement for segregation of nonconforming material is confined
to the amount corresponding to the batch size. However, while the broadening of
RTD is not an issue for batch operations, rejection of nonconforming materials nec-
essarily requires rejection of the entire batch. In the continuous case, rejection only
applies to the portion of the material that is actually observed to be nonconforming,
corrected for RTD effects noted above.

An additional contrasting feature of batch operations is that since normally man-
ufacturing operations take place in campaigns, the hold times, quality control (QC)
times or other delays between unit operations are not cumulative. Rather, since the
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batch campaign is characterized by batch cycle time, it is the largest combined batch
processing time at any unit operations that matters. This is illustrated in Fig. 1.10,
which represents a lean operation in which operations are executed just in time. As
shown, material is held in a drop tank after reaction for QC check; material is trans-
ferred from crystallizer to centrifuge over time and the cake from the centrifuge is
transferred into an intermediate hold tank for transport and loading of the dryer.

In some cases, it can prove advantageous to create manufacturing lines in which
some subtrains consist of batch operations and other subtrains consist of continuous
operations that, in general, will need to operate in a semi-continuous fashion.
Integrated operation of such mixed, or iybrid production lines, requires the use of
intermediate buffer storage. In general, the batch size of the batch subtrain will
impose the batch size on the continuous subtrain, although the material produced in
the continuous subtrain could have further subdivision into lots. Moreover, to retain
batch identify, the intermediate storage should not mix multiple batches; rather,
batches must be stored individually. It is of course possible to operate such hybrid
lines in a fully integrated “lean” fashion in which the production rate of the continu-
ous subtrain is matched with the average production rate of the batch subtrain.
While such operation will minimize the time interval that intermediate material will
need to be held in storage, the tight integration will require use of predictive sched-
uling of these operations. A simple example of such a hybrid operation is illustrated
in Fig. 1.11.
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The conventional direct compression tablet production process, which consists
of batch blending, manual transport of bins of the powder blend to the tablet press,
tablet production, collection of tablets in a bin and finally tablet coating, is in fact a
hybrid production line. Typically, blending and coating are batch operations while
tableting is continuous. The batch size is typically defined by the blending stage.

1.4 Requirements for Effective Continuous Processing

The functions that are essential to carrying out continuous pharmaceutical manufac-
turing are process monitoring, deviation management, and materials tracking. These
functions in turn are generally supported and executed using process analytical
technologies, process control and intelligent alarm management systems, as well as
process data and knowledge management systems. At a more advanced level, these
basic functions can be further augmented with real-time release, real-time optimiza-
tion capabilities, and operations management systems. In this section, we will
briefly review these technologies at a conceptual level.

The most rudimentary capability that is required to operate a continuous manu-
facturing line is process monitoring, that is, the continuous assessment of the state
of the line to determine whether or not it is in a state of control. This capability is
essential because all real processes are continually subjected to disturbances, which
cause deviations from desired product attributes and process variables and condi-
tions, and clearly such deviations must be managed to assure product quality. In
general, these disturbances can be of a random nature (often called common cause
variations) or they can be disturbances that have a nonrandom component (often
called special cause variations). An example of the former is deviations in the API
composition of a powder blend, which arise due to the particulate nature of such
blends. An example of the latter is fouling of an optical sensor due to the accumula-
tion of process materials on the sensor lens. In Fig. 1.12, the process is undergoing
random variations until the end of the time window, at which point the process vari-
able, api content, undergoes a significant variation much larger than the variance of
those observed previously.

Process Analytical Technology consists of in-line, at-line, and off-line measure-
ment systems, which are used to provide the data of process monitoring. It includes
actual sensors and their calibrations, as well as virtual sensors, models that can

Special
cause —
; UW
AP| P~ ——
content-________________

Time

Fig. 1.12 Common and special cause variations
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predict values of unmeasured or unmeasurable material attribute or process vari-
ables from process parameters or variables that can be measured. Examples of in-
line sensors include those based on the use of NIR, Raman, ultrasound, X-ray,
microwave and laser light scattering signals. At-line sensors normally involve tech-
nologies that require a longer period of time to arrive at a measurement relative to
the dynamics of the process. For example, the time to conduct a 3D scan of a tablet
to determine api distribution in the tablet is generally much longer than the time to
produce a tablet in the press. Typically, the manufacturing line will be instrumented
with a network of sensors, sufficient so that there is some degree of redundancy if
and when sensors fail. An example of such a network is shown in Fig. 1.13 for a
continuous dry granulation line (Ganesh et al. 2018).

The most rudimentary use of process monitoring capability is to detect devia-
tions that require some form of intervention to assure product quality. Monitoring
methods include classical univariate statistical quality control methods, multivariate
statistical process control methods, and data reconciliation (DR) and gross error
detection methods. The classical methods serve to track individual attributes or vari-
ables and to subject the time series of measurements to statistical tests to establish
whether or not actionable deviations have occurred. MSPC methods are used to
efficiently track multiple variables simultaneously and are particularly relevant
when those variables have significant correlation. DR methods use all of the real-
time measurement data, along with prior information about the statistically charac-
terized error in those measurements and a model of the process to predict the most
likely state of the process. Appropriate statistical tests are also used to detect gross
errors, that is, identify measurement data that are outliers and thus indicators that a
special cause variation has occurred (Moreno et al. 2018).

Common cause variations can lead to quality deviations if not corrected in real
time. Generally, the correction is provided through suitably designed and tuned pro-
cess control systems that employ feedback, feedforward, or multivariable control
strategies that are based on the use of predictive process models. An example of a
classical single-input/single-output feedback control structure is shown in Fig. 1.14.
The difference or error between the actual measured value of a controlled variable
and the target or sef point of that variable is used in the control system logic to deter-
mine a correction or control action that will change the value of a suitable manipu-
lated variable. The simplest possible logic might be to mulitply the error by a
proportionality constant to determine the magnitude by which the manipulated vari-
able should be adjusted. However, depending on the dynamics of the process and
the performance required, more complex controller designs may need to be
employed (Seborg et al. 2011).

Moreover, the control system may be structured at multiple levels, for instance,
at the unit operation level and at the plant-wide level (Su et al. 2019). Unit level
control serves to maintain the operation of an individual unit operation at a desired
set point, for example, the control of density of the ribbon produced by a roller
compactor by manipulation of roll pressure. Plant-wide level control serves to con-
trol important plant operating variables, for example, the production rate of the
plant at desired set point by manipulating the flow rates of input materials to the
plant. Process control systems are normally implemented to function automatically,
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Fig. 1.14 Single-input/single- output feedback control

Fig. 1.15 Process
condition model

without operator intervention. However, disturbances, which are nonrandom, can-
not, in general, be handled by conventional process control systems. Such distur-
bances or faults could be caused by sensor or equipment degradation over time or
outright failure of sensors, equipment, control system, or communication system. In
general, process faults such as these require active intervention by the operator,
although some degree of automation is possible. In order for the operator to be
effective in intervening and returning the process to normal operation, it is impor-
tant to provide the operator with as much help as possible in identifying or diagnos-
ing the likely cause of the fault as well as guidance on actions to take to mitigate or
correct the fault so as to avoid process shutdown.

In the continuous industries, the process condition model, represented in Fig. 1.15
for a typical process variable, is used to capture the way in which intelligent
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operator advisory systems should be structured. In this model, the target operating
condition constitutes the optimal operating condition, while the normal operating
condition (NOC) constitutes acceptable operation. The process is in a state of con-
trol if it is in either the target or NOC region. The Upset condition indicates that the
process is not under control and, thus, it is highly likely that the product being pro-
duced does not meet specifications. Finally, the Emergency Shut Down condition
indicates that the process is operating in an unsafe region, with the potential of
equipment damage, and, of course, producing a nonconforming product.

The International Society for Automation has issued models and guidance on the
design of intelligent operator advisory systems (ISA-18.2, 2009). Ideally, such sys-
tems should have some form of diagnosis methodology imbedded that helps the
operator determine what the likely cause of the fault is. There exists a large body of
fault-diagnosis methods that provide the bridge between fault detection and fault
diagnosis, that is, the determination of the cause of the observed disturbance
(Venkatasubramanian et al. 2003). However, this methodology only applies to faults
that have been previously observed so that both the sensor signature of the fault and
the mitigation action are known and have been recorded. Given such a fault library,
faults can be diagnosed by looking for a match of the observed sensor signature
against those of the library of previously encountered faults. Of course, when a
previously unobserved fault is encountered such advisory is not possible. In general,
the integration of process control and intelligent alarm management constitutes the
core of the deviation management capabilities of a continuous manufacturing line.

While deviation management is focused on keeping the process in a state of
control, there remains the issue of how to deal with the consequences of these devia-
tions, namely, the nonconforming material generated during these events. This
material will be produced during the course of realization and mitigation of process
faults as well as during start-up and shutdown procedures. A reliable system for
tracking the nonconforming materials and segregating these materials so as not to
contaminate materials that do meet critical quality attributes is an important element
of the pharmaceutical quality system of a continuous process (Lee et al. 2015).
Once the statistical testing methodology of the PAT system detects a fault, then that
material must be traced as it progresses through the unit operations downstream of
the point at which the deviation occurs. The time at which the process is returned to
a state of control marks the end of nonconforming material production and thus the
material associated with this transition time must also be tracked. The tracking logic
must take into account the RTD of that process subtrain, as well as the process
dynamics associated with the transition from the conforming to the nonconforming
state and with the return of the process to state of control. Appropriate in-line sensor
data can also be integrated into the tracking strategy to confirm the tracking predic-
tions, which can be based on the use of dynamic models or on estimates based on
residence time parameters and process time constants. The tracking will continue
downstream until a selected point is reached at which the nonconforming flow can
be diverted and removed from the process. The simplest approach is to carry out the
diversion at the end of the manufacturing line, for example, to divert the tablets
produced from the nonconforming materials to a reject bin. However, given the
cumulative effects of the residence times of successive unit operations, diversion as
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close as possible to the point of location of the first detection is desirable as it will
minimize the amount of material that must be rejected. However, this may require
shutdown or slow-down of the portion of the line downstream of the diversion point,
a potentially complex process that must take into consideration the associated
dynamics and control issues. While the tracking and segregation procedures do
introduce complexities, the benefit is that the amount of material that is rejected will
be much smaller than the rejection of an entire batch.

The process monitoring, deviation management, and materials tracking func-
tions described above depend critically on data, models, and knowledge of consid-
erable extent and diversity. Moreover, they rely on platforms for systems integration
and implementation. The data sources include in-line and at-line process sensors for
capturing in real time the properties of the streams in the process, equipment status,
and process operating data obtained in real time from instrumentation integrated
within the equipment, data from at-line sensors and off-line primary test methods
and laboratory data from supporting laboratories. Much of this data is recorded and
stored in the process historian associated with the Digital Control System that man-
ages the process control functions. Other information is retained in complementary
data repositories maintained by supervisory control systems. The deviation man-
agement systems may be implemented in a software system for configuring and
executing multiple operations management decisions, which include nonconform-
ing material tracking as well as systems for predictive condition-based maintenance
of all of the manufacturing resources: the process instrumentation, equipment
resources, the control systems, and the models supporting these functions.
Comprehensive systems for integrating all of these functionalities are integral to the
current wave of Industry 4.0 developments sweeping the manufacturing industries.
Moreover, the decades of learnings in automation accumulated in the chemical pro-
cessing industries have been captured in multiple ISA standards, as shown in
Fig. 1.16. By following these standards, pharmaceutical manufacturing can leapfrog
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CM Integrated Process ControlZone Manufacturing Operations Management
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Fig. 1.16 Systems integration functions and standards
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the old generation of process data management tools and structures with state-of-
the-art implementation using new tools and architectures.

Whether at the unit operations level or at the plant-wide level, the key decision
variables of the process control system of the continuous production line are the
controller set points. As the operation of the process is impacted by changes, such
as those in the properties of feed materials, a gradual decline in equipment perfor-
mance, the occurrence of abnormal events, or production of noncompliant materi-
als, the current set points may need to be changed. The new set points should of
course be consistent and lead to feasible operation and, if a range of choices are
feasible, to be optimal with respect to some appropriate performance criterion. The
new set points may only be used for a short period or an extended period of time,
depending upon the cause for the change. In the continuous processing domain, the
new set of set points can be determined by solving a real-time optimization problem
(RTO). Typically, the RTO problem is posed using a mathematical model of the
manufacturing line, either steady state or dynamic, depending upon the situation,
and a suitable objective or performance function, such as minimization of produc-
tion of noncompliant materials production. If the expected changes in set points are
relatively small—perhaps due to gradual changes in unit operation performance, a
steady-state model may suffice, as the RTO will be carried out as needed to maintain
the process at an efficient state. However, if the changes are large, such as may be
the case when a step change in the desired plant production rate is to be initiated,
then a dynamic model may be appropriate. In general, because the RTO problem
has to be solved in a time period commensurate with the dynamics of the process,
the process model will need to consist of reduced order models of the set of unit
operations. One of the typical applications of RTO is to determine the optimal
sequence of steps or trajectory that should be followed in starting-up and shutting
down a continuous production line. Typically, the determination of start-up and
shutdown trajectory is part of the overall control strategy of a continuous manufac-
turing line (Ierapetritou et al. 2016).

The release of a manufactured lot for distribution to the market constitutes an
important decision point, which is designed to assure the customer (via the FDA)
that the quality of the drug product is acceptably good and the producer that the
manufacturing process is operating with acceptable process capability. It requires
the execution of quality control tests to determine that CQAs are met within accept-
able limits. In the case of tablets, the tests include standardized measurements, such
as, api content, weight, hardness, physical dimensions, and dissolution behavior
carried out on a specified number of tablets. Several of the CQAs essential to the
release decision are monitored and controlled in the continuous process. However,
testing for other CQAs requires longer duration or is destructive and thus either
completed batches must be held for QC action or equivalent tests implemented,
which would allow batches to be released immediately upon leaving the manufac-
turing line. Real-Time Release Testing is the term adopted to reflect that the objec-
tive is to implement the verification of the CQA as part of real-time monitoring
(CDER 2019). One of the ways to implement RTRT of a CQA of the finished drug
product that is not measurable in real time is to use a soft sensor or surrogate model
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that relates the CQA of interest to other directly measured properties. In general, the
model will take the form of a semiempirical relation or other reduced order model.
The soft sensor employed in RTRT has to be systematically validated against refer-
ence measurement of the CQA of interest using at-line measurements or off-line
tests. Although at present, lot release of continuously manufactured products fol-
lows the traditional off-line QC methodology, the development and evaluation of
alternative RTRT methodology for continuous pharmaceutical products is the sub-
ject of ongoing research. A related issue is development of release criteria that take
into account statistically sound measures of process capabilities based on previous
batches of that product produced on that line along with real-time data from the cur-
rent batch to arrive at estimates of the probability that all dosages of the batch to be
released meet CQA requirements.

1.5 Comparative Assessment of Batch and Continuous
Operating Modes

Traditional batch processing has served the industry for many years because of the
flexibility it offers by virtue of using well-known multipurpose equipment that can
accommodate a range of products and product recipes. A batch recipe can be devel-
oped and implemented empirically supported by design of experiments with a rela-
tively limited detailed understanding of the chemical and physical phenomena.
Once a recipe is found to be satisfactory, it can be repeated to produce batch after
batch, using learning by doing, again with limited detailed fundamental understand-
ing. Since processing occurs in discrete amounts of material—the batch size- mate-
rial can be tracked readily from unit operation to unit operation to finished product
and batches released based on well-established procedures. Moreover, traditional
batch unit operations lend themselves to processing steps that require long resi-
dence times and involve multiphase phenomena.

However, batch processing has significant disadvantages. By their very nature,
batch processes are not only dynamic but also cover a wide range of dynamic condi-
tions from the start of the operation to its termination. The batch of material produced
is the result of this entire range of conditions and thus the end state is very much path
dependent. This makes the result of the operation very much affected by process,
environmental and human factors. The human contribution to batch variability
includes variation in the initial amount of material charged and variations in the tim-
ing of particular actions, including termination of the batch. Furthermore, by virtue
of the discrete nature of the processing with starts and stops to fill, empty and transfer
materials, equipment does spend quite a bit of time in nonproductive use. This trans-
lates to poor utilization of capital resources. Moreover, the scale-up from small batch
size bench equipment to pilot plant size and eventually to manufacturing-scale equip-
ment can be problematic, often requiring modification of the recipe to ensure that the
same critical quality attribute targets are met. Similar scale-up challenges can arise
when transferring recipes from one manufacturing facility to another.
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By contrast, continuous manufacturing by its very nature offers high equip-
ment utilization due to the elimination of idle times between operations as well
as the time associated with transferring material between successive operations.
High equipment utilization translates to smaller equipment capacity or footprint
to achieve the same output per unit time. The smaller equipment size and possi-
bility of increasing production by just running longer significantly reduces con-
cerns with scale-up. The elimination of the need to transfer and hold material
between operations also reduces the work-in-process inventory and also reduces
material losses. Another important advantage is reduced product variability as a
result of less material handling and other intervention by humans. While con-
tinuous manufacturing does require use of on-line measurement and process
control, the on-line instruments see a more limited range of conditions—essen-
tially only variations around nominal operating conditions, thus both required
instrument range is reduced and calibration is simplified. Process control like-
wise involves control around a set point rather than tracking and controlling over
an entire dynamic profile. Finally, for specific operations such as exothermic
reactions, flow reactors provide much better heat transfer surface per unit vol-
ume ratios and thus much better temperature control and as a result safer opera-
tion. Flow through continuous units also generally provides improved
micro-mixing.

However, continuous operations do require more detailed process understand-
ing, especially of rates of reactions and transport processes in order to properly
design equipment. Of course, continuous operation requires real-time measure-
ment and control systems and, as we saw in the previous sections, the methodol-
ogy for deviation management and material tracking that add complexity. In
addition, because of longer operating runs, continuously operated equipment can
encounter gradual fouling or degradation of performance over time, which may
require special real-time strategies to avoid the need for unplanned shutdown. In
general, continuous processes have less flexibility in accommodating different
products because different rate phenomena directly impact equipment design
capacity. However, in recent years there have been significant efforts to develop
small-scale modularized designs of continuous processing equipment that can
facilitate flexible assembly of continuous lines from an inventory of standardized
components. While the limitations of dealing with long residence times and mul-
tiphase systems remain, significant progress is being made to address these
limitations.

Given the relative strengths and weaknesses of these two operating modes, it can
be expected that they will continue to not only coexist within the industry and even
in the same manufacturing organization but will be combined to create hybrid con-
figurations of process subtrains that effectively exploit their relative strengths.
However, there remains much to be done to increase the penetration of continuous
manufacturing into the pharmaceutical sector (Ierapetritou et al. 2016). This book
aims to promote and accelerate this trend.
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Chapter 2
Continuous Reactors for Pharmaceutical
Manufacturing

Martin D. Johnson, Scott A. May, Michael E. Kopach,
Jennifer Mc Clary Groh, Timothy Donald White, Kevin P. Cole,
Timothy Braden, Luke P. Webster, and Vaidyaraman Shankarraman

Abstract A variety of high-pressure and low-pressure plug flow reactors (PFRs)
are described in this chapter with manufacturing examples for each. Coiled tube
PFRs and vertical pipes-in-series PFRs were used for two-phase gas—liquid reac-
tions. A pulsating flow coiled tube PFR was used for gas—liquid reaction with solids
precipitate. Superheated PFRs were used for reactions involving homogeneous
solutions, heated above the boiling point of the solvent. Disposable coiled tube
PFRs were used with highly potent compounds. Continuous stirred tank reactors
(CSTRs) were needed for heterogeneous continuous processes. CSTRs, CSTRs-in-
series, and intermittent flow CSTRs were used for reactions with long reaction
times, positive order kinetics, and multiple reaction phases, either solid/liquid or
liquid/liquid. This chapter also explains how to calculate the actual internal tem-
perature profile along the length of a PFR, which is often not practical to measure.

Keywords Plug flow reactor - Continuous stirred tank reactor

Abbreviations
AV Surface area to volume ratio
API Active pharmaceutical ingredient

CSTR  Continuous stirred tank reactor

dtbpf  1,1’-Bis(di-tert-butylphosphino)ferrocene
EE Ethoxy ethyl

id. Inside diameter

PFR Plug flow reactor
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RTD Residence time distribution
S/C Substrate to catalyst ratio
T Mean residence time

2.1 Introduction

The purpose of this chapter is to describe different types of continuous flow and
intermittent flow reactors that have been used in pharmaceutical production. It
explains what types of reactions were accomplished with each type of reactor, the
physical phases that were acceptable, and ranges for temperature, pressure, reaction
time, and reactor volume. Seven of the examples show reactors that operated in
laboratory fume hoods at 5—15 kg/day production rate, as part of multistep continu-
ous process steps where the downstream separations were also done continuous in
the lab hoods. The reason why the 5—15 kg/day production rate by fully continuous
process is important is because many of the potential medicines in the pipeline are
projected to require less than 1500 kg/year active pharmaceutical ingredient (API).
Therefore, a portion of the portfolio may be delivered in a facility designed for fully
continuous processing in laboratory fume hoods. The reactors were designed with
practicality in mind. Heat and mass transfer rates were sufficient for the chemistry,
but not extremely high like the heat and mass transfer rates that can be obtained in
microreactors. The reactors shown in this chapter were designed to meet the needs
of the chemistry in a cost-effective and practical way with minimal overdesign of
heat and mass transfer characteristics. The benefits of inexpensive, dedicated, or
consumable reactors are explained. The benefit of intermittent flow rather than truly
continuous flow is explained for a Suzuki coupling reaction. Mean liquid residence
time in the continuous reactors ranged from 1.5 to 24 h, and most of the reactions
required longer than 3 h residence time in the continuous reactor. It is commonly
assumed that only fast reactions are suitable candidates for continuous processing,
but it is not the case, as demonstrated by examples in this chapter. Five of the reac-
tion examples described in this chapter were run in PFRs, and three were run in
CSTRs or CSTRs in series. Derivation of reactor design equations for PFRs, CSTRs,
and CSTRs in series, calculation of required mean residence times (7) for the differ-
ent reactor types, comparison of residence time distributions (RTDs) for CSTRs in
series versus PFRs with dispersion, modeling and quantifying axial dispersion num-
ber (D/uL), and numerical modeling of conversion as a function of D/uL are given
in a different book chapter (Johnson et al. 2019).

2.2 Superheated PFR in Oven for Imidazole Cyclization

Plug flow reactors operating with homogeneous liquid solutions can be scaled down
to very small volumes, for example, 0.1 mL, and scaled up to large volumes in
manufacturing. Research scale PFRs have been increasingly used as laboratory tools
by modern synthetic chemists due to improved control of reaction parameters and
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Fig. 2.1 Schematic of a thermal PFR system

the wide range of operating conditions that are possible (Wiles and Watts 2008;
Lange et al. 2011). Successful application and scale-up requires control of mass flow
rates and understanding the physical properties of the fluids including density, ther-
mal expansion, heat capacity, reaction kinetics, thermodynamics, heat transfer rates,
and RTD. A simplified schematic of a thermal PFR system is shown in Fig. 2.1.

Reagent solutions continuously flow from high-pressure pumps into the tube
reactor. If there is more than one reagent solution, they are combined with some
type of in-line static mixing. The static mixing could be as simple as a Tee-mixer, or
as sophisticated as micro-structured split-recombine or multi-lamination device
(Schwolow et al. 2012). The choice for mixing type depends on reaction kinetics
and the mixing sensitivity of the reaction. Product solution flows out of the PFR and
through a cooling heat exchanger and a back pressure regulation device. A 7.1 L
high-pressure, high-temperature thermal tube PFR was used for a thermal cycliza-
tion for GMP production of 29 kg of an advanced intermediate as shown in the
scheme (May et al. 2012).
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The reaction was run with 90 min V/Q (V is reactor volume and Q is volumetric
flow rate in the feed pumps at ambient temperature) using methanol as the solvent
at 140 °C reaction temperature and 69 bar reaction pressure. These temperatures
and pressures were beyond the limits of batch vessels in the pilot plant, therefore
batch reaction was not an option in the chosen facility. Furthermore, the batch reac-
tion did not scale up well because of conversion to undesired by-products during the
slow heat-up to reaction temperature, but the continuous PFR reaction scaled-up
with unchanged yield and selectivity because of consistently fast heat-up time at
each scale. Heat-up from 20 to 140 °C in less than 2 min at the PFR inlet and cool-
down from 140 to 20 °C in less than 2 min at the PFR outlet are easily accomplished
in a continuous reactor but not possible in a pilot plant batch reactor. Faster heat-up
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Fig. 2.2 Picture ofa7.1 L
coiled tube thermal PFR
(left) and forced
convection oven for
heating the reactor

inside (right)

and cool-down times could have been achieved in continuous microreactors, but
that was not necessary for this ~90 min reaction.

A picture of the 7.1 L thermal tube PFR is shown in Fig. 2.2, along with the
forced-convection oven used to heat it. The PFR was made from 151 m long,
7.75 mm inside diameter (i.d.) coiled stainless steel tubing. The tubing was formed
into four concentric cylindrical coils 0.43 m tall and ranging from 0.28 to 0.43 m
diameter, connected by 7.75 mm i.d. jumpers from the top of one coil to the bottom
of the next. It was designed so that most of the volume was in the uphill flow direc-
tion. A ketoamide solution and an ammonium acetate solution were mixed in a
simple Tee mixer 2 mm i.d., which was sufficient for this ~1 h reaction. The PFR
was operated in a laboratory fume hood for the 29 kg GMP production run. The
product solution was transferred to 1000 L pilot plant vessels for distillation and
crystallization. Filtration and drying were done in a pilot scale agitated filter dryer.
However, in a subsequent 77 kg production campaign, the downstream crystalliza-
tion and filtration were also run continuously in the lab hoods at 8 kg/day through-
put, eliminating the need for pilot plant vessels; 8 kg/day would have been
commercial manufacturing scale for this product.

The L/d ratio for this reactor was about 20,000, which is unusually high com-
pared to commercially available PFRs. This design kept axial dispersion low, even
though reaction flow was in the laminar regime. An F-curve for this reactor is shown
in Fig. 2.3, which was obtained by making a step change from 100% THF to a 3/2
(v/v) THF/toluene mixture flowing into the tube and monitoring the concentration
of toluene in the reactor effluent with an on-line Raman probe. In the laminar flow
regime, higher L/d is required to maintain low axial dispersion number as the reac-
tor is scaled up to larger diameters, as described in another chapter in this book and
in chemical engineering textbooks (Johnson 2020, Levenspiel 1962). Reynolds
number was about 400 in this example with 97 min 7, and axial dispersion number
D/uL was only 0.0009, which is very good plug flow behavior.

Another benefit to increasing the 1/d is that the ratio of heat transfer surface area
to unit volume (A/V) is higher. A/V was 516 m*m? in this 7.1 L PFR, but it would
have been about 5 m*m?® if a 1000 L batch reactor was used. A/V greater than
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Fig. 2.3 Experimental F-curve data and model fit for solvent transition in a 7.1 L continuous
thermal tube reactor

10,000 m*m?> can be achieved in microreactors, but 516 m*m? was sufficient to
achieve fast-enough heat-up time, cool-down time, and isothermal conditions for
this 90 min reaction. A limit on the high side for L/d is pressure drop. However, the
pressure drop from inlet to outlet during the flow reaction was only about 0.34 bar.
Other limitations of high L/d were cost, ability to fabricate, and need to fit the reac-
tor in an existing forced convection oven with an internal chamber that was a cube
46 cm on a side. The reactor was designed to be low cost so that it could be dedi-
cated to this specific chemistry and then disposed when no longer needed for the
project; in this case, the reactor cost $6000. While the oven cost about ten times
more, the reactor was easily taken out of the oven and replaced with a new coiled
tube PFR in the same oven for a subsequent product. For more details please see the
publication (May et al. 2012).

2.3 Pulsating Flow Coiled Tube PFR for Hydroformylation
with Solids Precipitate

A 32 L pulsating coiled tube reactor was used for a hydroformylation reaction
where solids precipitated from the reaction mixture. The reaction used 1:1 CO:H,
gas reagent at 68 bar pressure. Reaction temperature was 55 °C. There was no in-
house batch scale-up option for this reaction because of safety restrictions regarding
high-pressure CO. The continuous reaction used substrate to catalyst ratio
(S/C) = 1000 with RhCOH[PPh;]; catalyst. Mean reaction time (z) was 24 h in the
flow tube. Speeding up the reaction by increasing catalyst loading was not a viable
option because of the cost of Rh. In addition, the catalyst precipitated from the
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product solution. Increasing the catalyst loading would have exacerbated the poten-
tial solids clogging issues. Decreasing reaction time by increasing temperature was
not a viable option because selectivity of branched (desired) to linear (undesired)
aldehyde decreased at higher temperatures. The scheme is shown below.

Syngas (1000 psi)

RhCOH(PPhy)3, 55 °C o + i
» CO,Me
CO,Me (0] COsMe

H linear
branched aldehyde

aldehyde

methyl
methacrylate

The 32 L commercial manufacturing scale reactor was constructed from 152 m
of 16.5 mm i.d. stainless steel tubing. The tubing was bent into five concentric cylin-
drical coils 0.53 m tall and ranging from 0.36 to 0.56 m diameter. The reactor and
vessel for heating to 55 °C are pictured in Fig. 2.4. Vapor and liquid flowed co-
currently through each of the five coils in series in the uphill direction starting with
the outside coil. These individual coils were linked by down-jumper tubes con-
structed from 316L stainless steel tubing with o0.d. = 6.35 mm and i.d. = 4.57 mm.
The reactor was designed with these narrow diameter down-jumpers to maintain
maximum volume in the uphill flow direction (>99% of the total reactor volume),
which helped the reactor run more liquid-filled in the forward direction, and subse-
quently made it easy to empty cleaning solvent from the reactor at the end of the
campaign in the reverse direction. A picture of the reactor is shown in Fig. 2.4. The
reactor cost was $12,000 and was kept deliberately low so that it could be dedicated
to the process due to the inherent polymerization potential of the methyl methacry-
late. In fact, the first time this chemistry was scaled up to an 8 L PFR, the tubes
clogged with polymer and the reactor was discarded, which was not a significant
issue because the 8 L tube reactor only cost about $7000. Therefore, the intention
was to discard the 32 L reactor when no longer needed for this product because the
polymer would be difficult to clean.

Fig. 2.4 Pictures of (a)
32 L coiled tube PFR and
(b) constant temperature
heating bath for
submerging the reactor
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The continuous production campaign generated 178 kg of aldehyde product for
use in a GMP pilot plant campaign. This was an example of using continuous pro-
cessing to enable speed to early phase material delivery. It was safer to scale up the
process in flow because the gas supply was physically restricted, the reactor oper-
ated nearly completely liquid filled, and the reactor was smaller than batch for the
same daily throughput. The reactor had pulsating flow in the forward and reverse
direction. This was done to prevent solids clogging, because the catalyst precipi-
tated in the aldehyde product solution and because some of the methyl methacrylate
polymerized. Flow was forced to surge back and forth by about 1 m, which kept the
solids from accumulating in the tube. The pulsating flow was generated by repeated
reversal of pressure differential using sequenced automated block valves (Braden
et al. 2009). After continuous filtration, the precipitated solids were quantified.
It was found that the reaction product slurry was about 1% solids. The pulsating
flow also increased gas/liquid mixing. The high selectivity of the desired branched
to undesired linear aldehyde was evidence that gas/liquid mixing rate was high.
Small-scale batch autoclave experiments had previously proven that selectivity was
mixing sensitive. Figure 2.5 shows the high quality of product over the entire 320 h
continuous production run. Desired branched aldehyde was >99% for the majority
of the continuous run. The one low data point in Fig. 2.5, at 98.8% desired, resulted
when the 7 was deliberately reduced from 24 to 12 h for a day. The data in Fig. 2.5
was measured for samples taken after continuous fractional distillation. Area%
desired branched aldehyde averaged about 97% before distillation. This fully
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Fig. 2.5 Hydroformylation results for 320 h continuous production campaign in pulsating flow
tube reactor
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continuous synthetic route step consisted of continuous reaction, filtration, and mul-
tistage fractional distillation at 13 kg/day production rate, which was commercial
manufacturing scale for this material.

Product quality from the continuous process was superior when compared to the
batch option, which consisted of a TEMPO-catalyzed oxidation in methylene chlo-
ride solvent. The batch process generated 128 kg waste per 1 kg product. In con-
trast, the continuous process including purification by fractional distillation ran neat
in methyl methacrylate without additional solvent and only generated 0.8 kg waste
per kg product.

2.4 Vertical Pipes-in-Series PFR for Reductive Amination

A vertical pipes-in-series bubble flow reactor was designed and used for a two-
phase gas—liquid reaction. This type of PFR design was scalable to larger volumes
than the coiled tubes. A 360 L vertical pipes-in-series continuous reactor was used
for a reductive amination to make >2000 kg GMP intermediate in a manufacturing
plant (May et al. 2016). The reaction was run with dissolved [Ir(Cod)Cl], catalyst.
Reaction temperature was 20 °C, pressure was 50 bar, and mean reaction time z was
12 h. Throughput for this system was 100 kg per day of penultimate, and the process
ran nonstop for 24 days. Workup and isolation was done in batch 2000 gallon ves-
sels, as well as the feed solution preparation for the continuous reactor. The chem-
istry is shown below.

\
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N j’ THF, AcoH, H,0 CF,
H, (750 psi
CFa N 7 2( p ) N
+ I —
N CO,Me !
H “
Yco,Me

The high cost of homogeneous catalysts and ligands, as well as the need to
remove the metals from the product, drove the decision to a larger reactor and lon-
ger reaction 7 in favor of minimizing catalyst loading. Speeding up the reaction to
run with shorter 7 and smaller reactor volume was limited because of a difficult to
reject isomeric impurity that increased at higher temperatures. For these reasons,
the reactor was designed for long 7z and large volumes. Reagent gas and reagent
solutions flowed through the reactor co-currently, in the upward direction through
large diameter pipes and downward through small diameter tubing. A simplified
schematic of a vertical pipe gas—liquid PFR system is shown in Fig. 2.6.

The product solution and excess reagent gas flowed continuously out the end of
the reactor through a back pressure regulator and a vapor-liquid separator. A
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Fig. 2.6 Schematic diagram of a vertical pipes-in-series PFR system for two-phase reactions with
reagent gas

vapor-liquid separator was required to keep liquid product from misting or spraying
out the vapor vent when it depressurized. The gas residence time was much less than
liquid because the reagent gas was orders of magnitude less dense than the liquid
and therefore bubbled up through the liquid in the pipes. The reactor was temperature-
controlled by enclosing in a shell with heat transfer fluid (water). The construction
was similar to a large shell and tube heat exchanger; however, the main differences
compared to a standard heat exchanger were that the pipes were connected in series
not parallel, and the connecting tubes were of much smaller diameter than the pipes.
Connecting the pipes in series resulted in higher gas/liquid mass transfer rates
because it increased linear velocities through the tubing, for a given total mean resi-
dence time. It also decreased overall axial dispersion for the entire vessel, because
increasing number of pipes in series decreases overall axial dispersion number, as
described in the publication. (Johnson et al. 2016). The vertical down jumpers were
of smaller diameter than the upflow bubble pipes to allow the reactor to remain
about 98% liquid filled, increase gas/liquid mass transfer rates in the jumpers, and
eliminate surging. A picture of the bottom of the 360 L PFR used for GMP manu-
facturing is shown in Fig. 2.7.

The stainless steel reactor was constructed from 45 vertical pipes in series, each
3.7 m tall and 53 mm i.d., connected by down-jumper tubes with 4.6 mm i.d. At
least 15 vertical pipes-in-series are recommended for keeping the overall axial dis-
persion number small and the overall vapor-liquid mass transfer and heat transfer
rates high (Johnson et al. 2016) Other reactor designs such as falling film reactors
and microchannel reactors provide much higher gas—liquid mass transfer rates, but
mixing rates were sufficiently high such that the 12 h reaction was not mass transfer
rate limited. The 360 L reactor was designed to operate >98% liquid filled and about
7 bar overall pressure drop when operating at 12 h 7. Another chapter in this book
shows the start-up transition curve for this 360 L reactor in the manufacturing plant
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Fig. 2.7 Picture of a
bottom of pipes and
jumpers for a 360 L
vertical pipes-in-series
PFR for two-phase
reactions with reagent gas
used in GMP production

and numerically models the data, revealing that D/uL was 0.001. There were signifi-
cant safety and capital cost advantages for this continuous reaction compared to the
batch alternative. The main safety advantages were that the amount of hydrogen
vapor space in the reactor at any time was low (about 2% of reactor volume) and that
the reactor system was physically located outside of the building. The combination
of these two factors would significantly diminish the consequences of a reactor leak.
All hydrogen was outside the building at all times. Hydrogen supply cylinders were
outside, the reactor was outside, and the vapor-liquid separator and gas stripping
downstream from the reactor were outside. This is something that is feasible con-
tinuous but not batch. A batch hydrogenation autoclave must be inside because it is
regularly opened to charge reagents and catalyst, but a continuous PFR is always
sealed. An advantage of the vertical pipes-in-series instead of the coiled tubes was
that it was easier to inspect surfaces after cleaning. In addition, the vertical pipes-in-
series were scalable to larger reactor volumes than coiled tubes. For more details
please see the publication (May et al. 2016).

2.5 Superheated PFR in Steam Shell for Thermal
EE Deprotection

The thermal deprotection reaction shown in the following scheme was run in a ther-
mal tube reactor because of the high temperature and pressure requirements
(150-170 °C and 250-300 psig). These operating temperatures and pressures were
beyond the batch reactor capabilities in the chosen manufacturing facility. The reac-
tion thermolysed an ethoxyethyl (EE) protecting group from the starting material
(Frederick et al. 2015) (Scheme 2.1).

The first time this continuous reaction was run in manufacturing, a 12 L reactor
was used inside a steam shell, shown in Fig. 2.8. The Hastelloy reactor tube was
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Scheme 2.1 Thermal

deprotection of an N-Ethoxy Ethyl group achieved in a superheated PFR. (Reprinted with permis-
sion from Frederick et al. (2015). Copyright (2015) American Chemical Society)

Fig. 2.8 Pictures of (a)
12 L Hastelloy coiled tube
PFR, and (b) steam jacket
pipe for

temperature control

255 m long and 7.75 mm i.d. The reaction was run at 150 °C, 17 bar, and 100 min =
(120 min V/Q). It was run as a hybrid batch/flow process, where the workup and
isolation steps were run in 250 gallon batch vessels. Throughput in the continuous
reactor was 36 kg/day, and the GMP campaign produced 150 kg APIL.

The second time that this same thermal EE deprotection ran in a scaled-up cam-
paign, it was part of a multistep continuous process with reactions and separations
unit operations run continuously. The last four synthetic route steps of the process
were modified so that the entire process could run continuous in laboratory hoods.
The reactor was a 2.5 L PFR made from 53 m long, 7.75 mm i.d., Hastelloy C276
coiled tube, as shown in Fig. 2.9. It was used for the production of 20 kg APl in a
100 h non-GMP continuous run (Cole et al. 2019). This 2.5 L Hastelloy PFR only
cost $6800. It accomplished 8 kg/day throughput, which was commercial
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Fig. 2.9 Pictures of 2.5 L
Hastelloy coiled tube PFR
(a, b), and (¢) insulated
steam jacket pipe for
temperature control

manufacturing scale for this product. The reactor was so inexpensive that it was
considered dedicated and then disposable when no longer needed for this product.
Figure 2.9 shows that the coils were much smaller diameter than the 12 L PFR;
therefore, the reactor fit inside a 10 cm inside diameter 1.2 m tall steam heating
pipe. This reduced the cost and footprint of the steam heating shell as well com-
pared to the 12 L PFR. The smaller diameter steam shell had higher pressure rating
than the steam shell used for the 12 L PFR; therefore, it was possible to operate with
7.8 bar steam pressure on the shell side and consequently increase reaction tempera-
ture to 170 °C. Experiments verified that there was not significant hydrolysis of the
amide bond at this temperature. Reaction pressure was 22 bar to maintain liquid
phase in the PFR, and mean residence time (7) was 29 min. Amide feed solution was
heated to 30 °C to maintain solubility; therefore, the feed solution was pumped from
a heated vessel through heat-traced tubing and a heated dual syringe pump. For
more information, please see the publications, especially supporting information for
the Cole et al. publication (Frederick et al. 2015; Cole et al. 2019). The heat transfer
to and from the reactor is much better for steam jacketing than for a forced convec-
tion oven like the one shown in the imidazole cyclization example.

Another benefit of the smaller radius coils was that it reduced the overall axial
dispersion number compared to tubular PFRs with larger radius bends. The pushout
F-curve was measured with an on-line refractive index probe during the switch from
product to solvent at the end of the production time. The F-curve and axial disper-
sion model fit are shown in Fig. 2.10. Once again, flow was laminar; nevertheless,
the axial dispersion number D/uL was only 0.00075.

The third time that this same thermal EE deprotection was conducted in a scaled-
up campaign, it was part of a multistep continuous process with reactions and sepa-
rations unit operations in a 183 kg GMP production campaign (Reizman et al.
2019). The PFR was 7.2 L, made of 7.75 mm i.d. coiled tubing heated in a forced
convection oven, very similar to the PFR described previously for the imidazole
cyclization reaction. The geometry of both reactors was almost identical, but the
PFR used for the thermal EE deprotection was Hastelloy C276 rather than 316L
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Fig. 2.10 Pushout F-curve and axial dispersion model fit for thermal deprotection in coiled
tube PFR

stainless steel. The deprotection reaction was run at 170 °C temperature, 25 bar
backpressure, and 40 min 7. The reaction was complete in about 25 min, but excess
residence time was used to provide margin for throughput changes. For more
detailed information please see the publication (Reizman et al. 2019). Two counter-
current heat exchangers in series were used to simultaneously preheat the reagent
feed solution entering the PFR and cool the product solution exiting the PFR. In
other words, the feed solution cooled reaction product, while product solution
heated the reagent feed by flowing in opposite directions through tube in tube heat
exchangers. This type of heat integration demonstrates an energy efficiency advan-
tage of a continuous process. In batch, a reaction is typically heated by plant utilities
at the start of a reaction, then held at constant temperature for a designated reaction
time, and finally cooled by plant utilities at the end of reaction. In contrast, the con-
tinuous PFR process with steady-state countercurrent heat exchange accomplishes
about half the PFR heating and cooling requirements at no utility cost, thus lowering
the environmental footprint.

2.6 CSTRs-in-Series for Schotten-Baumann with Two
Liquid Phases

Continuous stirred tank reactors (CSTRs) in series were used for a Schotten-
Baumann reaction that produced a cytotoxic API. The chemistry is shown in the
following scheme. Operating temperature was 65 °C, and 7 was 1 h in each CSTR
(3 h total 7).
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Fig. 2.11 Schematic diagram of CSTRs-in-series reactor system for heterogeneous continuous
reactions

Fig. 2.12 Picture of three

12 L CSTRs-in-series used
for a continuous Schotten-

Baumann reaction

The reaction required 45 min to reach 99% conversion batch. The two-phase
liquid-liquid mixture in the reactor required fast mixing to minimize an amidine
impurity (White et al. 2012). A PFR was not a practical option for this chemistry
because of the requirement for fast liquid-liquid mixing over long z, but CSTRs in
series were capable. Additionally, CO, was evolved during the reaction. This intro-
duced a third phase, which was easily tolerated in the CSTRs without impacting z.
A simplified schematic of a reactor system with CSTRs-in-series is shown in
Fig. 2.11. Three feeds continuously pumped into the first CSTR, and the two-phase
mixture was pumped continuously to the subsequent CSTRs, maintaining constant
liquid levels.

A photograph of the three CSTRs-in-series reactor system used for 5 kg/day
production of 20 kg cytotoxic API is shown in Fig. 2.12. Each stirred tank was a
12 L glass reactor, which was commercial production scale for this product. These
reactors were very inexpensive, only about $500 each, and they were disposable at
the end of the API production campaign. Cross-contamination potential of one
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cytotoxic compound in another from the reactor is not possible when the reactor is
dedicated to only a single cytotoxic product.

One of the main advantages of continuous instead of batch for this process was
containment of the cytotoxic API in fume hoods. Reaction, extraction, solvent
exchange, and crystallization were all run in fully continuous, inexpensive, porta-
ble, disposable equipment, dedicated to a single API, removing cross-contamination
potential with other APIs.

Given that the batch reaction was 45 min to reach 99% conversion, calculations
can be made to estimate what residence time is required in CSTRs to achieve the
same conversion. Assuming a pseudo first-order reaction, the rate constant for a
45 min batch reaction can be calculated using Eq. 2.1:

C

AF =e—kt (21)

Ao

a

If the reaction was first order, then C,/Cy, = 0.01 and ¢ = 45 min corresponds to
rate constant k = 0.1/min.

The design equation for three equal-sized CSTRs-in-series for irreversible first-
order reaction is given in Eq. 2.2 (Levenspiel 1962):

G (1) (2.2)
C,, \l+kr '

Calculating for 99% conversion Ca/Cy, = 0.01 and rate constant £ = 0.1/min, 7 is
calculated to be 36 min.

With three CSTRs-in-series, 7 is 36 min in each CSTR, and thus 7 = 108 min total
in all three. This is about 2.4 times longer than batch or ideal PFR to achieve 99%
conversion, but the reactors are still much smaller than batch because they are able
to produce continuously. At steady-state operation, the first CSTR in series ran at
88% conversion of the sulfonamide starting material, the second at 98% conversion,
and the third at 99% conversion. Thus, there was 88% conversion in CSTR1, 83%
conversion of the remaining unreacted starting material in CSTR2, and 50% conver-
sion of the remaining unreacted starting material in CSTR3. These would all be the
same, for example 88% conversion of remaining SM in each CSTR, if the kinetics
were really simple first order. This is evidence that the reaction was more complex;
nevertheless three CSTRs in series each with 1 h 7 achieved the goal of 99% conver-
sion. For more information please see the publication (White et al. 2012).

As the number of CSTRs-in-series increases, the behavior of conversion versus
time approaches that of an ideal PFR. This is shown by the simulated RTD trends in
Fig. 2.13. Here, C is concentration at time ¢, C;is final concentration of non-reacting
tracer at steady state. At time = 0, a step change is made from O to C; entering the
first reactor in the numerical simulation. The squares represent the F-curve response
to a step change in feed for three equal-sized CSTRs in series. The circles represent
an F-curve response to a step change for 100 equal-sized CSTRs in series, and the
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Fig. 2.14 Total z in CSTRs in series as a function of number of CSTRs-in-series

dotted line represents an F-curve response to a step change for a plug flow with
dispersion reactor having axial dispersion number D/uL = 0.005.

In most situations, three CSTRs-in-series is a practical number, and more than
three in series gives diminishing returns regarding performance versus the complex-
ity and cost of additional equipment.

Figure 2.14 shows the diminishing returns for increasing number of CSTRs in
series for a reaction with 0.1/min first-order rate constant.

Compared to a single CSTR, using three CSTRs in series drastically reduces the
overall total reactor residence time required to achieve a given target % conversion
of reagents to products, if the reaction has positive order; however, total time to the
same target conversion is still less in batch or ideal PFR. For example, consider an
elementary first-order reaction. If the reaction is 99% converted in 1 min batch, then
elementary first-order rate constant is 4.56/min. in a single CSTR this same reaction
would reach 99% conversion in 21 minutes mean residence time, and it would reach
99% conversion in 2.4 munites mean residence time in 3CSTRs in series (0.8 min
in each of the three CSTRs). If the elementary first-order reaction is 99% converted
in 30 min batch, then first-order rate constant is 0.152/min. in a single CSTR this
same reaction would reach 99% conversion in 650 minutes mean residence time,
and it would reach 99% conversion in 72 minutes mean residence time in 3CSTRs
in series (24 min in each of the three CSTRs). The comparison is summarized in
Table 2.1. The simple calculations were done using the Eq. 2.1 and Eq. 2.2 for batch
and CSTR reactors.
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Table 2.1 Hypothetical calculations for reaction conversion time as a function of rate constant
and reactor type for an elementary first-order reaction

k (1/min) 7 (min) C/C, batch or PFR c/C,, 1 CSTR C/C,, 3 CSTRs-in-series
4.56 1 0.01 0.18 0.06

4.56 21 <0.0000 0.01 <0.0001

4.56 24 <0.0000 0.08 0.01

0.152 30 0.01 0.18 0.06

0.152 650 <0.0001 0.01 <0.0001

0.152 72 <0.0001 0.08 0.01

2.7 Intermittent Flow Stirred Tank Reactor for Suzuki
Cross-Coupling with Two Liquid Phases

An intermittent flow stirred tank reactor was used as an alternative to CSTRs-in-
series for the Suzuki—Miyaura cross-coupling chemistry shown in the scheme below
(dtbpf = 1,1’-Bis(di-tert-butylphosphino)ferrocene]) (Cole et al. 2016).

OEt
ot —
Br F —
o N-N  PdCl,[dtbpf] (0.5 mol%) N F
. X)) BuiNBr, THF water, K5PO, o
~N NO, B. v
\ 00 N

N—-‘ \
DN =

Reaction conditions were 64 °C temperature, 25 min reaction time, and 0.5 mol%
catalyst. The reactor had three individual feeds from three automated intermittent
flow feed pumps. The organic feed solution contained 7 wt% indazole, 6 wt%
boronic ester, and 0.3 wt% TBABr in THF solvent. The aqueous feed solution con-
tained 20 wt% K3PO4 in water. The catalyst feed solution contained 4 wt%
PdCI2[dtbpf] in dichloromethane solvent. The resulting two-phase liquid-liquid
reaction mixture required high agitation because the reaction rate was mixing sensi-
tive. A stirred tank reactor was used rather than a PFR because mixing rate is inde-
pendent of reaction residence time in a stirred tank, while mixing rate is a function
of linear velocity in a PFR with static mixing elements. Reaction time batch was
about 20 min and the reaction rate was positive order, therefore a truly continuous
single CSTR would not be suitable for full conversion in a reasonable time. A resi-
dence time (7) of 44 h would have been required to reach 99.9% conversion in true
CSTR, while only 20 min was required to reach 99.9% conversion in this intermit-
tent flow stirred tank reactor. CSTRs-in-series were considered, but the single inter-
mittent flow reactor was selected because it was better for catalyst performance and
impurity profile to do a controlled addition of catalyst solution. For more informa-
tion please see the publications (Cole et al. 2016, 2019).
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b

Fig. 2.15 Pictures of (a) the 6 L stirred tank that was used for an intermittent flow reactor, and (b)
the coiled tube heat exchangers to warm the reagent solutions to 60 °C before they entered
the reactor

Fig. 2.16 Temperature
versus time trend plot for a
2 h segment of the 4-day
continuous production
campaign with intermittent
stirred tank reactor

2 25 3 3.5 4
time (hours)

Figure 2.15 shows a picture of the 6 L stirred tank that was used for a 100 h con-
tinuous run to make 22 kg of product. The reactor operated in automated fill-empty
mode. It filled quickly, held at reaction conditions for 20 min, and then emptied
quickly, in a repeating fashion.

The reactor was inexpensive ($2600), so that it could be dedicated to this product
and disposed when no longer needed for this API intermediate. Furthermore, this
6 L reactor with 3 L preheat coils was about 1/2 commercial scale for this low
volume API.

Figure 2.16 shows the temperature profile inside the reactor for 2 h of the con-
tinuous campaign, and illustrates the reproducibility of the system.

This reactor was very productive. It turned over automatically about 45 times per
day. The nonproductive reaction time for filling and emptying was brief. The
reagents entered the reactor at 60 °C because they flowed through heat exchangers
on the way into the reactor. Heat of reaction increased temperature up to 66 °C in
8 min. The reaction occurred at about 64—-65 °C for about 18 more minutes. The
sharp drop-off in temperature seen for each cycle in Fig. 2.16 was due to the reactor
being rapidly emptied, just prior to refilling automatically. The cycle was fully auto-
mated and very repeatable. The heat exchangers were inexpensive perfluoroalkoxy
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(PFA) coiled tubes submerged in a constant temperature water bath, shown in
Fig.2.15b. The organic and aqueous feeds each flowed through 1.95 L heat exchange
tubes that were 6.37 mm i.d. and 61 m long. The coils were large enough to hold the
feed volume for the next reaction iteration; therefore, the materials had 32 min heat-
up time in the coils. These PFA preheat tubes added about $2000 to the cost. It is
possible to design shell and tube heat exchangers with much higher surface area to
volume ratio, and higher heat transfer coefficients on both the process side and shell
side, but higher heat transfer rates were not needed for this process given the 32 min
heat-up time in the coiled tubes

This was not a truly continuous process, but it operated continuously, and it inte-
grated well with an otherwise fully continuous process in laboratory fume hoods.
The first stirred tank in a continuous mixer-settler extraction downstream served as
surge capacity for the intermittent flow, as the liquid level in the mixer oscillated up
and down each reaction cycle. In automated fill-empty mode, an intermittent flow
stirred tank reactor like this can be operated with either controlled addition of one
reagent to the other or co-addition of reagents. The choice depends on what is best
for impurity profile at the end of reaction. The pumps are automated by the control
system, and the user decides the order of reagent addition, the rate of reagent addi-
tion, and the total reaction time. This is something that is not possible in truly con-
tinuous PFRs or CSTRs.

Intermittent flow stirred tank reactors are also used for heterogeneous reactions
with solid/liquid/gas at elevated pressure like hydrogenations (Cole et al. 2017a).
They are not truly continuous, but they have a large number of reactor volume turn-
overs per day and integrate well with otherwise continuous multistep processes.

2.8 CSTRs-in-Series for Barbier Grignard, Quench,
and Neutralization to Minimize Racemization

A Barbier Grignard formation and coupling, along with quench and neutralization,
were run fully continuous in CSTRs-in-series in order to minimize racemization of
an unstable tetrahedral intermediate, shown in the following scheme (Kopach et al.
2012; Braden et al. 2017). Racemization was minimized by reducing the time to
quench with HOAc and time to neutralize with Na,CO;. The product was stable
after neutralization.

O
O

7 H i Mg, DIBAL-H, | H
ﬁj [ij)LN/\ g, -H, 1, o OMgCl| 1) AcOH, H,0 [Oj)‘\G
+ N ’
o l}l k/o 2-MeTHF, THF [ (0]
Bn

. L0 |2 Na:COs H0 N

| Bn
Bn

Figure 2.17 shows a picture of the CSTR train used for the 5 kg/day production
in laboratory fume hoods.
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Fig. 2.17 Picture of 2 L
CSTRs in series used for
continuous Barbier
Grignard, quench, and
neutralization (the third
vessel from the left was not
used). (Reprinted with
permission from Braden
et al. (2017). Copyright
2017 American Chemical
Society)
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Fig. 2.18 ee versus time for neutralized reaction product solution from continuous Barbier
Grignard, quench, and neutralization. (Reprinted with permission from Braden et al. (2017).
Copyright 2017 American Chemical Society)

The reason why a CSTR was used for the Grignard reaction, instead of a PFR,
was because of the solid Mg reagent. Mg was sequestered in the CSTR by an inter-
nal settling pipe. Liquid continuously flowed into and out of the CSTR, but the solid
Mg remained until it was used up. Mg solids were intermittently manually charged
to the CSTR once every 4-8 h. The freshly added Mg was initiated by the stirring
Grignard mixture. Any Mg fines that escaped the internal settling pipe were caught
in a downstream Mg solids trap and returned to the CSTR. Figure 2.18 shows the
high ee maintained for the entire 75 h continuous run, which averaged >99%.
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In batch scale-up, the best that was typically achieved was about 98% ee after neu-
tralization, and it was inconsistent batch to batch. Chrial purity was maintained
more reliably in the CSTRs because time prior to quench and neutralization was
minimized. Batch crystallization of this intermediate achieved ee greater than 99%.
However, continuous processing afforded the opportunity to eliminate the crystal-
lization and telescope directly into the next synthetic route step.

Furthermore, this Grignard formation reaction had runaway potential because it
was highly exothermic and difficult to initiate. Operating batch mode in 100 L
equipment would have provided about the same overall throughput as the 2 L con-
tinuous reactor. Thus, continuous reactor volume was 50 times smaller than batch
reactor volume for the same overall throughput, which was a significant safety
advantage of the continuous process. Another safety advantage of the continuous
reaction versus batch is that much less excess Mg required quenching at the end.
Quenching activated Mg generates hydrogen gas; therefore, the quantity of hydro-
gen gas generated from the continuous process was less than batch. For more infor-
mation please see the publications (Kopach et al. 2012; Braden et al. 2017).
Calculation of real-time energy balance for a Grignard formation reaction is given
in a different book chapter (Johnson et al. 2019).

2.9 Low-Pressure Disposable Coiled Tube PFR for Highly
Potent Compound

A nucleophilic aromatic substitution reaction (SyAr) coupling a pyrazine and a pyr-
azole is shown in the following scheme (Cole et al. 2017b):

—N
NH, ~ DMSO, N-ethylmorpholine HN‘( -
/4/—\< N R 85 °C, 3 hour V/Q \f
. N
AN T g
H Cl N

N
R™ >N
H

The reaction was run continuously in a 2.9 L PFR, which was constructed from
91 m 6.38 mm i.d. PFA tubing, coiled to fit inside a cylindrical constant temperature
bath that was about 0.5 m diameter. Liquid flow was in the bottom and out the top
of the horizontally coiled tube so that it would operate liquid filled. The continuous
reaction process produced >20 kg API during a 200 h GMP production campaign
(Cole et al. 2017b). Two feed solutions were pumped into the reactor and mixed in
a simple Tee mixer and tubing section with 1.6 mm i.d. The first feed solution was
20.4% pyrazole and 8.3% N-Ethylmorpholine in DMSO solvent, and the second
feed solution was 16.8% pyrazine in DMSO solvent. N-Ethylmorpholine was
selected as the base partly because of its solubility in the reaction solvent. Flow
rates for the two feed solutions were 10.2 ml/min and 5.4 ml/min, respectively, pro-
viding about 2.9 kg/day of the pyrazole product after continuous crystallization.
Reaction temperature was 70 °C and 7 was 180 min. The reaction was actually done
in about 120 min, but product was stable to end of reaction conditions for the extra
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hour, which provided some margin in favor of full conversion. The SyAr coupling
reaction could have run well batch and yielded the same result. Because temperature
was only 70 °C and solvent was DMSO, the reaction operated at atmospheric pres-
sure, therefore it did not have any of the extreme pressure/temperature conditions
that would normally drive the decision to use a continuous reactor. However, a con-
tinuous reactor option was selected in this case because this chemical transforma-
tion fell in the middle of an otherwise fully continuous process in laboratory fume
hoods. There were several advantages to running the entire process continuously at
small scale, as described in the publication. Fume hoods provided extra contain-
ment for the cytotoxic compound, a hydrazine reaction was run more safely and
efficiently in a PFR, countercurrent multistage extraction removed excess hydrazine
while minimizing product loss to an aqueous phase, and two isolations were elimi-
nated in the continuous process compared to batch. The product was highly potent
and had a low projected annual demand, therefore the 2.9 L PFR was sufficiently
large for commercial manufacturing scale. The reactor tube itself only cost $1371.
It was designed to be disposable at the end of an API production campaign. As
stated in a previous example, cross-contamination potential of one cytotoxic com-
pound in another from the reactor is not possible if the reactor is dedicated to only
a single cytotoxic product. A picture of the reactor and the constant temperature
heating bath is shown in Fig. 2.19.

In this case, the reactor did not need to be designed for exceptional heat transfer
properties. Calculated heat-up time to 70 °C required about 300 s (Fig. 2.20). That
is not very fast heat-up time for a PFR, but since it was a 2 h reaction in a reactor
with 3 h 7, the 5 min heat-up time was negligible. An array of microreactors with
higher surface area to unit volume ratio could give a much faster heat-up time, but
it was not needed for this chemistry, and it was more valuable to keep the reactor
inexpensive and disposable because of the cytotoxic product.

Fig. 2.19 Pictures of (a) disposable coiled tube low-pressure PFR for highly potent compound,
and (b) constant temperature water bath for submerging the PFR
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Fig. 2.20 Simulated heat-up time for SNAr reaction in 2.9 L PFA coiled tube reactor

2.10 Understanding the Real Reaction Temperature
in a PFR

It is often difficult to measure in-process temperature at the desired location inside the
PFR, for example, at the “hot spot.” Furthermore, it is usually not feasible to measure
temperature at all points along the length of a PFR. If heat transfer is happening, then
process temperature is not the same as jacket temperature, therefore it is important to
understand the limitations. Packed catalyst bed reactors are particularly challenging
because it is difficult to install thermocouples in the middle, heat transfer surface area
to volume ratio (A/V) is usually low because of larger diameters, and it is difficult to
remove heat from the “hot spot” because of low mixing in the radial direction. Highly
exothermic reactions are also challenging because of hot spots. Microreactors are
known for exceptional heat transfer, maintaining isothermal reactions and minimiz-
ing hot spots, because of the <1 mm, and often <0.1 mm, characteristic dimension
(Fogler 2010). However, not all PFRs have high heat transfer coefficients, for exam-
ple, a coiled tube PFR heated inside a forced-convection oven. Scaled-up PFRs may
not have such high A/V for heat transfer. Because it is not possible to measure real
in-process temperature at all points along the length of the PFR, this is best modeled
numerically. Numerical calculations require reaction energetics and kinetics, fluid
physical properties, reactor A/V, and measured heat transfer coefficients.

The temperature profile along a reactor affects both reaction rate and fluid resi-
dence time. As the temperature of process fluids within a reactor changes, the
reaction rate will change. Changing reaction rate will change the rate at which
heat is consumed or evolved by the reaction, which will in turn affect the fluid and
reactor temperature. These thermal effects due to the reaction are coupled to the
heat exchanged between the process fluid, the reactor, and the environment. This
non-isothermal operation is captured by an energy balance around the tubular
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reactor. Fogler (2010) expressed the energy balance of a non-isothermal tubular
reactor as Eq. 2.3, which is integrated along the length of the reactor to give the
temperature profile.

dT — rA (T)Aern (T)—U(l (T _7-;1) (23)
av. 2FC

reactor i p;

where

is the change in temperature of the process fluids in a segment of the
reactor

reactor; r4(7) is the reaction rate of species A at temperature T; AH,,,(7) is the heat
of reaction at temperature 7; U is the overall heat transfer coefficient between the
heating media, the reactor, and the process fluids; a is the surface area per unit vol-
ume of the reactor; 7 is the temperature of the process fluids; 7, is the temperature
of the heating or cooling media; and e F,C, is the heat capacity of all species
within the reactor, weighted according to composition.

In addition to affecting reaction rate, temperature changes increase or decrease
fluid residence time within a reactor due to thermal expansion or contraction of the
process fluids. As a fluid is heated, it will generally expand, creating a larger volu-
metric flow rate within the reactor and decreasing residence time. Conversely, for a
cooled fluid, the residence time within a tubular reactor will increase. Thermal
expansion is described by Eq. 2.4 (Bridgman 1914).

OV, 1
fluid — ﬁ (2 4)
5T P Vﬂuid
where 5[;“ is the change in fluid volume with temperature at constant pres-

P

sure, Vi,q 18 the volume of the fluid, and f is the coefficient of volumetric thermal

expansion. In order to completely model a non-isothermal tubular reactor, the ther-
mal effects on reaction rate and residence time must be solved simultaneously with
a material balance. This gives a system of first-order nonlinear differential
equations.

Some parameters within this model such as flow rates and jacket temperature set
points are generally known. Other parameters used in this model require prior
experimentation or can be estimated from calculations. For example, the overall
heat transfer coefficient for the tubular reactor can be experimentally characterized,
or it can be predicted using Nusselt number correlations for internal and external
flows (Bergman et al. 2011). Thermal expansion coefficients have been experimen-
tally measured for numerous fluids (Riddick et al. 1986; Lide and Kehiaian 1994).
The heat of reaction for a molecule can be experimentally measured or it can be
estimated via Hess” Law (Fogler 2010). Finally, the reaction kinetics and activation
energies must be experimentally determined for each reaction.

This approach was used to model a homogeneous, cryogenic lithiation in a tubu-
lar reactor. The model was a custom Euler method solution in MATLAB® that
solved Egs. 1 and 2 along with a differential mass balance.
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Euler method solution in MATLAB:

2rrU(T,,, —T )+AH_ 1, A
AT: — r ( ext z)+ rxnrA,» Cross ALI., VA :f(Tl) (1)
mC, ‘
i+l =Tr +AT:
AL, = AL, |:1+B(Tref _TI):| (@)

Material balance:
[A].,, =[A] +r, A

The cryogenic lithiation reaction was also run experimentally. The reaction was
mixing rate limited and performed within a helical ribbon static mixer. This allowed
for temperature measurement only at the inlet and outlet of a 22.9 cm long, 3.2 mm
inside diameter (i.d.) static mix tube. The reactor feeds flowed through cooling heat
exchangers, combined in a mixing tee, and then flowed through the static mixer. As
the feeds rapidly mixed, the heat of reaction created a hot spot within the static
mixer, accelerating the reaction rate. The temperature of this hotspot increased until
the heat generated by the reaction at that point in the reactor is matched by the heat
removed by the cryogenic bath. This hot spot, however, was not physically measur-
able. The thermocouples immediately before and after the static mixing tube
reported —76 °C and —74 °C, respectively, at steady state. These temperatures cor-
roborate the model results depicted in Fig. 2.21. However, the model results indicate

Steady State Thermal Tube Reactor Temperature Profile
-62 T T T T T T T

Temperature (C)

3 4 5 6 7 8
Reactor Length (m)

Fig. 2.21 Steady-state temperature profile along the length of a tubular reactor for a homoge-
neous, cryogenic lithiation reaction, calculated by numerical model using MATLAB®
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that the reactor hot spot, where the reaction temperature was about —63 °C, was not
monitored by the thermocouples because it was not physically possible to put a tee
with thermocouple at this length. This underlines the importance of temperature
profile modeling in understanding actual reaction temperature and illustrates the
inaccuracy of reporting a single reaction temperature at the inlet and outlet of the
static mixing section.

Nevertheless, temperature must be measured at a specific location in the GMP
manufacturing plant. In this example, the best practical choice may be to insert in-
process thermocouples into a Tee right after the reagents first mix, understanding
that this does not necessarily match the reaction hot spot.

The best practical measurement choice for GMP temperature measurement
may be different for different types of PFRs. If the PFR is a shell and tube heat
exchanger with live steam condensing on the shell side, then steam temperature
on the shell side may be the best indicator of reaction temperature. In fact, if con-
densate is not building up and if steam is actively condensing on all surfaces of the
reactor, then steam pressure may be the best indicator of reaction temperature. If
the PFR is a packed catalyst bed reactor, and if adiabatic temperature rise is
known, then it may be best to preheat the feed solutions to desired reaction tem-
perature minus adiabatic heat rise and let the heat of reaction bring the process
temperature up to target value. In this scenario, the packed bed reactor would be
insulated so that would operate adiabatically. This technique minimizes the tem-
perature gradient radially. If insulation is efficient, then the wall temperature will
be close to the temperature in the middle of the packed bed. Thus, temperature
measurement at the wall may be sufficient for an adiabatic packed catalyst bed
reactor. In cGMP processing, a clear temperature measurement point will need to
be defined, and manufacturing will need to prove they maintained a temperature
in a range to satisfy a proven acceptable range target. Whatever was measured in
the lab during development should be the starting point for what is measured in
the plant.
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Chapter 3

Understanding Residence Time, Residence
Time Distribution, and Impact of Surge
Vessels

Check for
updates

Martin D. Johnson, Scott A. May, Jennifer Mc Clary Groh, Luke P. Webster,
Vaidyaraman Shankarraman, Richard D. Spencer, Carla Vanesa Luciani,
Christopher S. Polster, and Timothy Braden

Abstract Axial dispersion and residence time distribution (RTD) have significant
process implications in the design of continuous processes. Low dispersion is better
for minimizing time for complete reaction and minimizing deviation boundaries.
High dispersion is better for dampening out process fluctuations or disturbances. In
typical processes with surge vessels, axial dispersion may not have a significant
impact in lot genealogy. Axial dispersion number (D/uL) and mean residence time
(7) can be calculated by fitting the analytical solution to axial dispersion model to
experimental F-curve transition data. Numerical modeling tools can be used to
quantify the dampening of disturbances (e.g., mass flow oscillations) by axial dis-
persion and reactor configuration. The analysis herein includes plug flow reactors
(PFRs) with different values for axial dispersion number, and continuous stirred
tank reactor (CSTR) followed by PFRs in series. For reactor design, RTD for actual
product and reagents can be much different than RTD for bulk solvent flow, and
therefore it must be measured experimentally for the actual substrate to quantify it
precisely. Numerical predictions of RTD based on Peclet number can be highly
inaccurate predictors of axial dispersion for larger PFRs, even for bulk flow sol-
vents. 7 in PFRs must be corrected for thermal expansion. For lot genealogy, surge
vessels can be the major contributors to overall RTD spread. Surge vessels decouple
operations, simplify automation, reduce the need for redundancy, allow for interme-
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diate quality assessment, dampen out process disturbances, and help eliminate start-
up and shutdown transition waste. Numerical modeling tools can be used to quantify
overall RTD for a fully continuous process with multiple unit operations linked in
series, predicting how disturbances are dampened out downstream and determining
lot genealogy.

Keywords Residence time - Residence time distribution - Continuous processing -
Drug substance

Abbreviations
CSTR Continuous stirred tank reactor
Dor D .  Dispersion coefficient
D/ul Axial dispersion number
id. Inside diameter
L Characteristic length
MSMPR  Mixed-suspension mixed-product removal
PAT Process analytical technology
PFDR Plug flow with dispersion reactor
PFR Plug flow reactor
RI Refractive index
RTD Residence time distribution
SM Starting material

Average velocity within the tube
T Mean residence time

3.1 Residence Time Distribution in PFRs Is a Consequence
of Axial Dispersion

Axial dispersion occurs in laminar flow PFRs due to both diffusion and advection.
Velocity profile is parabolic, a phenomenon that was first characterized by Taylor
(Taylor 1953). In his investigation, Taylor made injections of a soluble tracer into a
flowing stream and measured the dispersion of the tracer downstream. Taylor quan-
tified and reported this dispersion via the vessel dispersion number, in the following
equation, which accounts for the dispersive effects of both advection and diffusion.
Vessel Dispersion Number = D ./ul, where D . is the dispersion coefficient, u is
the average velocity within the tube, and L is the characteristic length. Levenspiel
applied vessel dispersion number (D ./uL and hereafter simply called D/uL) to
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Velocity profile if laminar or turbulent mixing
Geometric factor including L/d and curvature
V/L flow ratio if 2-phase flow

Static mix elements or static mixing in fittings
Interaction of the solute with the walls

) =

Parabolic velocity profile in the tube if laminar flow.

tracer
input

Fig. 3.1 C-curve illustrating a nonreactive pulse tracer spreading in concentration as it flows along
the length of a PFR

nonideal continuous reactors (Levenspiel 1962). There are many literature sources
on this topic (Levenspiel 1962, 1979; Fogler 1999; Weber Jr and DiGiano 1996;
Aris 1956; Taylor 1953, 1954a, b). A perfect plug flow reactor would have a D/
uL =0, while a perfect continuous stirred tank reactor would have D/ul. — oo0. Using
the guidance of Levenspiel, D/uL = 0.025 represents an intermediate amount of
dispersion, while D/uL = 0.002 represents a low amount of dispersion (Levenspiel
1962). Figure 3.1 illustrates how a nonreactive pulse tracer spreads in concentration
by forward mixing and back mixing as it flows along the length of a PFR. This is
known as the Dankwerts C-curve (Danckwerts 1954).

Furthermore, plotting C/C, versus t/r after a step change in nonreactive tracer
flowing into a tube produces an s-shaped curve, where C is nonreactive tracer con-
centration at exit and Cj is tracer concentration at the inlet. Dankwerts defined this
as the F-curve (Danckwerts 1954). It is mathematically equal to the integral of the
Dankwerts “C-curve,” which is the C/C, response curve to a pulse injection of non-
reactive tracer. The C-curve and the F-curve are functions of D/uL mathematically;
therefore, either may be used to calculate D/uL. C-curves and F-curves for different
values of D/uL are shown in Fig. 3.2.
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Flow tube
Flow in ( ) O? Flow out
Injection of Detection of
non-reactive tracer non-reactive tracer

“C-curve” is pulse response measured by PAT at tube exit over time.
Exact mathematical C-curves for D/uL = 0.001, D/uL= 0.01

pulse injection

concentration of tracer concentration D/uL =0.001
of non-reactive of non-reactive
tracer tracer
D/uL =0.01
T 1 T f ‘ ‘
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mean residence time time after pulse injection at time 0

“F-curve” is step response measured by PAT at tube exit over time.
Exact mathematical F-curves for D/uL = 0.001, D/uL = 0.01.

step injection D/uL = 0.001
of tracer ’
concentration concentration

of non-reactive of non-reactive D/uL =0.01
tracer tracer
T \ ; J ‘
-tau 0 tau 0 t=tau t=2tau
mean residence time time after step injection at time 0

Fig. 3.2 C-curves and F-curves for different values of D/uL

3.2 Advantages and Disadvantages of Low Axial Dispersion

Lower axial dispersion is better for minimizing time to full conversion in PFRs for
positive order reactions, minimizing lot-to-lot carryover, time to steady state, time for
recovery after a process upset, and theoretical amount of material diverted as a result
of a process upset. On the other hand, higher axial dispersion is better for dampening
out oscillations and disturbances, which can help to prevent out-of-spec material in
the first place. One approach is to design for the narrowest possible residence time
distribution (RTD) in the entire system so that the amount of material diverted to
waste is minimized in the event of a process disturbance. Another approach is to
design for broad RTD so that the same disturbance may not lead to any nonconform-
ing material, thus eliminating the need to divert any material. Both approaches are
valid. The best design depends on the control strategy for each given product.

3.3 Quantifying Axial Dispersion in Plug Flow
Tube Reactors

Using the plug flow with dispersion reactor (PFDR) model, D/uL is calculated by
fitting experimental F-curve data to the basic differential equation representing dis-
persion, which is shown in the following equation (Levenspiel 1962):
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ac_(pyoc_ac
00 \uL)o7 0z
where D/uL = vessel dispersion number

C = concentration
0 = dimensionless time (#/7), where 7 is mean residence time
Z = dimensionless reactor length (x/L)

The equation is numerically solved for D/uL and 6. For instance, A BOC de-
protection reaction was run in a 12 L coiled tube gas/liquid PFR (Cole et al. 2017).
The start-up transition curve during the GMP manufacturing of prexasertib was
measured in the plant by on-line refractive index (RI) probe. The following calcula-
tions illustrate why a PFR is superior to CSTRs-in-series for achieving narrow
RTD. The dispersion model was fit to the experimental data to determine D/uL
(Fig. 3.3). Calculations were done using a simple Excel® spreadsheet using the
C-curve analytical solution given for nonreactive tracer in Levenspiel (Levenspiel
1962), and integrating over time.

1.2
O relative concentration from RI probe

theoretical dispersion model fit for
D/ulL=0.004

o o
o o

relative concentration, C/Co
o
o

1.2 1.3

t/7

Fig. 3.3 Experimental F-curve reactor start-up data and dispersion model fit for the investigated
BOC-deprotection reaction. C, is the concentration entering the reactor when the reagent starts
feeding at time = O; therefore, at the new steady state C/C, = 1
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Fig. 3.4 Experimental F-curve reactor start-up data and CSTRs-in-series model fit

This analytical solution applies only for small extents of dispersion, D/uL < 0.01.
The spreadsheet analysis determined that D/uL = 0.004. Practically speaking, this
means that reactor effluent concentration was 99% of full strength after 1.2 reactor
volume turnovers during start-up transition.

The same experimental F-curve data was also fit to the CSTRs-in-series reactor
model. Process fluid volume in each theoretical CSTR unit is total reactor volume
divided by the number of CSTRs. The E-curve represents the spread of nonreactive
tracer as it moves along the reactor. The E-curve of CSTRs-in-series is mathemati-
cally equal to (Weber Jr and DiGiano 1996):

“0-olt)

where n equals number of CSTRs-in-series of equal 7.
The F-curve can be generated because it is the time integral of the E-curve:

The model was fit to the data, to solve for n (Fig. 3.4). Calculations were done
using a simple Excel® spreadsheet.

The model fit revealed that the RTD was the equivalent of 130 CSTRs-in-series,
which is clearly not practical.

As the axial dispersion goes down, the equivalent number of CSTRs-in-series
goes up. This can be seen in Fig. 3.5. A single CSTR has infinite axial dispersion.
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Fig. 3.5 RTD as a function of number of CSTRs-in-series. C, is the concentration entering the
reactor when the step change occurs at time = 0; therefore, at the new steady state C/C, = 1

The single CSTR has RTD with exponential decay of starting concentration after a
step change in feed composition (C/Co = exp(—t/r)). With only three CSTRs-in-
series, the RTD starts looking more like an F-curve. With 130 CSTRs-in-series,
RTD is about the same as PFDR with axial dispersion number 0.004, as described
above. A perfect plug flow reactor (D/uL = 0) corresponds to an infinite number of
CSTRs-in-series of infinitesimally small volume.

3.4 Quantifying Impact of Axial Dispersion
on Reactor Performance

As axial dispersion increases, so does the time required for desired reaction conver-
sion. Fractional conversion of reactant A, as it passes through a tubular reactor, is
governed by axial dispersion, advection, reaction rate constant (k), and reaction
order (n), as shown in the following dimensionless form of the steady-state material
balance equation for component A. (Levenspiel 1962)

D d’X, dX, . . dX
— - +ktCiH(1-X,) =—2=0
ul d7?  dz w0 (1-X,) dt

where X, = Fractional conversion

C,o = Initial concentration
z = Fraction of total reactor length (/L)

Steady state means that the differential change in concentration with time equals
zero in the material balance equation. Thus, the dX,/dt term on the right-hand side



58 M. D. Johnson et al.

is zero. The first term represents flux of A in and out of the differential volume by
dispersion; the second term represents flux of A in and out by bulk flow; and the
third term represents change in concentration of A by reaction. The material balance
equation was solved analytically for first-order reaction (Levenspiel 1962).

&=1—X _ 4ae(%%j

A aul

5 (1ray i) _(1_ap d 37

a= 1+4kr(%L)

where kt = reaction Damkohler Number.

This is an analytical solution for a simplified scenario. For more complex math-
ematical scenarios, a more sophisticated numerical modeling tool like gPROMS can
be utilized, as described elsewhere (Johnson et al. 2019).

Alternatively, a tubular reactor can be modeled as CSTRs-in-series. The reactor
design equation for first-order irreversible reaction in equal-sized CSTRs-in-series
is (Levenspiel 1962)

a

C,. 1

CA() (1 +kt )n

where C,, = concentration of reagent A in the nth CSTR-in-series.
n = number of CSTRs-in-series.

Both of these reactor models were used to calculate conversion versus time
curves for a first-order reaction with reaction rate constant k = 1.2/h in the 12 L PFR
from the previous example (D/uL = 0.004 or 130 CSTRs-in-series). The ideal PFR
model was included for comparison, as shown in the next equation.

C —kt

A,

Ao

The results are shown in Fig. 3.6. Time in the reactor is the same as distance
along the length of the reactor. The calculations were done with a simple Excel®
spreadsheet because they used analytical solutions to the design equations. These
curves practically lay on top of each other; therefore, there is not a significant con-
version versus time difference between ideal PFR versus a tube reactor with disper-
sion number 0.004. This means that the 12 L reactor can be modeled as ideal plug
flow with minimal error in conversion versus time prediction, because axial disper-
sion is sufficiently low.
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Fig. 3.6 Numerical models of conversion versus time (distance) for reaction in the 12 L. PFR
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Fig. 3.7 Numerical models of conversion versus time (distance) for reaction in the 12 L PFR

Figure 3.7 shows the same plot but zoomed in on the end of reaction. Conversion
versus time (distance) is slightly slower for a reactor with axial dispersion than for
an ideal PFR. Model predictions show that this reaction would reach 99.17% con-
version in an ideal PFR after 4 h, 99.10% in a PFDR with D/uL = 0.004 after 4 h,
and 99.10% in 130 equal volume CSTRs-in-series after 4 h total time equally
divided between the small CSTRs-in-series. For practical purposes, the reactor can
be modeled as an ideal PFR when axial dispersion is this low.
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3.5 Axial Dispersion in PFRs Dampens Out
Flow Disturbances

Axial dispersion is not necessarily considered a negative reactor attribute. Higher
axial dispersion is better for dampening out flow fluctuations, disruptions, or pulsa-
tions. A hypothetical example is used to illustrate this concept. The hypothetical
catalytic reaction has the form

L

mol - s

A+B—>C+B k=0.99

where A is the substrate, B is the catalyst and C is the product. Suppose that the
kinetics are such that 95% conversion of A is achieved in a PFR with inlet concen-
tration of A at 1 M, 1% B (mole/mole relative to A at inlet) and residence time 7 of
5 min. The PFR has separate feeds for substrate A and catalyst B. If catalyst solution
flow rate oscillates, then concentration of catalyst entering the reactor oscillates up
and down. Since B is a catalyst and used in small amounts relative to substrate, this
will not significantly impact the residence time in the PFR.
The governing equation for PFR with dispersion is shown in the equation

oc. oc. ( p\&c,
L= — |+
ot 0z ul ) 0z !

where

e zis dimensionless length along reactor (fraction of reactor length L),
* c;is the concentration of species j at length z along the reactor

e — is the dispersion number

. /j‘{s the rate of reaction of species j, which in this example is

r, =—kc,c,, 1, =0, 1. =kc,c,
Initial condition is based on starting with no reactants in the reactor
¢,(1=0,2)=0
e tis dimensionless time (time divided by 7)

Boundary conditions impose flux balance at the inlet and outlet of the reactor
(t) is the concentration at inlet to PFR and has the fluctuations for species B:

in

¢

e () =c, (12 =0)-( 2] (na=0)

Z
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For a scenario where a CSTR precedes the PFR, cj," (t) to PFR is the outlet concen-
tration from CSTR, which is obtained by solving the following set of equations
for CSTR:

where

o c_’;.” (t) is the inlet concentration to CSTR (which has the fluctuations for B)
* ¢;is the concentration of species j in CSTR
* r1;is the rate of reaction of species j

The simulation is implemented as starting the reactor with no reactants, only
solvent. Reactants A and B flow into the reactor without any fluctuation for twice the
residence time (to reach steady state in the absence of fluctuations). Then, a fluctua-
tion in concentration of B is imposed. The impact of fluctuations is based on a 5 min
snapshot closer to six 7 (when all the initial transient phase has passed). This model
was implemented in gPROMS Model Builder 4.0.0 (Process Systems Enterprise
1997); the graphs depicting the impact of fluctuations were created using ggplot2
(Wickham 2009).

In this example, the oscillation in concentration of B is represented using a sinu-
soidal function oscillating between 0 and two times inlet concentration of B with a
frequency of 1 min, as shown in Fig. 3.8. This is a realistic scenario for a pulsating
feed pump if the flow rate and pump frequency are low.

A Y A A
] L

1.0

0.5

Scaled Intet concentration (B)

I
L
A O A YA RV A AV AV AV AV A

0 1 2 3 4 5 6 7 8 9 10
Time (min)

Fig. 3.8 Fluctuation in inlet concentration of B (scaled relative to steady-state concentration);
sinusoid with frequency of 1 min
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Fig. 3.9 The impact of dispersion number and reactor configuration, on dampening out process
fluctuations

The impact of this fluctuation on the fraction A remaining at different residence
times along the reactor is shown in Fig. 3.9 for three scenarios:

(a) PFR with dispersion number of 0.01 and residence time of 5 min.

(b) PFR with dispersion number of 0.001 (closer to plug flow) and residence time
of 5 min.

(c) CSTR with a residence time of 2 min followed by a PFR (dispersion number of
0.001) with residence time of 5 min.

The steady-state conversion is different at different lengths (z) along the reactor,
and there is a time shift of fluctuations along the reactor. Therefore, Fig. 3.9 lists the
fluctuations as deviations from steady-state conversion to make the y-axis compara-
ble. Likewise, the time axis at different reactor lengths is appropriately shifted to
make the x-axis comparable. Figure 3.9a shows that at D/uL = 0.01, there is not
much of an impact of inlet fluctuations even halfway through the reactor (2.5 min
residence time). With a PFR closer to plug flow (D/uL = 0.001, Fig. 3.9b), the impact
of inlet fluctuations dampens out more slowly (notice the higher amplitudes at differ-
ent residence times in Fig. 3.9b versus Fig. 3.9a). However, one way to dampen out
inlet fluctuations when a PFR is closer to ideal plug flow is to include a CSTR with
a small residence time prior to the PFR. Figure 3.9¢ shows a scenario where a 2 min
residence time CSTR is introduced prior to the PFR. The introduction of the CSTR
has a remarkable impact of dampening out fluctuations (Fig. 3.9c versus Fig. 3.9a, b)
compared to a stand-alone PFR (with D/uL of 0.01 or 0.001). The reason for this is
because the 2 min residence time CSTR considerably dampens out the concentration
fluctuation in catalyst solution B which feeds into the PFR (shown in Fig. 3.10).

Understanding how axial dispersion dampens out fluctuations in feed mass flow
rates helps us to select the appropriate time averaging for the mass flow measure-
ment. In the above example, oscillations with 1 min frequency are dampened out in
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Fig. 3.10 The 2 min 7 CSTR dampens out the concentration fluctuation in reagent B

a reactor system composed of a CSTR with 2 min 7 in series with a PFR with 5 min
7. Therefore, it is appropriate to use 1 min time averaging on the measurement of
mass flow rate of catalyst solution B pump. Subsequently, the standard deviation of
pumping rate, which is used to set sigma values for pumping capabilities, can be
based on the 1 min time averaged mass flow data from a flow meter, rather than
instantaneous mass flow data. In other words, if two feeds mix in this CSTR, then
the instantaneous mass flow rate can pulsate as long as the rolling average mass flow
rate for 1 min is accurate. However, if the PFR is not preceded by a CSTR, then the
appropriate time period for averaging the mass flow rate measurement is less.

3.6 Importance of High L/d When Scaling Up in the Laminar
Flow Regime

If flow in a tubular reactor is in the laminar regime with Reynolds number (Re) in
the range 0.1-2000, then D/uL increases when Re increases, assuming the reactor
has fixed length to diameter ratio (L/d). It may seem counterintuitive, but this rela-
tionship of D/uL and Re has been known and published in the literature and text-
books for many years, and it is shown graphically in Fig. 3.11 (Levenspiel 1962).
Axial dispersion was tested in seven coiled tube reactors ranging in size from
about 700 ml to 8 L. The testing was done by making a step change from 100% THF
to a 60%/40% (v/v) THF/toluene mixture flowing into the tube and monitoring the
concentration of toluene in the reactor effluent by on-line Raman probe. (May et al.
2012) Data is shown in Table 3.1. A typical goal is to achieve D/uL < 0.01 in a
PFR. Looking at the three smallest reactors (632—776 ml), it is clear that axial dis-
persion number increases as L/d decreases. The same is true for the medium-sized
reactors (2.0-2.2 L) and the larger-sized reactors (7.1-8.7 L), especially in the
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Fig. 3.11 Taylor and Aris correlations for dispersion intensity versus Reynolds number

Table 3.1 Axial dispersion versus tubular reactor size, L/d, and Re

\%4 Inner d | L/d (length to
(ml) | (mm) inner d ratio) D/uL (at 7 =90 min) D/uL (at T =5 min)
632-776 mL 682 |2.02 105,813 0.0003 (Re = 134) 0.0005 (Re = 2420)
776 |4.57 10,336 0.0013 (Re = 67) 0.0039 (Re = 1215)
632 |6.38 3106 0.0047 (Re = 40) 0.0049 (Re =710)
2.0-22L 2003 |4.57 26,684 0.0016 (Re = 174) 0.0025 (Re = 3136)
2185 |9.55 3194 0.0091 (Re =91) 0.0031 (Re = 1637)
7.1-8.7L 7140 |7.75 19,553 0.0008 (Re = 367) 0.0002 (Re = 6598)
8726 | 15.7 2845 0.0385 (Re =220) 0.0019 (Re = 3967)

laminar flow regime (z = 90 min). Consider the three reactors with L/d about 3000
(3106, 3194, 2845). In these three examples, L/d about 3000 is sufficiently high for
the 632 ml reactor with 6.38 mm inside diameter (i.d.), since D/uL is less than 0.01
at both the high and the low flow rates. It is acceptable for the 2.2 L reactor with
9.55 mm i.d., but D/uL is 0.009 in the lower flow rate scenario. However, dispersion
results for L/d about 3000 are not acceptable for the 8.7 L reactor with 15.7 mm i.d.,
because axial dispersion number is 0.0385 for the lower flow rate scenario. As
expected, the data shows that higher L/d is required to maintain low axial dispersion
when the reactor is scaled up to larger i.d., and still in the laminar flow regime. On
the other hand, the same 8.7 L reactor with 15.7 mm i.d. has very low axial disper-
sion (D/uL is 0.0019) when flow rate is increased enough so that flow is in the tur-
bulent regime (Re =3967). The key takeaway is that one must be especially cautious
with large reactors, large i.d., long residence times, operating in the laminar flow
regime, because this can result in high axial dispersion. Another key takeaway is
that you cannot scale up a tubular reactor by keeping L/d constant, if flow is laminar.
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3.7 Calculated Peclet Number Does Not Correlate Well
with Measured Axial Dispersion

The Peclet number does not correlate well with measured axial dispersion for tub-
ing with high I/d and diameter greater than about 1 mm in the laminar flow regime.
This is an important fact, because it describes the situation for most of the continu-
ous flow tube reactors that have run in GMP production at Eli Lilly (please see the
first seven entries in Table 1 in another chapter in this book) (Johnson et al. 2020).
Due to notation, the vessel dispersion number appears to be identical to the inverse
of the Peclet number. This is a common misunderstanding. The Peclet number is
given by the equation:

Pe, =uL/D,

where Pe; is the Peclet number, the ratio of convective to diffusive transport; u is the
average flow velocity; L is the characteristic length; and D,, is the mass diffusion
coefficient.

However, it should be noted that the dispersion coefficient (D, also called D
earlier in this chapter) used in the vessel dispersion number is several orders of
magnitude larger than a mass diffusion coefficient (D,,). In order to reconcile this
larger dispersion coefficient with traditionally measured mass diffusion, Taylor pro-
posed the correction given by the following equation:

1
D, =D(1+19—2P82)

where Pe, is the Peclet number using the tubing diameter as characteristic length for
the vessel.

Use of this correlation would allow for prediction of a vessel dispersion number
from a mass diffusion coefficient, reactor dimensions, and flow rate. In order to
confirm the performance of Taylor’s correction, it was compared to vessel disper-
sion numbers fit by least squares regression to experimental transition data.

Experimentally measured vessel dispersion numbers have been presented for
tubular reactors of several scales. See Table 10 in the publication on thermal imid-
azole cyclizations in coiled tubes (May et al. 2012). In the discussion that follows,
the experimentally measured axial dispersion numbers listed in Table 10 of the pub-
lication were compared to the Taylor-corrected Peclet number correlation and the
noncorrected inverse Peclet number based on molecular diffusion. The Taylor-
corrected inverse Peclet numbers agreed well with the experimental dispersion
numbers provided the tubing i.d. was less than 1 mm. In cases where the reactor i.d.
was >1 mm, the correlation matched experimental data poorly. Table 3.2 shows the
cases with <1 mm i.d. tubing, where agreement was found. This would also be the
case for most micro-reactors, because characteristic dimension of micro reactors is
<1 mm. The full data set, highlighting lack of correlation in larger diameter tubing
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Table 3.2 Vessel dispersion numbers fit to experimental data, compared to vessel dispersion
numbers predicted by Taylor’s correction for micro-reactors in highly laminar regimes

id L Vessel dispersion experimental Taylor predicted
mm m 7 =90 min 7 =90 min
0.56 7.14 0.0003 0.0003
0.56 9.97 0.0002 0.0003
0.56 18.4 0.0004 0.0003
0.56 83.6 0.0002 0.0003
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Fig. 3.12 Relationship between the inverse Peclet number and measured Axial dispersion. The top
left shows data for 90 min 7 and the bottom left shows a local view near the origin. The top right
shows data for 5 min 7 (where Re < 1000) and the bottom right shows a local view near the origin

and at shorter residence times, is displayed in Figs. 3.12 and 3.13. If the correlation
between 1/Pe; and D/uL was strong, then each of the plots in the figures would be a
straight line with slope = 1. It is clear from the data in the figures that the correlation
was poor.

Except for micro-reactors, the agreement between calculated prediction and
experimental measurements was poor. A particular case will be highlighted here; a
7.1 L reactor, which was used for a thermal imidazole cyclization reaction in a
c¢GMP API manufacturing campaign (May et al. 2012). The reactor was 7.75 mm
i.d. and 151 m long. In this study, the experimental data for V/Q = 90 min was fit by
least squares regression to give a vessel dispersion number of 0.0008, which
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corresponds to a low degree of axial dispersion. When using a diffusion coefficient,
the inverse Peclet number is 2:1071°. This small inverse Peclet number corresponds
to near ideal plug flow. However, it is different than measured D/uL value by more
than 5 orders of magnitude. Using Taylor’s correction, the predicted vessel disper-
sion number is 0.06, which corresponds to a high amount of axial dispersion. In
order to obtain a stream of 99.9% concentration at reactor start-up, these three ves-
sel dispersion numbers would require 1.12, 1.00, and 2.03 volume turnovers, respec-
tively. This is significant because each reactor volume turnover is almost 1.5 h. The
experimental data and least squares fit are plotted along with the ideal plug flow
predicted by the inverse Peclet number and the nonideal flow predicted by the Taylor
correction in Fig. 3.14. It should be noted that the assumptions made in the
Danckwerts’ boundary conditions, which are used to analytically solve the disper-
sion model, collapse at dispersion numbers larger than 0.01. Therefore, the Taylor
predicted F-curve shown is modeled as 14 ideal CSTRs-in-series to give a similar
number of system turnovers for 99.9% of the transition as the predicted vessel dis-
persion number

Other methods, in addition to those presented here, exist for predicting axial
dispersion (Edwards and Richardson 1970; Lemoullec et al. 2008). However, no
single approach has fully captured all of the chemical, flow, and reactor effects that
lead to the phenomenon of axial dispersion. In order to fully characterize a tubular
reactor, its residence time distribution, and the impact of axial dispersion on



68 M. D. Johnson et al.

Predicted vs. Experimental Axial Dispersion
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Fig. 3.14 Measured, predicted, and model fits to F-curves for a plug flow reactor, showing how
poor the Peclet number predictions match reality for a 7.75 mm i.d. PFR in the laminar flow regime

reaction conversion, the best approach may be to fit vessel dispersion number to
experimental data, measured after a step change or pulse change using representa-
tive process fluids and the actual substrate.

3.8 Quantifying D/ul. with Solvents and Nonreactive Tracers
Is Not Always Representative of D/uL for the Real
Substrate in the Real Process

Start-up transition during the actual production campaign is one of the best oppor-
tunities to accurately quantify axial dispersion. The PFR is initially filled with sol-
vent before the start of production. At time zero, reagents begin flowing into the
PFR. Sampling or PAT analysis determines product concentration versus time at the
reactor outlet for the first 1.5-2 reactor volume turnovers, thus generating the
F-curve data points. The F-curve data points are fit numerically to the theoretical
dispersion model to quantify the real dispersion number for the real product mole-
cule. A consequence of this methodology is that axial dispersion quantification does
not occur during equipment qualification. Quantifying dispersion number with sol-
vents and nonreactive tracers during equipment qualification is still informative, but
it will not necessarily be representative of the real substrate in the real process.
This fact was exemplified in a GMP continuous production campaign to manu-
facture prexasertib (Cole et al. 2017). A SNAr reaction was run in a 2.9 L coiled
tube reactor at 70 °C temperature and 3 h mean residence time 7. The PFR was made
with 91.5 m long 6.35 mm i.d. perfluoroalkoxy (PFA) tubing. First, nonreactive
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solvents were used for F-curve measurements, switching from MeTHF to xylenes.
The time to steady state was 3.3 h, and axial dispersion number was 0.0005.
However, when the F-curve was subsequently measured for the actual pyrazole
reaction product in DMSO during the start-up transition of the real process, the time
to steady state was 4.8 h and the real axial dispersion number was 0.012. Mean resi-
dence time was about 3 h for both the solvent test and the actual reaction process,
therefore the target 3 h reaction time was achieved. Data for the 2 F-curves is shown
in Fig. 3.15. The nonideality can be seen in Fig. 3.16, which shows the same data
mathematically converted to C-curve transitions. By definition, the F-curve is the
integral of the C-curve. Therefore, the trends in Fig. 3.16 were generated by plotting
the derivative of the F-curve data shown in Fig. 3.15. The C-curve for xylenes is
normally distributed around the mean, but the C-curve for reaction product in
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Fig. 3.15 F-curve transitions showing that RTD for reaction product is different than for solvent-
only testing in this example
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Fig. 3.16 C-curve transitions showing that RTD for reaction product is different than for solvent-
only testing in this example
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DMSO is not normally distributed. This is seen in the highly nonsymmetric C-curve
in Fig. 3.16. The important message from this example is that measuring RTD with
a nonreactive tracer is not always representative of the RTD of the actual product in
the actual reaction mixture.

3.9 7 Versus V/Q and the Impact of Thermal Expansion

7 is defined as mean residence time. It depends on thermal expansion of the fluid in
the reactor. A common mistake is to divide the volume of liquid in the reactor (V)
by volumetric pumping rate at ambient temperature (Q) and declare that it equals
reaction time. This is usually not correct. Reaction time must be corrected for ther-
mal expansion of the fluid in the reactor. Comparing reaction time batch to reaction
time flow necessitates quantification of 7, the real mean residence time, and not
V/Q. Likewise, measuring reaction kinetics in a flow reactor necessitates quantifica-
tion of 7. However, 7 is not always known and it is not always easily measured. V/Q,
on the other hand, should always be known, and it is a more practical value to list in
the manufacturing instructions. Q is the flow rate set points for the pumps, which is
measured by mass flow meters and known densities, and reactor volume V should
be known. Therefore, a best practice is to report both z and V/Q together. For exam-
ple, consider a thermal deprotection that ran in a PFR at 270 °C and 9.4 min = (May
et al. 2012). The solvent was THF, which has significant thermal expansion at reac-
tion temperature 270 °C. Reaction volume was 4.51 mL, and volumetric pumping
rate at room temperature was 0.284 mL/min; therefore, V/Q was 15.9 min. Suppose
the researchers really intended to achieve 15.9 min reaction time, so they set the
pump flow rate to 0.284 mL/min. The problem is that the actual reaction time would
only be 9.4 min, which is only 59% of the desired 7. For this reason, good practice
is to describe the reaction as follows: “V/Q = 15.9 min and 7 = 9.4 min because of
thermal expansion.” The severe thermal expansion can be seen in Fig. 3.17. In this

0.8
¢ 20°C

0.6 m 210°C
o A 270°C
o 0.4
) D/(uL) 0.0011
0.2 == D/(uL) 0.0005
------ D/(uL) 0.0006

time (minutes)

Fig. 3.17 F-curve transition curves showing the impact of thermal expansion on z. (Reprinted
with permission from May et al. (2012). Copyright (2012) American Chemical Society)
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example, density at 270 °C is 0.53 g/mL and density at 210 °C is 0.69 g/mL, com-
pared to 0.896 g/mL at 20 °C. For the same pumping rate, at 20 °C reactor tempera-
ture 7 = 15.9 min, at 210 °C the thermal expansion of the liquid phase results in
7= 12.2 min, and at 270 °C 7 = 9.4 min, with all else held constant except reactor
temperature. The real 7 for a continuous reaction like this with significant thermal
expansion is best measured during start-up transition by measure the experimen-
tal F-curve

3.10 Overall RTD Contributors and Dampen Out
Process Disturbances

While understanding the RTD of single unit operations is invaluable for equipment
design, it is also necessary to understand the RTD of the complete process since it
will determine how disturbances propagate, batch genealogy, and diversion strategy.
Figure 3.18 illustrates a train consisting of a series of reactions and purification
steps that operate continuously to produce a pharmaceutical active ingredient.
Starting material 1 undergoes a protection reaction in PFR1, followed by a solvent
exchange. The resulting protected intermediate is pumped to a surge can (dual surge
can 1). As the amount of accumulated material in the surge vessel reaches the
desired level, the dual surge can is discharged continuously to feed a series of two
CSTRs (CSTR1 and CSTR2) and a coupling reaction (PFR2). The protected cou-
pled material leaving PFR2 is quenched in CSTR3 and deprotected in CSTR4. The
crude active ingredient is initially accumulated in a second surge vessel (dual surge
can 2) until the desired level is reached. Then, the final purification step is fed. The
resulting active ingredient is purified through a series of liquid-liquid extractions
and the active pharmaceutical ingredient is accumulated in drums waiting for a final
continuous crystallization step. In order to understand the potential dynamic
response of the aforementioned train to disturbances, a mathematical model was
built to describe the system overall RTD (gPROMs Model Builder). Table 3.3 lists
the main RTD characteristics parameters of the pieces of equipment in the train
listed above.

PRRZ

— Suwge (drums)

Fig. 3.18 Investigated continuous train
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Table 3.3 Residence time distribution characteristic parameters for the investigated train

Dispersion Mean residence | Operation
Unit operation number time (h) mode
PFR1 0.001 1.5 Continuous
Surge CSTR 00 2.0° Intermittent
Solvent exchanger NA 3.0 Intermittent
Dual surge cans 1 NA 25.0 Fill-Empty
CSTRI1 o0 3.0 Continuous
CSTR2 o0 0.5 Continuous
PFR2 0.001 1.5 Continuous
CSTR3 o0 0.5 Continuous
CSTR4 o0 0.5 Continuous
Dual surge cans 2 NA 7.0° Fill-Empty
PFR3 0.001 0.3 Continuous
Liquid/liquid extractions in stirred o0 1.0 Continuous
tanks
Surge drums NA 16.0¢ Accumulation

*Equipment operates intermittently, and the residence time represents the time worth of material
accumulated under standard operating conditions

"Dual surge cans operate in a fill-empty schedule and the residence time represents the time worth
of material accumulated under standard operating conditions

°Surge drums operate in a fill-mode and the residence time represents the time worth of material
accumulated the time the drum is replaced

Figure 3.19 exemplifies the propagation of a pulse-shaped disturbance (virtual
tracer) with a duration of 1 h and a magnitude of 10 wt.% occurring at outlet of
PFR1 (Fig. 3.19, inset). A few observations can be made:

e The average residence time of the train, determined by the material entering
surge drums, is around 2 days. Long average residence times are a typical feature
of drug substance continuous processes that have implications not only on PAT
location and frequency, but also on start-up and shutdown strategies. Long resi-
dence times and low concentrations required not as frequent but highly sensitive
analytical techniques. Due to long start-up and shutdown processes, unintended
stoppages of the complete train are to be avoided. This is one of the main purposes
of intermediate surge vessels that allow for decoupling of individual process sec-
tions. More details on the use of surge vessels can be found in the next section.

e While the severity of the simulated disturbance is high at its source (PFR1), its
magnitude reduces three orders of magnitude at the point the tracer is accumulated
in a drum. The dampening continues as the disturbance moves across the train,
reaching the final drum with a maximum concentration of 0.025 wt.%.

e The shape of the RTD is primarily determined by the cycles of the surge cans due
to the large amount of material accumulated in those vessels compared to the
overall amount of material accumulated in the train.

Figure 3.20 shows the simulated composition of surge drums. The impact of the
simulated disturbance can be seen in drums 3, 4, and 5, with only traces of the tracer
observed in drums 2 and 6. This type of simulation is extremely useful to map the
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Fig. 3.19 Dynamic response to a pulse input at the outlet of PFR1 at = 1.5 h, duration = 1 h,
magnitude = 10 wt.%
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Fig. 3.20 Local composition of surge drums (line) and final drum concentration of tracer (symbol)
impact of magnitude/duration of disturbances as well as the need to divert poten-

tially nonconforming material before it reaches the drum, but it can also be used to
determine batch genealogy of complex processes/schedules. Intermediate surge
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Fig. 3.21 Impact of dual surge can volume and PFR axial dispersion on overall RTD (drum input
concentration)

vessels are designed to accommodate process needs. In case of stoppages or reduced
flow rate upstream, the amount of material in the surge vessel will reduce over time.
Stoppages or process slow-downs downstream will increase the amount of material
accumulated in the surge vessel. Figure 3.21 shows the significant impact on the
final RTD of reducing the volume accumulated in dual surge can 1. It also shows the
negligible impact on overall RTD of changing all PFR dispersion numbers 1 order
of magnitude. Axial dispersion number 0.01 versus 0.001 may be important for
conversion versus distance in the reactor, but in this example it is not important for
overall RTD and lot genealogy determinations.

3.11 Advantages and Disadvantages of Surge
and Stock Vessels

In an efficient continuous plant, parallel stock vessels are used between reagent
solution makeup tanks and the continuous reactor. These serve as reagent solution
feed tanks. They are often used in parallel so that the off-line stock tank can be filled
while the on-line stock tank feeds the continuous process, and they switch back and
forth each time one becomes completely empty. Solid reagents are first dissolved
into solvents in temperature-controlled, agitated vessels, and then the solutions are
transferred to the simpler stock tanks that feed directly into the continuous reactors.
This way, the agitated vessel is free to make more solutions, so no flow interruptions
occur. The agitated vessels that make up feed solutions are generally more complex
and more expensive because they have contained solids charge ports, agitation, and
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heating/cooling capability. In contrast, the stock tanks may only need to hold homo-
geneous solutions at room temperature under slight positive pressure (e.g., 1 barg).
The solutions are typically filtered while they are pushed or pumped from the solu-
tion makeup tank to the feed stock tank. It is operationally simplest if the stock tank
contents are homogeneous solutions at room temperature with at least 1-week
stability.

Furthermore, two or three parallel surge vessels between unit operations through-
out the continuous train offer many advantages in a GMP manufacturing
environment:

Decoupling the unit operations.

Simplifying operational logistics.

Simplifying start-up and shutdown transitions.

Simplifying automation and control.

Allowing brief stoppages of individual unit operations for troubleshooting or
scheduled cleanouts of crystallizers or slurry reactors.

6. Reducing the need for in-line redundancy of things like on-line process analyti-
cal technology (PAT).

7. Providing distinct points where the quality of the material can be assessed and
forward processed or diverted (three surge vessels in parallel facilitates off-line
analytical).

8. Dampening out process disturbances and facilitating conservative calculations
of acceptable magnitude and duration of disturbances.

9. Eliminating start-up and shutdown transition waste in some circumstances.

10. Simplifying investigation of the impact of procedural deviations.

Nk L=

Decoupling the unit operations means that one unit operation can be stopped for
troubleshooting without needing to stop upstream or downstream reactors or sepa-
rations unit operations. Operational logistics are simplified and number of operating
staff required is reduced during troubleshooting events if the surge vessels are stra-
tegically used. The sections of the continuous processing train that are running well
can be left alone while troubleshooting a single unit operation. Start-up and shut-
down transitions are easier and simpler because the entire continuous train does not
need to be started at the same time. The first reactor or the first section of the flow
train is started and the product solution flows into surge vessels. After this section of
the flow train is lined out at steady state and after a surge vessel is partially filled,
the operations staff can move on to start up the next unit operation(s) in series in the
flow train. This also facilitates planned start times of each section of the flow train,
so that the same small group of experts can start each section but get some sleep
between sections. If multiple synthetic route steps are started in series, then a sam-
ple from the surge vessel can be taken to the lab to run the use test for the next step
before the downstream sections of the continuous train are started up. More fre-
quent switching back and forth between parallel surge vessels minimizes the amount
of material at risk, but increases the analytical frequency and decreases dampening
of process disturbances. Higher frequency switching also increases the operator
activity, unless the switching back and forth between surge vessels is automated.
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Automating the back and forth switching of parallel surge vessels is strongly recom-
mended because it also is better for minimizing heel volume. Minimizing the heels
when switching back and forth greatly reduces overall RTD for the process train and
reduces deviation boundaries. If the contents are homogeneous solutions at room
temperature, then the surge vessels can be located a distance away from the reactors
and separations unit operations in a “tank farm” area.

Should a particular pair of parallel surge vessels be operated close to full capac-
ity or at low capacity? If it is more likely that the upstream sections of the train will
have problems and need to be shut down periodically, then the surge vessels should
be operating at relatively high capacity, so that downstream sections of the continu-
ous train will be able to continue to run when upstream is shut down. On the other
hand, if it is more likely that the downstream sections of the train will have prob-
lems and need to be shut down periodically, then the surge vessels should be operat-
ing at relatively low capacity, so that upstream sections of the continuous train will
be able to continue to run while downstream is temporarily shut down. If neither,
then 50% of full capacity is a good choice, so that there is equal decoupling in both
upstream and downstream directions.

Furthermore, if it is a high priority to keep a particular section of the process train
running without shutdown, then the fill level strategy will be slightly different. For
example, if continuous reactions in series have an unstable intermediate, then it will
be best to minimize the potential for shutdown of that section. Upstream and down-
stream sections of the continuous processing train may be more suitable for stable
hold. If this is the case, then parallel surge vessels upstream from that section should
be operated at higher fill levels, while parallel surge vessels downstream from that
section should be operated at lower fill levels.

If one section of the flow train between surge vessels needs to “catch up” because
it was temporarily shut down, then the other sections can be deliberately slowed
down, for example, 80% of normal flow rates, to allow the volumes in surge vessels
to be restored to original target operating levels. Therefore it is desirable to design
operating ranges into the continuous process so that it is not a problem to temporar-
ily increase mean residence time in each reactor or separations unit operation. The
overall benefit is that the rest of the process train can continue uninterrupted if one
unit operation goes down for maintenance, and subsequently the surge vessels can
be rebalanced afterward. This is especially important for fully continuous multistep
processes with a large number of continuous unit operations. It is also desirable to
design the process with stable holds in as much of the flow train as possible.

Automation and control can be much simpler when sections of the flow train are
decoupled via surge vessels. Otherwise, multiple levels of automation loops may be
required. In this case, a stoppage of one unit operation would impact control of the
adjacent continuous unit operations. If the unit operations are decoupled, then each
section of the continuous system can be automated individually without the need for
nested control loops, and it is easier to troubleshoot individual reactors or separa-
tions unit operations of the system without impacting the other reaction steps. This
is especially beneficial the first time a new continuous process will run in
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manufacturing, before “working out the bugs.” Once a continuous process is well
established and the entire flow train is functioning properly, some of the parallel
surge vessels can be removed, the process can operate with less decoupling, and the
nested control loops and more complex control programs applied. Decoupling with
surge vessels is like starting a new continuous process with “training wheels” until
all the reactions and separations unit operations are proven and reliable.

In addition, surge vessels allow for scheduled cleanouts of crystallizers or slurry
reactors, which are prone to encrustation over time. For example, you may want to
pause continuous crystallization 12 h for cleanout once every 200 h, and then con-
tinue running, without stopping the rest of the flow train.

The need for in-line redundancy of things like on-line PAT is reduced if you use
surge vessels. For instance, what if there is no surge in the continuous train, the
process relies on PAT, and the PAT stops working? Backup on-line PAT is one option
to allow the process to continue to run without stopping. Alternatively, samples can
be taken manually from a downstream surge vessel for off-line analysis in the event
that the on-line PAT fails. This is a business decision because it puts more material
at risk, but does not force a shutdown in the event that the PAT is temporarily not
working.

Quality is an important driver for the use of surge vessels. These surge vessels
simplify the process and offer distinct points where the quality of the material can
be assessed. If surge vessels are used in parallel and switch back and forth, then they
also make it more feasible to divert off-spec material in the event that it is needed,
because the material can be diverted from the surge vessel before flowing down-
stream. On the one hand, it is less likely that any material would need to be diverted
as a result of a small process disturbance, because the surge vessels provide a buffer
against brief fluctuations. On the other hand, if an entire surge vessel full of material
does need to be diverted to waste, then it may be a larger amount of material at risk
versus not having surge capacity in the system.

There are many disadvantages to surge vessels as well. They increase process
footprint, increase amount of material in the process at any one time and therefore
increase the quantity of material at risk at any time, broaden RTD, and therefore
expand deviation boundaries, and require a larger number of pumps for the overall
process train, because another pumping system is typically needed after each surge.
When a process becomes more mature, eliminating the surge vessels is a natural
goal. However, it can be invaluable to incorporate them into a new unproven con-
tinuous process train in GMP manufacturing.

3.12 Single Surge Vessel Versus Two or Three in Parallel

Option 1 If you have two parallel surge vessels, then one is filling from the
upstream process while the other is emptying to the downstream process. The switch
is made when one of the cans empties. For example, suppose the process flow is
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100 L per day, the surge vessels are each 100 L, and the strategy is to operate with
equal upstream and downstream decoupling. The vessels will operate at a level so
that they switch back and forth once every 12 h, and there is a total of 50 L material
in both surge vessels combined. In this example, there is up to 12 h of available
decoupling in both the upstream and downstream directions. If there is a change so
that the vessels are switching back and forth more frequently than once every 12 h,
this means that upstream throughput is falling behind or has stopped for a time. If
they are switching back and forth less frequently than 12 h, this means that down-
stream throughput is falling behind or has stopped for a time. Throughput adjust-
ments can be made to rebalance surge vessel operating level. Putting the surge
vessels are on weigh scales or installing level sensors on the surge vessels facilitates
real-time mass balances within the process flow train.

Option 2 If the target mean residence time for the material in the surge vessels is
low, then it may be better to use a single agitated surge vessel that is filling the same
time that it is emptying. Operationally, this is the simplest approach. For example,
suppose that the process upstream and downstream has several CSTRs with mean
residence time in the range of 2—4 h. Suppose that the target mean residence time in
the surge vessel is 4 h. In this example, the broadening of RTD by the surge vessel
is not as significant compared to the RTD of the rest of the process. Here it is accept-
able to use a single surge vessel with a CSTR residence time distribution because it
does not significantly change the deviation boundaries and lot genealogy. One
advantage is that it is less complex than the dual surge vessels option. However, if
throughput becomes imbalanced and the CSTR surge vessels fills to higher operat-
ing levels, then it can have significant impact on RTD.

Option 3 A third option is to have three surge vessels in parallel. One is filling, one
is emptying, and the third is sampled and waiting for an off-line analytical result
before it switches on line. The disadvantage is that this requires more vessels and
more complexity in the switching between vessels.

3.13 Surge Vessels Serve to Dampen Out
Process Disturbances

In a continuous process step including reaction, extraction, distillation, and crystalli-
zation, there was an increase in an impurity for about 1 reactor volume turnover.
(Johnson et al. 2012) A process hold led to higher levels of an epimerization product.
During a planned weekend shutdown, the formation of a trans-impurity in the reaction
resulted in about 1.8% of this impurity in the reactor rather than the steady state <1%.

Figure 3.22 shows that the trans-impurity spiked during a shutdown period, but
quickly returned to steady-state conditions one volume turnover after the flows
restarted.
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Fig. 3.22 Impurity concentration versus reactor volumes flowed for a PFR production run, show-
ing a spike in impurity due to planned reactor shutdown. (Reprinted with permission from Johnson
et al. (2012). Copyright (2012) American Chemical Society)

How did this spike in impurity track through the rest of the continuous train to
the isolated solids?

Figure 3.23 shows the fully continuous process with surge vessels; 24 h surge
vessels were installed after reaction, after extraction, and after solvent exchange
distillation.

Figure 3.24 shows the process flow sheet in the gPROMS Model Builder®
simulation.

Simulation of the scenario described above (reactor shutdown leading to impu-
rity spike) reveals a significantly diffuse and diluted propagation of this impurity
spike at the outlet of the second MSMPR (Scenario A, 24 h fill-empty surge tanks,
impurity spike all within one surge vessel at surge point 1). This is shown in
Fig. 3.25.

Additionally, it shows sensitivity to the timing of the upset. Splitting the upset
across two surge vessels at surge point 1 gives a broader and less concentrated pro-
file at the process outlet (Scenario B). Scenario B was closer to the actual experi-
mental scenario. Two more hypothetical scenarios were simulated with fill-empty
style surge cans, but reducing the periodicity to 12 h (Scenario C—spike not split,
Scenario D—spike split in half between two consecutive 12 h surge vessels). The
impact of smaller surge tanks decreases the length of time before material from the
disturbance exits the process, and decreases the duration of the disturbance at the
outlet. Also, the dampening effect is less (more concentrated impurity), and the
effect of timing is less dramatic, as shown in Fig. 3.26.

Mode of operation can have a dramatic effect on the outlet distribution, as evi-
denced by Scenarios E, F, and G below. These scenarios represent “live” CSTR
surge tanks of 1, 4, and 8 h residence times, respectively. General characteristics of
this mode are significantly earlier breakthrough, but a much more diffuse profile for
a given residence time, as shown in Fig. 3.27. Three CSTR surge vessels with 8 h 7
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Washes

Filter 1

Filter 2

Fig. 3.23 Schematic of continuous process with four flow unit operations in series, decoupled by
surge vessels in-between. A model of the process train was created using gPROMS ModelBuilder®
4.0.0.54901, primarily focused on residence time distribution for each unit operation.
ModelBuilder® is a flow sheet based dynamic differential-algebraic equation solver utilizing both
built-in and custom models. Each unit operation model is described briefly below:

Reaction: The reaction is modeled as a PFR with dispersion number (D/uL) = 0.0002. No reaction
is considered explicitly; rather, the final product mixture is fed to the inlet, which is suitable for
RTD modeling given that the PFR is almost ideal plug flow

Extraction: The mixtures are considered as two-phase systems, with the composite composition
calculated as the unit is a CSTR with fixed volume. Organic—aqueous separation is considered
instantaneous for the calculations. Each settler is considered as two separate CSTRs (organic/aque-
ous) with fixed volume

Solvent Exchange: The solvent exchange is treated as a semi-batch operation, with each batch
being well-mixed and then separated to bottoms and distillate phases, because that is how the unit
operation was physically run (Johnson et al. 2012)

Crystallization: The crystallization is treated simply as two single-phase CSTRs for the calcula-
tions. No solid phase is considered in these calculations because we are tracking a dissolved impu-
rity, other than accounting for the volume occupied by the solids.

Surge Tanks: Surge tanks are treated as variable volume well-mixed vessels. In the fill-empty
operating mode, three tanks reside between each unit operation and each tank is filled and then
fully emptied in sequential order at a given periodicity. Zero heel was assumed when switching
back and forth. This is the operating mode that was actually used for the real process. One vessel
was filling, one vessel was feeding downstream, and the third vessel was waiting for off-line ana-
lytical results. The process was actually accumulating surge drums just upstream from crystalliza-
tion, but it does not affect the calculations for dampening the process disturbance. For comparison,
“live operating mode” for the surge tanks was also modeled. In the hypothetical live operating
mode, only one tank resides between each unit operation, and it simultaneously receives feed and
dispenses it. Volume is nearly constant, and initial volume divided by flow rate determines the
residence time
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Fig. 3.24 Process flow sheet in the gPROMS Model Builder® simulation
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each add 24 h 7 to the continuous train, but they add about 80 h to overall RTD. This
is the disadvantage of CSTR surge vessels with long =

An additional hypothetical scenario can be considered where the catalyst pump
to the reactor shuts off for an hour, effectively sending an hour long pulse of unre-
acted starting material to the first surge tank. Even though the reactor sends an hour
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Fig. 3.26 Comparison of crystallizer outlet impurity wt% for four different “fill-empty surge”
scenarios: all surge vessels as discrete vessels of 24 h flow capacity (A, B) and 12 h flow capacity
(C, D). Additionally, the effect of disturbance timing is probed: the disturbance is contained within
a single vessel immediately downstream from the reactor (A, C) or is split across two vessels (B,
D) at surge point 1
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long pulse of nearly 100% starting material to the first surge tank, the 24 h fill-
empty surge strategy only tops out around 3% starting material exiting the crystal-
lizers, as shown in Fig. 3.28. In this actual process, 3% unreacted starting material
would have been rejected to the filtrate in the crystallization. Operating with very
small CSTR surge vessels results in a much quicker propagation, but still only
reaches around 8% at a maximum.

An additional scenario can be considered where the catalyst pump to the reactor
shuts off for 10 min, effectively sending a 10 min long pulse of unreacted starting
material to the first surge tank. Base case is 24 h fill-empty surge cans between unit
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operations, because that was the actual process. Even though the reactor sends a
10 min long pulse of nearly 100% starting material to the first surge tank, the pro-
cess only reaches around 1% starting material exiting the crystallizers, as shown in
Fig. 3.29. Operating with no surge vessels results in a much quicker propagation,
but still only reaches around 2% at a maximum. If 1 h residence time CSTR surge
vessels are utilized, there is a slight impact to disturbance dispersion and timing, but
the dispersion in the system is already sufficient that the surge vessels are almost
negligible to the residence time distribution.

The usage of dynamic flow sheet modeling is valuable for defining a strategy for
surge capacity and for contaminated product diversion. The modeling can help to
predetermine the limiting magnitude and duration of disturbance that is acceptable
to progress downstream, versus the magnitude and duration of disturbance that
should be diverted at the outlet from the continuous reactor.

In the same continuous process example, the throughput was not the same for
each continuous unit operation, as shown in Table 3.4 (Johnson et al. 2012).
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Table 3.4 Total continuous Continuous Total run time for
proces.sing. time‘ for each unit unit operation the campaign (hours)
operation in series Reaction 280

Extraction 282

Distillation 279

Crystallization/filtration 341

This demonstrates the importance of decoupling the crystallization/filtration
from the rest of the continuous train by using surge vessels. Crystallization feed
solutions accumulated in an inventory of additional 24 h drums. Surge vessels
should be placed where a natural change in feed rate is expected, and in some cir-
cumstances, it is wise to plan for surge inventory, especially upstream of continuous
crystallizations which can be problematic and suffer from periodic shutdowns.
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Chapter 4

Intermittent Flow and Practical
Considerations for Continuous Drug
Substance Manufacturing

Martin D. Johnson, Scott A. May, Jennifer McClary Groh, Timothy Braden,
and Richard D. Spencer

Abstract Intermittent flow enables slurry flow out of continuous stirred tank crys-
tallizers without solids plugging or clogging. It enables semi-continuous filtration,
washing, and re-dissolving downstream from continuous crystallization. It allows
solvent exchange distillation with strip to dryness in rotary evaporators to be a legit-
imate manufacturing unit operation for small-volume continuous processes.
Intermittent flow back pressure regulation and vapor—liquid separation downstream
from continuous high-pressure hydrogenation reactors tolerates a small amount of
solids precipitate flowing out of the reactors without clogging or plugging, and they
promote efficient pressure purge stripping of excess gas reagent. Intermittent flow
stirred tank reactors are a practical alternative to plug flow reactors (PFRs) for het-
erogeneous reactions. Eleven examples of continuous reactions are given that have
been run at manufacturing scale in PFRs. Mean residence time ranges from 0.7 to
24 h in the 11 examples; therefore, it is not necessary for a reaction to be extremely
fast in order to be a viable candidate for flow chemistry. This chapter gives many
general guidelines on how to design and operate a continuous process, avoiding
many of the common operational, equipment, analytical, and process chemistry pit-
falls. The continuous process checklist serves to help prevent common oversights.

Keywords Continuous processing - Drug substance - PFR - CSTR - Intermittent
flow - Recycle - Crystallization - Filtration - Distillation - Reaction
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Abbreviations

API Active pharmaceutical ingredient

CSD Crystal size distribution

CSTR Continuous stirred tank reactor

DARA  Direct asymmetric reductive amination
DCS Distributed control system

FBRM  Focused Beam Reflectance Measurement
id. Inside diameter

MSMPR Mixed suspension mixed product removal
PAT Process analytical technology

PFA Perfluoroalkoxy

PFR Plug flow reactor

PIDs Process and instrumentation diagrams
PMI Process Mass Intensity

RTD Residence time distribution

T Mean residence time

4.1 Intermittent Flow

Intermittent flow enables solids processing, heterogeneous reactions, different
modes of reagent addition, crystallization, filtration, more efficient solvent
exchanges, back pressure regulation without restricting orifices, and complete con-
version for reactions. Other researchers have used intermittent flow. In the work of
Adams this is known as semi-continuous operation (Adams and Pascall 2012).
Adams describes the forced cyclic process with no steady states, and demonstrates
that it is possible to achieve multiple separations steps and high reaction conversion
using fewer vessels than would be required in truly continuous operation.

4.1.1 Slurry Flow Out of Continuous Stirred Tank Crystallizers

Intermittent flow of slurries is especially important when average volumetric
throughput is less than about 200 mL/min and internal tubing diameter is more than
about 4 mm. If Reynolds number is less than about 2000, then flow is in the laminar
regime, which is not sufficient for keeping the solids suspended and keeping the
solids from clogging. Solids gradually settle in the piping and fittings and eventu-
ally accumulate enough to clog the process tubes. Settling and accumulation of
solids especially occurs at locations of fittings, elbows, tees, valves, or any other
slight constriction or expansion in the flow path. On the other hand, flowing slurry
quickly and intermittently out of a stirred tank for brief time periods enables high
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enough linear velocities to achieve turbulence. Intermittent flow is generally
achieved by pressure differences and sequenced automated block valves, but it can
also be achieved by automated intermittent mechanical pumping.

Continuous crystallization was utilized for kinetic rejection of a chiral impurity
in the manufacture of a key intermediate in the synthesis of LY500307 (Johnson
et al. 2012). A fully continuous process step was used to generate 144 kg of penul-
timate in laboratory fume hoods and a laboratory bunker. The continuous process
train included high-pressure asymmetric hydrogenation, liquid-liquid extraction,
solvent exchange distillation, crystallization, and filtration. Crude reaction product
solution had ee in the range 92-94% throughout the continuous campaign.
Crystallization was required to upgrade the advanced intermediate to greater than
99% ee. Unfortunately, crude ee was on the unfavorable side of the eutectic; there-
fore, thermodynamic equilibrium in the crystallizer would fail to provide the
required ee upgrade. However, kinetics favored crystallization of the desired chiral-
ity product, because the undesired enantiomer crystallized out of solution more
slowly. Continuous crystallization in stirred tanks in series is superior to batch for
kinetic impurity rejection because the crystallizers operate in the kinetic regime, by
definition, with steady-state supersaturation. Stirred tank crystallizers are often
called mixed-suspension mixed-product removal (MSMPR) crystallizers. The prod-
uct was in solution prior to crystallization, with toluene being the main solvent.
Isopropyl alcohol anti-solvent and cooling were used to generate the supersatura-
tion that drove the crystallization. The desired compound dissolved in toluene was
continuously pumped into the first of two MSMPRs in series. Anti-solvent was con-
tinuously pumped into both MSMPRs. A sketch of the setup is shown in Fig. 4.1.

Overall average slurry flow rate was 61 mL/min from MSMPR1 to MSMPR?2,
and it was 119 mL/min from MSMPR2 to the dual alternating filters. Without inter-
mittent operation, the slurry flow would have been in the laminar regime and
resulted in solids clogging over time. However, because slurry flowed intermittently
with about 1 m/s linear velocity, the process ran a total of more than 400 h without

Fig. 4.1 Sketch of 2 Product Anti Anti Wash
MSMPRs in series with Solution Solvent Solvent Solvent
intermittent flow slurry N, vac
transfer zones
P
T
9

MSMPR 1 MSMPR 2 Filtrate
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fouling or clogging in the transfer tubes. The process was stopped each weekend.
The longest individual operation time without stopping was 92 h. At the end of the
92 h there was no sign of clogging or fouling in any of the process tubing. Slurry
flowed intermittently from MSMPR1 to MSMPR?2 once every 5 min, and it flowed
intermittently from MSMPR2 to the dual alternating filters once every 30 min.
Slurry slug volume between the MSMPRs was 0.3 L, and slurry slug volume
between MSMPR? and filter was 3.6 L. Please see Table 12 in the publication for
more details on the intermittent slurry flow out of each MSMPR (Johnson et al.
2012). The filter cake was automatically intermittently washed after each transfer of
slurry to the filter to keep the undesired enantiomer from precipitating in the filter
cake. Two four-valve transfer zones designed for intermittently pumping slurries
out of MSMPR crystallization vessels are shown in Fig. 4.1. Each four-valve trans-
fer zone operated with a repeating sequence controlled by the automation system.
Consider the transfer zone between MSMPR 1 and MSMPR 2 in the figure. The
vacuum valve opened until pressure in the zone reached about 300 mm Hg, then it
closed. The inlet valve opened to pull slurry at about 1 m/s linear velocity from
MSMPR 1 into the transfer zone, then it closed. Slurry pulled out of MSMPRI1 to
decrease slurry level in the vessel to the dip tube, which was positioned at a height
corresponding to 5.3 L remaining in the vessel. The nitrogen valve opened until the
zone was pressured up to about 2 bar, then it closed. Finally, the outlet valve opened
to push slurry into MSMPR 2 at about 1 m/s linear velocity, then it closed. Total
time for this sequence was about 40 s. The sequence repeated automatically once
every 5 min, controlled by the deltaV distributed control system (DCS). A similar
automated sequence was used to transfer slurry to the filters once every 30 min.
Similar to MSMPRI1, slurry pulled out of MSMPR2 to empty the vessel to dip tube
level, which was 8.9 L. Therefore, level sensors were not needed for automated
level control in either of the crystallization vessels. A picture of the 8 L transfer zone
for transferring slurry from MSMPR?2 to the filter is shown in Fig. 4.2.

It is important that the automated valves have approximately the same internal
diameter as the perfluoroalkoxy (PFA) tubing, minimizing any constrictions or
expansions. In this example, the process tubing and the valve inside diameter were
about 1 cm. Constrictions or expansions are typical locations for solids to build up
and eventually clog. Automated ball valves with internal diameter as close as pos-
sible to the internal diameter of the PFA tubing work well. Figure 4.2 shows tubing
and valves with internal diameter about 1 cm. It is also important to avoid elbows or
any other types of fittings with sharp bends, because these are common locations for
solids fouling. It is best if the PFA tubing flows straight into a two-way ball valve
and straight out the other side with no bends. Valve orientation is also important
because of the impact of gravity. If the valve is mounted vertically at the bottom
outlet of the transfer zone, then solids can settle on the ball valve during the time
that the transfer zone is filling and the slurry is accumulating in the zone. As seen in
Fig. 4.2, the outlet valve from the bottom of the transfer zone was mounted horizon-
tally and at a higher elevation than the bottom outlet. PFA tubing at the transfer zone
outlet bends smoothly 270° from the bottom outlet up, around, and into the side of
the outlet valve. This way, if solids settle by gravity in the transfer zone, then they
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Slurry inlet valve (flow
goes in top of transfer
zone)

itrogen supply valve
to zone headspace

Vacuum supply valve to

Slurry outlet valve zone headspace

(flow goes out bottom
of transfer zone)

8L pressure and
vacuum rated slurry
transfer zone

Fig. 4.2 Picture of 8 L four-valve transfer zone for transferring slurry from MSMPR2 to a filter

settle down into the smoothly curving part of the PFA tubing, so that when flows
commence the solids will have less opportunity to hang up in the tubing.

Continuous crystallization was used for impurity rejection in the middle of a
multistep continuous process for merestinib (Reizman et al. 2019). A picture of the
50 L glass MSMPRs with overhead stirring and custom baffle cages inserted is
shown in Fig. 4.3.

One of the main benefits of running this process continuously was that the prod-
uct was a highly potent compound. Small-volume continuous allowed the process to
run in laboratory fume hoods at commercial manufacturing scale. Similar to the
previous example, the crystallization was driven by cooling and anti-solvent.
However, this was primarily a cooling crystallization, and the feed was kept heated
at 50 °C to maintain solubility into the first MSMPR-in-series. Two feeds continu-
ously flowed into the first MSMPR, the pharmaceutical compound dissolved in
THEF, and cyclohexane anti-solvent. Slurry flowed intermittently from MSMPR1 to
MSMPR?2 once every 15 min, and it flowed intermittently from MSMPR?2 to the
dual alternating filters once every 15 min as well. Overall average slurry throughput
was 179 mL/min, which would have been in the laminar flow regime if flows out of
each MSMPR were truly continuous. However, 2.7 L slurry transferred quickly by
turbulent flow once every 15 min, with linear velocity about 1 m/s, through 1 cm
inside diameter PFA tubing. The end result was that the GMP manufacturing cam-
paign ran for 17 days with no stopping and no clogging or fouling in the transfer
tubes. The campaign produced more than 180 kg of API. Please see the publication
for more details (Reizman et al. 2019). Like in the previous example, slurry flowed
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Fig. 4.3 Picture of the
50 L MSMPRs

from MSMPR?2 to the dual filters using an 8 L four-valve transfer zone, as described
and shown in Figs. 4.1 and 4.2. However, in this example, slurry flowed from
MSMPRI1 to MSMPR?2 by a different mechanism. Vacuum was temporarily applied
to MSMPR2, which pulled slurry from MSMPR1. Between the MSMPRs was only
a simple 1 cm i.d. curved PFA tube that arched up and over from one vessel to the
next. During the transfer time, an automated block valve closed the vent from
MSMPR2, a second automated block valve opened the vacuum supply to MSMPR2,
and a third automated block valve opened an extra nitrogen supply to the headspace
of MSMPRI1 so that it remained at atmospheric pressure during the transfer and did
not suck back from the vent bubbler. In this manner, slurry level in MSMPR1 was
reduced to dip tube level once every 15 min. This method is generally preferred for
cooling crystallizations, because the time for slurry to travel from MSMPRI1 to
MSMPR?2 is only about 2 s; thus, it does not have time to cool and precipitate in
between the vessels. Figure 4.4 shows a picture of the skid with automated block
valves that accomplished the transfer from MSMPR1 to MSMPR2. The skid was
designed and constructed to control slurry flows for up to four MSMPRs-in-series,
which is why the extra valves, transmitters, and vacuum pots are seen in the picture.
A detailed description of the automated sequence used for this type of intermit-
tent transfer, and a design sketch of the apparatus, is given on pages S9 through
S11 in the supporting information section of a publication (Kopach et al. 2016).
Continuous crystallization was used for impurity rejection and isolation of a
cytotoxic API in a multistep continuous process for tasisulam (White et al. 2012).
One of the main benefits of continuous processing for this product was that the
entire cytotoxic segment of the synthetic route was run in laboratory fume hoods in
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Fig. 4.4 Automated skid with sequenced block valves that transferred slurry from MSMPR1
to MSMPR2

disposable, inexpensive flow equipment. Two MSMPRs-in-series were used for the
continuous crystallization. Two feeds were continuously pumped into the first
MSMPR. One was the desired compound dissolved in 60/40 isopropyl acetate and
isopropanol. The second was heptane anti-solvent. Slurry flowed intermittently
from MSMPR1 to MSMPR?2 once every 3 min, and it flowed intermittently from
MSMPR2 to the dual alternating filters once every 30 min. Before scaling up to
production, the crystallization was operated at research scale. Overall average slurry
flow at research scale was 0.6 mL/min. PFA tubing with 3 mm inside diameter was
used for slurry flow. Therefore, the slurry flow at research scale would have had
about 0.001 m/s linear velocity. Solids would have precipitated in the tubing and
clogged if flow was truly continuous. However, because of intermittent flow, linear
velocity in the 3 mm i.d. tubing was actually about 0.1 m/s in the research scale
continuous crystallization experiments, which prevented solids clogging.
Continuous crystallization was used for impurity rejection in the middle of a
multistep continuous process for prexasertib (Cole et al. 2017a). Crystallization was
important to impurity control strategy, necessary to reject pyrazine and regio iso-
mers downstream from a continuous SyAr reaction. Purity of the crystallized solids
was in excess of 99.8 area% throughout the campaign. There were many benefits of
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continuous processing for this product, as described in the publication. One of the
main benefits was containment of the entire process in laboratory fume hoods,
which was important because the product was cytotoxic. Two feeds continuously
flowed into the first MSMPR, the pharmaceutical compound dissolved in DMSO,
and methanol anti-solvent. Slurry flowed intermittently from MSMPR1 to MSMPR2
once every 3 min, and it flowed intermittently from MSMPR2 to the dual alternating
filters once every 6 min. The next section describes the importance of the dual alter-
nating filters for eliminating solids handling.

4.1.2 Filtration Downstream from Continuous Crystallization

In the prexasertib example, continuous crystallization flowed into semi-continuous
filtration. Semi-continuous filtration eliminated manual handling of the genotoxic
and cytotoxic intermediate. Therefore, the impurity rejection benefits of crystalliza-
tion were realized, without the manual handling of solids that would typically be
required in batch. The automated dual filters switched back and forth once every
hour. The on-line filter received slurry slugs from the crystallizer, while the off-line
filter was automatically rinsed with methanol, washed with MTBE, and dried with
nitrogen. Then, the product was automatically dissolved off the filter in formic acid.
Formic acid was the solvent and reagent for the downstream BOC deprotection
continuous reaction. A simplified sketch of the automated intermittent flow dual
filters in shown in Fig. 4.5.

A detailed step-by-step description of the automated dual filter process is given
in the supplementary information for the publication (Cole et al. 2017a). A picture
of the dual filter skid is shown in Fig. 4.6.

astomted inemitien Wash ~ Dissolution
flow dual filters Solvent Solvent
Ny
Slurry In

N2

Vent Vent

Filtrate Product
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automated intermittent
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4.1.3 Solvent Exchange Distillation with Strip to Dryness
in Rotary Evaporators

Intermittent flow also enables efficient solvent exchanges in the middle of an other-
wise fully continuous process train. Solvent exchange from high boiling point sol-
vent to low boiling point solvent is much more efficient with stripping to dryness
and then adding back the lower boiling solvent. This is not possible in a typical
batch vessel in a manufacturing plant because of the need to maintain a minimum
stir-able volume, but strip to dryness solvent exchange is possible using intermittent
flow 20-50 L laboratory rotary evaporators, which can give commercial scale
throughput for small-volume continuous processes. The automation charges prod-
uct solution, then strips off the first solvent, then empties the distillate, then adds
back the second solvent dissolving the product, and then empties. The DCS auto-
mated control system repeats the sequence, typically about once per hour, for the
entire duration of the continuous campaign. It is not truly continuous, it is really
automated repeating batch, but it is practically continuous, and it is an effective way
to incorporate solvent exchange into the middle of an otherwise continuous process
train in laboratory fume hoods.
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Fig. 4.7 Picture of automated intermittent solvent exchange distillation equipment

Automated intermittent solvent exchange with strip to dryness was used in the
continuous process steps for tasisulam (White et al. 2012). This was a particularly
challenging solvent exchange. Desired product was dissolved in a mixture of tolu-
ene, methyl THF, and residual water after a continuous Schotten-Baumann reaction
and liquid-liquid extraction. The goal was to solvent exchange into a precise ratio
of 60/40 isopropyl acetate and isopropanol. Residual solvent target was <0.1%
water and <0.5% toluene. Furthermore, achieving the precise ratio of isopropyl
acetate to isopropanol was important for the subsequent continuous crystallization.
These are challenging requirements for either a batch solvent exchange distillation
or a truly continuous solvent exchange distillation. However, the automated inter-
mittent rotary evaporator with strip to dryness achieved the solvent exchange goals
with ease. The solvent exchange system that was used to process 20 kg cytotoxic
API at 5 kg/day throughput is shown in Fig. 4.7.

A simplified sketch of the apparatus is shown in Fig. 4.8.

Solids were present temporarily in the rotary evaporator during the solvent strip,
but the solids were redissolved prior to product solution flowing out of the evaporator.

Automated intermittent solvent exchange with strip to dryness was also used in
the continuous process steps for prexasertib (Cole et al. 2017a). In this example, a
formate salt isolation of a cytotoxic intermediate was eliminated by using stripping
to remove formic acid to less than 0.8 equivalents relative to the APIL. This was not
feasible by either batch distillation or truly continuous distillation. Batch distillation
could not accomplish the formic acid removal because the extended times required
for distillation resulted in impurity formation. Truly continuous distillation was not
feasible because of the solid precipitate that forms when formic acid is stripped away.
The intermittent flow rotary evaporator was able to achieve formic acid removal
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without significant impurity formation because of the ability to strip to a dry thin
film. The automated sequence charged formic acid solution of the API, then charged
lactic acid, then stripped to dryness, then charged water, then stripped to dryness
again, emptied the distillate, then charged water and THF, dissolved the API, and
emptied the product solution. A detailed step-by-step description of the automated
intermittent evaporator sequence is given in the supplementary information for the
publication (Cole et al. 2017a). Figure 4.9 shows the front side of the automated skid
that controlled all the flows into and out of the rotary evaporator and controlled the
automated pressure profile. Figure 4.10 shows the back side of the unit. From the
back side, the Coriolis mass flowmeters are seen, which were used by the DCS sys-
tem to achieve accurate and precise mass charges of each intermittent flow.

4.1.4 Back Pressure Regulators and Vapor-Liquid Separators
Downstream from Continuous High-Pressure
Hydrogenation Reactors

Continuous reaction was used for an Ru-catalyzed direct asymmetric reductive ami-
nation (DARA) reaction for producing an API intermediate. The reaction operated
with 68 bar hydrogen pressure. Continuous processing offered safety, throughput,
and capital cost advantages compared to batch high-pressure hydrogenation.
Intermittent flow was used at the exit of the continuous reactor to depressurize reac-
tor contents and forward reaction product material to a surge vessel. First, the pro-
cess was developed at research scale with about 0.2 kg/day throughput, then it was
demonstrated at pilot scale with about 0.7 kg/day throughput, and finally it was



98 M. D. Johnson et al.

Pressure transmitters

Nitrogen supply valve

2 block valves in
parallel for each feed,
one in series with
metering valve

Vacuum supply valve

Valve for distillate out

Metering valve Valve for product out

3 Coriolis mass
flow meters,
one for each
incompatible
feed

Fig. 4.10 Back side of automated intermittent flow solvent exchange distillation skid
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scaled up to manufacturing for a 3000 kg GMP validation campaign with through-
put about 100 kg/day (Johnson et al. 2016; Changi et al. 2017). Intermittent flow at
the reactor exit was used at all three scales. The main advantage of intermittent flow
at the PFR outlet was that it tolerated some amount of solids precipitate in the back
pressure regulation and gas/liquid separation section, without solids clogging or
fouling. A detailed description of the design, automation, and operation of the inter-
mittent flow back pressure regulator is given on pages S14 to S25 of the supporting
information to the publication (Johnson et al. 2016). Excess gas reagent and product
solution temporarily pooled in the first of a series of pressurized vessels. This vessel
operated at pressure equal to reactor outlet pressure. Intermittently, once every
14.5 min, the reaction product solution was transferred through expansion vessels in
series by the opening and closing of sequenced automated block valves between the
vessels. The pressure trends in the reactor as a result of this mode of operation are
shown in the supporting information section of the publication. This type of back
pressure regulation is an alternative to a standard restricting orifice back pressure
regulator that would maintain truly continuous flow at the exit of the reactor. For
example, a pressurized diaphragm dome style back pressure regulator, a spring-
loaded back pressure regulator, or a small orifice automated metering valve could be
used as an alternative. The traditional commercially available style back pressure
regulator would also maintain constant pressure within the reactor, rather than the
deliberate oscillating pressure swings. However, these have restricting orifices that
can clog and foul with solid particles. In contrast, the intermittent flow approach
using the expansion chambers in series and the automated block valves does not
have any restricting orifices. When an automated block valve is opened to allow
intermittent flow from one chamber to the next, the flow path has large diameter and
material transports at extremely high linear velocities. At production scale, the
valves have at least a | cm inside diameter flow path. The end result is that the inter-
mittent flow back pressure regulation system can run for longer times and tolerate
small amounts of solids without clogging or fouling. Figure 4.11 shows a research-
scale intermittent flow back pressure regulation system, and Fig. 4.12 shows a pilot-
scale intermittent flow back pressure regulation system.

The pressure pots and automated block valves are stainless steel. They are pres-
sure rated to more than 100 bar, although they are typically used at pressures 70 bar
or less.

The same type of intermittent flow back pressure regulator was used for the
hydroformylation example given in another chapter in this book (Johnson et al.
2020a); 50/50 H,/CO was the reagent gas mixture, and the reactor operated at 68 bar
pressure. Continuous reaction had safety and capital cost advantages compared to
batch. In that example, catalyst particles precipitated because the catalyst/ligand
was not soluble in the mixed aldehyde product. In addition, some of the methyl-
methacrylate polymerized, forming solids in the reactor. The slurry exiting the reac-
tor contained about 1 wt.% solids, much of which was sticky polymer. Nevertheless,
the reactor operated continuously for the entire 314 h continuous campaign without
any signs of fouling or clogging at the outlet of the reactor through the back pressure
regulation section, depressurization, and gas/liquid separation.
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Fig. 4.11 Research-scale intermittent flow back pressure regulation system
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Fig. 4.12 Pilot-scale intermittent flow back pressure regulation system
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Intermittent flow was used at the exit of a packed catalyst bed reactor because of
catalyst fines that exit the reactor during the first several hours of start-up with each
new catalyst bed. A hydrogenolysis reaction was run in the continuous packed bed
reactor because it minimized formation of a desF impurity compared to batch. For
details about the chemistry and the reactor design please see the publication
(Zaborenko et al. 2015). If a traditional flow-restricting orifice back pressure regula-
tion device had been used, it would have fouled because of the small catalyst parti-
cles. Filtration of the tiny catalyst particles was not an option because of the buildup
of high pressure drop across the filter, restricting flow. The intermittent flow back
pressure regulation at the exit of the packed catalyst bed reactor was a more reliable
approach because it operated for 92 h without any signs of fouling. Material of con-
struction was hastelloy C276 rather than stainless steel because of the HCI used in
the hydrogenolysis reaction.

Intermittent flow was used downstream from a high-pressure reductive amina-
tion reactor in order to facilitate gas/liquid separation and hydrogen stripping from
the liquid product solution. The manufacturing plant produced 2000 kg of product
in a GMP registration stability campaign. The continuous reactor ran with 50 bar
hydrogen pressure. The reasons for continuous processing, the reaction process, and
automated equipment are described in detail in the publication (May et al. 2016).
The main safety advantage of running this high-pressure hydrogenation reaction
continuously was that the hydrogen supply, reactor, back pressure regulator, gas
liquid separator, and gas stripping were all located outside the building. Reaction
product solution flowing back into the building was practically free of hydrogen.
This is something that is feasible continuous but is not feasible batch, because batch
autoclaves must be opened for charging materials. They must be inside the building
in a controlled bunker. In contrast, the continuous reactor is always sealed; there-
fore, it can be located outside. Detailed designs, description of automated sequences,
and pressure trends are given on pages S25 through S37 in the supporting informa-
tion of a different publication (Johnson et al. 2016). This gas—liquid reaction was
relatively clean, meaning that solids precipitates were not expected, only vapor and
liquid phases. Therefore, a dome diaphragm style restricting orifice back pressure
regulator was used to maintain constant back pressure of 50 bar at the exit of the
reactor. However, immediately downstream from the back pressure regulator, inter-
mittent flow was used to separate excess hydrogen gas from the liquid product solu-
tion without misting out the vent. The intermittent flow chambers in series stripped
hydrogen from the solution with nitrogen and forward material intermittently to a
surge vessel downstream once every 19.5 min. Intermittent flow chambers were
efficient at gas stripping because of the ability to do pressure purges.

4.1.5 Stirred Tank Reactors for Heterogeneous Reactions

A separate chapter in this book described an intermittent stirred tank reactor used
for a Suzuki-Miyaura cross-coupling reaction in the merestinib continuous process
(Johnson et al. 2020a; Cole et al. 2016, 2019). As described in that example, the
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intermittent operation of the fill-empty reactor enabled full conversion in just
20 min, while it would have required much longer residence times in a CSTR or
CSTRs-in-series. Furthermore, intermittent flow allowed the catalyst to be added
last at a controlled flow rate, which improved catalyst activity. A 6 L stirred tank
was used for a 100 hour continuous run to make 22 kg of product. The reactor
turned over automatically about 45 times per day, therefore reactor volume was
about 50-100 times smaller than what would have been required in traditional batch
processing. It was not a truly continuous reaction, rather it was automated repeating
batch, but it was practically continuous, and it integrated well with an otherwise
fully continuous process in laboratory fume hoods.

An intermittent flow stirred tank reactor was used for a thermal cyclization reac-
tion in which the product precipitated in the reactor (White et al. 2014). This would
have clogged a plug flow tubular reactor. A truly continuous stirred tank reactor was
not used because it would have required a much longer reaction time to reach the
same conversion. The reactor operated under elevated pressure, therefore filling and
emptying the reactor was more feasible with intermittent flow than truly continuous
flow. The benefit of intermittent flow compared to batch was that the reaction ran at
extremely high temperatures and pressures, beyond the capabilities of most batch
reactors. The reactor turned over once every 8 min, therefore it was more than 100
times smaller than a batch reactor operating once per day. Temperature was 265 °C
and pressure was 41 bar; 300 g of advanced intermediate was produced with 700
automated turnovers of a 25 mL autoclave.

An intermittent flow stirred tank reactor with catalyst recycle was used for an
enantio-selective Aza-Henry reaction (Tsukanov et al. 2016). The reagents were
homogeneous solutions, but the product was insoluble in the reactor. The process
was more efficient and the reaction time was shorter when the catalyst and the
excess reagent were recycled. A safety benefit of intermittent flow compared to
batch for this reaction was that the intermittent flow reactor was smaller, reducing
the amount of nitro alkane in the system. The reactor turned over once every 40 min,
and 25 g product was made with 16 automated turnovers of a 250 mL reactor.

An intermittent flow stirred tank reactor was used for a nitro group reduction
(Cole et al. 2017b). A trickle bed hydrogenation reactor with fixed catalyst packed
into a column could have been used as a truly continuous plug flow reactor for this
type of reaction. However, a trickle bed reactor requires a larger catalyst particle
size than what is used batch, because small particle size catalysts create excessive
pressure drop as the reaction solution and hydrogen flow through the column.
Therefore, a benefit of the intermittent flow stirred tank compared to trickle bed for
this chemistry was that the same catalyst that was developed for the batch reaction
could be used for the intermittent flow reaction. Another benefit of the intermittent
flow reaction compared to traditional batch hydrogenation was that the reactor was
about 2 orders of magnitude smaller for the same overall process throughput. This
is a significant safety advantage because it reduces the amount of hydrogen in the
system. Moreover, the 1 L hydrogenation reactor was approved for operation in a
laboratory fume hood, while a 100 L batch hydrogenation reactor surely would have
needed a specially designed hydrogenation bunker, which is not available to most
research labs. The small particle size heterogeneous catalyst was sequestered in the
reactor for multiple turnovers. The homogeneous solution reagents and hydrogen
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flowed into the reactor, and products flowed out of the reactor, but the solid catalyst
particles were maintained within the vessel by filtering in situ. Overall catalyst used
was less than the batch process, but the molar equivalent of catalyst in the reactor
was higher compared batch because the catalyst was sequestered for about 25-50
reactor volume turnovers. Average time per reactor intermittent flow in and out of
the reactor was 17 min; 1.9 kg advanced intermediate was produced with 107 auto-
mated turnovers of a 1 L autoclave reactor. Furthermore, part of the campaign was
run with less feed solvent which resulted in a slurry feed. The intermittent flow
stirred tank hydrogenation reactor enabled the slurry feed, which would not have
been possible with a truly continuous packed catalyst bed reactor.

In general, intermittent flow stirred tank reactors (automated repeating batch) are
similar to truly continuous reactors in many ways. Fast heat-up and fast cool-down
is achieved in heat exchangers, while material flows in and flows out of the reactor.
Intermittent reactors have higher heat transfer A/V compared to standard batch.
Heat-up time, cool-down time, and time at reaction temperature is more scalable
than standard batch. Intermittent reactors remain at approximately constant tem-
perature and pressure at all times. They achieve a large number of turnovers per day.
They are small compared to batch for the same throughput. If reaction time is
30 min, then the intermittent stirred tank is about 100 times smaller reactor volume
compared to batch (assuming 48 h start to start cycle time for batch campaigning).
Intermittent reactors are small enough so that they fit in lab hoods for 5-10 kg/day
processes. The reagent feed tanks gradually empty and the product tanks gradually
fill over time. These should be switched about once per day or once per shift.

In addition, there are many benefits of intermittent flow stirred tank reactors
compared to PFRs. They can handle heterogeneous reactions with solids in flow,
and two-phase liquid-liquid with long reaction times (z longer than 10 min). They
facilitate a much wider range of reagent addition strategies, for example, all-at-once
addition, controlled addition of one or more feeds, any order of addition of multiple
feeds, or co-addition, depending on which gives higher yield and/or minimizes key
impurities (PFR is mainly all-at-once stoichiometric addition at the reactor inlet).
They can run closer to end of reaction conditions, for example, remove and add
back 10% of reactor volume each cycle, if it benefits impurity profile.

Furthermore, there are obvious benefits of intermittent flow stirred tank reactors
compared to true CSTRs. They require much less reaction time for the same conver-
sion, and thus smaller reactor volumes, for positive order reactions. They can oper-
ate with all-at-once reagent addition, controlled addition of one or more reagents, or
co-addition, depending on which gives higher yield and/or minimizes key impurities
(CSTR is only co-addition).

4.2 Recycle

There are many potential benefits of incorporating recycle into a continuous pro-
cess. Continuous reaction with recycle of unreacted reagents after a downstream
separation step can improve overall yield and selectivity of some chemical transfor-
mations. Late forming impurities can be avoided, while still maintaining high yield,
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by running at incomplete conversion and recycling reagents back to the reactor inlet
(White et al. 2014). For equilibrium limited reactions, recycle can be used to achieve
higher overall conversion by removing a product or by-product and recycling
reagents to drive the reaction forward. If there is a selectivity advantage of partial
conversion, then recycle keeps the reaction at the conversion where the ratio of
desired to undesired product is highest, yet maintains high yield by recycle of
reagents. If there is a benefit of high stoichiometric ratio of reagents in a continuous
reactor, then recycle can be used to achieve high relative stoichiometry in the reactor
by separating downstream and recycling the reagent used in excess. This can be
accomplished without using a large excess of reagent overall. Recycle can be used
to achieve lower overall catalyst loading but higher instantaneous catalyst loading
by recycling a homogeneous catalyst (Tsukanov et al. 2016). Finally, recycle is well
known to achieve lower process mass intensity by recycling solvent, and achieve
higher overall yield in by recycling product from filtrate. Process Mass Intensity
(PMI) is defined as mass waste generated divided by mass product. Recycle could
be one of the most powerful aspects of continuous processing compared to batch.
Chemical engineering texts on material and energy balances often teach recycle
incorporated into process flowsheets for continuous processes (Felder and Rousseau
1986). It is the key to achieving higher yield at the same purity, or the same yield
with higher purity, and minimizing waste, compared to batch.

4.3 Common Misconception About Needing Fast
Reactions in PFRs

Kinetics do not necessarily need to be fast in order for a reaction to be a viable can-
didate for continuous processing. It is common practice to speed up reaction rates
by operating at elevated temperatures in continuous reactors; however, there may be
a trade-off between accelerating reactions and thermal stability of reagents and
products. Reaction selectivity and impurity profile often suffer at higher
temperatures.

Table 4.1 lists continuous reactions that have been scaled up by Eli Lilly and
Company to pilot and plant scale, most of them in GMP production. Compared to
what is seen in the majority of literature on continuous chemistry, the examples
listed in the table show long PFR reaction times (0.7-24 h) and large PFR reactor
volumes (3-360 L). The table lists the impurity issues that become more significant
when the reaction is run at higher temperatures. As seen in the last column in the
table, isomeric impurities, dimers, chiral impurities, degradation of product, and
other impurities may result, if reaction temperature is increased in order to reduce 7.

The imidazole cyclization with 90 min z (May et al. 2012) and the hydrazine
addition with 90 min z (Cole et al. 2017a) were both run at moderate temperature to
minimize deprotection of product (Table 4.1). The thermal EE deprotection with
40 min 7 (Reizman et al. 2019; Cole et al. 2019; Frederick et al. 2015) was run at
moderate temperature to avoid hydrolysis of an amide bond. The SyAr reaction was
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Table 4.1 Continuous reactions with long 7 that have been scaled up in PFRs by Eli Lilly and
Company to pilot- and plant-scale production

Issues at higher

Material PFR temperatures

Reaction in PFR T produced vol. T P (and shorter 7)

Imidazole cyclization 1.5h |29kgGMP 7L 140 °C | 69 bar | Deprotection of
product

Thermal deprotection of ee |0.7h | 183 kg GMP | 7L 170 °C |25 bar | Hydrolysis of an

group amide bond

Hydrazine addition 1.5h 26kgGMP | 1.5L | 130°C |20bar |Deprotection of
product

SnAr 3h 31kgGMP |3L 70 °C 1bar | Dimer

Acid deprotection of boc |4 h 24kg GMP |12L |25°C 1bar | t-butyl amide
group

Hydroformylation, Rh 24h | 178kg 32L |55°C 70 bar | Lower isomer
catalyst selectivity
Asymmetric 12h | 144 kg 73L | 70°C 70 bar | Lower ee
hydrogenation, Rh catalyst

Reductive amination, Ir 12h 2000 kg 380L |25°C 55 bar | Cis isomer
catalyst GMP

Asymmetric reductive 5h 3000 kg 200L | 130°C |60 bar | Dimer
amination, Ru catalyst GMP

run at moderate temperature and 3 h 7 (Cole et al. 2017a), and a direct asymmetric
reductive amination was run at moderate temperatures and 5 h 7, to minimize dimer
impurities (Changi et al. 2017). The BOC deprotection was run at mild temperature
and 4 h 7 to minimize a t-butyl amide impurity (Cole et al. 2017a). A hydrofor-
mylation was run at moderate temperature and 24 h 7 to minimize formation of the
undesired linear aldehyde isomer (Johnson et al. 2020a). An asymmetric hydroge-
nation was run at moderate temperature and 12 h z to minimize an undesired enan-
tiomer (Johnson et al. 2012). A reductive amination was run at moderate temperature
and 12 h 7 to minimize the cis isomer (May et al. 2016). These all lead to longer
reaction times, larger required reactor volumes, and less need for fast mass transfer
and heat transfer rates.

The last four entries in the table are homogeneously catalyzed reactions where
there are significant cost, quality, and environmental reasons for minimizing the
amount of catalyst/ligand, which can represent a significant part of the overall man-
ufacturing cost. The loading of Rh, Ir, Ru is minimized for environmental steward-
ship, and also for reducing levels of these metals in the product for toxicology
reasons. It is vitally important to sufficiently remove metals from pharmaceutical
products, and this can require additional separation steps. The best option is to put
less metals in the process in the first place by using high substrate-to-catalyst ratios,
which results in long (>12 h) reaction times and large reactor volumes, for example,
the 360 L PFR in GMP manufacturing for homogeneously catalyzed hydrogenation
(May et al. 2016).
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In addition, a practical reason for not accelerating the reactions by going to
higher temperatures in some circumstances is process fit. When these reactions are
integrated into a fully continuous process, it is best if the reactions can tolerate flow
stoppages or throughput changes. This is usually more feasible at the milder tem-
peratures and longer target z. This way, if the process must stop for an extended time
period and then restart, risk is lower for holding material in the reactor.

Whether the reason for longer 7 is to minimize impurities, improve process fit, or
reduce catalyst and ligand loading, the downside is the need for larger volume PFR
reactors. However, PFRs are generally low cost and the trade-off is favorable to
install larger reactors.

4.4 Continuous Process Checklist

Prior to running a continuous process demonstration, the following questions should
be answered.
Flows:

» Achieving and maintaining accurate and precise mass flow rates for each of your
continuous feeds is one of the most critical aspects of flow chemistry. Do not
start a continuous process unless you know that your mass flow rates will be
accurate, consistent, and quantifiable. How do you know that your mass flow
rates will be correct? Do catch and weighs. This means that you collect the liquid
in a tared container for a measured amount of time, weigh the mass of liquid col-
lected, then use the information to calculate mass flow rate. This can also be done
if feed solutions and product solution are continuously collected on data logging
balances, by calculating change in mass versus time. Design your system in a
way that you will have redundant measures of mass or volumetric flow rates, so
that you get double-checks on mass flowmeters. For example, the primary mea-
surement is performed using a Coriolis mass flowmeter (because this is more
useful for feedback control), and the secondary measurement is change in feed
vessel mass or level versus time. Calculate real-time mass balances to make sure
they remain 95-105%, for example, mass balance for the previous hour, by look-
ing at change in mass of all inputs, outputs, accumulation, and generation over a
given time period.

* What if one or more of the pumps gives oscillating flow rates for example, every
few minutes? Does the process dampen this out sufficiently at reactor inlets to
tolerate the fluctuations? You may need to include a small mixing pot or stirred
vessel at the inlet to a PFR.

o If this is a reaction with gas reagent (e.g., H,), then how do you know the real
reaction gas flow rate? Verify the mass flowmeter reading by monitoring gas sup-
ply cylinder pressure versus time.

e How do you know that your check valves are going to prevent backflow? They
won’t. Check valves fail. Use them only as a backup line of defense.
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Have you done pump testing? For example, if you plan to use a peristaltic pump
for a solution with THF solvent at 60 °C, then can you set up a pump-around
recirculation loop with a small amount of the feed in an inerted box with second-
ary containment, and pump the feed for a long duration to make sure the peristal-
tic pump tubing will hold up to the hot solvent? It is better to test failure limits
like this with small amounts of material in safe environments.

How will you know if the instantaneous liquid and gas flow rates are steady? If
there are oscillations in the liquid or gas flow rates, then how will you know how
much they oscillated?

Are your tubing and piping line sizes correct? If this is a technology transfer
from one site to another, are any line sizes different than where the process was
previously run? Oversized tubing can result in carryover and dead zones, while
undersized tubing or fittings can result in high pressure drop and plugging.

Are there any process or vent lines for which the inner diameters are too small?
Look through every inch of your process. Typical examples: You want size of
tubing and fittings on suction side of pumps to be larger than discharge side of
pumps, preferably 3/8” or larger for 100 L/day scale. You want process tubing
and fittings to be at least ¥4” even at smallest research scale if there is any poten-
tial for solids moving through the tubing. You want the aqueous overflow from
gravity decanters to be at least ¥2” until after the siphon break, even at the small-
est research scale, because of the impact of water surface tension.

Feed solutions:

What is the composition of all feed solutions prepared batch? This includes
weights and volumes of all components, and also the density and molarity of
each of the feed solutions.

Can you prepare feeds that are all homogeneous solutions at room temperature?
This greatly simplifies the complexity of the continuous process and improves
reliability. If not, then try to change solvents and concentrations so that you have
homogeneous solution feeds at room temperature. A small amount of effort here
to obtain solubility can save hours of effort later resolving fouling/clogging
issues. The alternatives are to feed slurries or hot solutions, which are both more
complex and difficult than homogeneous solutions at room temperature.

Is there any reason why composition in feed tanks would change over time? For
example, could you be losing solvent or volatile reagent to evaporation out the
vent? This could cause stoichiometry to drift over time and the process to go out
of spec. Make sure that you do not have a live nitrogen sweep in the headspace
of the feed tank.

Is the feed solution in the feed tank well mixed? For example, if charging mul-
tiple cans or drums of feed solution to the feed vessel, are they well blended so
that concentration is uniform throughout?

Is the feed solution stable? What is the stability of starting reagent solutions over
time? The goal is at least 1 week stability at feed tank temperature.

Is the feed solution filtered? What if in-line filters are clogging during the con-
tinuous run? It is best to filter all homogeneous solution feeds before you start
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pumping them especially if you are using pumps with small clearances like gear
pumps. In-line filters should still be used at the inlet of gear pumps even if the
feed was already filtered before it was in the feed tank. Use dual in-line filters
with valves so that you can switch to the second filter and clean the first when it
starts to clog or blind, and switch back and forth.

e If in-line filters are installed, how do you know the pressure drop across them so
that you can swap them out before they foul? Do you have a pressure indicator
between the filter and the pump inlet?

* Do you have enough tanks, vessels, and cans for feed solutions, surge, and prod-
uct solutions? Can you avoid filling and emptying a vessel at the same time? Can
you avoid frequent manual refills? It is best if refilling is not more frequent than
once every 12 h if you are doing it manually.

e Will you have enough materials? Are you making up enough solution volume for
all feeds including excess of some feeds in case you need to change stoichiomet-
ric ratio? Which feed do you want to run out first, that is, what is the limiting
reagent? Preparation of a small excess of inexpensive feeds is recommended.
You don’t want to run out of another feed before your limiting reagent is used up
completely at the end of the campaign.

* Is asolvent feed tank ready to go, and tubing, valves, and Tee connected, in case
you want to do a solvent pushout in the middle of the campaign? Is there a
switching valve in line and ready for the easy feed swap?

e If you are ordering feed solutions from a vendor rather than mixing the solutions
yourself, and if the solution needs to stay inerted, then does the vendor transport
vessel have the needed fittings, valves, and connections so that you can transfer
the solution out of the shipping container and into your plant feed vessel in an
inert fashion?

Process Parameters and Data Collection:

e How will you measure to determine the real reaction temperature? Do you have
redundant temperature measurements? Is temperature measured on the process
side or shell/jacket side? How will you know the location of the hot spot in the
reactor? Actual reaction temperature can be difficult to know and measure.
Temperature measurements at the outlet of a reactor or unit operation can be
inaccurate because of ambient cooling, even if they are only inches away from
the jacket. Therefore, do not measure temperature at the outlet and assume that it
is the same as the temperature inside the reactor. For PFRs, you may be able to
use the shell side temperature and call it reaction temperature, but you must
know heat transfer coefficients, reaction energetics, and kinetics so that you can
calculate hot spots. What in-process temperatures do you plan to monitor? What
is the number and location of in-process thermocouples (at the mixing Tees and
also anticipated reactor hot spots?)

* How do you know that the actual reaction temperature at the hot spot will be the
same when you scale up in a PFR?

e What will be the difference in jacket temperature (research vs. production scale)
to keep reaction temperature the same when you scale up in a CSTR? For exam-
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ple, if the reactor is a CSTR, then the difference between jacket temperature and
reactor internal temperature will be larger when scaling up, because heat transfer
surface area per to volume ratio (A/V) decreases when you scale up.

* How will you measure to determine the real reaction pressure? Do you have
redundant pressure measurements? What is the pressure at the reactor inlet and
the reactor outlet? Do you anticipate pressure gradually drifting over time due to
fouling? Will you know if pressure drift and fouling is happening?

* How will you measure to determine the real reaction 7?7 Can you measure start-
up transition curve and get 7 from the midpoint of the F-curve? Can you calculate
7 from reactor volume, % liquid filled, liquid flow rate, and thermal expansion of
the liquid? What will be the impact of off-gassing in the reactor on z? How do
you know if the PFR will be completely liquid filled? How do you know if the
pressure is high enough to prevent a gas phase? If the process exceeds critical
temperature, then does it also exceed critical pressure? Actual reaction 7 can be
difficult to know and measure. 7 is best measured during startup F-curve transi-
tions from solvent to steady state.

e What is the difference between 7 and V/Q for the continuous reactors? For exam-
ple, for thermal deprotection in THF at 150 °C, we should say, “V/Q = 120 min-
utes and 7 = 100 minutes because of thermal expansion.” V/Q is more practical to
specify for the plant operating ticket, because Q is the flow rate set point for the
pumps, and the reactor volume should be known. However, 7 is more important
because it is the real reactor residence time. For example, if we want to compare
reaction time in batch to reaction time flow, or if we want to measure reaction
kinetics in the flow reactor, then we must use 7, the real mean residence time.

*  What is the acceptable operating range for all of the important process parame-
ters, for example 7, temperature, solvent volumes? Can you do anything to widen
the acceptable ranges, for example, run at lower temperature if it allows you to
have wider operating windows for 7 because it makes product more stable to end
of reaction conditions?

* How do you know the real reactor volume? This may be different than manufac-
turer specified, and it may be difficult to measure for a PFR because of the dif-
ficulty to get it 100% liquid filled and then completely empty.

* Does the liquid flow in the bottom and out the top of the coiled tube reactor? This
is especially important for larger than 4 mm inside diameter tubing.

e How will you measure to determine the real reaction liquid flow rate? Do you
have a secondary check in addition to a mass flowmeter for each stream, for
example, change in mass or liquid level in feed tanks over time? Can you do
catch and weighs? Do you know density of feed solutions?

* How do you know all the feeds were inerted and the reactor was inerted? Is the
system leak free? Prove it with leak tests and pressure/vent or pressure/vac-
uum purges.

* How do you know that you will be able to calculate mass balance? Do you have
enough vessels on weigh scales, vessels with level transmitters, or mass flowme-
ters to account for all inputs and outputs? How will you know if accumulation is
happening? Is the data being collected, so that you will be able to close mass
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balances for each lot? Are you manually weighing feed drums going into the
process and product and waste drums coming out before and after they are filled
or emptied, along with start and stop times for each drum?

* How do you know that experimental data for all important operating parameters
will be collected and preserved? What is logged to the distributed control system
(DCS) data historian (if available) and what is not? How will you retrieve the
data? What do you need to write down hourly on checklists because it is not
logged automatically? You can make a table of readings for the operator to write
down at a specified frequency. How will that information be preserved?

e Is your numerical model predictive? What perturbations or step changes can be
done during the continuous run to test if the model is predictive?

* What information are you planning to document after the scale-up continuous
run? Are you set up to collect all of this information?

e Is there video of the entire process? If not can you get a video of the entire pro-
cess during the demonstration?

* Do you expect anything to change gradually over time, like fixed catalyst bed
activity? If so, do you have a planned frequency of change-out?

* Does anything need preconditioning or seasoning, like a new packed catalyst bed
or metal walls of a reactor to be used for a catalytic reaction?

Scale-up

*  What is the appropriate scale-up factor for a production campaign? This depends
on intended duration of flow campaign. In this campaign, is it important to dem-
onstrate longer time periods, for example, if using a packed catalyst bed reactor
or running a continuous crystallization with long-term encrustation potential, or
is it more important to generate product as quickly as possible?

* Are your process flowsheets and spreadsheet calculations representative for
scale-up? Do you have a scale-up spreadsheet with calculations of all flow rates,
volumes, masses? Or are you using a flowsheeting program?

* Have you done the engineering calculations on heat transfer rates, sizing heat
exchangers, mass transfer rates, sizing mixers, line sizes, vessel sizes, agitation
systems, filtration times, and settling times?

e If running continuous crystallization, how will you ensure that % supersaturation
is constant with scale-up? What is the shear sensitivity of the crystals? What is
the impact of agitation on particle size distribution, and impact of shear on sec-
ondary nucleation? How does it impact filtration rates and filter cake wash as a
function of the attrition, and might attrition be greater at larger scale? Also, if
running continuous crystallization, have the scaled-up vessels been properly
designed for complete solids suspension mixing? Multiple flat baffles, vessel
height to diameter ratio of 1.0 or less, and down-pumping impellers are recom-
mended for solids suspension mixing.

e Are you planning to do a long continuous run 24 h per day with multiple unit
operations simultaneously? If so, then it is best to do 12 h continuous demo runs
beforehand, through small sections of the continuous train at a time, during the
day shifts. This allows you to make sure everything is working correctly before
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trying to start up the entire flow train for the long run. Scheduling people for 24 h
per day coverage is a significant burden on resources especially if it is an R&D
facility that does not normally work shifts around the clock. Make sure the 12 h
daytime runs work out the bugs in the continuous train before beginning the 24 h
coverage and committing larger amounts of materials.

* Do you need to run scale-up demonstrations in the lab before scaling up to the
manufacturing facility? Here are 4 reasons why you might:

1. Heat and mass transfer rates. Mass transfer changes because you cannot
maintain all the same mixing parameters with scale-up. Heat transfer changes
because heat transfer area/volume changes and fluid mechanics change with
scale. Thus, heat transfer distances and film layers change at the boundaries.
If scaling up a mixer-settler or centrifugal extractor, then what is the stage
efficiency? How close does each stage operate to equilibrium? What is the
relationship between 7, agitation rate, and scale on stage efficiency?

2. Fouling/encrustation. Solids accumulating on surfaces depends on shear rate
and fluid mechanics such as Reynolds number and linear velocity, which are
differently scaled up, for example, in a continuous crystallization. Fouling
also depends on blend time, which impacts local supersaturation levels, and
mixing rate versus crystallization rate. Mixing rates and blend times change
with scale-up. Another example is fouling and plugging in heat exchangers,
which can be much worse scaled-up because the AT between jacket and pro-
cess is usually higher in the scaled-up unit. A7 must be higher when scaling
up to overcome lower A/V, unless the heat exchanger maintains the same
characteristic dimension as for numbering up micro-reactors.

3. Technology development. If a reactor or unit operation is new and not tested
at scale because it did not previously exist, then it may be best to test the
scaled-up prototype before starting a GMP manufacturing campaign, where it
is more difficult to make changes. This can often be done with short duration
experiment for proof of concept and proof of sufficient heat and mass transfer
rates, for example, 3—5 volume turnovers.

4. Material production.

Chemistry:

* Are you sure that the chemistry is going to work as expected (purity, yield) with
the actual starting material lots and solvents? Have you run these exact planned
conditions continuously previously? Can you run the reaction batch to confirm
by use test, before starting the continuous process? Furthermore, after reagent
solutions are made up in feed tanks for the continuous campaign in the plant,
before starting flows, it is best to get a sample of the actual feed materials and do
a batch (or small-scale flow) reaction off-line in the lab to confirm that the feed
solutions are good to go.

o If the reaction uses a catalyst, then have you tested multiple lots of catalyst/
ligand/support to make sure reaction results are consistent across a number of
catalyst lots?
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* How tight are the stoichiometry requirements if the continuous reaction mixes
two reagent feeds together? What reagent is in excess, and how much excess is
acceptable? It is best if there is an acceptable range on stoichiometry and the
excess reagent target is set such that if one of the mass flows is off by 10% the
reaction results will still be acceptable.

* Isaseasoning run warranted? Consider a brief reaction run to condition the reac-
tor surfaces, especially if the reactor is a PFR.

* Is the flow system clean? What was used in the reactor previously, and how could
it interfere with reaction? At research scale, it is usually best to install a new tube
reactor if it is a new chemistry in a PFR. At production scale, it is best if the PFRs
are disposable and dedicated to a specific chemistry. PFR tubes are typically
inexpensive, and cost is negligible compared to the cost of repeating or delaying
an experiment or production campaign.

e Was chemical reaction safety analysis completed? This includes ARC and DSC
and calculations for heat removal. Were calculations done for worst-case sce-
nario heat release for exothermic reactions? For example, if running a Grignard
formation in CSTRs, did you make sure the reaction is dilute enough so that it is
not possible for all the solvent to boil off in an exothermic event (latent heat of
vaporization for the total solvent mass is greater than maximum heat of reaction)?

* Did you consider appropriate material compatibility, flammability, reactivity,
reaction calorimetry, and thermal stability test data? Do you have appropriate
materials of construction? How do you know that there will be no corrosion
problems? Was coupon corrosion testing done for this reactor material of con-
struction? All wetted parts of the reaction system including gaskets, o-rings,
pressure reliefs, and gauges should be considered.

* What is the chemical stability of starting reagent solutions over time?

* Do you have data on stable hold points?

* Do you have solubility at room temperature where you need it or want it? For
example, it is desirable to have solubility at room temperature for liquids flowing
in/out of extractions, solvent exchanges, adsorption columns, in addition to
reagent feed solutions.

 Is the product stable to end-of-reaction conditions in the reactor? If not then use
a PFR, tightly control 7z, and have solvent supply vessel ready to swap and valve
and pump out the reactor contents in the event of a process stoppage.

Heat and Mass Transfer:

* How do you know that you will have sufficient heat transfer rates? Make sure
heat transfer calculations have been done and you know heat-up and cool-down
times and distances flowing through the tubes. Make sure heat exchangers are
not undersized or oversized. What will be the hot spots for reaction exotherms
predicted from the model of reaction rate, heat of reaction, and reactor heat trans-
fer? Is it possible to insert thermocouples to measure the hot spots? Do you know
overall heat transfer coefficients for CSTRs and can you remove the heat gener-
ated with the jacket alone, or is an internal cooling coil needed as well?
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Is sufficient heat exchange provided for process liquids flowing into and out of
reactors or separators?

If individual circulators are used instead of house cooling system, then do the
circulators have enough cooling capacity to remove heat from reaction exo-
therms and maintain desired process temperature? What are the consequences if
the circulators or cooling devices fail during the campaign? Are the safety inter-
locks in place for shutdown on high-temperature alarms?

How do you know that mass transfer rates will be sufficient? Will mixing be suf-
ficient when two streams Tee together? If a static mixer is utilized, then do you
know the minimum recommended linear velocity through the static mixer for
sufficiently fast mixing, given the viscosities and volumetric flow ratio of the two
feeds? Are mixing zones or stirred tanks at the inlet to PFRs sufficiently large to
dampen out flow fluctuations?

If the process has separations like liquid-liquid extraction, then what is the rela-
tionship between 7, agitation rate, and scale on stage efficiency?

Residence Time Distribution (RTD):

Is RTD known for each unit operation? CSTRs with 7 more than 10 min and
blend time less than 1 min typically can be modeled as ideal CSTRs, as long as
inlet and outlet tube/pipe positions are sufficiently separated to prevent
short-circuiting. If a PFR is used, F-curves should be measured during start-up
transitions from solvent to reagents/products, to quantify RTD of substrate. Is the
start-up transition time to steady state understood, and is the information used in
the decision of when to start collecting product?

How do you know what RTD will be overall for a continuous process train with
multiple unit operations together in series? A numerical modeling software pack-
age may be needed.

Will the planned data collection provide sufficient information to calculate lot
genealogy? Documentation will include the time of switching reagents, switch-
ing parallel surge vessels, heels in feed and surge vessels, overall 7z, and
overall RTD.

Does the numerical model of overall RTD facilitate the calculation of deviation
boundaries?

Is there a plan to quantify the potential difference between RTD of the actual
product versus RTD of nonreactive tracers or solvents? These may not be the
same for many reasons, including interactions with tube walls or adsorption/
desorption from column packing materials.

Are CSTRs strategically placed where process fluctuations or flow oscillations
are expected? CSTRs serve to dampen out process fluctuations. If the reaction
has fast kinetics and impurity profile at end of reaction conditions is favorable,
then a CSTR is more forgiving to process fluctuations than a PFR. If reaction
kinetics is not fast, then CSTR for initial stoichiometric mixing followed by PFR
for full conversion may be a good option.

The importance of knowing RTD is explained in another chapter in this book
(Johnson et al. 2020b).
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Stop/Restart:

* Is the process designed for ease of stop/restart if adjacent unit operations are hav-
ing problems and need to be stopped temporarily, or in case upstream material
was diverted to waste temporarily?

* Because of resource limitations, it may be preferable to run 16 h/day rather than
24 h/day in a production campaign. This is typically preferred in R&D, because
it is easier on people, and it is advantageous to demonstrate that the process has
sufficient stop/restart capabilities before going to manufacturing.

 If the process is stopped and restarted, then what automation interlocks might get
tripped? For example, if there is an automation interlock based on low pressure,
and if pumps are stopped, then does the low pressure alarm trip and do something
like close an automated valve? If so, then make sure to reopen the valve before
restarting.

Start-up and Shutdown

* Has the research-scale continuous process been started up with the exact same
procedure and timing intended for production? This is important so that you
know start-up transition will be as expected. For example, solid precipitates can
form during start-up transitions and potentially clog lines, depending on tim-
ing feeds.

*  When will you start collecting product, when will you switch collection tanks,
and when will you stop collecting product? These should all be planned in
advance. It may be advisable to switch collection vessels more frequently during
start-up transition while you are deciding when to start forward processing, and
then less frequently once the process reaches steady state. This approach can
help minimize start-up transition waste.

* How long will it take to reach steady state? For drug substance, it can take days
for a fully continuous multistep process train to reach steady state. Recycle
increases the time to steady state. Also, some processes are always in transition,
for example, packed catalyst bed reaction with drifting catalyst activity.

* Isit possible to achieve zero start-up transition waste for some of the sections to
the continuous processing train? Will a surge vessel downstream from the reactor
dampen out the impact of start-up such that the entire transition can be forward
processed?

* What are the manufacturing complexity trade-offs? For example, you could
start-up a countercurrent extraction train full of solvents rather than empty. This
would cause start-up dilution and transition waste, but it would be much simpler
than gradually filling each vessel in semi-batch fashion.

* Has a detailed plan for start-up and shutdown transition been created, and are the
feed and product cans, tubing and valves set up so that you can follow the plan?
For example, you may want to start the process flowing solvents only, then switch
to reagent solutions at time zero. This means that you need additional feed ves-
sels and you need switching valves installed. Also, the timing of switching each
of the reagents from solvent may not be the same, depending on the time it takes
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to flow from the pumps to the mixing Tee for each. The opposite order occurs at
shutdown transition. You need a source of solvent ready to switch on-line to the
pump inlet for solvent pushout at the end.

Is the volume of all feed lines measured, and are the times that it takes for each
feed to reach the mixing 7 at the reactor inlet known? If not simultaneous, then
which reagent or catalyst feed solution do you want to reach the mixer at the inlet
to the reactor first? For example, you may want the limiting reagent to reach the
reactor inlet last.

Do you know which reagent you want to run out first, and do you have excess of
the other reagents?

If you are running a PFR or continuous extractor, then do you plan to start with
the process full of solvent and then switch over to reagents? Do you plan to do
the opposite during shutdown for solvent pushout, meaning that you will switch
from reagents to solvents and keep pumping at the same flow rates until the prod-
uct is pushed out? If so, then can the downstream processing steps handle the
start-up and shutdown dilution? For example, a downstream distillation may be
able to normalize the concentration by stripping more solvent during start-up
transition. If not, then do you need to divert reaction product solution that is not
full strength? If you are planning to divert material that is not full strength, then
are you using a PFR designed for low axial dispersion to minimize product loss?
CSTRs can be started up with the reactor in semi-batch mode. Then, flows start
when reaction reaches full conversion in the vessel. This method can eliminate
start-up transition waste for the reactor. However, if this is the plan, then have the
experiments been done to prove that semi-batch start-up mode meets product
quality needs? Subsequently, semi-batch shutdown with gradual emptying of the
CSTR can eliminate shutdown transition waste from the reactor. Does data exist
to support this mode of operation. Also, do you have capabilities to pump down
the CSTR at controlled rate during shutdown transition? If flow goes out a dip
tube, then will the dip tube be gradually lowered, and if so, is it designed with the
capability to gradually lower it without getting into the impellers?

If you are running a continuous distillation, then plan to delay flowing out of the
distillate bottoms until the evaporator reaches steady-state concentrations. The
total mass pumped into the evaporator before starting outlet flows should be
calculated ahead of time.

If you are running a continuous crystallization in stirred tanks, one option is to
start the process with a batch crystallization in the first stirred tank, then start
flows when the vessel is filled and at its crystallization endpoint. Another option
is to start with the first stirred tank filled with final crystallization solvent compo-
sition and fully seeded with solids closely resembling steady-state particle size
distribution. How many stops and restarts do you expect for cleaning out encrus-
tation? Do you have enough seed crystals on hand depending on your desired
strategy and expected restart frequency?

Are manual bypass valves installed where needed for start-up and shutdown tran-
sitions? For example, if you expect a small amount of solids precipitation or
solids eluting from packed beds during start-up transition but not at steady state,
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then do you have two three-way valves installed so that you can bypass on-line
HPLC samplers, IR probe flow cells, or other sensitive or easily fouled process
components until the process reaches steady state? Process analytical technology
(PAT) is useful during start-up transition because it helps to determine time to
steady state and help decide when to start collecting product, but if it leads to
solids fouling then it may be better to temporarily bypass it.

If you are running continuous crystallization in MSMPRs, how many system
volume turnovers are required to reach steady-state concentration, and how many
turnovers are required to reach steady-state crystal size distribution (CSD)? This
could be determined by sampling once per turnover and analyzing with some-
thing like a Malvern, or it could be measured with an in situ Focused Beam
Reflectance Measurement (FBRM). What is the target percentage supersatura-
tion in all vessels at steady state, what was it in the research and development
runs, and how will you measure supersaturation in the production run? One
option is an in situ probe like IR calibrated for concentration. Another option is
sampling, immediately filtering the slurry sample, diluting the sample quantita-
tively so that product remains in solution, and quantifying potency, then compar-
ing to equilibrium concentration at these conditions. What is the best way to start
up the process? Is the first MSMPR started batch-wise before initiating flows? Is
it seeded? If start-up is done batch-wise to establish slurry in the MSMPRs
before starting flows, then what is the purity of the solids by HPLC or NMR at
steady state compared to batch startup? What is the polymorph form of the crys-
tals, CSD, and crystal shape for batch start-up versus steady state?

How will you quench excess hazardous reagents like LDA or BuLi downstream
from the reactor, or activated Mg at the end of processing? Have a plan to do this
in a safe and controlled manner that does not generate high concentrations of
hazardous gas by-product.

What is the plan for waste disposal?

Diverting:

Where are the best points for diverting? This is typically immediately down-
stream from a PFR, where RTD is narrow, because it minimizes the amount of
material that must be diverted before reestablishing the process within specifica-
tions. Is RTD known for the system? Does a plan exist for when and why to
divert? For example, calculating a rolling average for impurity concentration
over a time period equal to downstream fill-empty surge vessels is a reasonable
approach to calculating acceptable magnitude and duration of disturbances. Do
you have a decision tree for diverting decisions, and will you be set up and ready
to divert with valves and catch vessels if needed?

What are the points in the system of broad residence time distribution? For
example, CSTRs, MSMPRs, and surge vessels have broad RTD. It is best to
divert before the point of broad RTD, because broad RTD usually results in more
material being diverted before that part of the process has returned to steady state
or within range. It is better to divert at points of narrow RTD immediately after
the reactors.
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Where is the divert valve positioned relative to on-line LC sample point. It is best
to insert a delay loop between the on-line LC sample point and the divert valve.
For example, a simple highly plug flow coiled tube with high L/d ratio can be
used for a delay coil. The delay coil should have 7 greater than LC method plus
result turnaround time (e.g., 30 min). This allows you to “see into the future”
with your on-line LC rather than getting results too late to respond. Of course,
the on-line LC is not actually seeing into the future, but it is measuring what the
composition will be at the divert valve 30 minutes after the sample is taken.

Analytical:

How do you know that analytical will be correct and accurate? Make sure that the
analytical method is up and running and that you have verified it is measuring
your product and key impurities correctly before starting flows. Will the process
require analytical results in real time? Make sure that on-line and off-line analy-
ses confirm each other. Periodically take samples for off-line analysis at the same
time and from the same location as the on-line PAT. Will on-line HPLC be used?
Do you have a manual sampling point at the same location as your on-line HPLC,
so that you can confirm on-line results with an off-line sample?

Do you have a backup analytical plan so that the process can continue to run if
the PAT is down temporarily? For example, the decision may be to take manual
samples for downstream surge vessels and analyze them off-line until the PAT is
back on line. More material is at risk while the PAT is down, because if a down-
stream surge vessels must be diverted it is probably a larger amount of material
to divert. However, all material is still analyzed before it is pumped into the
next step.

What will be the first off-line analytical sample of the continuous run during
start-up transition? When will it be expected to be pulled from the process? How
soon will you need it analyzed in order to respond with a process adjustment if
needed? How quickly can you get it analyzed and results reported from the lab?
Is the analyst ready and expecting the sample? How do you know whether or not
the sample represented steady state? Is this known flat-lining of PAT, or by prov-
ing the same result with multiple off-line samples pulled at some frequency?

Is the sampling plan realistic, that is, is it possible to keep up with the number
and frequency of samples that you plan to take? Where will samples be placed
once pulled? How will the samples be labeled? For any continuous process, it is
best to include the date and time in the sample name, because then every sample
is necessarily unique and you can look back at process parameters at that time?
What off-line sample analytical will be needed near real time throughout the
campaign? Do you have a unique way to label and a unique place to put those
urgent samples? What is required analytical frequency at start-up versus at
steady state?

How do you know that the samples will be representative? The sample position
must be designed so that it receives representative flows, that is, it is not in a dead
leg or dead zone. How big are the waste cuts and how big is the dead leg in the
sample zone? How should I quantify the volume or mass of each waste cut to
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make sure it was sufficient? Justify why you believe that the samples are
representative.

What if the sample port clogs with solids? Have a plan, and install the proper
valves so that the sample port can be unclogged without disrupting the process.
It is possible for PAT to interfere with the process in a negative way? It is best if
the PAT does not obstruct the process flows, for example, restrict flows or intro-
duce valves in line with the main process flows. If using on-line HPLC, how do
you know that you will not get diluent, quench, or derivatizing reagent back into
the process? You should always have more than one automated block valve sepa-
rating the process from these PAT-related solutions, in case one valve fails.

If you are using a sample port, then does the process dip tube go to the bottom of
the overflow tee (via bored through fitting) for manual sampling points and for
on-line dilution cart automated sampling? The overflow Tee is a good way to get
samples without the potential to interrupt process flows, but you must install the
dip tube such that the sample zone is not a low dead leg.

Did you install manual bypass valves so that you can bypass the probe or auto
sampler? This may be important during start-up transition if you have solids
issues, for example, the outlet of a packed catalyst bed reactor where solids fines
can elute from the reactor for a time when a new bed is put on line. Furthermore,
this may be important at any time in the long run if you need to swap out parts or
do maintenance or troubleshooting on the PAT.

Is there a plan for how to use PAT for troubleshooting? What could go wrong in
the process and what would be the PAT response to look for? If conversion or
selectivity of a continuous reactor changes, a typical question is this: What
reagent feed was changed 1 7 before the composition at the reactor exit changed?
For example, if the reactor has a 6 h mean residence time and conversion drops
at 12:00, then you will look to see if one of the reagent or catalyst feed lots was
switched at 06:00.

If the process has batch collection vessels after a continuous reactor, then have
you selected the size of collection vessels that best meets your needs for analyti-
cal testing and forward processing decision? For example, you may want 24 h
collection vessels, so that you only need to do analytical for forward processing
once per day. The decision is based on a balance between minimizing the required
analytical frequency and minimizing the amount of product at risk at a given
time (putting too many eggs in one basket).

Operations:

Do you have written start-up, shutdown, and operating procedures? Is there a
plant “ticket” written to give instructions for transitions as well as steady-state
operation?

How can you work out the bugs first in a solvent only run? Are the planned sol-
vent run conditions identical to the process conditions that you plan to use in the
real chemistry campaign?

Do you have a plan for daily checks for long continuous runs? Check all things
daily that you know could be problematic. For example, check liquid level in
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circulators. If the liquid level gets too low because of evaporation or other loss of
heat transfer fluid, then the circulator could shut down. Be proactive and keep
them topped up. Think about all the heating and cooling utilities. Also, check the
level in feed vessels that are filled infrequently (e.g., once per week). Check the
amount of solids buildup in continuous crystallizers. Check pressure drop across
in-line filters and replace if needed. Are vent bubblers still bubbling, indicating
that vent system is remaining inert with nitrogen and that vent piping and reactor
headspaces are sufficiently sealed? Check to see if manual nitrogen rotameters
are still operating at desired settings. Check transparent tubing at the outlet from
pressure relief valves, or vessels at the outlet from relief valves, to make sure that
valves have not relieved and discharged material from the process. Do secondary
calculations of mass flow rates by tank outages to verify that mass flowmeters are
still accurate. Check to make sure there is no buildup of material in vent lines.
Are filtration rates slowing, indicating that filter pads need to be cleaned?

Do you have an operator checklist and data table prepared? What readings do
you want recorded once per hour? For example, check liquid levels in vessels,
temperatures and pressures not recorded by the DCS. Check DCS trends for
pressures, temperatures, and levels that are recorded, including pressure at the
suction side of all pumps. Check interface levels in mixer-setters. Check slurry
transfer tubes for continuous crystallizers and filters. Look for signs of pump
cavitation. Confirm that no feed vessels are about to run out.

How frequently do you plan to switch product collection vessels? Even if the
product collection vessel has capacity for several days, make sure to deliberately
switch your product collection vessel at least twice per day during a long multi-
day run. That way, if there is a process upset you have less material at risk in any
one product collection vessel. Write your instructions with flexibility so you have
the ability to switch to a new product collection vessel at any time.

How will you prevent reactant accumulation, or total mass accumulation? Make
sure vessels are not gradually filling if they are supposed to be at constant level.
How will you prevent overfilling vessels? This especially applies to product col-
lection vessels.

Do you plan to run more than one continuous unit operation simultaneously? If
so then it is better to run each of them individually first to work out the bugs
before putting it all together in a real production campaign.

Is there a plan for monitoring vent knockout vessels? It is best to monitor them
automatically with alarmed level detectors or weigh scales, but they can be moni-
tored manually if frequency is proceduralized and monitoring frequency is suf-
ficiently high that they cannot overfill.

What will happen if you temporarily lose power during the run? Would this be a
safety hazard? What are the fail-safes? What items would be difficult on the
restart after power is restored?

Is everybody ready (engineering, chemistry, operations, automation, analytical),
and do all know the start date and the planned people coverage? This is generally
well known for real manufacturing campaigns, but it has the tendency to be less
well communicated in laboratory development runs.
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* Do you have enough people? For example, suppose that you intend to run a
three-step fully continuous process in manufacturing, each step with reaction,
separation, and purification unit operations. The start-up transition will require
the most people, and the most technical expertise. You might need two process
engineers, two process chemists, one automation engineer, two analytical chem-
ists for on-line PAT, six operators around the clock during start-up transition to
get the entire train up and running. After the entire process reaches steady state,
the staff can decrease. The main point is that start-up transitions are resource
intensive, and require the technical experts, and a mix of R&D people who devel-
oped the process and manufacturing plant personnel collaborating on the plant
floor together.

* Make sure all vessels are inerted before flammable solvents flow into the vessel,
especially if they flow into the vessel through nonconducting tubing?

* Grounding and bonding is necessary when flowing from one vessel to another to
prevent static charge buildup and sparking. Avoiding the use of nonconductive
heat transfer fluid with nonconductive piping in the heat transfer fluid pump
around loops.

* Conduct process hazard reviews (e.g., What-if or HAZOP reviews, preferably
involving multiple people). Hold pre-startup safety reviews to ensure equipment
and controls were installed as designed, and to communicate critical safety issues
to operations.

* Select a safe location for the flow experiment or manufacturing considering the
number of people affected by a worst-case scenario.

e Program DCS calculations of real-time mass and energy balances for safety criti-
cal operations.

* Prevent plugging of vent lines, and prevent process materials flowing out vents.
Prevent closed block valves in vent lines. Prevent backflow into feed lines or feed
vessels, and prevent backflow of liquid from vent lines such as backflow of caus-
tic from scrubbers. Prevent undesired phase changes in process lines like boiling
or freezing.

Equipment:

* Have you operated the temperature control units for extended times prior to the
real chemistry run? If it will be a multiweek continuous process run, then prove
beforehand that all heat transfer units will maintain jacket set points for at least
the length of the planned duration. For example, cooling circulators can gradu-
ally accumulate internal ice and lose cooling capacity over time. Make sure to
get constant temperature baths adjusted to your desired operating temperatures
the day before, if heat-up time is significant. For example, heat-up of 200 L water
or oil baths used for submerging PFRs can take time depending on the power of
your circulators.

*  What equipment will be used for overall reactor system back pressure regula-
tion? Is there a potential for solids during transitions? If so, then it may be best
to use an expansion chambers in series back pressure regulator rather than dia-
phragm or spring-loaded regulators (Johnson et al. 2016).
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Is all of the equipment ready? Has it all been tested in a solvent run?

Do you have redundancy where you may need it? For example, if you intend to
run a long campaign with multiple continuous steps operating simultaneously, do
you have redundancy of key temperature and pressure measurements, and on-
line PAT instruments?

Do you have equipment backups for pumps, peristaltic pump tubing, agitators,
glass vessels and heads, automated open/close block valves, and temperature
control units, all of which could fail or break in the middle of the campaign?
Have a plan to stop flows to swap out equipment with minimal down time.

Will electrical and utilities be sufficient to support all the portable flow equip-
ment that must be hooked up? In particular, think about the electrical needs for
heaters and chillers that can draw high amps and make sure there are enough
high amp circuits, and that you do not have too many of these running off the
same circuit.

How do you know that the equipment will run without fail for the duration of the
planned campaign? Off-line long-term reliability testing on key equipment
before the real continuous chemistry run is recommended.

Do you have a sufficient supply of fittings that are GMP approved and kept in a
regulated storage facility such that you have backups and can replace process
lines and fittings in case of leaks or fouling?

Get started on specifying and ordering pressure relief valves at least 6 months in
advance, and order backups of all pressure reliefs. Include pressure relief devices
and/or auto-shutoff pressures on the discharge of all positive displacement
pumps. Provide pressure relief devices immediately downstream from back pres-
sure regulators (lower pressure set point to protect downstream equipment). Are
all pressure reliefs compatible with their process stream?

Do you have representative and complete process and instrumentation diagrams
(PIDs)? Do the PIDs match the actual equipment in the plant or lab after it is set
up, including all manual block valves? Have plant personnel walked the process
lines referencing the PID?

Does the equipment have sufficient venting so that vessels do not pressure up
when filling (with vent paths free of block valves). Use separate vent headers
when multiple vessels have incompatible headspaces. Provide vent knockout
tanks to catch process materials in the event that vessels overfill and also catch
bubbler liquid in case of suck back. Be especially careful with separation of liq-
uids and vapors when a reactor is depressurizing and the gas/liquid mixture is
flowing into a vessel and gas is exiting to a vent at the same time (e.g., use hydro
cyclones to prevent misting out the vent).

Is secondary containment installed where leaks, breaks, or overfills may occur?
Examples are beneath pumps, bubblers, sample valves, and CSTRs.

Include chemical sensors to detect leaks and hazardous concentrations, for
example, hydrogen detectors in the tops of hoods where H, is used.

Have all gaskets been checked for compatibility with the solvents in my process?
For example, Viton® o-rings and gaskets can look like Kalrez®; therefore, if
Kalrez® is needed for solvents like THF then check them all carefully. If the
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wrong o-ring or gasket material is installed, and if it goes unnoticed during con-
struction and assembly, then you should at least identify the problem during the
solvent run before the real chemistry run.

* Does the equipment have alarms, interlocks and/or auto-shutoffs based on tem-
peratures, pressures, and fill levels? Does equipment have emergency stops for
power and automation fail safe?

o If this is a tech transfer, what is the difference between feed, surge, and product
cans between the two locations? At the new location are the surge vessels and
product receivers sufficiently sized so that the tank switching or tank emptying
can be done only 1 or 2 times per day for each, if the intention is to do it manually?

Planned Duration of Scale-up Demonstration

e How long should the scale-up demonstration be run before the manufacturing
campaign? Run at least long enough for the entire process to reach steady state.
This might only require a few hours. Run longer for special circumstances.
Several examples are given below. Many of these will not need to operate 24 h
per day, if they return to steady state quickly after stopping and re-starting, but
the total cumulative run time without cleanout may need to be several days. If
possible, design continuous reactions and separations unit operations that can
easily be stopped, held for a time (e.g., 10 h), and restarted without any negative
consequence. It is better for manufacturing. Therefore, in most demonstration
campaigns, it is more valuable to prove that you can run the continuous process
during the days and stop flows overnight, rather than operate 24 h per day, and it
is much easier on people.

1. If you are using a packed catalyst bed or CSTR with sequestered catalyst and
activity decreases over time, then you need to run for the expected catalyst
life, which could be several days.

2. If you are running a process with recycle, then a long time could be required
for impurities to build up to steady-state concentrations in the recycle loop,
perhaps 100 h.

3. If you are running a packed bed adsorption, then it could take more than 300 h
for the mass transfer zone to take shape along the bed length and another
>300 h for the mass transfer zone to move one MTZ length down the bed to
see if it is spreading over time.

4. If the process has fouling, plugging, crusting of solids over time, like continu-
ous crystallization, cryogenic PFRs, or WFE distillation.

5. If it is possible for material to accumulate in a rector or a unit operation, for
example, precipitate of metal impurities in continuous Grignard formation
reactor, if the Mg is not 100% pure.

6. If you are running a continuous filtration and dissolve-off process, and other
insoluble solids and tiny debris accumulate on the filter pads over time.

7. If you are running a continuous extraction and you are interested in the insol-
uble materials that accumulate in a rag layer between the liquid phases
over time.

8. If you need to test PAT for drift over time due to crusting, fouling, instrument
drift, or tube swelling.
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Around the Clock Operation:

* Do you need to run 24 h per day or can you stop flows overnight and restart in
the morning? Most of the reactions and separations unit operations can be oper-
ated during the day shifts in R&D. You only need to keep the process running
24 h per day if there is a negative consequence of stopping and restarting flows.
For example, if it is not a stable hold point. Here are a few examples:

1. Asymmetric hydrogenation, where PFR 7 is 12 h and the product is not stable
at end of reaction conditions (Johnson et al. 2012).

2. Continuous cooling crystallization. You may not want to hold the slurries in
the MSMPRs hot overnight because of stability and potential solvent loss. If
you cool down the MSMPREs, then it will change particle size and CSD. Once
you start the process backup, it might take 24 h to reach steady-state CSD
again in all the MSMPREs. If this is the case, it is better to run 24 h per day and
not stop flows until the end.

3. Continuous crystallization with kinetic rejection of impurities (Johnson et al.
2012). In these examples, it is better to run 24 h per day and not stop flows
until the very end of the campaign. When flows stop the stirred tanks will
reach thermodynamic equilibrium, which is obviously not desirable for dem-
onstrating a kinetic impurity rejection.

Automation:

* Note that experts in automation engineering are required for running fully con-
tinuous processes.

e What level of automation will be used? What will be automated by the plant-
wide DCS and what unit operations will be automated by small local PLCs? Will
a plant-wide control system be used, or individual unit operation controlled with
surge tank decoupling?

* Are the parameters tuned for all feedback control loops?

* Are unit operations linked in series, and if so, is sufficient time allotted for auto-
mation testing before a campaign?

e Are the skids programmed the same for the manufacturing campaign as they
were at research scale or pilot scale in R&D? This is especially important for
sequenced operations, like intermittent flow evaporators and filters, as described
previously in this chapter. If this is a technology transfer from one site to the
next, and especially if the automation platform is different at the new location,
did the personnel who ran the process at the previous site, or in development,
consult with the automation engineers at the new site to make sure startup and
shutdown transitions, ramp rates, and ratio control are programmed consistently
with the previous process?

e How can the system be started up if stopped in the middle? Which stop/restart
sequences will be automated, and which will be manual.

 Isthere an overall control screen where multiple variables can be viewed at once?

» Allot time prior to the production campaign to make sure there are no bad chan-
nels on the cards, that solenoids are functioning, that transmitters are properly
spanned, etc.
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Plugging/Fouling

*  What is the potential for plugging and fouling during the continuous production
campaign and how will it be measured? What changes can be made to decrease
the chances of fouling and plugging? For example, if you are running a continu-
ous crystallization, then operating at lower supersaturation, using a larger num-
ber of vessels in series so that less product needs to come out of solution in each
vessel, installing slurry transfer tubing subsurface, and locating the inlet away
from agitator shaft, walls, or baffles may all minimize solids fouling.

e Is tube size large enough to minimize plugging if you suspect you could have
solids? Can you use high-velocity intermittent flow from vessel to vessel for slur-
ries, as described previously in this chapter?

e Can you monitor for plugging and fouling visually? This is facilitated by using
transparent glass vessels and PFA tubing for slurry transfers if the reactor,
crystallizer, extractor, or evaporator runs at low pressure. If nontransparent metal
tubing or vessels are used for high-pressure operations, then can you monitor for
plugging with pressure transmitters? Can you provide mitigations for plugging
and fouling (e.g., double block and bleed valves) so that you will not need to use
a wrench on a clogged line under pressure?

* Have you installed pressure gauges and transmitters for measurement of pressure
versus time at pump outlets (provides indication of gradual fouling)?

* What are the most likely unit operations for solids fouling? For example, con-
tinuous crystallization, filtration, or cryogenic reaction have fouling potential, so
these should be a main focus during preparations.

* Does the process have any heat traced lines because the flowing stream would
not be a homogeneous solution at room temperature? If so, is every inch of the
process line sufficiently heated? Small “cold” spots can plug over time or when
there is a flow stoppage.

* What are the smallest flow restrictions for process materials? For example, flow
restrictions may be needle valves, small fittings, restricting orifices for mass flow
control or back pressure control. These will plug first.

* What are the parts of the system where you may not have solubility at lowest
possible process temperatures? What are the locations of potential
supersaturation?

* Does the process have a continuous liquid/vapor separator downstream from a
back pressure regulation system? If so, then plugging in vent lines from misting
process solutions with dissolved substrate may be a concern. In this circum-
stance, design the process to vent slowly, design cyclones for V/L separation, use
large vent lines, and avoid vent restrictions.

* If you are running continuous crystallization, then what is the expected rate of
fouling with solids over time? How does fouling and crusting change with scale-
up? Where are the most likely locations for solids fouling, for example, on the
agitator shaft, on the baffles, at the location of feed entry into the vessel, in the
tubing between vessels? How does the level of supersaturation impact fouling
rates? How long do you plan to run the process at steady state before scheduled
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periodic shutdowns for solvent cleanouts? Is the plan to operate the continuous
crystallization until the operations staff makes a judgment call on when it is time
for a cleanout? Do the fouling solids on the walls have the same purity as the
flowing crystals? What is the chemical stability of the solids on the walls, in case
some break off and flow downstream? This can be tested by getting a sample of
solids stuck to a wall or baffle and analyzing them for purity. Where are the inlet
points, where product solution and anti-solvent flow into the stirred vessel? It is
best if they are on opposite sides of the vessel. Are the inlet tubes located at a
sufficient distance away from impellers, shaft, baffles, and wall? Do they mix in
a static mixing device in a pump-around loop? What is the mixing rate at these
addition points?

How do you plan to unclog a clogged line? For example, use back-and-forth
pressure pulses or back-and-forth pumping as a first attempt to free the clog,
before using a wrench to open up process equipment.

GMP related:

Do you intend to have any start-up and shutdown waste? Or, do you intend to
start-up and shut down in a manner that all products meet specifications and thus
there will not be any transition waste?

What will be the cleaning procedures at the end of campaign and after a process
upset? How will you clean a long PFR that is difficult to inspect internally? It
may be better to use inexpensive tubing and dedicate the PFR to a specific chem-
istry, disposing it when it is no longer needed for that specific product.

How will you calculate lot genealogy? Do you have a plan to collect sufficient
information on 7 and RTD to calculate lot-to-lot carryover?

Do you have a plan for deviation management (deviation boundaries—operating
space, design space)?

If this will be a validation campaign, then what is the required number of start-
ups and shutdowns, required batch size and required steady-state operation time?
What is the required analytical sampling frequency? Is the analytical sample for
controlling process parameters taken from a point of narrow RTD, and is the
analytical sample for forward processing decision taken from a point of
broad RTD?

What are the process parameters that you will use for feedback control (auto-
mated PID control loops based on 7, P, flow, level, versus analytical PAT)?

Do you intend to use on-line PAT for real-time information, or real-time forward
processing, or real-time feedback control, or real-time release, or some combina-
tion of these? Do you need redundancy in case the PAT instrument stops working?
Whatis an acceptable degree of variability and fluctuations of process parameters?
How will in-spec process parameter adjustments be made? In other words, if no
material is out-of-spec yet, but adjustments within the acceptable processing
range are being made to process parameters to adjust closer to target set points,
then how do you know that each operator would make the same adjustment? Use
decisions trees or automation.
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*  What are the points in the continuous unit operations for diverting flow in the
event of a deviation?

* Do you have any deliberately non-steady-state unit operations, such as fixed
catalyst bed reaction where catalyst activity changes over time (e.g., 300 h) or
fixed bed adsorption where solid phase becomes exhausted over time (e.g.,
600 h). What if the continuous unit operation has deactivation over time?

*  Where are you building in redundancy for processing equipment?

*  What if the continuous unit operation has known fouling over time? What is the
plan for periodic off-line solvent cleaning and flushing to remove solids buildup?

» Will this process deliver flexible batch size or fixed batch size?

* How will you document material movements from one part of the continuous
train to another?

e Does the process include recycle? If so, how will you monitor for impurities
building up in recycle loops?

» Will the GMP processing instructions and master batch record be handled differ-
ently than batch?

e What will be the material hold times?

* How can you use the numerical model to determine when to divert flow, or if
diverted material is unacceptable?

Safety:

* See the continuous drug substance processing safety chapter in this same book
(Johnson and Niemeier 2020).
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Chapter 5
Continuous Crystallization: Equipment
and Operation

Yiqing C. Liu and Zoltan K. Nagy

Abstract Crystallization is an economical separation and purification unit opera-
tion commonly used in the pharmaceutical industry as the last drug substance man-
ufacturing step to obtain crystalline form active pharmaceutical ingredient (API).
The quality attributes of crystallization products such as purity, crystal size, crystal
shape, and polymorphic form heavily influence downstream processes and may
even affect the final product performance. Crystallization is one of last missing links
in end-to-end continuous pharmaceutical manufacturing development because of its
complex two-phase and stochastic nature. Recent advances and remaining chal-
lenges in the development of laboratorial- and industrial-scale continuous crystal-
lization equipment, techniques, and control strategies are discussed in this chapter
accompanied by a brief overview of crystallization theories as well as process ana-
lytical technology (PAT) applications in crystallization processes. The integration of
continuous crystallization is also discussed in this chapter.

Keywords Crystallization - Continuous - Process analytical technology (PAT) -
Mixed-suspension-mixed-product removal (MSMPR) - Oscillatory baffle reactor
(OBR) - Plug flow crystallizer (PFC) - Oscillatory baffled crystallizer (OBC) -
Filtration - Process intensification

Abbreviations
AFC Antifouling control
API Active pharmaceutical ingredient

ATR-FTIR Attenuated total reflection-Fourier transform infrared
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ATR-NIR Attenuated total reflection-near-infrared
ATR-UV/Vis  Attenuated total reflection-ultraviolet/visible
CFC Continuous filtration carousel

CFD Computational fluid dynamics

CIP Cleaning in place

COBC Continuous oscillatory baffled crystallizer, also known as OFBC
CSD Crystal size distribution

DBC Dynamic baffle crystallizer, also known as OBR
FBRM Focused beam reflectance measurement

GC Gas chromatography

HPLC High-performance liquid chromatography
MOM Method of moment

MS Mass spectrometry

MSMPR Mixed-suspension-mixed-product removal
MSZW Metastable zone width

NMR Nuclear magnetic resonance

OABA Ortho-aminobenzoic acid

OBC Oscillatory baffled crystallizer

OBR Oscillatory baffle reactor, also known as DBC
OFBC Oscillatory flow baffled crystallizer, also known as COBC
PAT Process analytical technology

PBM Population balance model

PFC Plug flow crystallizer

PSD Particle size distribution

PVM Particle vision measurement

RTD Residence time distribution

SASR Solvent-to-antisolvent ratio

SEM Scanning electron microscopy

STC Stirred tank crystallizer

UPLC Ultra-performance liquid chromatography
XRD X-ray diffraction

Nomenclature

A [m? Heat transfer area

B [#s7''m™] Secondary nucleation rate

b - Secondary nucleation order

C  [kg/m?] olution concentration

C,, [kg/m] Inlet solution concentration

C, [J-K'kg™'] Specific heat

D [m] Reactor diameter

d. [m] Crystal size

AC  [kg/m?] Absolute supersaturation

AH, [J/kg] Heat of crystallization
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Crystal growth order
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Heat transfer coefficient

Primary nucleation rate

Secondary nucleation kinetic constant
Crystal growth kinetic constant
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Crystal mass

Seed mass
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Volumetric flow rate out of the ith MSMPR
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Weight percentage of solid to liquid content
Oscillation amplitude

Length along a PFR
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pe [kg/m?] Crystal density
ool [kg/m?] Solution density
o  [Hz] Oscillation frequency

5.1 Introduction

Crystallization is a process where dissolved solutes transform from their solution
phase to crystalline solid phase. It is a key unit operation present in the vast majority
of pharmaceutical manufacturing processes to separate and isolate solid drug sub-
stance from its mother liquor. In oral solid dosage form production, it is often
employed as the final purification step to obtain pure active pharmaceutical ingredi-
ent (API), serving the transitional role between drug substance and drug product
manufacturing as shown in Fig. 5.1. Tailoring the crystal quality attributes such as
crystal size distribution (CSD), shape, polymorphic form (multiple crystal struc-
tures of the same molecule, Fig. 5.2), and purity can have a significant impact on
downstream processes as well as the quality of the final drug product (Lee et al.
2015; Zoltan K. Nagy, Fujiwara, et al. 2008; U.S. Food and Drug Adminiatration
2004; Wood et al. 2019; Yang et al. 2017). A crystalline particle exhibits a regularly
arranged molecular structure which is often more stable than amorphous particles
which do not have ordered molecular structures (Davey and Garside 2000). Typically
carried out in batch, there has been, as of late, increasing interest in continuous
crystallization development to emulate the progress made in developing continuous
reaction chemistry and drug product operations to enable end-to-end continuous
pharmaceutical manufacturing (Chatterjee 2012; U.S. Food and Drug Administration
2004, 2019). The intent of this chapter is to give a brief overview of crystallization
theories and to introduce readers to laboratorial and industrial continuous crystalli-
zation equipment, techniques, and control strategies.

e B [

APl

Synthesis l;"!iilinz

Tableting Blender Drying Granulation

Fig. 5.1 Transitional role of crystallization in a typical manufacturing process of oral solid dosage
form drugs
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Fig. 5.2 An example of polymorphism: (a) prismatic form I of ortho-aminobenzoic acid (OABA)
and (b) needlelike form II of OABA. (Permission obtained from Simone et al. © 2017 Elsevier Ltd)
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5.1.1 A Brief Review of Crystallization Theories

A typical solid solution-phase diagram is depicted in Fig. 5.3 where the equilibrium
solution concentration (solubility curve) and the corresponding supersaturated and
undersaturated areas are shown. During crystallization, the system starts undersatu-
rated and must move across the solubility curve to become supersaturated.
Supersaturated solutions are metastable: the system tends to retrieve back to equi-
librium (solubility), but certain amount of supersaturation must be built up to initi-
ate rapid crystal formation. A barely supersaturated system may remain “stable” for
days, while a system situated deeper into the supersaturation area may become
unstable in a matter of minutes resulting in crystallization. It is easy to understand
that crystallization is a rate process driven by supersaturation whereas solubility is
a thermodynamic property. Supersaturation may be generated by cooling, evapora-
tion, antisolvent addition, reaction, pH manipulation, freezing, or a combination of
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the aforementioned methods, and the degree of supersaturation can be expressed as
absolute supersaturation AC (defined as C — Cy,), supersaturation ratio S (defined as
C/Cyy), or relative supersaturation s (defined as AC/Cy,).

Crystallization is generally considered to be a two-step process where sufficient
supersaturation must be accumulated resulting in births of crystals which then grow
in size by incorporating solute molecules from the supersaturated solution. The
birth of a crystal is called nucleation, and it consists of two mechanisms: primary
nucleation, fast and spontaneous formation of nuclei without the presence of crystal
particles, and secondary nucleation, birthing of nuclei triggered by existing crystal
particles. As shown in Fig. 5.4, primary nucleation occurs near the thermodynamic
metastable zone limit. For crystallization process design purposes, the supersatura-
tion required for primary nucleation is often considered to be the metastable zone
limit, while true thermodynamic metastable zone limit may be elsewhere which is
difficult to measure due to the delayed detection of nucleation. The distance between
solubility and the metastable zone limit in the phase diagram is called the metasta-
ble zone width (MSZW) which is an important guide for crystallization process
design. It directly correlates to crystallization kinetics. MSZW is a kinetic property
that can be affected by many factors including supersaturation generation rate (i.e.,
cooling rate, antisolvent addition rate, etc.), mixing dynamics, solvent properties,
impurities, and solution history. Figure 5.5 illustrates the effect of cooling rate on
the MSZW of aluminum potassium sulfate crystallization in water. Once primary
nucleation takes place, the generated parent crystal particles will trigger secondary
nucleation at a lower supersaturation as shown in Fig. 5.4. Because primary nucle-
ation takes place at the brink of metastability, nuclei are generated in a stochastic,
uncontrolled, and often undesirable manner. In contrast, secondary nucleation can
be controlled by manipulating the parent particle’s properties such as the size, poly-
morphic form, and load (amount). Therefore, in industrial batch crystallization pro-
cesses, pre-generated particles are strategically added as “seeds” to bypass primary
nucleation, regulate secondary nucleation, and promote growth. Sometimes nucle-
ation may be preferred or required, which is often the case in continuous
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crystallization processes. In such cases, secondary nucleation inducing seeded oper-
ation is still preferred to promote secondary nucleation, while avoiding primary
nucleation. While there are existing theories in attempts to explain primary and
secondary nucleation mechanisms (Botsaris 1976; Garside and Davey 1980; Garside
1985; McCabe and Stevens 1951) such as classical nucleation theory (Becker and
Doring 1935; Volmer 1939; Gibbs 1948), two-step theory (Erdemir et al. 2009;
Chakraborty and Patey 2013; Davey et al. 2013), dust breading (Ting and McCabe
1934; Strickland-Constable and Mason 1963), needle breading (Strickland-
Constable 1968), and collision breading (Strickland-Constable 1968), the exact
mechanisms are not well understood (Mullin 2001b; Myerson 2002). A general rate
expression does not exist for either primary or secondary nucleation. Instead, an
empirical Arrhenius-type power law expression is often used to describe nucleation:

Primary Nucleation : J = k; exp % G.D
T’ (ln S )
3 b Eb m
Secondary Nucleation : B = k,S” exp TR M 5.2)

where J and B are the primary and secondary nucleation rates, respectively, with the
unit of number of particles per time per slurry volume, S represents supersaturation
ratio and can be switched to absolute supersaturation AC or relative supersaturation
s, T is the temperature, M denotes the solid concentration, R is the gas constant, and
k;, j, ks, b, E, and m are kinetic parameters that can be estimated from experiments.

Growth refers to the enlargement of crystals, the rate of which significantly
impacts the final CSD. Growth takes place at a lower supersaturation than nucle-
ation in a more controlled manner (Davey and Garside 2000; Mullin 2001a). It is
often preferred to generate larger crystals which can be isolated more efficiently
compared to fine particles. In practice, techniques like high seed loading, small seed
size, and slow supersaturation generation rate can be applied to promote growth and
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Fig. 5.6 Microscopic images of paracetamol product of (a) unseeded versus (b) seeded cooling
crystallization. (Permission obtained from Nagy et al. Copyright © 2007 Elsevier Ltd.)

suppress nucleation to produce larger crystals. A comparison of the products of a
growth-dominated, seeded batch crystallization experiment against an unseeded
experiment is illustrated in Fig. 5.6 where seeded products are much larger in size
and thus much easier to isolate. The mechanism of crystal growth is complex as
crystal structures are complex: it is generally considered as a two-step process
involving diffusion followed by the incorporation (equivalent to a reaction) at the
surface, while other more complex two-dimensional growth theories have been
explored (Bennema 1969; Burton et al. 1951; Frank 1949; Ghez and Gilmer 1974;
Nyvlt et al. 1985; Ohara and Reid 1973; Wilcox 1971). Different models corre-
sponding to these different theories have been developed mathematically, but a
generic power law is often used in practice:

L E
G=—=kS%exp| —— |fn(L 5.3
da ¢ p( RT] ( ) >-3)

where L denotes the characteristic size of the crystal, S represents supersaturation
ratio which can be switched to absolute supersaturation AC or relative supersatura-
tion s, and k,, g, and E, are kinetic parameters that can be estimated from experi-
ments. Some function of L, fn(L), can be added to express size-dependent growth
rate. It is important to note here that there are multiple ways to describe crystal size
since crystals are three-dimensional structures. The characteristic length L is often
defined as the volume equivalent sphere diameter (Fig. 5.7). Even though nucleation
rate expressions Eqs. (5.1) and (5.2) and growth rate expression Eq. (5.3) are gener-
alized expressions, they are all not completely empirical. They can be derived from
classical nucleation theory and diffusion-reaction growth theory, respectively. In
addition to nucleation and growth, other more complex phenomenon are often pres-
ent during crystallization (Garside 1985; Mullin 2001c) such as agglomeration
(multiple particles clustering together to form one large aggregate, Fig. 5.8a), break-
age (one particle breaking into two or more particles, Fig. 5.8b), attrition (fines
“chipping off” from a particle surface as individual particles, Fig. 5.8¢c), and Ostwald
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Fig. 5.7 Volume
equivalent sphere diameter
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Fig. 5.8 Animated schematic of (a) agglomeration, (b) breakage, (c) attrition, and (d) Ostwald
ripening mechanisms

ripening (fine particles dissolving despite supersaturation, Fig. 5.8d), which will not
be discussed in detail in this chapter due to length constraints but can be important
in industrial practices.

In order to achieve the desired crystal CQAs, one must design a suitable operat-
ing system, operating mode, supersaturation generation profile, and seeding strat-
egy to manipulate nucleation and crystal growth (and sometimes agglomeration and
breakage). If upstream processes allow, a proper solvent should be chosen to avoid
high toxicity and increase solvent power so that changing temperature or antisolvent
ratio results in higher changes in solubility. Crystal habits should also be considered
when selecting a solvent to avoid difficult shape (e.g., needle shape), polymorphic
impurity, and undesirable coloring (Gu et al. 2004; Karunanithi, Achenie, and Gani
2006; Kolat et al. 2002; Myerson, Decker, and Fan 1986). The selection of solvent
is also coupled with choosing the type of crystallization such as cooling, antisol-
vent, or reactive crystallization for an optimal design (Chianese et al. 1984; Agnew
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Fig. 5.9 Schematic of a Seed port PAT port
typical batch crystallizer

with overhead ports for
PAT tools and seed
addition

et al. 2016, 2017; Borsos et al. 2016; Chen et al. 2011; Frawley et al. 2012;
Lindenberg et al. 2009). It is important to obtain the phase diagram and metastable
zone limit so that an operating curve can be developed by experimental experience
or optimization algorithms. Seeding is commonly practiced in industry to suppress
nucleation and promote growth. Typically for batch crystallizations, 0.5-5 wt%
seed loading is used and added when the system is close to solubility (% to ¥2 into
the MSZW) (Bohlin and Rasmuson 1992; Aamir et al. 2010; Wey and Karpinski
2001). An empirical design equation can be used to select the seed size based on
crystal size and shape (Davey and Garside 2000; Mersmann and Rennie 1970):

ds i
m;=m, {d—] (5.4)

where m, and d, stand for mass and size of seed, m, and d, denote mass and size of
crystals, and i is a shape index, 1 for needles, 2 for plates, and 3 for cubes/spheres.
In addition to operating conditions and seeding techniques, the equipment design is
also crucial to implement a well-designed crystallization process. As shown in
Fig. 5.9, a temperature-controlled vessel equipped with an overhead agitator and
various ports for material addition and process analytical technology (PAT) tool
installment is often used for crystallization in labarotary scale. PAT tools are impor-
tant instrumentations that measure and monitor the process status and product qual-
ity. It plays a key role in improving pharmaceutical manufacturing, and they will be
discussed in detail in Sect. 5.3. The material, dimension, and mixing scheme of the
crystallizer must be properly designed to ensure efficient heat and mass transfer as
well as effective suspension of particles.

The application of mathematical modeling can reduce the number of experi-
ments needed to optimize a crystallization process. A population balance model
(PBM) is often used to describe crystallization as it tracks the population of parti-
cles of different sizes in suspension as well as concentration in solution. The basic
concept of a population balance is to balance the number of particles generated/
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destroyed by nucleation, agglomeration, and/or breakage as well as to track the flux
of particles travelling between size bins by crystal growth. To describe this idea
mathematically, let us introduce a (univariate) population distribution function f{L,¢)
such that f{L,t)dL describes the number of particles between size L to L + dL per unit
slurry volume at time ¢ (Fig. 5.10). For a batch crystallization process, population
balance is written as:

o o(d)
ot oL

= Qnuc + Qagg + Qbreak (55)

where Q denotes particle generation or disappearance mechanisms and nuc, agg,
and break subscripts stand for “nucleation,” “agglomeration,” and ‘“breakage,”
respectively (Litster 2016; Ramkrishna 2000). If a seeded process is considered
without agglomeration and breakage, Eq. (5.5) can be simplified as:

o o(Gf) ~
6t+—6L =B5(L-L,) (5.6)

where 6(L — L) is the Dirac delta function that engages nucleation only at nucleus
size L, (usually taken to be very small or 0):

5.7

0

Té(L)dL =1 ifL=1L,
6:

0 ifL#L,

To close the system of equations, a mass balance can be written to relate solid-
and liquid-phase concentration:
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Ly
‘jl—f =-3kp, |GL’ fdL (5.8)

where C is the mass concentration of the solute in solution, k, represents the shape
factor (1 for cube, 0.5 for sphere, 10 for needle shape, etc.), and p, is the crystal
density. An energy balance can also be written which is especially important for
strongly exothermic or endothermic crystallization processes:

dr _—hA(T-T,) AH3k,p,
dt Vpsol Cp pwl Cp

f GL fdL (5.9)

where h represents heat transfer coefficient, A is the heat-exchanging area of the
crystallizer, T, is the temperature at the heat-exchanging wall, V stands for the slurry
volume, py, is the density of the solution, C, denotes the specific heat of the solu-
tion, and AH, represents heat of crystallization. Solving Egs. (5.6), (5.8) and (5.9)
together yields particle population distribution, solution concentration, and bulk
temperature profile over time (Berglund 2002; Ramkrishna 2000). If heat of crystal-
lization is minor, energy balance can be neglected. Initial concentration (and tem-
perature) and seed population must be obtained as the initial conditions to solve the
system of equations. Method of moment (MOM) is a common PBM solving method
that describes the population distribution by its moments:

Ly
p,=1f(tL)LdL (5.10)

where y; denotes the jth moment of the population distribution f; y, is the total num-
ber of particles, y; represents the total length, u, is the total surface, and u; is the
total particle volume per unit volume of the slurry. The population balance Eq. (5.6)
can then be converted into a series of ordinary differential equation using moments:

by

=B
dt
du,
— =G 5.11
A Hy ( )
du,
—==2G
d H

Mass and energy balance can be written as:

dcC
—=-3p kG 5.12
=3k G, (5.12)
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ar _—hA(T-T,) AH3kp, G
dt Vpsol C Vpsol C 'u2

P P

(5.13)

The PBM is now converted as a system of ordinary differential equations which
is relatively easy to solve. Alternatively, a finite volume method can be applied to
numerically solve for the full population distribution which cannot be obtained
using MOM, as well as concentration (and temperature). The details of the finite
volume method as well as other solution techniques will not be discussed here, but
references such as Kumar and Ramkrishna (1996), Gunawan et al. (2004), and
Kubota et al. (2001) are recommended if interested. Many commercially available
software packages are capable of solving population balance models with finite
volume methods.

5.1.2 Batch and Continuous Crystallization

Crystallization of pharmaceuticals has been largely carried out in batch mode (Cao
et al. 2017; Chung et al. 1999; Feng and Berglund 2002; Hu et al. 2005; Nagy and
Braatz 2012; Pefia et al. 2017a; Puel et al. 2003; Saleemi et al. 2012). Batch opera-
tions are “recipe-based,” simple, and relatively low maintenance (Ferguson et al.
2013; Pefa and Nagy 2015; Tung et al. 2008). Carefully designed batch crystalliza-
tion operating curves (black dotted line in Fig. 5.11) can achieve relatively uniform
CSD and maximum yield; however, it usually requires a very long batch time, and
consequently batch crystallizers are often very large in size (on the order of 1 m?).
Such large size leads to high capital cost, high operating cost, elaborate scale-up
practice (DiMasi et al. 2003; Suresh and Basu 2008; Teoh et al. 2016), and heavy
consequence for failed batches which is a prevailing issue due to batch-to-batch
variations (Plumb 2005). Furthermore, local poorly mixed spots are often present in
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large reactors where supersaturation is exceptionally high triggering primary nucle-
ation despite seeding (Green and Myerson 2001). Large number of fines are pro-
duced as a result leading to possible fouling, filtration failure, excessive
agglomeration, and undesired polymorph formation among other undesired issues.

Continuous crystallization on the other hand operates at “steady state” or, more
accurately, at a “state-of-control” operation improving process robustness and prod-
uct consistency (Nagy et al. 2013; Wood et al. 2019). It is crucial to incorporate PAT
during continuous crystallization to maintain the consistent state-of-control opera-
tion. Continuous operations usually allow smaller-sized reactors because of its abil-
ity to operate for a long period of time without interruption, enabling on-demand
manufacturing that can be easily relocated and reconfigured between different loca-
tions. More importantly, continuous crystallization may be scaled by simply increas-
ing the flow rate with little to no equipment size change which significantly
simplifies or potentially eliminates the traditional scale-up practices associated with
batch crystallization (Nagy and Aamir 2012; Wang et al. 2017; Zhang et al. 2017).
However, there are challenges associated with continuous crystallization despite the
inherent advantages. These challenges mainly center on the issue of fouling and
difficult slurry transfer: continuous crystallization inherently requires supersatura-
tion throughout the whole operation which tends to cause encrustation on equip-
ment surfaces and in transfer lines. Coupled with low flow rates required for most
pharmaceutical processes, fouling and blockage can easily occur, and the state-of-
control operation may subsequently be interrupted (Acevedo et al. 2019; Yang et al.
2017). Additionally, the continuous supersaturation present in the crystallizer inevi-
tably leads to lowered yield compared to batch which is another obstacle for shifting
to continuous from an economical perspective. Continuous crystallization is by no
means a new concept. It has been an established process at large-scale production in
industries like sugar processing and mineral refining, but it becomes challenging at
smaller scales where pharmaceutical industry usually operates. It is often not a triv-
ial decision to operate in batch or continuous mode when developing a crystalliza-
tion process. Factors like demand, material property, time constraint, budget, and
level of technology expertise must be considered during the decision-making pro-
cess. When such a decision of continuous operation is beneficial, we hope the fol-
lowing discussion on continuous crystallization will provide readers with some
insights on the design of a successful continuous crystallization process.

5.2 Continuous Crystallizers

There are two general types of continuous crystallizers: mixed-suspension-mixed-
product removal (MSMPR) crystallizers where material is fed and removed from a
well-mixed vessel producing wide residence time distribution (RTD) and near plug
flow crystallizers (PFCs) where the material “flows” through a tubular reactor with
the RTD being near uniform. MSMPR operation allows utilization of existing
equipment, while PFC produces tight RTD enhancing product consistency. Each
type can be the appropriate choice for different crystallization systems.



5 Continuous Crystallization: Equipment and Operation 143

5.2.1 Mixed-Suspension-Mixed-Product Removal
(MSMPR) Crystallizers

MSMPR operation consists of one or more well-mixed vessel(s) in series with con-
tinuous feed and slurry removal. Successful employment of continuous crystalliza-
tion in MSMPRs relies on sufficient mixing and proper slurry withdrawal schemes
to obtain products in the outlet representative of the bulk slurry. A single MSMPR
crystallizer operates at one point in the phase diagram (e.g., 7, on Fig. 5.11), but a
batch-like operating curve can be replicated by employing a multistage MSMPR
system (yellow solid line on Fig. 5.11). For many APIs, pilot-scale crystallizers are
enough to meet current demand in continuous mode without further scale-up. The
possibility to utilize existing equipment and its simplicity of operation are major
advantages of MSMPR systems over other continuous crystallization systems.
Another advantage is the ability to operate at long residence times without particle
settling issues which is especially beneficial for slow-growing compounds (Wood
et al. 2019). During MSMPR mode operation, some slurry elements immediately
exit the crystallizer after entrance; some elements end up never leaving the vessel,
while most elements are somewhere in between, making up a broad RTD profile.
This can be a disadvantage of MSMPR systems because broad RTD may lead to
broad CSD.

Equipment and Scale

The most commonly used MSMPR crystallizer is a stirred tank crystallizer (STC)
as it is readily available in almost every lab or pilot plant and it is simple and rela-
tively cheap to build. Similar to a batch crystallizer, an overhead stirrer is often used
to provide mixing. The agitator type, position, and agitation speed are all important
design factors to consider for a well-mixed STC. Axial flow impellers such as
pitched blade or retreat curve impellers are often used in crystallization. The mate-
rial of the impeller must be durable and chemically compatible. Particles present in
pharmaceutical crystallization processes tend to be heavier than its solvent; thus the
impeller is often positioned closer to the bottom. Sufficient agitation speed is also
needed to keep crystal particles suspended. This speed can be determined by experi-
ments and/or computational fluid dynamics (CFD) which can be costly. Previously
developed empirical equations are often used in practice to determine the minimal
agitation speed. One of the most commonly used equations is known as the
Zwietering correlation (Zwietering 1958):

0.15
N, =Zv"d? {—gc (p.=p S"l)} X*"p, % (5.14)
psol
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Fig. 5.12 Equipment setup of (a) a lab-scale (500 mL) stirred tank MSMPR. (Permission obtained
from Liu et al. © 2019a Elsevier B.V.) and (b) a kilo-scale stirred tank MSMPR. (Permission
obtained from Cole, K. P. et al. Copyright © 2017, Copyright © 2017 The Authors, some rights
reserved; exclusive licensee American Association for the Advancement of Science. No claim to
original US government works)

where N denotes the minimum agitation rate required for particles of mass mean
size d,; Z is the Zwietering constant, unique to the geometric characteristics of the
agitation system, which can be experimentally determined or found in literature and
handbooks; v is the kinematic viscosity of the solution; g. is the gravitational accel-
eration constant (9.81 m/s?); X is the weight percentage of solid to liquid content;
and Dy, denotes the impeller diameter. An added complexity in crystallization is that
agitation speed has a significant impact on crystal habits by affecting crystallization
kinetics. While higher agitation speed improves mass transfer which improves local
supersaturation, it can also induce particle breakage (Mazzarotta 1992), attri-
tion (Biscans 2004), and agglomeration (Pefia and Nagy 2015) which are often
undesirable. An optimal mixing scheme design relies on experiments, modeling,
and engineering experience.

Small bench-scale MSMPR STCs range from 10s mL to 100s mL (an example
of 500 mL STC is shown in Fig. 5.12a) often equipped with ports for PAT
tools (Ferguson et al. 2013; Garside and Tavare 1985; Garside and Shah 1980; Power
etal. 2015; Su et al. 2015b; Yang and Nagy 2015a, b; Zhang et al. 2012). Pilot plant
scale of a few liters (an example is shown in Fig. 5.12b) to 15 liters in volume have
also been demonstrated to successfully produce crystal products at the rate of sev-
eral kilograms of API per day (Polster et al. 2014; Cole et al. 2017). Larger equip-
ment is not necessarily required to meet production demand at pharmaceutical
scales, and laboratory/development equipment is capable of matching batch-scale
production at equivalent or shorter timescale (Polster et al. 2014; Vetter et al. 2014;
Wood et al. 2019) assuming that continuous crystallization can be sustainably oper-
ated for long periods of time, but it may be challenging. One of, if the not the most
challenging aspects of maintaining a sustainable continuous crystallization in an
MSMPR, is slurry transfer.
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Fig. 5.13 Animation illustration of MSMPR drawing schemes: skimming (left), submerged (mid-
dle), and metal pipe-guided bottom drawing (right) (Yang et al. 2017b. Permision obtained form
Yang et al. Copyright ©) 2017 American Chemical Soceity)

Slurry Transfer

Continuous crystallization is a two-phase process where a mixture of solid and lig-
uid must be transferred from one vessel to the next which presents a host of chal-
lenges. Slurry transfer failure, including inhomogeneous slurry removal and transfer
tubing blockage, has been reported to be the top reason causing premature termina-
tion during continuous crystallization studies. Representative or homogeneous
product removal refers to the practice where the product removed at the outlet has
the same composition (and CSD) of the bulk slurry. While it needs further discus-
sion whether representative product removal is strictly required, representative
slurry removal is often preferred for a more stable steady-state continuous opera-
tion. To ensure representative slurry removal, not only sufficient suspension of par-
ticles in the vessel and sufficient removal mechanisms are needed; the location of
the transfer line is also important. Three common slurry removal locations are dem-
onstrated in Fig. 5.13. Due to the nature of agitational mixing dynamics, particles
tend to accumulate under the impeller; the inlet of the product removal line is rec-
ommended to be placed lower than the impeller if possible. A drain may be used as
the product removal outlet to further improve this issue.

A bigger challenge is fouling and blockage of transfer lines (Fig. 5.14). A wide
removal tubing, which is often required to prevent blockage, coupled with slow
removal rates that are needed to maintain a certain residence time, poses a challenge
to sustain turbulence in the transfer line (Cui et al. 2016; Hou et al. 2014). Lack of
turbulence may cause particles to settle and/or block the transfer line completely.
Moreover, unconsumed supersaturation that is naturally present during MSMPR
operation can cause further crystallization in the transfer line which worsens parti-
cle settling as well as onsets encrustation on the tubing wall. This in turn can result
in lowered yield, line blockage, and in some cases process failure. Therefore, trans-
fer lines should only be as short as possible without unnecessary kinks and pinches
and slurry transfer should take place as quickly as possible. Temperature control can
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Fig. 5.14 A blocked slurry
transfer line of a lab-scale
MSMPR (Yang X. et al.
Permision obtained form
Yang X. et al. Copyright ©
2017 American Chemical
Soceity)

also be implemented on the transfer line to prevent further crystallization. In this
section, a few slurry removal strategies will be discussed in effort to prevent slurry
transfer failure.

Pump-driven slurry transfer is commonly used in conjunction with soft Teflon
tubing to transfer slurries as shown in the MSMPR setup in Fig. 5.12a (Acevedo
et al. 2018; Acevedo, Kamaraju, et al. 2017; Johnson et al. 2012; Li et al. 2016; Liu
et al. 2019a, b; Zhang et al. 2014). Programmable peristaltic pumps also enable a
simple yet effective slurry transfer scheme to prevent transfer line fouling: intermit-
tent product removal. It has been reported that intermittent removal significantly
improves transfer line fouling compared to continuous operation. During intermit-
tent operation, the slurry transfer pump remains idle for some time followed by high
flow rate removal of the accumulated volume. This accumulation is recommended
to be less than 10% of the total volume in the vessel to avoid significant distur-
bances. It has been shown to produce similar products as true continuous operation
both by experiments and by mathematical modeling (Powell et al. 2015b; Su et al.
2017). However, the level fluctuation caused by intermittent operation can lead to
worsen encrustation on the vessel wall and agitation shaft due to evaporation. In
addition, particles may get left behind in the tubing or “fall” back into the crystal-
lizer during the idle period of the pump. Thus, the peristaltic pump transfer scheme
may not prevent transfer line fouling for every system and can cause material back
mixing that further widens the already broad RTD of MSMPR systems.



5 Continuous Crystallization: Equipment and Operation 147

Feed solution  Antisolvent

b
(:)-__@ Water
als bath
s
Nitrogen gas
Transfer
zone Vacuum
Product Slurry

Fig. 5.15 Laboratory MSMPR slurry transfer zone and its schematics of the vacuum/nitrogen-
driven transfer zone setup. (Permission obtained from Acevedo et al. © 2016 Elsevier B.V)

Employing a transfer zone is a more sophisticated intermittent slurry transfer
strategy to address transfer line fouling by eliminating the accumulation of slurry in
the line. It involves a slurry holding cell and a controlled vacuum/pressure system.
Operated intermittently, the transfer zone mechanism periodically “rests” and “acti-
vates.” During activation, slurry is quickly extracted from the vessel via a dip pipe
and propelled to the holding cell by the coordination of valves and vacuum. The
content in the holding cell is then purged into the next stage by nitrogen pressure.
An additional line purge is often performed after each transfer to remove any
remaining slurry. An example transfer zone setup is shown in Fig. 5.15. Transfer
zone application is a superior strategy to effectively prevent transfer line fouling.
Furthermore, vacuum as a driving force is more effective than the pump gear for
slurry suction, and representative sampling is often guaranteed. However, it adds
extra complexity that vacuum and pressure operating sequences must be robustly
automated for sustainable operation. A further simplification of the transfer zone
strategy can be achieved by implementing pressure-driven transfer schemes. The
basic concept of pressure-driven slurry transfer is to simply remove the transfer cell
and employ airtight MSMPR vessels. Intermittent slurry transfer is achieved by
manipulating pressure and vacuum via valves opening/closing. A schematic of such
a transfer system is shown in Fig. 5.16. It can be costly to construct such a robust
system that undergoes frequent pressuring and depressuring during operation.

Transfer zones and pressure-driven transfers enable rapid extraction of represen-
tative samples, while maintaining little to no settling or fouling issues in the slurry
transfer line. Their impact on particle size is also reduced compared to pumps as
pump gears can cause particle breakage. But it cannot be said with certainty that it
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Fig. 5.16 Schematic of a pressure-driven MSMPR slurry transfer system. (Permission obtained
from Cui et al. Copyright © 2016, American Chemical Society)

is always superior to implement complex transfer zones or pressure-driven transfer
strategies because of their costly construction and complex operation. The fact that
the implementation of simple pump transfer versus the utilization of complex slurry
transfer techniques is comparable in popularity suggests that some systems are less
sensitive to slurry transfer issues than others. Thus, the need for a sophisticated
slurry transfer strategy varies on a case-to-case basis.

Start-Up Strategies

Start-up of continuous MSMPR operation is an important aspect of achieving a
desirable state-of-control operation. Improper start-up procedures could lead to
fouling, prolonged dynamics and even polymorph impurities. The start-up process
should be optimized to minimize product loss and operational difficulties while
shortening the time to reach the state-of-control. Continuous MSMPR operation can
start with a clear solution or slurry. It is however not advisable to start the MSMPR
crystallizer dry as it may result in excessive nucleation and fouling. If a clear solu-
tion is used during start-up, primary nucleation will take place, and the primary
particles can serve as seed. A slurry solution can also be used as start-up which
serves as a seed bed. It is important to note that unless seed is carried in continu-
ously with feed, residence time must be long enough to avoid excessive particle
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washout which in turn prevents periodic primary nucleation. A batch crystallization
can be performed first to create the crystalline slurry for start-up, but an improper
batch design can lead to significant fouling and blockage. A saturated solution with
premade seed has been demonstrated for cooling continuous crystallization of
paracetamol in water to produce the shortest time to reach steady state compared to
batch cooling start-up mode or clear saturated solution start-up (Power et al. 2015).
While start-up procedure might not affect the final state-of-control products for
many systems, improper start-up can cause unstable steady-state operation where
the system can easily deviate from a controlled state to seemingly produce different
products with different start-up strategies. It has also been observed that reproduc-
ible results are not guaranteed in some experimental start-up studies of continuous
crystallization and they need to be improved in future studies. Mathematical model-
ing can be especially helpful for designing an optimal start-up strategy.

State-of-Control Operation

The phrase “state-of-control” has been used in place of “steady-state operation” in
this chapter. State-of-control is a more accurate description of stable continuous
crystallization operation where small deviations from steady state may occur but
system dynamics and/or applied control strategies can correct such a deviation with-
out causing significant changes in product CQAs (Nagy and Braatz 2012; Acevedo
et al. 2019; Lee et al. 2015; Woodcock 2014; U.S. Food and Drug Adminiatration
2019). Such a dynamic or sometimes oscillatory state is considered a steady and
stable operation and is more appropriately called a ‘“state-of-control” operation.
During state-of-control operation, product quality attributes such as CSD, solution
concentration, impurity level, and polymorphic form remain constant or in an
acceptable range. The final state-of-control product qualities are often governed by
the operating conditions; for example, if the temperature of the MSMPR is low dur-
ing a cooling continuous crystallization process aiming to improve yield, CSD is
likely to be small because of excessive nucleation but is observed to improve if resi-
dence time increases (Powell et al. 2016; Power et al. 2015). Incorporation of mill-
ing or ultrasound also affects state-of-control CSD by inducing particle breakage
and/or accelerating nucleation. Yield is another important property to consider when
designing a suitable state-of-control operation. It is often of economic interest to
maximize yield. Recycling, being an obvious choice, has been shown to signifi-
cantly improve the overall yield in MSMPR operation (Griffin et al. 2010; Alvarez
et al. 2011; Ferguson et al. 2014; Vartak and Myerson 2017; Wong et al. 2012).
Alvarez et al. (2011) showed that implementing a recycling stream increased the
yield from 71% to 87%, while decreasing purity by ~2% for the cooling crystalliza-
tion of cyclosporine (Fig. 5.17). Thus, recycling may be an unacceptable strategy
for systems of high purity requirement. Lowering the MSMPR crystallizer tempera-
ture has also been shown to improve yield, but it may result in smaller crystal
size (Quon et al. 2012; Rashid et al. 2017; Yang et al. 2015b). Inclusion of wet mill
(Fig. 5.18) and sonication (Fig. 5.19) can improve particle uniformity, but it is a
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Fig. 5.17 (a) Schematic of multistage MSMPR continuous crystallization of cyclosporine with
recycle; (b) effect of recycle ratio on product purity and process yield. (Permission obtained from
Alvarez et al. Copyright © 2011, American Chemical Society)

trade-off with crystal size (Narducci et al. 2011; Yang et al. 2015a; Yang et al.
2016a). Increasing residence time can improve yield without compromising CSD
and often times improving state-of-control crystal size (Ferguson et al. 2013; Su
et al. 2015b; Wierzbowska et al. 2008). However, it will require lowering the flow
rate, thus decreasing throughput or requiring more stages which increases cost.
Depending on the kinetics, a combination of the aforementioned techniques can be
applied to obtain an optimal state-of-control.

Polymorph (and chirality) control is another important but perhaps more subtle
advantage that comes with MSMPR operation. Unlike batch, one MSMPR vessel
state-of-control operation fixates on a single point in the phase diagram consistently
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Fig. 5.18 (a) Schematic of in situ wet mill in the MSMPR experimental setup and (b) volume-
based size distribution at different wet mill rpm. (Permission obtained from Acevedo et al.
Copyright © 2017, American Chemical Society)

producing the polymorphic form favored at that point. A batch operation curve may
inevitably pass through regions in the phase diagram that favor an undesired poly-
morphic form. Thus, maintaining a specific state-of-control operation can achieve
tight control of the polymorphic (chiral) form (Qamar et al. 2012; Kollges and
Vetter 2017; Lai et al. 2015; Powell et al. 2015a). Lai et al. (2014) demonstrated this
aspect by manipulating the temperature and residence time of the MSMPR opera-
tion to selectively produce a p-form of L-glutamic acid that is relatively difficult to
obtain under batch crystallization. Similarly, Steendam and Horst (2017) estab-
lished a single-stage MSMPR continuous process to consistently produce chirally
pure crystals by manipulating residence time, feed concentration, and start-up strat-
egy to tune for a desirable state-of-control operation.

The aforementioned fouling issue remains a challenge to maintain the state-of-
control operation. As of now, MSMPR continuous crystallization of pharmaceuti-
cals remains in research stage. Fouling and blockage are often vaguely reported or
kept off records. In addition, the robustness and reproducibility of these studies are
not tested rigorously. Therefore, the issue of fouling may take place more frequently
and cause more serious consequences than what current literature suggests. To
achieve industrialization of continuous crystallization, the risk of fouling and block-
age must be addressed. While choosing a set of operating conditions that will result
in a state-of-control less likely to foul can be helpful, feedback control strategies
provide a much more reliable solution that resolves fouling at its onset instead of
solely relying on prevention. A possible strategy is automated direct nucleation con-
trol (ADNC) which is a model-free control strategy to control the number of parti-
cles present in the crystallizer by manipulating the supersaturation level, usually by
changing the temperature in the crystallizer. It requires a PAT sensor to monitor
particle count, usually focused beam reflectance measurement (FBRM). ADNC has
been implemented by Yang, Song, and Nagy (2015b) in a two-stage MSMPR con-
tinuous crystallization process to improve product CSD. ADNC may be used to
correct fouling by detecting the change in particle count in the crystallizer caused
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Fig. 5.19 Volume-based size distribution of particles in crystallizer implemented with sonication
and product vessel at (a) silent conditions and (b) 40% power amplitude sonication. (Permission
obtained from Narducci et al. Copyright © 2011 Elsevier Ltd.)

by fouling. Surely more intelligent control schemes like model predictive control
(MPC) can be implemented to better address this issue (Mesbah et al. 2017; Su et al.
2019), but the main challenge lies in the detection of fouling. Particle count change
is not necessarily a sign of fouling nor does fouling necessarily result in particle
count change in bulk. A more reliable method must be developed to detect the onset
of fouling more accurately and quickly. Methods such as ultrasound and
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conductivity measurement that have been applied in other industries to detect
encrustation may be borrowed to detect fouling in continuous crystallization. Image
analysis utilizing intensive algorithm and high-resolution cameras is a more direct
measurement of fouling, but it may be technically and/or economically unrealistic.
Even though challenging, the risks associated with fouling can be limited to an
acceptable level by a combination of proper transfer line design, optimized opera-
tion condition selection, and suitable control strategy implementation. Further study
of the robustness of continuous crystallization in MSMPR mode is still needed to
establish a systematic process development strategy to achieve a robust state-of-
control operation.

Oscillatory MSMPR Crystallizers

While stirred tank crystallizers (STCs) are convenient and relatively simple to use,
it has some inherent drawbacks such as poor local mixing and high shear rate near
the agitator. There are research efforts focused on alternative MSMPR vessels, one
of which is an oscillatory baffle reactor (OBR). It is also called a dynamic baffle
crystallizer (DBC) where instead of an agitator, a set of oscillating baffles are used
to provide mixing (Fig. 5.20). Oscillatory mixing provides more uniform fixing by
inducing fully developed vortices (Fig. 5.21a) distributing mechanical energy more
evenly throughout the reactor space (Mackley et al. 1990; Mackley and Ni
1991; Mackley and Stonestreet 1995; Ni et al. 1995a, b, 1997; Ni and Gao, 1996).
As a result, heat and mass transfer is significantly improved in oscillatory mixing
systems compared to agitational vessels (an example study is shown in Fig. 5.21b).
Efficient mixing is especially advantageous for continuous crystallization

Multiple Ports
of various sizes

Fig. 5.20 (a) Overall schematic of the OBR/DBC, (b) an exploded view drawing of the baffle
shaft, (c) side view of the baffle shaft, and (d) a picture of an experimental continuous OBR setup.
(Permission obtained from Liu et al. © 2019a Elsevier B.V)
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Fig. 5.21 (a) Image of fully developed vortices in an OBR/DBC (permission obtained from Ni
et al. Copyright © 2003 The Institution of Chemical Engineers. Published by Elsevier B.V.); (b)
improved mass transfer coefficient between water and air in an oscillatory system and a stirred
tank. (Permission obtained from Ni and Gao, Copyright © 1996 Elsevier B.V)

applications because it will significantly improve local supersaturation which low-
ers the chance of unwanted primary nucleation and promotes growth (Brown et al.
2014, 2015). An OBR usually consists of a jacketed elongated vessel and a set of
baffles. The baffles can be tightly fitted to the vessel leaving no space between the
baffles and the wall, or they can be loosely fitted leaving some space which is less
common. The baffles are low-constriction “donut”-shaped plates with the orifice
taking up 20-30% of the whole plate area. The baffles are usually placed at equal
distance which is about 1.5 times the plate diameter (Brunold et al. 1989; Dickens
etal. 1989; Ni et al. 2003). The degree of mixing can be tightly controlled by adjust-
ing frequency and/or amplitude of the oscillation. Oscillatory Reynolds number
(Re,) can be used to describe the mixing intensity (Fitch 2003; Ni and Gough 1997):

_ 2rox,pD
u

Re, (5.15)

where o is the frequency of oscillations, x, is the center to peak oscillation ampli-
tude, D is the inner diameter of the tube, p is the fluid density, and u is the fluid
viscosity. Strouhal number (St) can be used to quantify eddy propagation (Fitch 2003;
Ni and Gough 1997):

St = b
drx,

(5.16)

Shear rate is generally lower in an OBR in comparison to a stirred tank crystal-
lizer which can be beneficial for crystallization (Brown and Ni 2012; Chew and
Ristic 2005; Hewgill et al. 1993; McGlone et al. 2015; Ni et al. 2000a, b, 2004; Ni
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Fig. 5.22 (a) RTD variance improvement in the OBR/DBC compared to STC at the same power
density, (b) volume-based CSD of OBR/DBC and STC, and (¢) microscopic images of state-of-
control product of OBR/DBC and STC at the same power density. (Permission obtained from Liu
et al. © 2019a Elsevier B.V)

and Mackley 1993; Ristic 2007). Liu et al. (2019a) carried out a comparative study
of the OBR and the stirred tank. The authors observed that the RTD is narrower in
the OBR as shown in Fig. 5.22a. It is also observed that state-of-control product of
continuous crystallization of paracetamol was more uniform and less aggregated in
the OBR than in the stirred tank at the same power density as shown in Fig. 5.22b, c.
However, the OBR is a slightly more complex system and is not readily available.
Incorporating PAT sensors is also more difficult than the STC where they can sim-
ply be inserted overhead. The setup used in the aforementioned study features side
opening ports for PATs. However, airtight fittings had to be custom made for PAT
sensors of various sizes. These ports can pose as dead zones without proper fittings
causing particle settling and accumulation in the ports. A more optimized design is
needed to improve the geometry of PAT ports.
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Modeling of MSMPR Continuous Crystallization

The power of PBM is especially significant when designing an MSMPR crystalliza-
tion process including start-up/process optimization and MPC implementa-
tion (Benyahia et al. 2012; Lakerveld et al. 2013; Morris et al. 2015; Yang and Nagy
2015a, b). To represent an MSMPR operation, the crystallizer is assumed to be well
mixed; in other words, the product removed has the same composition including
solution concentration and solid CSD as the bulk material in the crystallizer.
Therefore, accumulation of particles = number of particles in — number of particles
out + number particles generated by crystallization. The population balance of a
single-stage MSMPR can be written as:

o(vf) . o(VGr)
ot oL

=00 fo =0 f +V(Que + Qi + Ce)  (5.17)

where V is the slurry volume in the crystallizer, Q-;, and Q- represent the inlet and
outlet volumetric flow rate, and f;, is the population distribution of the seed carried
into the system with feed (taken as zero if the system is not continuously seeded,
i.e., there are no particles entrained with feed). If agglomeration and breakage are
negligible, Eq. (5.17) can be simplified as:

o(vr) o(VGf) _ s, . _
7+6—L_Qinf;n Qoulf+VB6(L LO) (518)

A mass balance can also be written for a single-stage MSMPR operation:

d(ve)
dt

Ly
=0.C, -0,,C-3Vk,p, |GLfdL (5.19)

where C;, denotes the feed concentration. Solving Egs. (5.18) and (5.19) together
yields the population and concentration over the entire time of operation. Initial
conditions can be written based on the start-up method:

f (@t =0) = population of intial seed,if sceded
f(@t = 0) = Oforall L, if unseeded (5.20)
C (@1 =0) = initial concentration

At constant volume steady state, the first term of Eqgs. (5.18) and (5.19) becomes
zero, and the solution gives steady-state concentration and particle population.
Therefore, the population balance of a constant volume single-stage MSMPR crys-
tallization without continuous seeding at steady state becomes:

o(Gf) f

+__
oL T

BS(L-L,)=0 (5.21)
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where 7 is the residence time. Equation (5.21) is an ODE and can be solved to esti-
mate size-independent linear growth rate:

g__ I
dL G; (5.22)
BC.f, = G = population of nuclei
Solving the ODE analytically:
1
In =——VL+In 5.23
(f) == L+n(%) (5.23)

Linear growth rate can be estimated by plotting logarithmic steady-state popula-
tion f against size L as shown in Fig. 5.23 (Garside and Shah 1980).

A similar system of equations can be written for multistage MSMPR operations.
Consider the ith stage of a multistage MSMPR system; the inlet flow of the ith stage
is equal to the outlet flow of the i—/ th stage:

W) 2N g g -0 +vBo(L-1,)
2 oL (5.24)
d(vc

Ly
di i) = Q'HCH _QiCi _3Vikvpc IGLZfidL
t 0

Equation (5.24) can be solved for each stage with i—/th stage being the feed for
when i = 1. Initial conditions can be written similarly to Eq. (5.20) based on the
start-up procedure.
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5.2.2 Plug Flow Crystallizers (PFC)

Plug flow crystallizers (PFCs) are tubular reactors in which the content flows at a
near-constant velocity. The obvious appeal of a PFC over an MSMPR vessel is that
the axial mixing is minimal in the PFC producing a near-uniform RTD compared to
the broad RTD in an MSMPR crystallizer as illustrated by Fig. 5.24. RTD unifor-
mity may significantly improve product consistency in the PFC. In addition, supe-
rior heat and mass transfer is achieved in the tubular configuration of the PFC
compared to a MSMPR vessel, and scale-up can be easily achieved by extending the
length of the PFC (scaling-out). When a larger scale is needed, the PFC may be
scaled up linearly because unlike a stirred tank MSMPR where mixing intensity is
unevenly distributed in the reactor space, local mixing in a PFC is much more uni-
form. The spatial gradient (i.e., the length) of a PFC is equivalent to that of batch
time which would require several MSMPR crystallizers in series to achieve the
same operating profile. However, in order to maintain turbulence in the PFC, a high
flow rate is usually required resulting in short residence times or extended reactor
length. Encrustation and fouling are another challenge in maintaining the state-of-
control in the PFC. Cleaning procedures can also be very complex for long PFCs. In
this section, several PFC and near-PFC systems will be discussed as well as the
issue of fouling. Mathematical modeling will also be discussed briefly in this
section.

Equipment and Operation
While plug flow reactors have been successfully applied for single-phase reaction

processes, the added complexity of particle suspension poses a challenge for suc-
cessful crystallization operations in them. It is difficult to produce high enough
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turbulence in PFCs to ensure homogeneous mixing of the liquid phase and the solid
phase. Therefore, a bench-scale PFC is rarely demonstrated to be successful.
However, there are a few nonconventional PFCs that incorporated unique designs to
enhance mixing for successful continuous crystallization operations.

The first common strategy to improve plug flow mixing for crystallization is to
employ smaller-scale reactors. A mesoscale plug flow crystallizer of 2 mm inner
diameter, 15 m in length, has been demonstrated by Eder et al. (2010) for continu-
ously seeded cooling crystallization of acetylsalicylic acid (Fig. 5.25). The authors
observed heavy agglomeration and blockage during their operation; however proper
seeding and higher flow rates significantly improved this issue. Immediate blockage
was observed without seeding which suggests that excessive nucleation causes seri-
ous fouling and must be avoided in this mesoscale system. Another group improved
on this design (3.1 mm inner diameter 15.2 m length) by generating air segmented
slug flow. Schematics and photographs of the slug flow setup are shown in Fig. 5.26.
Each liquid slug behaves like a well-mixed batch crystallizer traveling along the
length of the tube. The circulatory hydrodynamics in slug flow significantly
improved fouling previously seen in non-segmented systems. It largely reduces
stagnation near the wall which lowers the chance of clogging even at low flow rates,
suitable for slow-growing compounds that require a long residence time. However,
slug flow pattern can only be generated under certain flow rates with certain fluids.
It may not be suitable for every process. Microscale slug flow crystallizers have also
been demonstrated to successfully generate uniform crystals mainly for the purpose
of fundamental kinetic studies. Superior mixing dynamics and improved heat and
mass transfer are clear advantages of small-scale tubular reactors. Valuable experi-
mental results can be obtained in these small-scale reactors in early development
studies (Dombrowski et al. 2007; Eder et al. 2010; Lindenberg and Mazzotti
2011; Jiang et al. 2014; Lu et al. 2015).

Another approach to improve mixing in a PFC is implementing additional mix-
ing geometry to create more turbulence. A static mixer is an example of such an
approach. Alvarez and Myerson demonstrated the use of a Kenics-type static mixer
(details shown in Fig. 5.27) to crystalize ketoconazole, flufenamic acid, and
L-glutamic acid via antisolvent addition. The PFC is 0.6 m in length with an internal
diameter of 12.7 mm and a volume of 76 mL. Small and uniform product was
obtained at various flow rates, and larger particle size was obtained at higher flow
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Fig. 5.26 (a) Schematic of the slug flow crystallizer setup, (b) image of slug flow T-junction, and
(c) image of the slug flow crystallizer coil. (Permission obtained from Jiang et al. Copyright ©
2014, American Chemical Society)

rates where yield was found to be lower. However, the residence time was less than
1 minute for all the flow rates tested which is mainly suitable to produce small and
narrow CSD products via antisolvent addition but not suitable for the purpose of
achieving large crystals. The addition of baffles on the tubing wall is also an effec-
tive approach to induce more turbulence in a PFC.

A variation of the statics addition approach to improve turbulence is to apply
additional mechanical energy to the PFC. A combination of this approach with the
aforementioned “statics” approach gave rise to a variation of PFC that has been
gaining popularity in recent years: an oscillatory flow baffled crystallizer (OFBC)
also known as a continuous oscillatory baffled crystallizer (COBC) or simply oscil-
latory baffled crystallizer (OBC) (Brown and Ni 2011; Lawton et al. 2009; Ni and
Liao 2010; Pefia et al. 2017b; Sang-Il1 Known et al. 2014; Siddique et al. 2015; Su
et al. 2015a). It superimposes oscillatory motion onto the flow by a plunger in a
baffled tubular reactor to aid particle suspension as shown in Fig. 5.28. The baffles
are usually created by periodic pinches in the tubular diameter along the tubular
reactor to create extra eddies and turbulences. A combination of oscillatory motion
and static baffles generates sufficient turbulence at laminar net flow conditions
attaining far longer residence times (10-30 minutes) compared to static PFCs (up to
a few minutes). Oscillatory motion inevitably generates axial dispersion; in other
words, the RTD in an OFBC is predictably less uniform than a PFC. To quantify
axial dispersion, a dimensionless number, dispersion number (D/vL) can be calcu-
lated based on experimentally measured dispersion coefficient D, net flow velocity
v, and the OFBC length L. Dispersion number of an ideal PFR is zero and infinity
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Fig. 5.27 Details of the Kenics-type static mixer. (Permission obtained from Alvarez & Myerson.
Copyright © 2010, American Chemical Society)

for an ideal CSTR. Dispersion number of OFBC has been experimentally measured
to be on the order of 1072, very close to a PFC (Kacker et al. 2017). Compared to an
MSMPR, OFBC produces significantly more uniform products at comparable resi-
dence times that are not achievable in smooth or static PFCs. Oscillatory mixing
also brings additional advantages such as improved heat and mass transfer and low
shear as mentioned in section “Oscillatory MSMPR crystallizers”. The same dimen-
sionless groups including oscillatory Reynolds number and Strouhal number defined
in Eq. (5.15) and Eq. (5.16) can be used to quantify the mixing conditions in an
OFBC. Net Reynolds number (Re,) is also of significance here:

Re = PP (5.25)

n lL[

The OFBC is commercially available in different sizes made with glass or stain-
less steel. A picture of a commercially available OFBC unit is shown in Fig. 5.29.
The tubular reactor is jacketed for temperature control and offers multiple injection
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Fig. 5.28 Schematic of the tubular OFBC and a zoomed in view on a baffled tube segment.
(Permission obtained from McGlone et al. Copyright © 2015, American Chemical Society)

Fig. 5.29 A commercially
available glass model of
OFBC unit designed by
NiTech® solutions

ports for material inlet. It is also PAT capable by using special ports and fittings.
Lawton et al. (2009) were among the first to demonstrate successful continuous
crystallization of an API in an OFBC (Fig. 5.30). In the same study, a cost analysis
was carried out which suggested a potential £300 k saving annually compared to
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Fig. 5.30 A custom-built stainless steel OFBC unit. (Permission obtained from Lawton et al.
Copyright © 2009, American Chemical Society)

Table 5.1 Cost analysis of a continuous operation in an OFBC compared to a traditional batch
isolation process. (Lawton et al. 2009)

Potential saving (£) from traditional batch
operation

New build 20% lower

Operating costs 300 k per annum

Crystal engineering without milling 50% lower +300 K per annum

equivalent batch operations (Table 5.1) providing financial incentives to switch to
continuous crystallization.

Fouling

A common issue that have been observed and reported for continuous crystalliza-
tion in PFCs, including the OFBC, is fouling and encrustation (Acevedo et al. 2019).
During continuous crystallization, nucleation can be triggered by existing particles
as well as foreign objects like equipment walls, the latter initiate encrustation on
reactor walls. An example of encrustation on the PFC wall is shown in Fig. 5.31.
Once encrustation onsets, it may grow over the course of operation time altering
process conditions and causing variability in product quality attributes. Since
growth rates of bulk material and of encrust are similar, the severity of encrustation
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Fig. 5.31 Image of an
encrusted tube section
of an OFBC

largely depends on the kinetics of the two competing nucleation mechanisms.
Encrustation layer consumes supersaturation which lowers yield and reduces heat
transfer efficiency which worsens the yield. It may even completely block the PFC
causing process failure. In addition, severe encrustation may pose serious safety
risks for systems requiring effective heat transfer for heat relief.

Encrustation is affected by many factors including equipment surface properties
(e.g., surface energy, roughness, and topology), crystallization system properties
(e.g., interfacial tension, solubility, and contact angle), and process conditions (e.g.,
supersaturation level and mixing conditions) (Acevedo et al. 2019). To mitigate
encrustation, there are two general strategies: onset prevention and reactive control
strategies. In some systems optimization of crystallizer and process design may
prevent encrustation (Majumder and Nagy 2015). Such strategies like treating the
reactor surface, increasing temperature, and seeding the process can suppress
encrustation kinetics so substantially that the timescale for significant encrust for-
mation becomes much longer than the operation timescale thus completely prevent-
ing encrustation. However, in other circumstances thick encrust layer will form
during operation regardless of crystallizer design or process condition optimization.
In such situations, control strategies must be implemented to react to encrustation
onset. Two control strategies can be used: PAT-based feedback control and model-
based predictive control. Feedback control relies on PAT to detect fouling and initi-
ate control actions to remove the encrust layer (e.g., heating cycles). Acoustic
transducer, conductivity meter, and temperature probe can be used to detect encrus-
tation; however, they cannot quickly detect encrustation onset. It takes some time
for the encrust layer to grow to a certain thickness that causes detectable changes in
acoustic, conductivity, or temperature measurements. A more direct detection
method is to use a camera to recognize encrustation visually. Depending on the
camera specs and image analysis capability, encrustation onset may be detected
with very short delays. However, the use of camera may not be suitable for non-
transparent crystallizers. The complex system dynamics of crystallization and
encrustation can also be very difficult for a simple feedback PID controller. A
model-based control strategy on the other hand can utilize PBM to predict
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encrustation and take actions to prevent or mitigate encrustation with little to no
delays. PAT measurements can also be utilized for real-time model parameter esti-
mation for continuous model improvement. Koswara and Nagy (2015 and 2017a, b)
studied and patented a model-based antifouling control (AFC) strategy in a PFC by
dividing its tube segments into two symmetric parts: one for maximizing crystal
growth and the other for encrust dissolution while crystal dissolution is minimized.
The two parts are periodically cycled (Fig. 5.32) under AFC supervision to achieve
a periodic state-of-control operation without encrustation (Fig. 5.33). A challenge
remains that off-spec products produced during control dynamics must be identi-
fied, separated, and preferably recycled to improve yield.
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Modeling of PFC Continuous Crystallization

PBM can also be used to simulate continuous crystallization in the PFC with an
added dependence along the length z of the crystallizer. f then becomes dependent
ont, L,and z (i.e., f=f{t, L, z)). Assuming crystal nucleation and growth are the only
two significant mechanisms, the population balance equation can be written as:

o) a(er) ()
ot oL 0z

=B5(L-L,) (5.26)

where v is the velocity of the particles which equals to volumetric flow rate divided
by cross-sectional area. Initial and boundary conditions must be written to solve Eq.
(5.26). There are several seeding strategies commonly used in PFC operations: no
seeding, initial seeding only, and continuous seeding.

If no seed:

@t =0; f =0forallzand L (5.27)
If initial seed only:
@t =0,z=0; f =fn(L) = population distribution of seed (5.28)
If continuous seeding:
@z=0;f=fn (L) = population distribution of seed for all # (5.29)
Similarly, concentration also becomes dependent on both ¢ and z:

o(vC h
ac 200 _ o tor (5.30)
ot 0z ©

Depending on the concentration profile in the PFC during start-up, initial condi-
tion can be written as:

if PFCstarts with solution,@¢ = 0,C =C, (z)

(5.31)
if PFCstarts with solvent only,@¢ = 0,C = 0forall z
Boundary condition is as follows:
@z=0,C=C, forallt (5.32)

where C;, represents feed concentration which is assumed to be constant.
During steady state, the first term of population balance Eq. (5.26) and mass bal-
ance Eq. (5.30) can be eliminated; the coupled system of equations becomes:
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o(cr) , o)
oL 0z

=B5(L-L,)
(5.33)

Ly
a(avc) = 3k,p, | GI? fdL
Z o0

from which the particle size distribution and concentration traveling through the
length of the PFC can be solved.

5.3 Process Analytical Technology (PAT) for Crystallization

Process analytical technology is essential in the paradigm shift to the quality by
design regulatory concept promoted by regulatory agencies including the US Food
and Drug Administration (2004). The incorporation of process analytical technol-
ogy provides a framework to optimize the process by enhancing the understanding
of the process, identifying and diagnosing off-spec processes, and enabling feed-
back control strategies. PAT is especially critical to continuous processes to main-
tain a state-of-control operation. PAT's can be in situ (or online), at-line, and off-line.
In situ instruments provide real-time monitoring of the process quantitatively or
qualitatively with almost no delay. In situ PAT sensors are usually invasive (i.e.,
must be inserted into the slurry system) and nondestructive (i.e., does not destroy
samples). At-line instruments are located at close proximity to the process that
poses a short delay but usually gives more accurate qualitative and/or quantitative
results than in situ instruments. Off-line PATs are usually characterization instru-
ments that provide difficult-to-measure qualitative information. At-line and off-line
PAT tools are usually destructive.

Concentration is one of the most important quality attributes of a crystallization
process. There are many in situ PAT tools that provide real-time concentration mon-
itoring such as attenuated total reflection-ultraviolet/visible (ATR-UV/Vis) spec-
troscopy, attenuated total reflection-Fourier transform infrared (ATR-FTIR)
spectroscopy, attenuated total reflection-near-infrared (ATR-NIR) spectroscopy,
and Raman spectroscopy. ATR-UV/Vis is very useful in tracking single-component
solution concentration. ATR-UV/Vis applies UV/Vis light and measures the reflec-
tance. Solution of different concentrations reflects UV light differently. The calibra-
tion model is usually quite simple containing temperature and the absorbance of a
single significant peak. Thus, the following calibration equation is often used:

C=a,Abs+a,T +a,Abs*T +b (5.34)

where a; denotes fitted coefficients, Abs is the absorbance at a certain wavenumber,
and b is the fitted intercept. ATR-NIR and ATR-FTIR measure the reflectance of IR
or near-IR light. Raman spectroscopy measures the Raman scattering of a laser at
different Raman shifts to identify and quantify a compound. IR and Raman
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spectroscopy usually require a chemometric calibration model. IR spectrum is usu-
ally less affected by solid particle presence; however, experiments should still be
carried out to test that solid concentration does not significantly affect the reading.
In contrast, solid concentration usually has a significant impact on Raman scatter-
ing; thus certain Raman shifts that are heavily correlated solid concentration changes
can be used to track solid concentration in slurry suspensions. IR spectrum some-
times can also be used to track solid concentration if correlated peaks can be
identified.

To calibrate quantitative PAT tools such as UV, IR, and Raman for solution con-
centration measurement, a series of experiment should be carried out to reflect the
effect of concentration, temperature, and sometimes solid concentration on the
spectra. In other words, solutions of known concentrations should be measured at
different temperatures to construct such calibration models. To do so efficiently, the
following experiment is repeated for several concentrations (Simone et al. 2014):
solution is first heated to ensure complete dissolution and maintained at 10 °C above
its solubility temperature for 30 min. Then the temperature is decreased stepwise
until nucleation with 10-30 min hold at each step (Fig. 5.34a) until nucleation.
Nucleation can be detected by PAT tools such as the FBRM or the human eye which
is less accurate. Per experiment, the absorbance is obtained at different temperatures
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of the same concentration. Once the same experiment is repeated for different con-
centrations, a calibration model can be developed to calculate concentration at a
certain temperature from the spectrum reading. Additional experiments can be car-
ried out to vary solid concentration at fixed concentration to observe the solid con-
centration effects on the spectrum. A faster but not as accurate method is also
commonly used to calibrate concentration measurements. This method assumes that
the solubility curve against temperature is known. The solution is first held at the
lower limit of the temperature range of interest with excess solute material (i.e., the
system starts as a slurry). Then the solution is heated stepwise slowly with 30 min
hold at each step to ensure equilibrium (Fig. 5.34b). Thus, the solution concentra-
tion at each temperature step can be assumed as the solubility concentration (Liu
et al. 2019a). This method is commonly known as the rapid calibration method. Its
disadvantage is that it does not decouple temperature and concentration effects on
the spectrum nor does it consider the solid effect on the spectra reading. However,
it can be sufficient if the spectrum is sensitive to concentration change without much
interference from solid suspension. If an antisolvent crystallization process is
intended, the solvent-to-antisolvent ratio (SASR) should be varied instead of
temperature.

Solid properties including size, shape, and polymorphic form are important for
crystallization processes. Focused beam reflectance measurement (FBRM)), turbid-
ity meter, ultrasound measurement, acoustic measurement, and endoscopes are use-
ful PAT tools that give quantitative and/or qualitative information about the solid
properties.

FBRM is a calibration-free tool that measures solid particle count and particle
chord length. It has gained popularity over the last decade for its monitoring and
control applications. It consists of a rotating laser optics in a sapphire window
(Fig. 5.35a) to measure laser back scattering corresponding to the chord length dis-
tribution (Fig. 5.35b) and the particle count per unit time of its rotation (Fig. 5.35c¢).
It is important to notice that FBRM measurement of particle count and chord length
distribution does not quantitatively describe the number of particles in the crystal-
lizer or the solid particle size distribution, but the trend is indicative of the changes
in particle population. For example, sudden increase of particle counts accompanied
by mean chord length decrease indicates nucleation event (Fig. 5.36a); mean chord
length increasing overtime suggests possible crystal growth (Fig. 5.36b); FBRM
coupled with concentration gives great insight into the process that is otherwise dif-
ficult to observe. FBRM can also be used for ADNC where particle count is moni-
tored via FBRM and controlled by manipulating supersaturation. An example of
ADNC application in batch crystallization of paracetamol is shown in Fig. 5.37.
ADNC can also be used to maintain a state-of-control in continuous crystallization
processes as mentioned in section “State-of-Control Operation”.

Turbidity meter is another tool that measures solid properties. Turbidity is a phe-
nomenon where a solution loses its transparency due to the presence of suspended
solids in the slurry (Fig. 5.38). The turbidity meter does not give detailed particle
size distribution (PSD) or chord length information and is often used qualitatively
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Fig. 5.35 FBRM probe (a) schematics, (b) chord length measurement mechanism, and (¢) typical
chord length distribution measurement

to identify the presence of solids during metastable zone measurement experi-
ments (Liang et al. 2004). There are three types of turbidity measurements: adsorp-
tion (fixed sample volume, medium-high solid concentration), forward scattering
(fixed sample volume, low solid concentration), and backward scattering (simple
design, open measuring zone). Acoustic emission (AE) measurement is another
PAT tool that can monitor solid properties by measuring the elastic energy change
of the acoustic wave induced by dynamic changes such as crystallization.

In contrast to the other online PATs, AE sensing method is noninvasive as shown
in Fig. 5.39a. In other words, it does not come into contact with the slurry content
because it does not require an observation window. It allows analysis of opaque
samples that are difficult to monitor with FBRM or other laser technologies. It is
intrinsically safe and relatively inexpensive, and it can be useful in both MSMPR
and PFC operations. However, AE is a less commonly applied technology in the
pharmaceutical manufacturing industry mostly due to its largely multivariate mea-
surement data (Fig. 5.39b) which requires advanced multivariate statistical method
to analyze and calibrate.
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Fig. 5.36 Typical FBRM profile of nucleation dominated crystallization (top) and growth domi-
nated crystallization (bottom)

Endoscopy or in situ video monitoring is another useful PAT tool that gives use-
ful visual information of the system. Particle vision measurement (PVM) is a com-
monly used probe that gives real-time microscopic images (examples are shown in
Fig. 5.40) of the crystals that can be used to visually detect nucleation, growth,
agglomeration, and polymorphic transformation among other events (Barrett and
Glennon 2002; Hou et al. 2014; Scholl et al. 2006; Simon et al. 2009). Image analy-
sis can be applied to provide some quantitative information; however it is difficult
to obtain reliable quantitative information when solid concentration is at medium to
high level as the microscopic images become overcrowded and particle images
become overlapped (Borsos et al. 2017; Zhou et al. 2009).

The aforementioned Raman spectroscopy can also be used to monitor solid prop-
erties including solid concentration and solid polymorphic form in addition to solu-
tion concentration. Different polymorphic forms of crystalline particles yield
different Raman readings due to differences in their molecular rotational or



172

Proportional-integral |

(b)

0.2
0.15

0.1

Concentration (g g-)

©

| Direct nucleation control

Y. C. Liu and Z. K. Nagy

Desired number of

—
- counts per second

Number of counts per

control system

Crystallizer

T T T
I8 Total counts per second
15,000 . 60

- "l DNC Start = Temperature (°C)
5 -+« Concentration (g g~'
S @9 Js0 o
N 3
510,000 - 440 8
; Setpoint | 5, g—
5 6,000 counts 3
8 5,000 420 ’6
= A2
kst 410
'_

O I 1 I

0 500 1,000 1,500
Time (min)
W'
Without
ADNC

~

O

second from FBRM

1 .

¢ %

o

200 pm

Fig. 5.37 (a) Control diagram of ADNC, (b) operating profile of an ADNC crystallization pro-
cess, and (¢) microscopic images of paracetamol batch crystallization products with and without
ADNC. (Permission obtained from Saleemi et al. Copyright © 2012, American Chemical Society)

Signal

"

Fig. 5.38 Turbidity meter measurement mechanism

—®

Particle in measuring
zone



5 Continuous Crystallization: Equipment and Operation 173

Rise Time
>

Measured Tension
Amplitude [dB]

Threshold

¥ Counts [#]
Acousfic

Transducer

(hit) Duration [us]

A
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Table 5.2 Summary of in situ PAT tools
PAT Measurement Properties monitored
uv UV spectrum Solution concentration
FTIR, NIR (Near) IR spectrum Solution concentration, solid concentration,
polymorphism
Raman Raman scattering Solution concentration, solid concentration,
polymorphism
FBRM Laser reflectance Qualitative particle counts and chord length
distribution
Turbidity Turbidity Solid concentration
AE Acoustics Solid concentration
PVM Imaging Particle shape, size, and agglomeration

vibrational modes which can be picked up by in situ Raman probes (Fig. 5.41) thus
useful for polymorphic monitoring and control during crystallization (Acevedo
et al. 2018; Simone et al. 2014; Simone et al. 2017). IR spectroscopy can also iden-
tify polymorphism of certain compounds. In situ PAT sensors are extremely useful
during continuous crystallization operations. They can be incorporated in MSMPR
systems in a similar fashion as in batch systems. It is important to carefully place the
sensors at a well-mixed spot to avoid fouling, while ensuring complete submersion
throughout the entirety of the operation. In the case of PFC, it is more difficult to
place PAT tools due to a lack of readily available ports, space limitation, and poten-
tial disturbance of the flow behavior. Noncontact sensors such as noncontact Raman
and acoustic measurement are preferred. A summary of commonly used in situ PAT
tools for crystallization is listed in Table 5.2.

Relative complex analytical tools that are unable to fit in the crystallizer yet have
a relatively short measurement time (usually in a matter of minutes) are usually
placed at-line of the process. These tools may analyze solution concentration, iden-
tify impurities, and/or measure solid properties. Ultra-performance liquid
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Fig. 5.42 At-line concentration monitoring of a crystallization by UPLC. (Permission obtained
from Yang et al. Copyright © 2016a, b, American Chemical Society)

chromatography (UPLC), mass spectrometry (MS), and gas chromatography (GC)
are examples of chemical analytical tools with at-line measurement capabilities.
They have been well developed in the field of analytical chemistry, and there are
many handbooks and literature on their method development. Nevertheless, it is
usually difficult to maintain their automatic at-line operations because they are intri-
cate instruments and are prone to blockage. Particles and/or gas bubble may get
entrained into the instruments from the sampling channel which will likely cause
measurement failure and even instrument damage. As a result, they are demon-
strated more successful for liquid only upstream reaction process monitoring and
are not commonly used for crystallization processes. However, there have been
studies that demonstrated the usage of a PATROL UPLC by Waters for at-line con-
centration monitoring of crystallization processes. Y. Yang et al. studied a UPLC
setup (Fig. 5.42) that was equipped with a heated autosampling line with a filter
placed at the inlet to prevent particles from entering the lines. The authors success-
fully established process monitoring and feedback control strategies with at-line
UPLC for crystallization process in two separate studies (Yang et al. 2017, b; Yang
et al. 2016a, b). Issues with blockage were not discussed in those studies. Manual
sampling is also possible which largely prevents particle entrainment in the sam-
pling line by properly treating the sample before measurement but significantly pro-
longs sampling time, while introducing hard-to-monitor human errors.

Laser diffraction wet dispersion sizing technology such as Malvern Mastersizer
and Sympatec is also capable of at-line analysis mostly by manual sampling. They
are nondestructive instruments that measure volume-based PSD by measuring the
laser relative transmission of the dispersed sample in an insoluble liquid as shown
in Fig. 5.43. Laser diffraction measurement only provides volume-based PSD which
does not directly correspond to the population distribution function f which is num-
ber based. Volume-based PSDs can be converted to number-based PSD under
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Fig. 5.43 Laser diffraction
PSD measurement
mechanism

certain assumptions, but it is not very accurate in the small/fine particle range. It is
also important to note that laser diffraction sizing technology is fundamentally dif-
ferent from FBRM and does not yield comparable results as the FBRM: laser dif-
fraction instruments measure solid volume concentration, and FBRM measures
chord length. Some wet dispersion models offer flow cell capability for automatic
at-line or in-line monitoring; however, it is usually difficult to maintain stable sam-
ple obscurity for reliable at-line reading.

Off-line tools are instruments that usually provide comprehensive and accurate
information about the system but take longer to process or are very large in size.
They are excellent tools to measure properties that are otherwise difficult to mea-
sure in situ or at-line such as multicomponent concentration, molecular structure,
and thermostability, whose results can also serve as validation data for in situ PAT
sensors. Off-line tools that are helpful for crystallization processes include high-
performance liquid chromatography (HPLC) for purities, X-ray diffraction (XRD)
for polymorph identification, microscopy (such as scanning electron microscopy
SEM) for imaging, nuclear magnetic resonance (NMR) for impurity identification,
dry dispersion laser diffraction sizing measurement and image-based sizing tech-
nology for PSD, and so on. At-line instruments can be used off-line as well. A sum-
mary of at-line and off-line analytical tools is listed in Table 5.3.

5.4 Integration of Continuous Crystallization
and Downstream Operations

Operated as a slurry, crystallization is inseparable from its immediate unit opera-
tions such as filtration, drying, and granulation. Integration of continuous crystalli-
zation with downstream operations is an important step toward end-to-end
continuous manufacturing. However, there are many challenges associated with the
integration of multiple continuous unit operations including slurry transfer, spatial
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Table 5.3 Summary of at-line and off-line PAT tools

PAT Measurement Properties Monitored

HPLC, UPLC Liquid chromatography Multicomponent identification and
analysis

MS-GC Gas chromatography Multicomponent identification and
analysis

Malvern Mastersizer Laser diffraction Volume-based PSD

Sympatec Laser diffraction Volume-based PSD

Malvern Morphologi Imaging Number-based PSD

XRD X-ray diffraction Solid structure, polymorphism

NMR Magnetic resonance Compound identification

SEM Microscopy Particle microscopic structure

Slurry from continuous crystallizer

(b)

Wash solvent
CIP solvent

solid
Filtrate

output

filtrate Vacuum pump Solid

Fig.5.44 (a) A picture of CFC manufactured by AWL and (b) schematics of the CFC. (Permission
obtained from Acevedo et al. © 2016 Elsevier B.V)

constraints, and scheduling. The immediate unit operation that follows crystalliza-
tion is filtration. Filtration is a difficult unit operation to run continuously, and most
continuous crystallization-filtration studies apply an alternating semi-batch filtra-
tion system. Acevedo et al. (2016) were among the first to demonstrate a commer-
cially available continuous filtration carousel (CFC system from Alconbury Weston
Ltd., AWL) which is shown in Fig. 5.44. It consists of a wash solvent tank, a clean-
ing in place (CIP) solvent tank, and a five-port filtration carousel. A Poremet metal
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Fig. 5.45 A continuous filtration drying unit developed by AWL. (Permission obtained from
Ottoboni et al. © 2019 American Pharmacists Association®. Published by Elsevier Inc.)

mesh filter is installed at the bottom of the carousel covering port 1, 2, 3, and 4,
while leaving port 5 uncovered. The CFC withdraws slurry either directly from the
crystallizer or from a holdup tank and dispenses the slurry into port 1; wash solvent
and CIP solvent are dispended into port 2 and 3. Port 4 inlet is blanked. Vacuum is
applied under the filter mesh to remove filtrate/solvent and air-dry the filter cake
residing in port 1—4. Then the carousel is rotated one index counterclockwise, i.e.,
port 1 becomes port 2 for wash, port 2 becomes port 3 for CIP, etc. Port 5 is equipped
with a piston at the top to push the filter cake into the collector vessel at the bottom.
The coupling of an MSMPR crystallizer and a CFC was demonstrated in the study
to obtain filtered paracetamol particles of an average moisture content of 22%. A
similar unit with the addition of drying abilities has also been developed by AWL,
and an initial study comparing to a batch bench-scale vacuum filtration unit has
been carried out by Ottoboni et al. (2019) (Fig. 5.45). Liu et al. (2019b) later sumn-
marized a risk diagram for the implementation of continuous fitlration.

Process intensification is another technique to integrate downstream operations
into crystallization and combine into a single step. Yazdanpanah et al. (2016) stud-
ied a novel falling film crystallization technique that combines crystallization and
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Fig. 5.46 (a) Schematic of Falling Film Crystallizer
falling film crystallizer @)
setup and (b) crystal film _®
. . Ny
deposited. (Permission
obtained from Feed Tank
Yazdanpanah et al.
Copyright © 2016,
American Chemical
Society)
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2 ®
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(b)

removal of solvent in one step that eliminates a subsequent filtration step as shown
in Fig. 5.46a. The film (Fig. 5.46b) can then be redissolved for the next step.
However, it is difficult to isolate the filtered solid in this setup and should only be
used for intermediate purification crystallization steps. Another process intensifica-
tion technique combines crystallization with granulation to produce spherical
agglomerates in one step. Combining crystallization with agglomeration can be use-
ful for difficult-to-filter crystals such as needle/plate-shaped crystals and/or slow-
growing compounds like proteins. By adding a bridging agent, spherical
agglomerates of small nuclei are produced at the end of the crystallization process
which significantly improves the filterability of the compound. Pefia et al. (2015 and
2017a, b) demonstrated continuous spherical agglomeration of benzoic acid in a
two-stage MSMPR system where reverse antisolvent (i.e., primary nucleation dom-
inated) crystallization took place in the first stage and the addition of bridging liquid
occurred in the second stage to produce spherical agglomerates as shown in
Fig. 5.47a. The properties of the agglomerates can be tailored by optimizing process
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Fig. 5.47 Process intensification through continuous spherical agglomeration in (a) two-stage
MSMPR. (Permission obtained from Pena and Nagy Copyright © 2015, American Chemical
Society), (b) an OFBC, and (¢) microscopic images of the benzoic acid spherical agglomerates.
(Permission obtained from Pefia et al. Copyright © 2017b, American Chemical Society)
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parameters including feed concentration, SASR, bridging liquid to solute ratio, agi-
tation rate, operating volume, and residence time. Later the same group demon-
strated spherical agglomeration in the OFBC (Fig. 5.47b). Different zones were
designated along the length of the OFBC: nucleation zone, growth zone, and
agglomeration zone. The length of each zone was adjusted by changing the binder
addition point location, essentially tailoring the residence time of crystallization and
agglomeration separately. The primary particle size and the agglomerate size were
controlled by manipulating feed concentration, antisolvent ratio, and residence
times. Example microscopic images of these spherical agglomerates are shown in
Fig. 5.47c.

One of the strongest arguments for the case of continuous crystallization devel-
opment is the consistent API product properties, but it can be limited by returning to
batch operation in subsequent filtration and drying steps, introducing batch-to-batch
variations back into the process which negates the purpose of continuous crystalli-
zation. Coherent integration of continuous crystallization into the overall manufac-
turing process is crucial to achieving end-to-end CM which remains a challenge.

5.5 Conclusion

Crystallization is a common unit operation used in pharmaceutical manufacturing
often as the final drug substance manufacturing step to purify and isolate APIs.
Crystallization has substantial impact on downstream efficiency and final drug
product quality. It is a critical but challenging step in developing end-to-end con-
tinuous manufacturing. Significant progress has been made in recent years on the
process development of continuous crystallization of pharmaceuticals. MSMPR
and PFC crystallizers are both excellent platforms for continuous crystallizations,
each with their unique advantages and challenges. Solid transfer has been identified
by researchers and engineers studying this topic as the main challenge to achieve
sustainable continuous crystallization operations. The tendency to foul during con-
tinuous crystallization is caused by the low flow rates required to meet the pharma-
ceutical demand along with the inevitably present supersaturation. In MSMPR
operations, solid fouling usually occurs in the transfer line; thus, the utilization
intermittent transfer can largely improve this issue. Applying sophisticated transfer
zone design may be necessary depending on the system. In PFCs, fouling usually
occurs on the equipment wall (i.e., encrustation) causing process deviation and even
complete blockage of the crystallizer. Depending on the kinetics and severity of
encrustation, advanced control strategies may be required to ensure successful oper-
ation over time. Another challenge is the integration of continuous crystallization
with downstream processes which requires further investigation. With the support
of advanced PAT methods and population balance modeling, an optimized continu-
ous process can be developed, and with further robust testing, achieving sustainable
end-to-end continuous manufacturing is entirely achievable.
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Chapter 6

Continuous Feeding-Blending
in Pharmaceutical Continuous
Manufacturing

Qinglin Su, Gintaras V. Reklaitis, and Zoltan K. Nagy

Abstract Pharmaceutical continuous manufacturing has steadily progressed from
the proof of concept to the pilot and industrial production in the past two decades,
some of which have recently been approved by the US Food and Drug Administration
(FDA), resulting in a greater demand on experience in process design and operation
in pharmaceutical continuous manufacturing. Unlike many of the individual unit
operations that are themselves continuous operations, such as roller compaction,
tableting, etc., and have been well studied previously, only the characterization of a
continuous feeding-blending system will be discussed in detail in this chapter,
which undergoes the most substantial change with a transition from batch to con-
tinuous manufacturing.

Keywords Feeding - Blending - Continuous manufacturing - Process design -
Pharmaceutical

6.1 Introduction

In pharmaceutical industry, drug dosages are most commonly delivered in an oral
solid tablet or capsule form. These solid dosages can contain multiple powder ingre-
dients such as active pharmaceutical ingredients (API), excipient, lubricant, disinte-
grants, and absorption enhancers or agents that slow down and control absorption.
Ingredients in a specific formulation are chosen depending on the material proper-
ties of the API and the desired nature of its release so that proper powder flow char-
acteristics, API dissolution profile, and bioavailability can be ensured. It is not
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uncommon for a drug formula to contain up to six or more ingredients. Therefore,
the feeding and blending of these ingredients form the basis of pharmaceutical man-
ufacturing processes.

A pharmaceutical manufacturing process usually proceeds with an initial powder
feeding step, which defines the amount of each ingredient entering, simultaneously
or sequentially, the manufacturing process, and thus determines the final content of
a formulation. This is followed by a blending step to achieve a required homogene-
ity in powder. The feeding and blending are so important that the API is often a
small part of a total blend (i.e., 10% by weight) and its content and uniformity are
examined at the scale of scrutiny of in-process dosage unit, viz., a tablet or capsule
as it is formed in the manufacturing process before it is coated or packaged.
Inconsistent feeding and segregated ingredients can lead to quality failures such as
out of specification dosage form assay and content uniformity. However, the FDA
withdrew in August 2013 its draft guidance on blend uniformity (BU) — Guidance
for Industry: Powder Blends and Finished Dosage Units-Stratified In-Process
Dosage Unit Sampling and Assessment — due to concerns that the results of the test
according to USP <905> uniformity of dosage units did not provide sufficient assur-
ance that future samples taken from the batch would also comply with the same
acceptance criteria. Further proposals were tabled by the International Society for
Pharmaceutical Engineering. There is also an ongoing discussion about the correct
methods of sampling materials to ensure that adequate blending is achieved.
Nevertheless, the rigorousness and uncompromising in the determination of blend
content uniformity also provide a glimpse of the current challenge in feeding-
blending steps as well as research opportunity for developing modernized approaches
to enforcing the Good Manufacturing Practice (GMP) requirements in this area
(Cholayudth 2017).

At the meantime, the pharmaceutical industry has shown the trend in moderniz-
ing the industry with continuous manufacturing technologies in the last two decades
(Lee et al. 2015). The conventional pharmaceutical batch manufacturing, by pro-
cessing raw material stepwise through feeding, blending, and tableting with a batch
size of around 100 kg or more, faces many challenges in scaling-up, manufacturing
cost, product quality variance, etc., while the continuous manufacturing, defined as
processing of raw materials without interruption and with continuity of production
over a sustained period of time, offers many benefits in minimization of uncertainty
in scale-up, reduced space and capital requirement, improved quality with consis-
tent operations, etc. (Pernenkil 2008). These advantages in continuous manufactur-
ing have also drawn the increasing interest in developing continuous feeding and
blending unit operations. The pharmaceutical continuous manufacturing has since
been identified as an emerging technology advanced by FDA and reinforced with its
pharmaceutical quality-by-design (QbD) framework which required a deeper under-
standing of pharmaceutical manufacturing processes, for example, how ingredients
are added and blended, how blending progresses through stages, and how to main-
tain consistent blending performance.

Fundamental research is still ongoing into continuous feeding-blending system,
e.g., feeding mechanism (Weinekotter and Gericke 2000), powder flows in blender
(Aissa et al. 2012), and addition order of individual components (Warman 2011); a
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primary focus of this chapter is on the implementation of process system engineering
tools in continuous feeding-blending system to gain better process understanding
and achieve consistent blend quality.

6.2 Continuous Feeding-Blending System

Continuous manufacturing with powder-based unit operation is not uncommon in
industries of mineral processing, polymers, food, etc.; however, it is relatively new
to the pharmaceutical manufacturing industry, which is also subject to the unparal-
leled challenges in supervisory process control and real-time quality assurance. For
example, the feeding and blending unit operations are the most common practice to
feed different solid powder ingredients into a holdup, within which the individual
ingredient is mixed uniformly with the others. Although continuous blending been
practiced decades in other industries, only until last few years, continuous blenders
that claim compliance to CFR (Code of Federal Regulations, US FDA) and CGMP
(Current Good Manufacturing Practice, US FDA) have become available for phar-
maceutical continuous manufacturing. It should be noted that the world’s first com-
mercial continuous blending process was successfully commissioned until 2015 by
Vertex Pharmaceuticals for the cystic fibrosis drug (Rockoff 2015).

The challenges of continuous feeding-blending system in pharmaceutical manu-
facturing of oral solid drugs can be understood and evaluated as individual unit
operation or within an integrated continuous manufacturing process.

In current pharmaceutical production, many feeders have already been operated in
an automated way to deliver a weighted amount of ingredient with a defined material
flow rate to be loaded into a manufacturing process. They are equally designed for
continuous operation and make no difference in the basic principle for either batch or
continuous manufacturing. However, the critical processing parameter (CPP) identi-
fied for feeding operation is very different. In a batch manufacturing, the mass of each
ingredient needed for an entire batch is considered as the main CPP variable; a feeder
has to deliver, reproducibly, the correct amount of each ingredient such that its mass
composition, one of the critical quality attributes (CQA), agrees with the formulated
specification as a whole. For example, an automatic feeder dispensing 10% of active
pharmaceutical ingredient (API) to a 100 kg batch process simply has to deliver a total
amount of 10 kg of API accumulatively from the start to the end of feeding, during
which the feeding flow rate is flexible to accelerate or slow down as desired. While in
a continuous manufacturing process, the feeding flow rate is identified instead as the
main CPP variable which affects the CQA variable of ingredient mass fraction, as well
as the total mass flow rate, at downstream unit operations. For a continuous manufac-
turing process producing 20 kg/hr, the automatic feeder is now required to deliver
strictly 2 kg/hr of API constantly with adequate precision to meet requirements around
API mass composition. The change of feeding CPP variable in continuous manufac-
turing has posted a great challenge to design a mechanically reliable feeding system.
It is even worse if the API or excipient mass fraction is lower, e.g., a typical lubricant
mass fraction of 0.2% equates to 0.04 kg/hr or rather 40 g/hr (Warman 2011).
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However, a continuous blending unit operation differs from the batch one liter-
ally in their operation mode. A batch blending unit operation using a V shell or bin
blender starts with the discharge of individual components, simultaneously or
sequentially, into the blender, and the entire batch reaches a single end point when
all the ingredients are blended homogeneously. While in a continuous blending unit
operation, the blender or mixer most often features a tubular design, by which input
ingredients are continuously being fed in one end and output homogeneous powder
continuously withdrawn at the other end. The apparent advantage of continuous
blending compared to the batch one is that the reduced size of equipment and
amount of material handling empower the steady and instant uniformity of each
component, a blending residence time of ~ 1 minute compared to a typical ~ 20 min-
utes batch blending time. However, the advantage of short residence time in turn
conversely prevents the reach of mixing uniformity. For example, impeller rotation
speed is one of the important CPP variable for continuous blending which affects
the mixing uniformity of each ingredient, the CQA variable. Interestingly, interme-
dia impeller rotation speeds of a Gericke GCM 250 blender were observed for all
blade configurations to achieve the best blending performance (Vanarase and
Muzzio 2011), meaning there is an optimal but narrow operating window for con-
tinuous blending. This is because a higher impeller rotation speed tends to push
forward the power ingredients more aggressively and shortens the residence time
for powder to mix, on the one hand; it also has the detrimental effect to segregate the
ingredients, on the other hand. A lower rotation speed may not sufficiently blend the
powder despite extended residence time. Furthermore, it is not simply just a matter
of residence time since a long blending time can also actually have a negative effect
on the uniformity of the blended material, causing ingredients to segregate or de-
mix, viz., overblending. The situation is getting worse when there are multiple
ingredients involved in the continuous blender, and each ingredient possesses
unique mixing performance in response to the impeller rotation speed. Though sim-
ilar concerns are present in batch blending unit operation, the post-batch testing
relaxes the quality control strategy compared to the real-time quality assurance in
continuous manufacturing. Nevertheless, a convergence in continuous blender con-
figuration and operation has not yet been achieved to ensure thorough mixing of
powder ingredients, which has seen the recent surge in interest in industry and aca-
demia to research a variety of continuous blender design (Pernenkil and Cooney
2006; Oka and Muzzio 2012; Oka et al. 2017).

It is also important to understand the challenge of feeding-blending operation
within an integrated pharmaceutical continuous manufacturing process. The
feeding-blending subsystem is the first step in solid-dosage continuous manufactur-
ing, which is also the last step at which major changes in ingredient compositions
can be introduced, mitigated, or managed. Beyond this step, the formulation is
largely fixed since final product or intermediate streams cannot be reworked
(Pernenkil 2008). The feeding-blending operation is the major source of variance in
the final product quality in continuous manufacturing. Therefore, the API mass
composition and its uniformity in the powder must be strictly monitored and con-
trolled within this subsystem, which are identified as the two CQA variables at this
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step. For example, when a disturbance occurs in the feeding step, how will it affect
the blending step and subsequent unit operations? Besides, one of the CPP variables
that needs to be closely controlled is the total powder flow rate at the exit of blender.
This variable affects the production rate of the entire processing line and is extremely
important when one considers the limited holdup volume of the downstream equip-
ment. Given the impact that the variability from these sources has on in-process
materials, downstream processing, and drug product quality, it is clearly desirable
to shift control efforts upstream to the feeding-blending system with a focus to
reduce the reliance on end-product testing (Lee et al. 2015; FDA 2009). However,
there are limited studies in the literature on the detailed development of systematic
control strategy and risk assessment of the feeding-blending subsystem situated in a
continuous manufacturing process (Pernenkil 2008; Zhao et al. 2013; Previdi et al.
2011; Rehrl et al. 2016).

Overall, because of the lack of experience in applying continuous feeding and
blending to pharmaceutical manufacturing processes, it is thus important to review
and summarize accordingly the previous research work and experience and analyze
the design and monitoring of a resilient feeding-blending system with fault-tolerant
control strategy and risk assessment for this processing subsystem in pharmaceuti-
cal continuous manufacturing (Su et al. 2017).

6.3 Equipment and Process Design

6.3.1 Continuous Feeder

Pharmaceutical continuous manufacturing requires a consistent, accurate, and reli-
able feed stream of formula ingredient to produce on-spec powder blend. Hence, the
ability to feed powder consistently and continuously, specifically the most often
cohesive API particles, is regarded as one of the critical requirements for continuous
feeders.

A loss-in-weight (LIW) feeder is the most commonly used automatic feeding
method in pharmaceutical industry, which continuously dispenses granular powder
from an emptying hopper (Osorio et al. 2015). Generally, a LIW feeder consists of
three parts, namely, (1) a volumetric feeder, (2) a weighting platform, and (3) a
gravimetric controller. The volumetric feeder consists of a single screw or a pair of
screws situated at the base of a feed hopper. The material enters the flight of the
rotating screws due to gravity and is transported to the other end of the barrel which
houses the screw. The whole volumetric feeder is placed on top of the weighting
platform which measures the total mass of the feeder and the powders contained
within. As powder is dispensed via the feeding device, the gravimetric controller
acquires a signal from the weighting platform and derives the instantaneous feeding
flow rate (Oka et al. 2017). The controller then compares the obtained feeding flow
rate with a desired set point and adjusts the feed rate to achieve the set point by
changing the speed of rotating screws.
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Besides, many feeders can have agitators, microcentrifugal feeders, or even
screens incorporated within their design. For example, agitators are typically in the
form of rotating blade situated at the base of the hopper and help to ensure that
material gets pushed into the feed screws. They also prevent ratholing of hoppers
and prevent lump formation. It should be noted that the agitation results in mixing
of powder along the depth of the hopper and it becomes critical for material trace-
ability (Oka et al. 2017). A screen of various mesh sizes can be fitted at the exit of
the screw barrel, which helps to de-lump the outgoing material and ensures a
steadier flow.

In continuous manufacturing, a volumetric feeder needs to be refilled periodi-
cally due to a limited hold up in the hopper. During refilling, the fluctuations in
hopper level have a direct impact on the feeding performance. One reason for this
impact is the feeder switching to volumetric mode during refill. In this mode, the
feeder is blind to changes in screw filling and changes in powder density. Another
potential source of variation is material aeration during refill causing it to behave
like a liquid and flood the feed screws (Oka et al. 2017). Hence, an accurate and
consistent refill of these feeders is also equally important. However, the method of
refill, refill control algorithm, reaction time of the refill device, and the size of the
refill hopper have not been well investigated in designing a continuous manufactur-
ing system (Nowak 2016; Engisch and Muzzio 2015).

Recently, different feeding mechanisms are discussed, and the importance of
understanding the physical properties of the raw materials and its impact on the
feeding process is reviewed (Blackshields and Crean 2018). It is advised that prior
knowledge of materials will provide an initial indication of how the powders behave
through processing and facilities in the selection of the most suitable feeder capac-
ity, feeding mechanism, and screw type. Through careful evaluation of the feeding
process, system layout, and material characteristics, not only a continuous feeding
and refilling system can be optimized (Nowak 2016), but also the associated risk
with its system disturbances and uncertainties to the downstream unit operations
can be managed and controlled.

6.3.2 Continuous Blender

A tubular design of continuous blenders has become the most popular class for
pharmaceutical blending applications to obtain the best homogenization of two or
more particulate ingredients. There are two major technologies in which powders
are distributed homogeneously in the entire powder bed, viz., (1) high shear, which
includes high-speed mixing and paddle or baffle mixers, and (2) low shear, which
includes the mixers that are operated at lower speeds or where the mixer outer shell
revolves to create a particular movement of the powder inside (Veldzquez et al.
2018; Bridgwater 2012).
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Fig. 6.1 A Gericke GCM 250 continuous blender (Reprint permission obtained from Vanarase
and Muzzio 2011. Copyright © 2011 Elsevier)

For a high-shear blender, a cylindrical tubular section with a diameter ranging
from 3 to 6 inches and axial length of 6-36 inches is usually observed (Oka et al.
2017). A motor-driven agitator is fitted along the axial centerline of this tubular sec-
tion, with a number of blades distributed along its length, for example, a Gericke
GCM 250 continuous blender is shown in Fig. 6.1. Besides changing the agitator
rotation speed, blade configurations, such as type of blades, number of blades, and
their orientation, can all be adjusted to control the mixing performance of the
blender. While mixing through lifting and tumbling in the radial direction, as well
as backward and forward in the radial direction by the blades inside the blender, the
powder mixture is pushed outward with a net flow equal to the inlet feeding flow
rate; as such, a steady-state blending with continuous flow is achieved.

As for a low-shear blender, e.g., a tumble mixer, when the outer shell rotates, the
powder mixture inside is pulled up in the same direction by the friction between the
particles and the wall and among particles, which is then pulled downward by the
gravitational force (Veldzquez et al. 2018). This results in various forms of powder
flows including slipping, slumping, rolling, cascading, cataracting, and centrifuging
(Aissa et al. 2012). Among them, the rolling is the one with highest interaction that
forces the particles inside the mixer to change position between them. Under con-
tinuous operation mode, inlet powders enter axially from one tubular end, while the
powder mixture leaves through the holes in the radial wall pushed out by the cen-
trifugal force, as shown in Fig. 6.2. The rotation of the wall promotes the accumula-
tion of powders, which forms a powder bed and undergoes the powder flows.
Feeding flow rate, mixer speed and diameter, and exit area can be designed to obtain
a desired flow regime, such as the rolling for specific materials.

There are also other classes of blenders that are under investigation or commer-
cializing, for example, the GEA Buck Systems continuous dry blender for continu-
ous convective powder mixing. Unlike the conventional horizontal design, the inlet
powders are lifted upward through an inclined tubular section (Portillo et al. 2008).
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Fig. 6.2 Schematic of a
continuous tumble blender
(Reprint permission

obtained from Veldzquez Powder
et al. 2018. Copyright © entrance |
2018 Elsevier)
Motor
Powder exit

This is the first dedicated, purpose designed for the pharmaceutical industry, con-
tinuous blender (Warman 2011). Another example is a plant-scale Patterson Kelly
Zig-Zag® blender that was investigated to understand its flow behavior and resi-
dence time distribution (RTD) and to examine the effect of operational variables on
the blending performance (Pernenkil 2008). The blender consists of a drum section
that houses an intensifier bar and V section which drives the powder from the inlet
to the outlet. Interestingly, the external V section shell of the blender can rotate
about its own axis. The angle of incline of the blender can also be changed to adjust
the fill volume and mean residence time of the powder in the blender.

Overall, in all types of blender, the blending performance is influenced by the
powder particle size and distribution, shape, morphology, and density of the active
and excipient ingredients that are to be mixed. Not only the blender configuration
parameters of type, size, and shape but also the operational parameters of mixing
time, speed of rotation, flow rate, and volume of powder bed can affect the blending
performance. All such parameters should be taken throughout the process design
and operation to maintain consistently the required level of blended uniformity.

6.3.3 Process Design

The choice of continuous feeders and blenders for process design in continuous
manufacturing is largely influenced by the material properties. Though more and
more continuous feeder and blender modules are provided by equipment vendors,
the integration of them to form a continuous manufacturing was also reported, such
as the Portable, Continuous, Miniature, and Modular (PCMM) technology devel-
oped by Pfizer Inc. (Coupe 2015); there is no such simple guidance available that
will determine the feeding accuracy and blend uniformity during the actual process.
For example, as being said, a longer residence time in continuous blending does not
simply mean a better blend uniformity; it may result in the segregation of certain
ingredient from other materials. The residence time for mixing in blender should be
adjusted accordingly to the formulation and blender characteristic, which again
highlights the importance of a deeper understanding on the feeding-blending pro-
cess design under the pharmaceutical QbD framework (FDA 2009).
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First, variables that have a significant impact on process performance and prod-
uct qualities should be identified at the process design step (Yu et al. 2014). For
example, physical or chemical properties of raw material regarded as potential
sources of change to the process performance and product quality goals should be
identified and ensured to be within an appropriate limit, range, or distribution. These
variables are known as the critical material attributes (CMAs), e.g., the ingredient
particle size. Varying particle size distribution will result in the variation in the pow-
der density thus the variation in the feeding flow rate or the settling of large particles
in the powder bed within a blender. Analogously, the concept applies to identify the
critical process parameters (CPPs). Characterizing the effect of potential CPPs on
product or in-process material quality attributes throughout the process, or known
as the critical quality attributes (CQAs, e.g., drug content uniformity as discussed in
this chapter), is one of the goals of process design.

Second, the characterization of those quality critical variables will form the
design space of the continuous manufacturing system or for the studied feeding and
blending subsystem, within which consistent on-spec quality powder blend is
achievable. In some cases, it may turn out that the design space is limited as subject
to various constraints on those critical attributes or parameters, e.g., a feeding flow
rate (CPP) for an active material that needs to be added in a small quantity but with
high accuracy or the blended uniformity (CQA) of this small quantity is difficult to
achieve. Then the process design should be re-evaluated by considering alternative
approaches. For example, if an ingredient is a very minor component, there are three
alternative approaches, viz., (1) by using a microfeeder, (2) by scaling up the design
to a higher throughput, and (3) by pre-blending, discussed as follows.

There are some microfeeders that are available in the market. For instance, the
Coperion K-Tron’s family of twin- and single-screw microfeeders is designed to
provide maximum accuracy at minimal feed rates, ensuring high-value ingredients
to be fed accurately at flow rates as low as 32 g/hr with minimal residual material
left in the feeder. Additionally, the 12 mm and 16 mm twin- and single-screw feed-
ing modules are completely interchangeable and can feed a wide range of free-
flowing to difficult powders (Coperion 2018). For example, a K-Tron MT12TM
twin-screw microfeeder is capable of both batch and continuous operation.

Scaling up the overall process design to a higher throughput obviously will
increase the feeding flow rate of a bottlenecked active ingredient; thus more feeder
options are viable to the process design. However, this is not usually a desirable or
practical solution. This is because in continuous manufacturing, in particular the end-
to-end manufacturing, the overall throughput is notably constrained by the supply
chain, e.g., in ingredient synthesis at upstream which involves complex reaction,
crystallization, and filtration steps that are essentially more difficult to scale up.
Additionally, the downstream tableting or capsuling process is also of a concern since
the powder blend is processed on a basis of unit dosage, i.e., a few hundred milligrams.

While pre-blending a minor ingredient with a major ingredient into a well-mixed
binary mixture via batch mixing prior to the continuous manufacturing may be a
feasible solution (Oka et al. 2017), pre-blending may also be a pragmatic
preprocessing step if the number of ingredients would require a large number of
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individual feeders that would become cost prohibitive or overly complicated for
implementation or to control the blend uniformity. Clustering more than six feeders
around a single blender is difficult and also expensive. In addition, some ingredi-
ents, irrespective of the feed rates, are difficult to feed accurately using screw feed-
ers. For example, silicon dioxide is observed to electrostatically adhere to the feeder
parts leading to bearding. It is advisable for such ingredients to be introduced in the
process by pre-blending them with major ingredients. Finally, if the continuous pro-
cessing line is intended for multiple products, the proportions of major and minor
ingredients will change from formulation to formulation; careful selection of feed-
ers with combined pre-blending steps enables a fast and convenient product transi-
tion in feeding-blending system.

Accidently, it is also critical around the addition of some minor ingredients and
what type of effect it is trying to achieve. For example, should the lubricant be dis-
tributed within the blend but remain as a discrete powder or should it be smeared
over particles of the other components (Warman 2011)? More fundamental research
and understanding are needed actually in feeding-blending system design in con-
tinuous manufacturing.

6.4 Process Monitoring

6.4.1 PAT Tools for Sensor Measurement

During continuous manufacturing, the previously identified quality critical vari-
ables and parameters should be closely monitored in a statistically univariate or
multivariate way by control chart (Mason and Young 2002), which is already a
mature and routine procedure in industrial applications. Herein, common process
analytical technology (PAT) tools for real-time measurement of CQAs in feeding
and blending system are briefly introduced, followed by highlighting the impor-
tance of data reconciliation for process monitoring in pharmaceutical continuous
manufacturing.

Traditionally in batch manufacturing, destructive analytical methods, such as
dissolution followed by HPLC or UV, to monitor and control the blending process
can be used. However, this requires sampling and analyzing powder mixture, which
can be delayed for real-time release in continuous manufacturing. On the other
hand, though withdrawn, the FDA used to propose that collected samples from vari-
ous identified locations within a lot or batch should all be within 10.0% of the mean
to meet adequate level of blending. Analysis is only necessary when the active
ingredient is 50 mg or greater and when the dosage contains more than 50% active
ingredient, requiring the blend complies with the limit of 85-115% or 75-125% of
the target strength of individual units (LFA 2018).

However, a new guideline adaptive to the emerging continuous manufacturing by
the FDA or the ISPE is not yet deliverable. One of the reasons is that with various
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innovative PAT tools such quality analysis or inspection is now more readily taken
out in situ and in real time, whereas a common sense on the quality criterion is dif-
ficult due to the fact that each has different levels of scrutiny scale, accuracy, preci-
sion, and sampling interval. The specifications, such as accuracy, precision, response
time, operating range, resolution, sensitivity, drift, etc., are the important decisions
that need to be made on the selection of these PAT tools (Veldzquez et al. 2018). For
example, PAT tools for real-time monitoring of critical process and quality variables
have been widely reported for the feeding-blending system. Among them, NIR
spectrometers are mainly applied for API composition, content uniformity (Vanarase
et al. 2010), and powder bulk density measurement, load cells (built within feeders)
for ingredient feeding flow rates from each feeder, and an X-ray sensor for the total
powder mixture flow rate (Ganesh et al. 2017). Besides, there are some recent inno-
vations worth mentioning here.

For example, in previous studies, only a single NIR probe was implemented at a
fixed location by the exit of a continuous blender. Uniformity of the consecutive
unit dosage measurement is generated at a fixed time interval by calculating the
relative standard deviation of the measured ingredient composition within a time
window (Zhao et al. 2013). However, the spatial unit dose to unit dose variability
can be missed out. This is even more important when the scrutiny scale of a unit
dosage around 200-300 mg per second is compared to a production flow rate of
30 kg/hr, viz., 8.3 g/sec, meaning about 2.0% of the material is sampled (Vanarase
et al. 2010). Though larger portion of material, as people may think, is sampled
compared to a batch manufacturing, the principle randomness in spatial locations is
not considered in fact, whose effect is not yet rigorously studied.

The recent innovation in multipoint NIR system has shown the potential in
addressing this concern. For example, an Innopharma Multieye, is a multiple near-
infrared spectrometer designed for real-time in-line process monitoring. A single
sensor with up to four discrete channels allows measurements from four probes
located within a process and can monitor the blend uniformity without the channel-
to-channel variation commonly found with multiple single-point systems. An appli-
cation of similar design with up to six different position of a batch blender has been
reported previously (Scheibelhofer et al. 2013) to detect the end point; however
limited work is reported in continuous blender.

A hyperspectral imaging (HSI) technology was also proposed to study the behav-
ior of solid particles in various unit processing steps as well as during multistep
continuous processes. Hyperspectral imaging, or chemical imaging (CI), is the
combination of spectroscopy and digital imaging. A hyperspectral image contains
many spectra, one for each individual point on the sample’s surface. The image can
contain information about the spatial distribution of the materials within the sample.
Herein, a hyperspectral refers to the full 1000-2500 nm range as short wave infrared
(SWIR). This nondestructive method generates thousands of spectra per second and
is able to provide more compositional information than conventional methods for
blender monitoring in real time to analyze the average composition and the distribu-
tion of ingredients (Kemeny and Stuessy 2012).
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6.4.2 Data Reconciliation for Measurement Correction

The previous section mentions a few of the recent developments of PAT sensors in
measuring the critical quality variables in feeding and blending system. On the
other hand, although the management and integration of these PAT measurement
data for process monitoring have been receiving extensive interests (Markl et al.
2013; Cao et al. 2018), the measurement data reliability and the transition from a
data-rich to information- and knowledge-rich manufacturing have not attracted
enough attention thus far (Ierapetritou et al. 2016). For example, these in situ PAT
sensors in the powder-based pharmaceutical manufacturing often suffer from ran-
dom errors due to process disturbance or gross errors due to changes in material
properties and environmental factors. While the current practice of multivariate sta-
tistical process control (MSPC) monitors the variation in the measurement data by
projecting them into a small number of principal components and testing them
against statistical control limits prespecified under nominal operation, e.g.,
Hoteling’s T? and square prediction error (SPE), in order to detect measurement
gross error or process failure, this data-driven approach does not dig out the true
variation of the product quality attributes under data imperfection, which are of
great concerns to support active product quality control and real-time process
decision-making in pharmaceutical continuous manufacturing under the FDA QbD
guidance (Moreno et al. 2017; Yu et al. 2014). Furthermore, there are some quality
critical variables that cannot be measured directly, e.g., the mixing residence time or
the weight of powder bed in a blender, and thus cannot be captured by MSPC meth-
ods. Besides, an adequate database of nominal operation for MSPC development is
not always available, especially not during the early stages of product or process
development. Hence, research efforts in tackling with data impreciseness as well as
uncertainty in process monitoring based on process knowledge are merited in phar-
maceutical continuous manufacturing.

Data reconciliation (DR) is a mathematical tool to correct imperfect measure-
ment data to fall within the process system engineering’s best knowledge of the
process, i.e., mass and energy balance, process variance and dynamics, or correla-
tion between variables. The original idea of data reconciliation in correcting the
measurement data with normally distributed random errors with zero mean in 1960s
has since been rapidly extended to the measurement gross error identification and
elimination, unmeasured state variable estimation, model parameter estimation,
etc., demonstrated in Fig. 6.3, which have been successfully implemented in various
industries in its long history (Camara et al. 2017). Recent industrial applications
have been found, e.g., in a natural gas processing plant, wherein the mass flows of
output streams and raw feed were reconciled to satisfy mass balance equations with
an aim to check the presence of gross errors in the measured data (Rafiee and
Behrouzshad 2016). A corrected expansion curve with reasonable enthalpy-entropy
relationships and better estimates of isentropic efficiencies was obtained with data
reconciliation implemented in a 1000 MW steam turbine power plant (Guo et al.
2016). More recently, the data reconciliation was also employed to improve the reli-
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Fig. 6.3 Scope and
connections of data
reconciliation research.
(Reprint permission Data reconciliation
obtained from Su et al.
2019a, b. Copyright ©
2019 Elsevier)

ability and accuracy of measured data for a direct air-cooling condenser of thermal
power plant based on the relationship between back pressure of the steam turbine
and the condenser-related variables (Li et al. 2018).

Hence, it is interesting to introduce data reconciliation to the emerging pharma-
ceutical continuous manufacturing in compliance with the QbD guidance. The prin-
ciple of DR shares with the QbD guidelines in highlighting the importance of
process understanding, while addressing the imperfection of PAT measurement
data, for example, the design space in QbD can be described by the inequality con-
straints in DR (Guo et al. 2016), the process understanding developed in QbD can
be mathematically modeled and cast into nonlinear equality constraints of DR
(Valdetaro and Schirru 2011), or the variation in the process coefficients/material
parameters can also be estimated in DR (Weiss et al. 1996). Furthermore, given the
significant differences which normally occur between CQA and CPP measurement
uncertainties, the implementation of DR within QbD is also of practical importance
for active process control of CQAs by adjusting CPPs. For example, most CQA
variables are now measured using in situ spectroscopy probes, e.g., API composi-
tion by a NIR probe. Such measurements are often subject to either inherent error in
chemometric model calibration or the extra variation/drift due to material property
change (particle size, bulk density, etc.), probe fouling, environmental humidity and
temperature changes, etc. (Chen et al. 2011). On the other hand, the CPP variables
are commonly and directly measured using reliable mechanical or electrical sensors,
e.g., the dispensed powder mass by a load cell, which tend to have less measurement
uncertainties. It is worth mentioning that the robust design of traditional manufac-
turing equipment (automatic feeder, rotation motor, etc.) which provides reliable
measurement of CPPs (e.g., blender rotation speed) with minimum variations has
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allowed pharmaceutical manufacturing to continue to operate in the past century in
batch mode, while handling CQA variations via end-of-line statistical quality con-
trol (SQC) methods. The challenge in pharmaceutical continuous manufacturing
nowadays is to effectively integrate those noisier and possibly biased CQA mea-
surements into the process monitoring system so as to effectively supervise the con-
trol of CPPs, while minimizing the need for end-of-line SQC.

More recently, pioneering works on implementing data reconciliation to continu-
ous feeding and blending system have been reported. For example, based on a
steady-state mass balance model of a feeding-blending system, gross errors with an
NIR probe (CDI Inc.) located at the exit of a Gericke GCM 250 continuous blender
for API composition measurement were detected by a steady-state data reconcilia-
tion strategy (Moreno et al. 2017). The potential application of a real-time optimiza-
tion strategy to implement a dynamic joint data reconciliation and state estimation
to a feeding-blending system was also reported (Liu et al. 2018). The authors
employed the idea of tank in series to model the system dynamics of a continuous
blender, with which the time response of API composition can be reconciled with
the uncertain NIR composition measurement. More importantly, the mass of pow-
der accumulated in each simulated tank, equivalent to the mass distribution of pow-
der bed along the horizontal blender axial, was estimated. In such a way, the mixing
residence time, a CPP variable to avoid overblending, can be monitored. Another
application of a joint state estimation with data reconciliation was also reported by
combining a Kalman state estimator with a Welsch robust estimator for a feeding
and blending system; the authors assessed the risk impact of gross errors in API
composition measurement on the process control system (Su et al. 2017).

To sum up, process monitoring in pharmaceutical continuous manufacturing is
not just about the development and application of PAT sensors to measure the CQA
variables but also the integration of these data to provide a mean to gain a nonbiased
understanding, monitoring, and controlling of the process with a goal to quality
production with real-time release strategy, which will be further discussed in the
following sections for continuous feeding and blending system.

6.5 Process Modeling

Mathematical modeling is an important process system engineering tool to acquire
and verify a scientific process understanding on the design space of critical process
and quality variables, specifically on variations transduced from upstream critical
material attributes (CMAs) to downstream critical quality attributes (CQAs), upon
which optimal process design and operation can be sought. Depending on applica-
tion purposes, mathematical models can be presented with different levels of detail
and at different scales. For example, a discrete element method (DEM), computing
the motion and effect of a large number of small particles, such as granular flows
and powder mechanics, is widely accepted as an effective method of addressing
engineering problems in individual equipment design, e.g., feeder screw or blender
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agitator design (Sen et al. 2013), while less detailed models based on chemical engi-
neering principles of conservation laws in mass, energy, and momentum, or as sim-
ple as a transfer function model can be developed for each unit operation and be
integrated together in a plant-wide flowsheet model to address the issues of process
dynamics. The following sections will discuss their applications in continuous feed-
ing and blending system, with a focus on flowsheet modeling tools for process con-
trol purpose.

6.5.1 Unit Operation Models

A detailed review on the computational tools and mathematical modeling approaches
for unit operation in continuous manufacturing of solid-based pharmaceutical dos-
age form can be found in recent reviews and book sections (Rogers et al. 2013; Yoon
et al. 2018; Ierapetritou et al. 2017), including DEM simulation, population balance
models, and reduced order models for feeders and blenders.

Except those mechanical models with computationally demanding DEM simula-
tion, unit operations of feeding and blending are more often modeled or character-
ized by their process parameters and material properties for process operation
purpose, such as those CMAs and CPPs. For example, flow and discharge behavior
of pharmaceutical powders from several different hopper geometries has been stud-
ied experimentally from which a quantitative flow index was shown to correlate
with hopper flow behavior based on data from a gravitational displacement rheom-
eter (Faqih et al. 2007). Feeding models with process parameters and material prop-
erties of holdup, feed factor, and screw speed was also proposed to calculate the
mass flow rate, in which the powder bulk density was used to determine the feed
factor (Engisch and Muzzio 2012). In terms of continuous blender, it was reported
that the characterization and quantification of the stirring action can be empirically
related to the flow rate and the rotational speed of a continuous blender. By doing
so, it can systematically model the effects of operating conditions (such as rota-
tional speed and processing angle) and design parameters (such as blade design) on
the mixing efficiently (Marikh et al. 2005).

Just to mention a few, it is noted that many unit operation models with detailed
characterization on the feeding and blending steps, individually, have been reported;
however, the integration of them in a flowsheet model is rarely reported.

6.5.2 Flowsheet Models

A flowsheet model can contain a number of independent unit operation models that
connect each other with material streams to represent a process flow diagram.
Material properties, operating parameters, and control strategies defined in a pro-
cess design can be simulated with a flowsheet model. In this way, the impact of
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process start-up, shutdown, unexpected intermittent disturbances, and proposed
control strategies can be investigated in silico, which informs decisions made in a
process design or in a real plant. There are several commercial software platforms
supporting the flowsheet modeling, mainly Simulink (MathWorks) (Su et al. 2017),
Jacobian (RES) (Lakerveld et al. 2013), Aspen Plus (Aspen Technology), and
gPROMS (Process Systems Enterprise, PSE Ltd) (Singh et al. 2014). PSE Ltd also
offers gPROMS Formulated Products, a package designed specifically for pharma-
ceutical manufacturing processes (Yoon et al. 2018). Usually, these platforms come
with a library that provides basic modular functional blocks.

The flowsheet modeling plays an important role in efficient plant-wide control
strategy development by accelerating process design optimization and achieving
desired control objectives. For example, global sensitivity analysis and system iden-
tification based on flowsheet simulation can help to identify and address the poten-
tial challenges or risks in process control design, i.e., decentralization, pairing,
stability, resilience, etc. For example, a flowsheet model was developed for a
feeding-blending system in Simulink as shown in Fig. 6.4, where two loss-in-weight
feeders and a blender were modeled (Su et al. 2017). The feeder was modeled using
a first-order plus time delay (FOPTD) transfer function and was controlled using
proportional-integral-derivative (PID) controllers to adjust the screw rotation speed.
The continuous blender was modeled with a two-dimensional compartmental
model, with fluxes estimated for each component in forward, backward, and radial
directions. The aim of the flowsheet modeling was to investigate the process control
design and risk analysis in continuous feeding and blending system, by which sys-
tem identification with state-space models; control design and analysis metrics;
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Fig. 6.4 A Simulink flowsheet model of the feeding-blending system. (Reprint permission
obtained from Su et al. 2017. Copyright © 2017 Springer Nature)
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hierarchical control structures; risk mapping, assessment, and planning (Risk MAP)
strategies; and control performance indicators were studied.

A flowsheet model based on gPROMS platform for a continuous direct compac-
tion process was also reported to help on-site design and implementation of control
system (Singh et al. 2014). In this flowsheet model, the feeding unit operation was
also considered as a simple transfer function with parameters of process gain, time
constant, and time delay estimated from observed experimental flow rates, while a
much more detailed multidimensional population balance model was constructed to
model the blending process that accounts for several solid ingredients and two
external coordinates (axial and transverse direction in the blender) and one internal
coordinate (size distribution due to segregation) (Boukouvala et al. 2012). The flow-
sheet model can be integrated with DeltaV using the gORUN feature of gPROMS,
MS Excel, and I/GEAR connecting software, as shown in Fig. 6.5. The signal of the
control variable generated from the model simulation was sent to DeltaV and acts
as the input to the controller that generated the actuator. The controller output (actu-
ator) was sent to the process model and acts as the input to calculate the new signal
of the control variable. Similar integration can be done with MATLAB OPC toolbox
(Singh et al. 2013).

More recently, a flowsheet model for a pharmaceutical continuous direct com-
paction process based on gPROMS was also presented (Garcia-Muifioz et al. 2018).
The flowsheet model was used to produce residence time distributions (RTDs) at
different process conditions and a graphical representation of the allowable range of
variability or disturbances in the screw feeders that can be mitigated by the process.
The dynamics of composition and mixing were thus main focus of this flowsheet
model. Hence, a perfect feeding was assumed in this model, while a horizontal
blender was described as a dispersed plug flow reactor. Note that the powder stream
was treated as a fluid therein and the dispersion term was assumed to be the same
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Fig. 6.5 Integration of flowsheet model with DeltaV control platform (Reprint permission
obtained from Singh et al. 2014. Copyright © 2014 Elsevier)
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for all components. The characterization of the RTDs with the process configura-
tion, operational parameters, and feeding disturbances helped in evaluating the
material traceability and proposing off-spec product diverting strategy (Oka
et al. 2017).

Overall, due to the scale of flowsheet models in understanding the plant-wide
process dynamics and entire residence time distribution, contributions from detailed
unit models of feeders and blenders are usually neglected, for example, a perfect
feeding is often assumed. This may be due to the assumptions that (1) the magnitude
of dynamics or residence time in feeding-blending system is negligible compared to
the entire system (2) or those dynamics can be represented as random variation or
time delay. Though most often these assumptions hold for traditional plant-wide
process control design purpose, it should be cautioned, before considerable experi-
mental verification, to implement any control design or draw any conclusion based
on an oversimplified flowsheet model.

Furthermore, for product quality control purpose in a highly regulated pharma-
ceutical manufacturing process, continuous improvement in individual unit models
with more details in low-level control strategy, equipment parameters, and material
properties is essential in gaining in-depth process knowledge within the design
space and eventually achieving a quality-by-design paradigm. It is found that rare
flowsheet models, to the best knowledge of the authors, have considered the varia-
tions in powder properties such as the CMAs of bulk density or particle size distri-
bution and their effect on feeding accuracy or blending uniformity in a flowsheet
modeling. Without such, the variation in the downstream operation cannot be well
understood or diagnosed. For example, when a nonuniformly blended powder mix-
ture is entering a downstream rotary tablet press, one would notice an inconsistence
in tablet weight and punch pressure, which are both critical process parameters
concerning the drug dosage and dissolution profile (LFA 2018; Su et al. 2018a).

To sum up, with tremendous advancement in capacities of high-performance
computing, parallel computing, and cloud computing, more constituent modular
with fundamental powder mechanics are necessary and possible to be integrated
within the flowsheet modeling to understand not only the plant-scale dynamics but
also the propagation of variations in critical quality attributes.

6.6 Process Control

There are two main objectives in process control development for a continuous
feeding and blending system in pharmaceutical continuous manufacturing, viz.,
process automation and product quality control. Achieving process automation is
important to start up a continuous manufacturing system to rapidly reach the
steady-state set points for those CQA and CPP variables of ingredient mass fraction,
mixing uniformity, total powder flow rate, etc., in a feeding-blending subsystem by
automatically adjusting the feeding screw speed of each feeder and blender agitator
rotation speed. In the aspect of product quality control, the control system monitors
these CQAs and CPPs of the output powder mixture in real time. In case of any
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offsets from the set point due to process disturbance or raw material property
change, the control system will accordingly fine-tune actuators of feeding screw
speed or blending agitator rotation speed to assure that CQAs consistently conform
to the established criteria. This active role of process control in continuous manu-
facturing is the most adaptive and can enable real-time release testing and provides
an increased level of quality assurance compared to traditional ways of end-product
testing (Yu et al. 2014; Lee et al. 2015).

Process control system has been a routine in many other continuous manufactur-
ing processes, and there are also many control system development frameworks that
take on a step-by-step guidance in deploying process automation and control units.
However, the reliance of product quality on control system has never been so diffi-
cult and paralleled to the pharmaceutical continuous manufacturing, for example,
the challenges mentioned in Sect. 6.2 such as small quantities of active ingredients
to be added with accuracy, limited buffer volume during processing, etc. Hence,
only basic control modules provided by equipment vendors to adjust most CPPs of
feed rate and rotation speed, termed as the level O control herein, are now known to
be implemented in commercial continuous feeding and blending system, despite the
encouraging progresses that are made in developing advanced higher-level control
systems in most research or pilot facilities. More research work regarding the resil-
ience, fault tolerance, or risk assessment is indeed important to make the active
process control an important ingredient in the QbD framework.

The following sections will discuss the control algorithms and development
frameworks that are available for the feeding-blending system in the literature.

6.6.1 PID Control

A proportional-integral-derivative (PID) controller continuously calculates an error
value as the difference between a desired set point (SP) and a measured process
variable (PV) and applies a correction based on proportional, integral, and deriva-
tive terms of the error. It supports the control of a single measured process variable
by adjusting a single manipulated variable in a closed loop, viz., the single-input
and single-output (SISO) control loop. Besides the basic level O control provided by
equipment vendors of feeder and blender, PID loops are the most common control
algorithm that are implemented to achieve process automation and product quality
control in a feeding-blending system. These PID control loops can be designed to
supervise the basic level O control; hence, their implementation is regarded as the
level 1 control and is usually based on a distributed control system (DCS), such as
the Emerson DeltaV control platform.

Generally speaking, there are two specific control strategies for the single-input
and single-output PID control loop design, viz., (1) adjusting the flow rate of the
API until the desired concentration is achieved or (2) adjusting the flow rate of the
API as a ratio of the flow rate of a main excipient. The first one is known as the most
popular feedback PID control, while the latter can be regarded as a complementary
feedforward control by a ratio controller (Su et al. 2017).
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For example, a PID controller was experimentally performed as an initial attempt
to real-time control the homogeneity of the powder mixture produced in a pilot
plant with two loss-in-weight feeders and a Gericke GCM 500 continuous blender
(Zhao et al. 2013). The rotation speed of the stirrer, identified as an important decid-
ing factor toward the mixer’s efficiency, was used as the manipulated variable.
Closed-loop control based on either the mean API concentration or its relative stan-
dard deviation was evaluated for continuous blending subjected to step changes in
feed rates of the mixer. The PID tuning was found to be a critical step to obtain a
good control performance, and it was mainly due to challenge in the process or
measurement fluctuations.

In a recent work on the control of a similar feeding-blending system, where a
tumble mixer was employed instead, three PID controls were reported to control the
API concentration, API relative standard deviation, and powder flow rate, respec-
tively (Veldzquez et al. 2018). The difficulty in controlling the blending process at
low API dosages or concentrations was pointed out; see the fluctuations of API
(Naproxen) concentration in Fig. 6.6. Two major problems were the accuracy of
dispensing low flow rates of the API which tend to have low flowability and the
development of the NIR calibration model for low content (Vanarase et al. 2010).

Similar implementations of level 1 PID controls for feeding and blending system
are also found in recent work based on continuous manufacturing pilot plants at
Engineering Research Center for Structured Organic Particulate Systems (ERC-
SOPS) of Rutgers University and Purdue University (Ierapetritou et al. 2016).

Mixture: naproxen sodium, lactose monohydrate, MgSt
7 M\.{‘-ﬂ-\wl s ™
1

/ —_—

Fig. 6.6 Closed-loop dynamics of a continuous tumble mixer for API centration and RSD (Reprint
permission obtained from Velazquez et al. 2018. Copyright © 2018 Elsevier)
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6.6.2 Advanced Model-Based Control

The challenges in continuous feeding and blending system for pharmaceutical man-
ufacturing also see the increasing demands for advanced model-based control strat-
egies, for example, the model predictive control (MPC). MPC is used to control a
process while satisfying a set of constraints and has been in wide applications in
chemical plants and oil refineries since 1980s. MPC relies on dynamic models of
the process, most often linear empirical models obtained by system identification,
which can be conveniently done in most commercial DCS platforms, e.g., the
Emerson DeltaV MPC toolbox. As such, MPC has the ability to anticipate future
events by running the model and can take control actions accordingly, while this
predictive ability is not seen in a PID controller. More than that, based on a process
model, the MPC controller is more promising in controlling the process as a whole
involving several CQAs and CPPs as in a feeding and blending system, viz., the
multiple input and multiple output (MIMO) control, compared to the single input
and single output of a PID controller. Due to the superiority of the model-based
control algorithm and its reliance on process model, its implementation and mainte-
nance are referred as the level 2 control.

The development and implementation of MPC controller to a feeding-blending
system were reported in a continuous pharmaceutical tablet manufacturing pilot
plant (Singh et al. 2014), as shown in Fig. 6.7. A filtered API composition signal
measured by NIR was used as the input for a model predictive controller to manipu-
late the feeding ratio of API feed rate vs. total powder flow rate. Though the studied
MPC control was demonstrated with better control performance than the PID con-
trol, e.g., shortening the transition time in reaching a set point, fluctuations even in
the filtered API composition signal were still observed.

Relating to this, recent research work has seen the improvement in combining
other model-based methodologies, such as data reconciliation and state estimation
to improve measurement accuracy of API composition, with MPC control in feed-
ing and blending system. Other than the linear empirical models, the state-space
model and nonlinear dynamic process model are adopted in these model-based con-
trol algorithms.

For example, a state-space model describing the feeding-blending system at
Purdue University was recently reported, which involves two loss-in-weight feeders
and a Gericke GCM 250 continuous blender (Su et al. 2017). A robust Kalman state
estimator was then designed using the identified state-space model of the feeding
and blending system to estimate state variables (x) from current process output
measurement (y) of API composition and total powder flow rate, as well as the pro-
cess input (u) of feeding flow rates, blender rotation speed, etc., as shown below:

x[k1k]=x[k1k=1]+M(y[k]-Cx[kIk-1]-Du[k]-e[k])R
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Fig. 6.7 Experimental closed-loop response for API composition control by a MPC controller
(Reprint permission obtained from Singh et al. 2014. Copyright © 2014 Elsevier)

2
R = diag (exp —[e—j (6.2)
cOo

i

where x[kl kK — 1] is the state variable for kth sampling time that is estimated at k- 1th
sampling time; y[k], e[k], and u[k] are the current process output, bias, and input
measurement at kth sampling time; and M is the Kalman innovation gain (Franklin
et al. 1990). R is the data reconciliation matrix, using the Welsch robust estimator,
to reject the gross error in measurements when model-plant mismatch e; deviates
from its nominal standard deviation o;; note that ¢ is a tuning parameter. The integra-
tion of robust Kalman state estimator with a state-space model-based MPC design
at level 2 was found to be able to reject the measurement gross errors in the API
composition measurement and thus avoid major fluctuations in the control system,
as shown in Fig. 6.8. When measurement gross error in API composition occurred
from 0-200 seconds, the measured variable was drifted from 10% to 8%. However,
the robust Kalman estimator identified and eliminated this gross error and predicted
a steady API composition measurement, by which the process variables can remain
at stead state and under control.
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Fig. 6.8 Control performance of MPC with a robust Kalman state estimator. (Reprint permission
obtained from Su et al. 2017. Copyright © 2017 Springer Nature)

More recently, an integrated moving horizon robust state estimation and nonlin-
ear MPC control of the same feeding-blending system were also proposed (Liu
et al. 2018). To improve the accuracy and robustness of state estimation, robust
estimators within the standard moving horizon estimation (MHE) skeleton were
proposed, leading to an extended MHE framework. Numerical simulations showed
that the studied approach was robust to gross errors and can provide reliable state
estimates when measurements were contaminated with outlines and drifts, as shown
in Fig. 6.9 for the total powder mass flow rate at the exit of the Gericke GCM 250
continuous blender, where most gross errors were eliminated.

Hence, the promising potential of implementation of model-based control strate-
gies in an integrated form of data reconciliation, state estimation, and process con-
trol demands more research work in systematic control design framework and
experimental verification and validation in continuous feeding-blending system.

6.6.3 Framework for Control Design

Systematic approaches to the design and implementation of control systems for
continuous pharmaceutical manufacturing processes have been proposed and pro-
gressively improved in the past few years by the Engineering Research Center for
Structured Organic Particulate Systems (ERC-SOPS) (Singh et al. 2014; Singh
et al. 2009). A range of control techniques under the frameworks, ranging from
simple proportional-integral-derivative (PID) controllers to advanced model-based
control and real-time optimization (Singh et al. 2015a, b; Ramachandran et al.
2011), have also been demonstrated. Performance in set point tracking and
disturbance rejection was evaluated to finalize the control system design. The
Novartis-MIT center proposed another plant-wide control strategy, e.g., involving
a bottom-up and hierarchical top-down approach, which stabilizes the underlying



216 Q. Suetal.

1
Enl.
l 51;
g
59
]
i1
_ns? £ ] 150 0 f—;:
2hr g
2100 g
3 93 ER]
29
18 i
] El ] 150 300
-‘-] 5 n
gl g
e i
1 i
= o E] ] [E] I
§n
$
g8 .
3 o n o
é.:o ] 00 150 ]
nl o — -
b .
59
8
B
“ % F] 100 150 200 ] E) 100 150 00

sl s

Fig. 6.9 Measured (dashed line) and predicted (solid line) total powder mass flow rates (Reprint
permission obtained from Liu et al. 2018. Copyright © 2018 Elsevier)

process control layers upward and prioritizes the control objectives downward
(Lakerveld et al. 2013, 2015). This work has also encouraged attempts to catego-
rize control techniques and systematically evaluate their comparative performance
with respect to aspects that are of concern to regulators.

In this chapter, a systematic framework for control design and risk analysis for
continuous pharmaceutical solid-dosage manufacturing is briefly introduced to
achieve efficient and robust active process control, as shown in Fig. 6.10. Its imple-
mentation to a feeding-blending system is also demonstrated here (Su et al. 2017).
The framework consists of the following components: system identification with
state-space models; control design and analysis metrics (see Fig. 6.11); a hierarchi-
cal three-level control structure; risk mapping, assessment, and planning (Risk
MAP) strategies; and control performance indicators. Specifically, instead of rely-
ing on transfer function or empirical convolution models for system identification,
state-space models are advocated. State-space models offer advantages due to their
inherent flexibility to represent multivariate nonlinear processes and to model
unmeasured disturbances and process time delays (Darby and Nikolaou 2012). In
addition to the commonly used integral of time absolute error (ITAE) for control
tuning or performance evaluation, three new performance indicators are also pro-
posed therein to directly relate the control performance to consistent product quality.

The studied continuous feeding-blending system (Su et al. 2017) consists of two
Schenck AccuRate PureFeed® AP-300 loss-in-weight feeders that are capable of
achieving and maintaining specified feed rates through an imbedded level O control
system. The feeders continuously feed the API, acetaminophen (APAP), and excipi-
ent, Avicel microcrystalline cellulose PH-200 (MCC 200), into a Gericke GCM 500
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continuous blender, wherein the two components are mixed. The nominal operating
conditions (NOC) consist of API flow of 1.0 kg/h, excipient flow of 9.0 kg/h, and
blender rotation speed of 200 rpm. The API mass fraction was measured in situ
using a near-infrared spectrometer (Control Development, Inc.) at the exit of the
blender (Austin et al. 2014; Vanarase et al. 2010). The content uniformity was sta-
tistically estimated in the form of relative standard deviation (RSD) using mean and
variance of the API mass fraction measurements within a time window (Zhao et al.
2013). The powder flow is measured using an X-ray-based mass flow meter
(SETXvue XP-300, Enurga, Inc.) (Ganesh et al. 2017). The corresponding control
schemes at different levels for the feeding-blending system are provided in Table 6.1.

For system identification, a system transfer function matrix G was identified
using the MATLAB system identification toolbox in the form of a state-space
model. With the system transfer function matrix G, control design and analysis
metrics in Fig. 6.11 can be applied.

The condition number of 3.2945 (<25) and Morari’s resilience index of 0.4372
show that the feeding-blending system was controllable and stable at the current
nominal operating condition even with a decentralized SISO control loops at level
1. Furthermore, the Niederlinski index of 1.10 (>0), the relative gain array (RGA),
and the relative interaction analysis (RIA) pairing metrics all indicate that a stable
design was achieved using a diagonal pairing under which the API composition was
controlled by manipulating the API feeding flow rate, the blender powder flow rate
by the excipient feeding flow rate, and the API mixing RSD by the blender rotation
speed, as shown below:

0.9008 0.0999 -0.0007

RGA ={0.0944  0.9058 —0.0002 (6.3)
0.0048 —-0.0057  1.0009
0.1101  9.0131 -1405.4

RIA=|9.5942  0.1040 -5371.2 (6.4)
208.81 -177.54 —0.0009

Table 6.1 The feeding-blending control system. (Su et al. 2017)

Unit operation | Process output (y) | Process input (i) Control level | Controller type

API feeder API flow rate Screw rotation speed | LO PID

Exp. feeder Exp. flow rate Screw rotation speed | LO PID

Blender API composition API flow rate L1/2 PID, ratio, MPC
Powder flow rate | Excipient flow rate L1/2 PID, MPC
API mixing RSD | Rotation speed L1/2 PID, MPC
Rotation speed Motor current LO PID
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For the chosen diagonal pairing at level 1 control, the dynamic interaction measure
(DIM) of 40.50 > 15 and the diagonal DIM of 60.25 > 15 both suggested that com-
pensation was needed to reduce the interaction, and the p interaction measure of
2.667 > 1 also indicated that the decentralized controllers at level 1 may not be
stable in closed loop. Furthermore, the performance interaction measure (PIM) of
2.00 suggested that there was considerable performance interaction in the system.
To address these features, a level 1 design in which the decentralized SISO PID
control loops were compensated by a feedforward ratio controller was implemented.
A level 2 design was implemented with the identified system state-space model
incorporated into a linear MPC algorithm. The three-level control designs are sche-
matically demonstrated in Fig. 6.12.

The overall risk assessment for the three-level control designs can be found in
Fig. 6.13, where the controllability of the three acceptable risk scenarios were
assessed. An acceptable risk is arisk that is understood and tolerated usually because
the cost or difficulty of implementing an effective countermeasure exceeds the
expected impact of the risk event on process operations. For instance, reduced flow-
ability of powders may occur due to increased humidity in the environment during
the rainy seasons of the year, and this could have an adverse effect on the mixing
uniformity of the API and excipient blend. However, it might be too costly to moni-
tor moisture content in feed materials and to add a unit operation for reducing the
water content to ensure specified flowability measures. The acceptable risk scenar-
ios identified from the risk mapping are further classified into three categories
according to their frequency and severity: RO low risk, R1 medium risk, and R2 high
risk. It is observed that level O control was capable of tackling the RO detectable
disturbance in the feeders. However, it failed to respond to risk scenarios at R1
median and R2 high-risk levels, whereas the level 2 control is most advanced in
handling the R2 risks of measurement gross errors in PAT probe fouling or drifting.
This is due to the fact that the level 2 model-based control adopted the robust
Kalman filter as discussed in the previous section. Finally, it should be pointed out
here that the PAT tools for CQA measurement play a vital role in the fault-tolerant
control design for real-time release strategy in pharmaceutical continuous manufac-
turing (Yu et al. 2014).

Pharmaceutical continuous manufacturing processes depend on regulatory con-
trol systems to maintain consistent quality production. However, changes made to
the PAT sensor system and the natural degradation over time of the equipment may
cause some controllers and process performance to suffer (Hoo and Piovoso 2003).
Although the pioneering work on control performance monitoring was first reported
almost three decades ago (Qin 1998), there are also many commercial services and
products available (Bauer 2016), e.g., the Emerson DeltaV Tune and the Honeywell
Loop Scout®; specific metrics and analysis methods with process knowledge and
experience in certain unit operations remain unresolved technical challenges (Jelali
2013), for example, the control performance monitoring and continuous improve-
ment strategies in control systems for the continuous feeding-blending system or for
the plant-wide pharmaceutical continuous manufacturing process. Hence, several
research questions and regulatory concerns are to be explored as indicated in the
proposed systematic framework.
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To sum up, with the development of generic systematic frameworks for control
design in pharmaceutical continuous manufacturing, the feeding-blending system
will be receiving more research interests to address the challenges highlighted in
Sect. 6.2 in this chapter to deliver a resilient and fault-tolerant control design for
both process automation and quality control purposes.

6.7 Conclusions and Future Work

Continuous feeding-blending unit operation in pharmaceutical continuous manu-
facturing is the first processing step in most pharmaceutical solid-dosage manufac-
turing processes to provide a homogeneous powder mixture of active ingredients
and excipients to achieve better processing capabilities in flowability, tabletability,
etc., and targeted product attributes in drug potency, release profile, etc. The chal-
lenges in continuous feeding-blending process lie not only in the equipment design
of feeders and blenders to deliver accurate feeding flow and mixing uniformity,
respectively, but also in the integration of these pieces of equipment together to
comply to the pharmaceutical quality-by-design guidance which requires the devel-
opment of in-depth process knowledge in a design space during process design,
process monitoring, process modeling, and process control of a feeding-
blending system.

The recent developments in continuous feeding-blending system have seen the
rapid progresses, specifically, in process analytical technologies in real-time pro-
cess monitoring of ingredient mass fraction and relative standard deviation using
near-infrared spectroscopy and process control strategies in pilot plant facilities.

However, the acute operating conditions of involving fine cohesive powders,
especially in the continuous blending unit, have led the fouling problem as one of
the challenging issues in many PAT sensor applications. Furthermore, besides the
chemometric model calibration for most of the PAT sensors based on spectroscopy,
common raw spectra data pretreatment methods, e.g., Savitzky-Golay filter and
extended multiplicative scatter correction, are inefficient in handling environmental
uncertainties, raw material property variations, or process disturbances, e.g., humid-
ity, powder flow rate, particle size distribution, etc. For example, the NIR spectros-
copy collects the complex diffusions that are sensitive to both chemical compositions
and physical properties, making a reliable NIR sensor especially challenging.
Specifically, though the NIR sensing has been acknowledged as a convenient spec-
troscopy method without the need of sample pretreatment, except the various in-
house designs of NIR boxes or flow chutes in academic research centers, there is a
limited number of reports in open literature in terms of reliable application of NIR
sensors in the pharmaceutical industry. Hence, a complete process engineering solu-
tion to the secondary development of most commercially available spectroscopic
probes is indeed necessary to produce reliable PAT sensors, for example, engineer-
ing solutions of sensor selection, sampling automation, sensor placement, chemo-
metric calibration, model maintenance, sensor redundancy and network design, and
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data reconciliation, are critically important for a highly reliable PAT sensor to keep
a good track of CQAs in pharmaceutical manufacturing.

In the aspect of process control development, continuous improvement in feed-
ing and blending process control should also be pursued as a consequence of a
deeper understanding of the manufacturing system and its components which natu-
rally develop as manufacturing experience where product and process are accumu-
lated. Given the real and perceived regulatory burden of change approvals,
continuous improvement has not been pursued as aggressively in pharmaceutical
manufacturing as it might. Hence, the advent of continuous pharmaceutical manu-
facturing opens the door to continuous improvement at multiple levels, e.g., predic-
tive maintenance, control performance monitoring, control structure reorganizing,
etc., since such improvements can be targeted to achieve tighter tracking of CQA
and more robust plant-wide control which will maintain the process within its
design space. The direct impact is to allow longer continuous runs without forced
interruption, reduced frequency and duration of periods during which nonconform-
ing materials are generated, and reduced risk that a product lot released may actu-
ally include nonconforming material.

Last but not least, more investigation efforts are also encouraged to develop and
evaluate the practice of pharmaceutical continuous feeding-blending design based
on science- and risk-based process understanding and approaches. These include
but are not limited to data reconciliation to address PAT measurement uncertainties,
unmeasured material parameter, and process state estimation to characterize the
variations in critical material attributes and critical process parameters, risk analysis
and management, etc. Conclusively, process system engineering tools are the most
prestigious engineering tools in manufacturing industry to deal with the challenges
in pharmaceutical continuous feeding and blending unit operation.
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Chapter 7

Recent Progress in Roll Compaction
Process Development for Pharmaceutical
Solid Dosage Form Manufacture

Ariel R. Muliadi, Alamelu Banda, and Chen Mao

Abstract Roll compaction technologies have advanced substantially over the past
decade and are increasingly adapted by formulation scientists as a preferred means
of granulation. This chapter presents recent progress in pharmaceutical roll com-
paction with respect to the following three key aspects: formulation development,
process modeling, and equipment. On the modeling front, we outline various
continuum-based modeling efforts and their role in furthering the fundamental,
mechanistic understanding of the process. Here, we discuss the significant body of
work that has been derived from the rolling theory for granular solids, focusing on
both the quantities that that model predicts accurately and the reasons it recurrently
falls short in predicting various process outcomes, as well as the rise of high-fidelity
computational simulations and their potential to overcome the shortcomings of the
rolling theory. With regard to the formulation development aspects of the process,
common pharmaceutical excipients and their impact on the resulting ribbon and
granule qualities are discussed. Lastly, we present the current state of the art in
equipment design and process control that enable the processing of a wide variety
of pharmaceutical powders. Emphases are placed on different roll compactor
options and their ability to precisely control the roll force and roll gap, perform
efficient deaeration, and minimize powder leakage.
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7.1 Introduction

Pharmaceutical powder handling and processing often necessitate the need for gran-
ulation. Through this process, fine powders are agglomerated into (sub)millimeter-
sized granules via the use of an aqueous binding agent (“wet” granulation) or
application of mechanical force (“dry” granulation). Owing to the granules’ larger
size and increased bulk density, reduction in dusting, improved flowability, and a
more consistent die filling may be achieved. As an added benefit, components com-
prising a powder blend are also “locked in”” within the individual granules, therefore
preventing them from segregating when subjected to further handling/processing.

When granulating moisture-sensitive drugs or when integration of an additional
processing step for post-wet granulation moisture removal is unfeasible, dry granu-
lation is often performed in place of wet granulation via the use of a roll compactor.

A schematic of a roll compactor is shown in Fig. 7.1. The roll compaction pro-
cess begins when powder, typically a pre-blended mix of solid active pharmaceuti-
cal ingredients (APIs) and excipients (fillers, disintegrants, lubricants, etc.), enters
the compactor hopper. Immediately upon discharge from the hopper, the powder is
conveyed by an auger system toward two counterrotating rolls that are mounted
such that there exists a small gap (“roll gap”) between them. Friction between the
rolls and the powder allows the rolls to grip the powder and drive it toward the gap,
compacting it into a thin strip (“ribbon”) that is then broken apart into granules
using a mill. In pharmaceutical solid dosage form manufacture, the granules may
then be further processed, blended with additional excipients, and ultimately com-
pacted to form tablets.

Rolls

Auger inlet

| Roll gap

Auger system

Fig. 7.1 Cross-sectional view of a roll compactor
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The roll compaction process is not unique to the manufacturing of pharmaceu-
tics; rather, it is used in many industries. What we know today as pharmaceutical
roll compaction evolved from “cold rolling,” a metalworking technique that dates
back to the late