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Preface

This is the first volume of the proceedings of the 9th Joint International Semantic
Technology Conference (JIST 2019) held during November 25–27, 2019, in
Hangzhou, China. JIST is a joint event for regional Semantic related conferences. Since
its launched in Hangzhou in 2011, it has become the premium Asian forum on
Semantic Web, Knowledge Graph, Linked Data, and AI on the Web. In 2019, JIST
returned to Hangzhou, and the mission was to bring together researchers in the
Knowledge Graph and Semantic Technology research community and other related
areas to present their innovative research results and novel applications. This year’s
theme was “Open Web and Knowledge Graph.”

The proceedings of JIST 2019 are presented in two volumes: the first one in LNCS
and the second one in CCIS. The conference attracted high-quality submissions and
participants from all over the world. There were 70 submissions from 8 countries. The
Program Committee (PC) consisted of 52 members from 13 countries. Each PC has
been assigned four papers on average and each submission was reviewed by at least
three PC members. The committee decided to accept 24 full papers (34.3%) in volume
1 (LNCS) and 22 other papers (31.4%) in volume 2 (CCIS). In addition to the paper
presentations, the program of JIST 2019 also featured three tutorials, three keynotes,
one special forum on Open Knowledge Graph, and poster presentations.

We are indebted to many people who made this event possible. As the organizers of
JIST 2019, we would like to express our sincere thanks to the PC members and
additional reviewers for their hard work in reviewing the papers. We would also like to
thank the sponsors, support organizations, all the speakers, authors, and participants for
their great contributions. Last but not least, we would like to thank Springer for their
support in producing these proceedings.

December 2019 Xin Wang
Francesca A. Lisi

Guohui Xiao
Elena Botoeva
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Incorporating Term Definitions for Taxonomic
Relation Identification

Yongpan Sheng1, Tianxing Wu2, and Xin Wang3(B)

1 School of Computer Science and Engineering,
University of Electronic Science and Technology of China, Chengdu, China

shengyp2011@gmail.com
2 School of Computer Science and Engineering, Nanyang Technological University,

Singapore, Singapore
wutianxing@ntu.edu.sg

3 College of Intelligence and Computing,Tianjin University, Tianjin, China
wangx@tju.edu.cn

Abstract. Taxonomic relations (also called “is-A” relations) are key components
in taxonomies, semantic hierarchies and knowledge graphs. Previous works on
identifying taxonomic relations are mostly based on linguistic and distributional
approaches. However, these approaches are limited by the availability of a large
enough corpus that can cover all terms of interest and provide sufficient contex-
tual information to represent their meanings. Therefore, the generalization abili-
ties of the approaches are far from satisfactory. In this paper, we propose a novel
neural network model to enhance the semantic representations of term pairs by
encoding their respective definitions for the purpose of taxonomic relation identi-
fication. This has two main benefits: (i) Definitional sentences represent specified
corpus-independent meanings of terms, hence definition-driven approaches have
a great generalization capability to identify unseen terms and taxonomic relations
which are not expressed in domain specificity of the training data; (ii) Global
contextual information from a large corpus and definitions in the sense level can
provide richer interpretation of terms from a broader knowledge base perspec-
tive, and benefit the accurate prediction for the taxonomic relations of term pairs.
The experimental results show that our model outperforms several competitive
baseline methods in terms of F-score on both specific and open domain datasets.

Keywords: Taxonomic relation identification · Definition-driven approach

1 Introduction

Taxonomic relation (also called “is-A” relation) identification is a task to determine
whether a specific pair of terms1 holds the taxonomic relation or not. Concretely, given
a pair of terms (x, y), if y holds a semantically border category that includes x, we call
y a hypernym of x and x a hyponym of y [26]. For instance, “scientist” is a hypernym
of “Einstein”, “actor” is a hypernym of “Mel Gibson”, “Paris” is a hyponym of “excit-
ing city”. The accurate prediction of these taxonomic relations benefits for a variety
of downstream applications, such as serving as building blocks for semantic structure

1 This paper uses “terms” to refer to any words or phrases.

c© Springer Nature Switzerland AG 2020
X. Wang et al. (Eds.): JIST 2019, LNCS 12032, pp. 1–17, 2020.
https://doi.org/10.1007/978-3-030-41407-8_1
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construction including taxonomies, semantic hierarchies and knowledge graphs, and
facilitating question answering systems [7].

Previous approaches for this task can be generally classified into two categories:
linguistic and distributional approaches. Linguistic approaches rely on lexical-syntactic
patterns (e.g., A typical pattern is “A such as B”) to capture textual expressions associ-
ated with taxonomic relations, and match them with given documents or multiple Web
sources to identify taxonomic relations between terms [20,28]. These patterns can be
created manually [28] or learnt automatically [20,26]. Despite their higher precision in
several applications, such identified patterns are too specific to cover the wide range of
complex linguistic circumstances, and the ambiguity of natural language compounded
by data sparsity makes linguistic matching methods less robust. In contrast, distribu-
tional methods focus on embedding the two terms of interest into context-aware vector
representations, and then predict their taxonomic relation based on these representa-
tions. The usage of term embeddings [16] allows machines to make predictions from
the entire corpus.

These approaches, however, make use of linguistic features as well as contextual
information of terms alone acquiring in a large corpus, often with unsatisfactory results.
In many real-word settings, we can also explore the value of external evidence, primar-
ily textual definition evidence related to terms, which can be extracted from structured
knowledge resources, to express corpus-independent meanings of terms for the purpose
of enhancing the generalization ability of the system to unseen terms, and even to the
scenario of low-resource languages. Humans, too, often benefit from richer information
deriving from the definitions of terms when trying to determine the taxonomic relation
between the terms even for terms they have not been exposed in the training data.

Based on the above considerations, we propose a neural network model2, which
can enhance the representations of term pairs by encoding their separative definitions,
instead of just focusing on the meaning of each term. Moreover, we formulate the tax-
onomic relation detection problem as (xhypo, dx, yhyper, dy , 1/0), where xhypo and
dx denote hyponym and its definition, respectively. While yhyper and dy denote hyper-
nym and its definition, respectively. The binary value “1/0” indicates yhyper is xhypo’s
hypernym or not. Technically, we first model the representation for each pair in {(xhypo,
yhyper), (xhypo, dy), (dx, yhyper), (dx, dy)} and given as the input to a top-performing
baseline system (Sect. 3.1) to obtain four separate representations, which are concate-
nated by heuristic matching strategies in the form of a joint vector representation. The
overall representation is fed into a softmax classifier to determine whether the taxo-
nomic relation holds or not (Sect. 3.2).

The experimental results show that our approach achieves the state-of-the-art per-
formance on both general and specific domain datasets. In addition, another advantage
of our proposed model is that it has the capacity to generalize the taxonomic relation
properties of pairs that even are not being expressed in domain specificity of the training
data. The key contributions of our work are highlighted as follows:

– We propose a novel neural network model which accounts for the taxonomic relation
detection problem primarily by the knowledge of the term definitions. Definitions

2 The dataset and the code for our model are available at https://github.com/shengyp/
Taxonomic-relation/.

https://github.com/shengyp/Taxonomic-relation/
https://github.com/shengyp/Taxonomic-relation/
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can provide complementary knowledge to the context from corpus, so that our pro-
posed model enables better tolerance for unseen terms, rare terms, and terms with
biased sense distribution.

– Our model enables combine distributional model with definition encoding, rather
than a simple concatenation of the two subsystems. This benefits to generate more
indicative features across distributional contexts and definitions for the accurate pre-
diction of taxonomic relations of term pairs.

– The experiment results on both general and domain-specific datasets corroborate
the effectiveness and robustness of our model over several competitive models in
F-score metrics.

2 Related Work

Taxonomic relation identification is one of the most topics in NLP research. Many
approaches have been explored for this task can be divided into two branches, including
linguistic and distributional approaches.

In linguistic approaches, the range of pre-defined rules or lexical-syntactic patterns
are leveraged to extract taxonomic relations from text corpus. Patterns are either chosen
manually [9] or learnt automatically via bootstrapping [26]. While such approaches
can result in taxonomic relations with relatively high accuracies. Unfortunately, using
patterns as features may result in the sparsity of the feature space [19]. More approaches
require the co-occurrence of the two terms in the same sentence, which strongly hinders
the recall of these methods. Higher recall can be achieved contributes to distributional
methods.

In distributional approaches, by studying the relations of distributional representa-
tions (word embeddings) derived from contexts, between hypernyms and their respec-
tive hypernyms, the taxonomic relations can be identified by learning semantic predic-
tion models, especially for several unsupervised measures [10,22]. Such approaches
draw primarily on the distributional hypothesis [8], which states that terms appear in
similar context may share semantic relationship. The main advantage of distributional
approaches is that they can discover relations not directly expressed in the text. How-
ever, such approaches depend on the choice of feature from domain specificity of the
training data, e.g., an IT corpus hardly mentions “apple” as a fruit. Furthermore, rare
terms are poorly expressed by their sparse global context and, more generally, these
methods would not generalize to the low-resource language setting.

Our proposed model shares the same inspiration with distributional methods. More
importantly, it is beyond the framework of distributional models acquiring context-
aware term meaning in a large corpus, and instead explore a novel information resources
- definitive sentences, to enhance the robustness of the system.

3 The Proposed Method

In this section, we first briefly describe a top-performing neural network architecture.
This could be viewed as a baseline system to encode a pair of texts. Then, we elaborate
on the adaptation we make towards the architecture so that the resulting system can
better serve the taxonomic relation identification problem.
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3.1 The Baseline System

For the design of the baseline system, we follow the idea of Siamese Network [21], as
shown in Fig. 1. Concretely, the two identical sentence encoders share the same set of
weights during training, and generate two neural representations. We observe from the
figure that the system mainly consists of three layers from bottom to top: (i) Sentence
input layer; (ii) Sentence encoding layer; (iii) Sentence output layer. We will explain
the last two layers in detail in the following subsection. And the sentence input layer
will be introduced in Sect. 3.2.

Fig. 1. Architecture of the baseline system

Sentence Encoding Layer. Take the sentence encoder on any one side as an example.
Given a sentence Si (i = 1 or 2) with length L, our goal is to find a neural representation
of Si. We first map L words of Si to a sequence of word embedding vectors {xi

j}
(j = 1, ..., L, and the dimension of word embedding denotes as dm), based on the pre-
trained embeddings that will be described in the following Sect. 4.1. Then we employ
a Bi-LSTM which is composed of a forward LSTM and backward LSTM component,
to process {xi

j} in the forward left-to-right and the backward right-to-left directions,
respectively. In each direction, the reading of {xi

j} is modelled as a recurrent process
with a single hidden state. Given an initial value, the state changes its value recurrently,
and each time-step consumes an incoming word.

Take the forward LSTM component as an example. Denoting the initial hidden state
as

−→
h 0, the recurrent state transition values can be calculated by {−→h 1,

−→
h 2, ...,

−→
h L}

when it reads the input {x1,x2, ...,xL}. At time t, the current hidden state vector
−→
h t

is computed based on the previous hidden
−→
h t−1, the previous cell ct−1 and the current

input word embedding xt. The detail computations of the forward LSTM are defined
as follows [6]:

ît = δ(Wxixt + Whi
−→
h t−1 + bi),

f̂t = δ(Wxf xt + Whf
−→
h t−1 + bf ),
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ot = δ(Wxoxt + Who
−→
h t−1 + bo),

ut = δ(Wxuxt + Whu
−→
h t−1 + bu ),

it,ft = softmax(ît, f̂t),

ct = ft � ct−1 + it � ut,

−→
h t = ot � tanh(ct), (1)

where it, ft, ot and ut are an input gate, a forget gate, an output gate and an actual
input at t time, respectively. The activation function of the LSTM δ is set to tanh. W(.)

represent trained weight matrices, ct is a vector representation of state in recurrent cell
at time step t, and bx(x ∈ {i, o, f, u}) is a bias vector. � denotes the Hadamard product.

The backward LSTM component follows the same recurrent state transition process
as described in Eq. (1). Starting from an initial state hn+1, which is a model parame-
ter, it reads the input {xn,xn−1, ...,x0}, changing its value to {←−h n,

←−
h n−1, ...,

←−
h 0},

respectively. A separate set of parameters W(.) and bx are used for the backward com-
ponent.

Finally, the Bi-LSTM concatenates the vector value of
−→
h t and

←−
h t to represent the

encoding information of xt at t time, which is denoted as ht = [
−→
h t;

←−
h t].

An additive attention mechanism [2] is exploited to the resulting hidden states cor-
responding to {ht} (t = 1, ..., L). That is a weighted calculation for learning more
accurate and focused sentence representations, based on the following formulas:

gt =
∑

i

αt
ihi, (2)

where hi is the column vector denoting the hidden state of xi, εi can be regarded as the
intermediate attention representation of xi in the sentence and can be obtained from a
linear transformation of hi. αi denotes the attention weight of xi (i.e., namely attention
vector α) and is computed by the combination of weighted values in εi.

αt
i =

euT εi

ΣjeuT εj
, (3)

εi = tanh(Wahi + ba), (4)

where Wa is a trained weight matrices, uT denotes transpose of a trained parameter u.
ba is a bias vector.

We concatenate contextual information vector for each time step as follows:

g = [g1, g2, ..., gL], (5)

In our task, the indicative features related to the taxonomic relation are likely to appear
in any area of the sentence under different contexts. Hence, we should encode the
sentence further by utilizing all local features and form better neural representations
globally. When using a neural network, the convolution approach is a natural means
of extracting local features with a sliding window of length l over the sentence [4].
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Here, typically the size of the sliding window l is 3. Then, it combines all fine-grained
features via a max-pooling operation to obtain a fixed-sized vector for the output of the
convolution operation.

Here, convolution is defined as a matrix multiplication between a sequence of vec-
tors g which is formed by Eq. (5), a convolution matrix W ∈ R

dm×(dm×l) and a bias
vector b with a sliding window [30]. Let us define the vector qi ∈ R

dm×l as the con-
catenation of a sequence of input representations g in the i-th window, we have:

qi = gi:i+l−1; (1 ≤ i ≤ L − l + 1). (6)

Hence, the output of a single convolutional kernel pi (i.e., i-th window) can be
expressed as follows:

pi = f(Wqi + b), (7)

where f is the activation function. A convolutional layer can comprise dc convolutional
kernels which could result in a output matrix P = [p1,p2, ...,pdc

] ∈ R
dc×(dm−l+1).

Then, a max-pooling operation is applied to this matrix to obtain maximum valued
features as follows:

p̂ = max(P ) =
∑

i

max(pi). (8)

Sentence Output Layer. In our settings, the neural representation of each sentence Si

(i = 1, 2) (term can be treated as short sentence) is generated using Eq. (8), and can
be shortly denoted as p̂i (i = 1, 2). Finally, we obtain the overall representation for the
sentence pair by concatenating p̂1 and p̂2.

3.2 Our Proposed Model

Based on the baseline system, we make the adaptation of this architecture for taxonomic
relation identification problem and the overall architecture of our proposed model is
shown in Fig. 2.

The Sentence Input Strategy. For a distributional method such as Shwartz et al. [23]
directly concatenates the term path representation vector and term embedding vector as
the input of an off-the-shelf classifier. However, to the best of our knowledge, a sim-
ple combination of term distributional representation and definition encoding could not
integrate with the advantages of these two subsystems. Moreover, the analysis on our
datasets hints that our model can obtain more indicative features by modeling the term
pair such as (term, definition), which may cross the distributional models and definition
encoding. For instance, the definition of term “dolphin” in WordNet is “large slender
food and game fish widely distributed in warm seas”. Intuitively, when the system meets
the term pair (“dolphin tuna”, “percoid fish”), it should be easy to make the decision on
the taxonomic relation since “fish” appears in the definitive sentence.
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Fig. 2. Architecture of our proposed model.

Inspired by the above observations, we investigate four strategies to define the input
representations on the baseline system as described in the baseline system, including:
(xhypo, yhyper), (xhypo, dy), (dx, yhyper) and (dx, dy). Moreover, we obtain four sep-
arate representations based on the above combinations as the output: ptt from (xhypo,
yhyper), ptd from (xhypo, dy), pdt from (dx, yhyper), and pdd from (dx, dy). In the
following, we further give the explanations of these combinations with more details:

The baseline system over (xhypo, yhyper), which considers two vector representa-
tions as the input, and outputs a joint vector representation. This combination intends
to model embeddings from a hyponym to its hypernym via a network with weights. It
actually is common with a pioneer work in this field [5], which employs uniform linear
projection and piecewise linear projection to map the embeddings of a hyponym to its
hypernym.

The baseline system over (xhypo, dy) and (dx, yhyper) also outputs a joint vector rep-
resentation. These combinations benefit to generate indicative features across distribu-
tional context and definition for discriminating taxonomic relations from other seman-
tic relations, e.g., as we described in the beginning of this subsection, the hyponym or
prominent context words of the hyponym are expected to appear in its hypernym’s def-
inition, and vice versa. Based on our high-quality training data, this can provide direct
clues for inferring taxonomic relation between the terms.

The baseline system over (dx, dy) may provide an alternative evidence for interpret-
ing the terms. Inherent structure information in definitive sentences is often important
to understand term meanings for the purpose of accurately detecting taxonomic rela-
tions. The assumption in the background is that: if two sentences represent the features
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of fine-grained alignments in the structure in some level, their corresponding terms may
hold the taxonomic relation. For example, the definition of term “apple” and “Malus” in
WordNet are “An apple is a sweet, edible fruit produced by an apple tree (Malus domes-
tica)”, “apple trees; found throughout temperate zones of the northern hemisphere.”
respectively. Actually, “Malus” is a hypernym of “apple”.

Heuristic Matching. Inspired in part by the ideas of natural language inference pro-
vided by [14,18], we combine the output from the baseline system into a joint vector
representation via different strategies:

p = [ptt;pdd;ptd − pdt;ptd � pdt], (9)

where semicolons refer to the concatenation of multiple column vectors, � denotes the
element-wise multiplication of two vectors, p ∈ R

4dh is the output of this layer, and dh
is the number of hidden units of the LSTMs.

Softmax Output. Since our task refers to predict whether there exists or not a taxo-
nomic relation for the given term pair, it is modeled as a binary classification problem.
Thus, the feature vector p in Eq. (9) is fed into a softmax classifier for computing the
confidence of each output result:

o = W1(p ◦ r) + b. (10)

where W1 ∈ R
n1×4dh is the transformation matrix, and o ∈ R

n1 is the final output of
the network. n1 is equal to 2.

Loss Function and Training. Given an input instance xi = (xhypo, dx, yhyper, dy , 1/0),
our model with parameter θ outputs the vector o computed in Eq. (10), which is a 2-
dimensional vector, where the i-th value oi of o is the probability score for determining
the taxonomic relation of term pair (xhypo, yhyper) is holds or not, and the sum of
values in o is to 1. To obtain the conditional probability p(i|xi, θ), we apply a softmax
operation as:

p(i|xi, θ) =
eoi

Σkeok
, (11)

Given all of our training instances T = {xi | i = 1, 2, ..., N}, we can then define
the negative log-likelihood loss function:

J(θ) = −
N∑

i=1

log p(yi|xi, θ), (12)

where θ denotes the parameters in our model. We train the model through a simple
optimization technique called stochastic gradient descent (SGD) over shuffled mini-
batches with the Adadelta rule. Regularization is implemented by a dropout [11] and
L2 norm.

4 Experiments and Analysis

In this section, we first provide an overview of datasets and the pre-trained method for
word embeddings in Sect. 4.1. We then describe the experimental settings in Sect. 4.2
and investigate the performance results of different methods on both specific and open
domain datasets in Sect. 4.3. Finally, the error analysis is discussed in Sect. 4.4.
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Table 1. Dataset used in the experiments

Dataset #Train #Test #Validation

Splits Random
splits

Lexical
splits

Random
splits

Lexical
splits

Random
splits

Lexical
splits

BLESS [3] 12459 757 2376 675 404 103

Conceptual Graph
(See footnote 4)

58484 29475 19610 7808 4079 2095

WebIsA-Animal
(See footnote 5)

5614 3784 1942 1021 407 249

WebIsA-Plant (See
footnote 5)

5534 2933 1610 861 305 169

4.1 Dataset

Random and Lexical Dataset Splits. As pointed out by Levy et al. [13], mostly super-
vised distributional lexical inference methods tend to learn a dependent semantics of a
single term, instead of learning the relation between two terms, this can be expressed as
“lexical memorization” phenomenon. To address this, Levy et al. [13] made a sugges-
tion of splitting the train and test sets such that each of them will contain distinct term
pairs for presenting the model from overfitting during training.

To investigate such behaviors, we also follow the solution for a lexical split of our
dataset. In this case, we maintain roughly a ratio of 14:5:1 for training set, test set and
validation set partitioned randomly. Moreover, we maintain roughly a ratio of 8:1 for
positive instances and negative instances in random or lexical splits in our datasets. The
overall statistics of the datasets used in the experiments are summarized in Table 1. We
present briefly the summary of each dataset below.

– BLESS dataset [3]3. It consists of 200 distinct, unambiguous concepts. Each of
which is involved with other terms, called relata, in some relations. We extract from
BLESS 12,994 pairs of terms for the following four types of relations: taxonomic
relation, “meronymy” (a.k.a. part-of relation), “coordinate” (i.e., two terms having
the same hypernym), and random relations. From these term pairs, we set taxonomic
relations as positive instances, while other relations form the negative instances.

– Conceptual Graph. This is a popular taxonomic benchmark dataset derived from
Microsoft Concept Graph project4. It contains more than 5 million unique concepts,
12 unique million entities and 85 million taxonomic relations. We randomly pick
the term pairs with possible (direct and indirect) taxonomic relation, along with high
frequencies as the positive instances, while the term pairs are as negative instances
when their relation frequencies are relatively lower.

– WebIsA-Animal, Plant dataset. WebIsA5 is a publicly large-scale database con-
taining more than 400 million taxonomic relation pairs. In this work, we select

3 https://sites.google.com/site/geometricalmodels/shared-evaluation.
4 https://concept.research.microsoft.com/Home/Download.
5 http://webdatacommons.org/isadb/.

https://sites.google.com/site/geometricalmodels/shared-evaluation
https://concept.research.microsoft.com/Home/Download
http://webdatacommons.org/isadb/
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1.1M subset pertaining to two specified domains (i.e., the classes like “Animal”
and “Plant”). The positive instances are created by extracting all possible (direct
and indirect) taxonomic relation from the taxonomies. The negative instances are
generated by randomly pairing two terms do not have any taxonomic relation.

Term Definition Collection. In this work, we pick two types of structured knowledge
sources, including WordNet and the complete English Wikipedia, for extracting defini-
tive descriptions for term pairs. We chose WordNet as the source of textual definitions
partly because WordNet has been used for related tasks before, e.g., Snow et al. [26]
constructed a larger taxonomic relation dataset based on WordNet, and partly because
a number of accurate definitions of terms in sense level are available in WordNet. How-
ever, some literatures, e.g., Shwartz et al. [24], claimed that only limited coverage for
almost all knowledge resources particularly to several rare or recently pairs, e.g., (“Bul-
let tuna”, “fish”), (“lead acid battery”, “automobile”). As the English Wikipedia can be
viewed as the complementary data source to WordNet. Concretely, for each term pair
in the training set, we first try to extract their respective definition from WordNet based
on the term in strings6. For a few pairs which contain terms not covered by WordNet.
We then switch to Wikipedia in which the term can be involved, and select the top-2
sentences in the first subgraph in the introductory sections, as its definitive description.
If we are failed in two knowledge resources, we set definitions the same as the term in
strings. As a result, we obtain the training instances in the form of (xhypo, dx, yhyper,
dy , 1/0) for our experiments, where each term is accompanied by its definition.

Pre-trained Word Embeddings. To cover abundant words in the terms and definitions
and provide the better support for initial input of our model. We use two large-scale tex-
tual corpus to train word embeddings. The first contains 570M entity content pages con-
sisting of approximately 40 million sentences extracted from the English wikipedia7.
The second is larger in size and derived from extended abstracts of DBpedia8, then we
employ the NLPIR system9 for segmentation and Skip-gram method [15] for training.
Note that the out-of-vocabulary words in the training set are randomly initialized with
sampling values that meet the uniformly distributional representation in the range of
(−0.05, 0.05). As to the word or phrase with more than one word, we treat it as a whole
to learning word embedding, instead of using character-level embeddings.

Pre-trained embeddings as preliminary inputs used in our model are not being
updated in training, mainly for two reasons: (i) Reduce the number of needed param-
eters in the training stage; (ii) Improve the generalization capability of the model as it
ensures that the words in training and the new words in the test set lie in the same space.

6 As WordNet sorts sense definitions by sense frequency [17], we only choose the top-1 sense
definition to denote a term.

7 https://dumps.wikimedia.org/wikidatawiki/20180320/.
8 http://tagesnetzwerk.de.
9 https://github.com/NLPIR-team/NLPIR.

https://dumps.wikimedia.org/wikidatawiki/20180320/
http://tagesnetzwerk.de
https://github.com/NLPIR-team/NLPIR
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4.2 Experimental Settings

Compared Methods. In a series of previous works [12,26,27], several pattern-based,
text-based inference methods have been applied for taxonomic relation identification.
Their experiments showed that these methods achieve the F-score lower than 65% in
most cases, which are not suggested to be strong baselines to compare with our app-
roach. To make the convincing conclusion, in the experiments, we use the following
competitive baseline methods for comparison:

– Word2Vec + SVM. This model first obtain the two term embeddings by apply-
ing the Skip-gram method [15] on the same corpus used for training pre-trained
word embeddings as ours, and then combine their vectors to train an off-the-shelf
SVM classifier for the taxonomic relation identification. Note that, in the Skip-gram
model, if a term with more than one word, its embedding is calculated as the average
of all words in the term.

– DDM + SVM [29]. This learns term embeddings via a dynamic distance-margin
model, and then a SVM classifier is trained on concatenation of term pair vectors
for the taxonomic relation detection.

– DWNN + SVM [1]. This is a extended copy of DDM [29], it not only utilizes the
information of hypernyms and hyponyms, but also considers the contextual infor-
mation between them via a dynamic weighting neural network when learning term
embeddings.

– Best unsupervised (dependency-based context) [25]. This is the best unsuper-
vised method, which implements similarity measurement over weighted dependency
based context vectors.

– OursSubInput. This is the variant of our method. The collection {(xhypo, yhyper),
(xhypo, dy), (dx, yhyper), (dx, dy)} provided for each input vector pair is changed
to its sub-collection {(xhypo, yhyper), (dx, dy)}. We use the sub-script SubInput to
denote this setting.

– OursConcat. This is the variant of our method. To form the joint representation to
distributional features, we directly concatenate the output of the four separate rep-
resentations from term pairs as follows: ptt from (xhypo, yhyper), ptd from (xhypo,
dy), pdt from (dx, yhyper), and pdd from (dx, dy), rather than relying on the heuristic
matching. We use the sub-script Concat to denote this setting.

Evaluation Metrics. We observed that diverse relatively straightforward, generic
domain terms and entities especially in the open domain datasets, are usually used
for hyponyms, may correspond to the same hypernyms, e.g., (“volleyball”, “sport”),
(“hockey”, “sport”), (“fishing”, “sport”), (“overfishing”, “sport”). We therefore ranked
these term pairs by the frequency of hypernym, and report Precision at rank 200
(P@200), Recall at rank 200 (R@200), and F-score at rank 200 (F@200). On the one
hand, it benefits to further evaluate the effectiveness of our approach by encoding term
definitions, because they are usually near-hyponyms in these term pairs, but the respec-
tive corresponding taxonomic relation may not be true. On the other hand, it is well-
suited for validating the capability of discriminating coordinate relations from other
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relations in the datasets for different methods. As for the Lexical Splits, we report the
Mean Average Precision (P), Mean Average Recall (R), and Mean Average F-score (F).

Parameter Tuning. We conducted extensive experiments to determine the optimal con-
figuration of parameters for our model. There are two types of parameters in the model:
the first type includes weights and biases in the model layers, which can be initiated ran-
domly and learned afterwards from each iteration; the second type includes the param-
eters that should be configured manually. In particular, we select six most common
hyper-parameters for our model, namely the dimension of word embedding dm in the
input representation layer, the number of hidden units of all the LSTMs dh, convolu-
tional filters length Fl, number of filters Nr in the CNN component of the baseline
system, the learning rate lr, and the ratio of dropout ρ. Since the weight W and bias b
in each neural layer can be learned automatically via the evolution of model network,
we focus on turning the hyper-parameters dm, dh, Fl, Nr, lr, and ρ. In practice, we
train our models with a batch size of 128 for at most 100 epochs for each experiment
and performed parameter selection strategy10 on the validation set to tune parameters of
the model for better convergence. Finally, we set dm = 300, dh = 300, Fl = 3, Nr = 2, lr
= 10−4, ρ = 0.1, and early-stopping on validation accuracy. Our model is implemented
using the TensorFlow11 machine learning framework.

4.3 Performance on Specific and Open Domain Datasets

For domain-specific datasets (i.e., WebIsA-Animal (See footnote 5) and WebIsA-Plant
(See footnote 5)), the experimental results are given in Table 2. On a random split,
we can see that Ours method achieves significantly improvements on the average of
F-score by 8.1% and 14.8% compared to the Word2Vec and DDM methods. This indi-
cates that Ours method is effective to further improving the performance of our task.
Moreover, although DWNN is similar to DDM, the average F-measure is improved by
10.2% compared to DDM as it considers both the meanings of hypernym and hyponym
as well as the contextual information between them in the process of the term embed-
ding learning, while DDM ignores the effects of contextual information for taxonomic
relation identification. Best unsupervised method achieves the average F-score 73.3%
and is not effective for our task due to the heavily depending on the availability of
a large enough corpus that can provide dependency-based context (i.e., considering a
syntactic distributional space for terms by computing their neighbors in the dependency
parse tree).

Similarity, for open domain datasets (BLESS [3] and Conceptual Graph (See foot-
note 4)), the experimental results are given in Table 3. On a random split, our method
improves the average F-score by 11.6% compared to Word2Vec, by 3.5% compared
to DDM, and by 2.3% compared to DWNN methods. The Word2Vec embeddings are
mainly depend on co-occurrence based similarity, which is not effective for the clas-
sifier to accurately identify the whole of the taxonomic relations. DDM only learns
term embeddings from the distributional contexts from the corpus, DWNN takes more

10 We employ grid search for a range of hyper-parameters, and picked the combination of ones
that yield the highest F-score on the validation set.

11 https://www.tensorflow.org/.

https://www.tensorflow.org/
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Table 2. Performance comparison of different methods on domain-specific datasets (including
WebIsA-Animal and WebIsA-Plant). We report Precision at rank 200 (P@200), Recall at rank
200 (R@200), F-score at rank 200 (F@200) for Random Splits, and Mean Average Precision (P),
Mean Average Recall (R), Mean Average F-score (F) for Lexical Splits. The best performance in
the F-score column is boldfaced (the higher, the better).

Datasets WebIsA-Animal WebIsA-Plant

Random splits
(@200)

Lexical splits Random splits
(@200)

Lexical splits

Method P R F P R F P R F P R F

Previous methods

Word2Vec + SVM 0.796 0.706 0.748 0.785 0.674 0.725 0.817 0.730 0.771 0.708 0.623 0.663

DDM + SVM 0.706 0.620 0.660 0.655 0.521 0.580 0.759 0.695 0.726 0.712 0.517 0.599

DWNN + SVM 0.893 0.714 0.794 0.820 0.550 0.658 0.916 0.705 0.797 0.875 0.689 0.771

Best unsupervised 0.897 0.625 0.737 0.730 0.510 0.600 0.827 0.650 0.728 0.702 0.609 0.652

Our method and its variants

OursSubInput 0.693 0.747 0.719 0.617 0.404 0.488 0.677 0.722 0.699 0.618 0.689 0.652

OursConcat 0.877 0.707 0.783 0.734 0.637 0.682 0.895 0.699 0.785 0.752 0.645 0.694

Ours 0.914 0.755 0.827 0.892 0.697 0.783 0.920 0.799 0.855 0.881 0.692 0.775

consideration on the contextual information between the hypernym and its hyponym,
rather than their respective meanings. While our method can learn more indicative fea-
tures related to the taxonomic relations under the guidance of both the distributional
contexts and encoded definitions. Besides, we observe an interesting scenario is that
the Precision of DDM improves significantly in the open domain datasets compared to
the specific domain datasets. One possible explanation is that the method learns term
embeddings using pre-extracted taxonomic relations from Probase, and if a relation
dose not in Probase, there is high possibility that it becomes a negative instance and
be recognized as a non-taxonomic relation by the classifier. Therefore, the training data
extracted from Probase plays an import role in this method. For open domain datasets
(BLESS [3] and Conceptual Graph (See footnote 4)), there are approximately 75%–
85% of taxonomic relations in these datasets found in Probase, while only approxi-
mately 25%–45% of relations in domain-specific datasets (WebIsA-Animal (See foot-
note 5) and WebIsA-Plant (See footnote 5)) can be found in Probase. Therefore, DDM
achieves better performance in the open domain datasets than the specific ones. Our
approach, in contrast, mainly depends on the valuable evidence - corpus-independent
textual definitions, thus, it has better generalization capability and could achieve higher
F-score in domain-specific datasets.

4.4 Error Analysis

We analyse two categories of error cases in the experiments, including inaccurate defi-
nitions and other relations12.
12 In our settings, meronymy, coordinate relations, and term pairs with reversed positions of the

hypernym and hyponym (shortly denoted as reversed error), are considered as other relations.
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Table 3. Performance comparison of different methods on open domain datasets (including
BLESS and Conceptual Graph). We report Precision at rank 200 (P@200), Recall at rank 200
(R@200), F-score at rank 200 (F@200) for Random Splits, and Mean Average Precision (P),
Mean Average Recall (R), Mean Average F-score (F) for Lexical Splits. The best performance in
the F-score column is boldfaced (the higher, the better).

Datasets BLESS Conceptual Graph

Random splits
(@200)

Lexical splits Random splits
(@200)

Lexical splits

Method P R F P R F P R F P R F

Previous methods

Word2Vec + SVM 0.719 0.693 0.706 0.702 0.648 0.674 0.750 0.629 0.684 0.699 0.608 0.650

DDM + SVM 0.839 0.744 0.789 0.785 0.684 0.731 0.889 0.669 0.763 0.764 0.675 0.717

DWNN + SVM 0.914 0.677 0.778 0.792 0.545 0.646 0.930 0.697 0.797 0.885 0.640 0.743

Best unsupervised 0.654 0.590 0.620 0.675 0.541 0.601 0.731 0.557 0.632 0.702 0.607 0.651

Our method and its variants

OursSubInput 0.675 0.659 0.670 0.621 0.600 0.610 0.683 0.623 0.652 0.608 0.572 0.589

OursConcat 0.864 0.719 0.785 0.803 0.677 0.735 0.874 0.760 0.813 0.760 0.679 0.717

Ours 0.871 0.723 0.790 0.811 0.694 0.748 0.899 0.775 0.832 0.854 0.728 0.786

Inaccurate Definition. The error statistics show that this kind of error account for
approximately 78%, 83% and 86% total errors in BLESS [3], Conceptual Graph (See
footnote 4), and WebIsA (See footnote 5), respectively. For example, our model obtains
the definition “fruit with red or yellow or green skin and sweet to tart crisp whitish flesh”
for the term “Apple” in the pair (“Apple”, “IT company”), however, a correct detection
may require another definition “Apple Inc. is an American multinational technology
company headquartered in Cupertino”, which comes from the article’s abstract of the
English Wikipedia13. This is a common issue due to the ambiguity of entity mentions.
To alleviate this problem, we will explore more advanced entity liking techniques, or
extract more accurately one from all highly related definitions by combining current
context, along with the efficient ranking algorithm.

As to the roughly expression or misleading information errors appearing in defini-
tions. We shall illustrate two term pairs for further analysis. The definition of “volley-
ball” in the first term pair (“volleyball”, “game”) is: “a game in which two teams hit an
inflated ball over a high net using their hands”, and the initial prediction result of our
model is the value of 1. If we removed the phrase “a game” in the definition, and then
the model outputs the value of 0 as the prediction result. Similarly, in the second term
pair (“mexico”, “latin american country”), the initial prediction result of our model is
the value of 1, and the definition of “mexico” is: “a republic country in the southern
of latin America”. If we removed the phrase “of latin America” in the definition, and
then our model outputs the value of 0 as the prediction result. These demonstrate that
our model is more sensitive for the prominent context words which depict the taxo-
nomic relation in the definitions. Meanwhile, the definitions indeed provide more rich

13 https://en.wikipedia.org/wiki/Apple Inc.

https://en.wikipedia.org/wiki/Apple_Inc
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knowledge for understanding the term pairs. But when we cannot obtain the enough
information in the definitions of the terms, our model is not enough intelligent to avoid
either inaccurate or misleading errors without human-crafted knowledge.

Apart from the above situation, due to parts of term and entities pairs are rare ones,
e.g., (“coma”, “knowledge”), (“bacterium”, “microorganism”), (“chromium”, “metal”).
As a consequence, it is difficult for the model to make a correct decision alone when
only encoding their term meanings as the definitions in our model.

Other Relations. In this case, the majority of errors stem from confusing meronymy
and taxonomic relations. For example, in fact, the term pair (“paws”, “cat”) is of the
meronymy relation, rather than the taxonomic relation. We found that such a problem
has been also reported in [23], and one possible solution for reducing this error is:
adding more negative instances of this kind to the datasets.

The remained errors in the case are with respect to the type of the reversed error.
In order to reduce most errors of this type, based on the previous literature study [29],
one possible solution is: integrating the learning of term embeddings with the distance
measure as the feature (e.g., 1-norm distance) into the model.

5 Conclusion

In this paper, we presented a neural network model, which can enhance the represen-
tations of term pairs by incorporating their separative accurately textual definitions, for
identifying the taxonomic relation of pairs. In our experiments, we showed that our
model outperforms several competitive baseline methods and achieves more than 82%
F-score on two domain-specific datasets. Moreover, our model, once trained, performs
competitively in various open domain datasets. This demonstrates the good generaliza-
tion capacity of our model. Apart from this, we also conducted detailed analysis to give
more insights on the error distribution.

In the future, our work can be extended by addressing the following issues: one is to
consider how to integrate multiple types of knowledge (e.g., word meanings, definitions,
knowledge graph paths, and images) to enhance the representations of term pairs and
further improve the performance of this work. Since our model seems straightforwardly
applicable for multi-class classification problem via some tuning, hence, the other work
is to investigate whether this model would be used to the task of multiple semantic
relations classification.
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1 Background and Goal of the Challenge

In the near future, social systems regarding transportation and the economy
are expected to incorporate artificial intelligence (AI)-related techniques. These
systems will make critical decisions without human intervention. To safely and
securely use AI techniques in society, we need to confirm whether the AI system
is working appropriately. However, recent machine learning techniques, such as
deep learning, hide the internal process of their decisions and predictions, and
humans do not understand the reason for their conclusions. Therefore, there
is increasing consideration of AI techniques that have explainability or inter-
pretability, which means the AI system can explain the reason for the conclusion.

Moreover, although machine learning is attracting attention, we believe that
the combination of inductive learning techniques and deductive knowledge rea-
soning techniques will be necessary in the near future. For example, considering
the autonomous vehicle, in which the system inevitably has accountability when
an incident or accident occurs, there is a strong demand for learning and esti-
mating techniques for situation recognition around the vehicle based on a front
camera and radar sensors. However, traffic rules and vehicle operation are pre-
defined knowledge; thus, both must be integrated into the final system to realize
the autopilot.

To the best of our knowledge, however, there is no dataset that can be used
to evaluate the inductive learning techniques and the deductive knowledge rea-
soning techniques. Most datasets frequently used for relation estimation, such as
FB15k and WN18, only include simple facts, such as hasSpouse and is-a. Such
datasets cannot be used for tasks like the autopilot, in which several sub-tasks
must be combined to achieve the overall goal. However, most knowledge bases
depend on certain domains like factories [1] and few knowledge bases can be
applied as large-scale general datasets for machine learning. The datasets for
evaluating explainable AI using estimation and reasoning must include not only
the basic relationships of data fragments, but also the temporal, causal, and
statistical relationships in real society.

Therefore, we decided to establish a challenge to promote the development
of explainable AI, with particular emphasis on combining estimation and rea-
soning. The goals of this challenge are to (1) construct large-scale knowledge
graphs including structural and/or sequential relations, such as social problems
and human relationships, as common datasets to evaluate reasoning and estima-
tion techniques, (2) aggregate such techniques from a wide variety of researchers
and information technology (IT) engineers as a means of open science by opening
the knowledge graphs to the public, and (3) conduct objective evaluation and
classification after designing appropriate metrics for explainability. In the chal-
lenge, we also used the knowledge graph in a Resource Description Framework
(RDF) to provide a dataset and relationships of the data fragments in a unified
machine-readable form for estimation and reasoning.

The remainder of this paper is organized as follows. Section 2 introduces the
knowledge graph constructed for the 2018 challenge, and Sect. 3 presents the
winning proposed approaches. Section 4 describes the evaluation methods and
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results, and Sect. 5 introduces related works. Finally, Sect. 6 considers the 2019
challenge.

2 Knowledge Graph Construction

The subject of the first challenge in 2018 was The Speckled Band, a short Sherlock
Holmes story1. The challenge task was to correctly identify the criminals and
to explain the reason, such as the evidence and methods, based on a knowledge
graph, which represented the case, background, and characters of the novel. The
reasons for using a mystery story as the subject are as follows:

– The story includes complicated relationships in real society, but is a virtually
closed world; thus, we can set an answer and control several conditions to get
this answer.

– Some stories would require statistical processes and machine learning to han-
dle uncertain information and evidence photographs, and some stories would
need to complement common sense knowledge not written in the novel; thus,
we can promote the integration of estimation and reasoning.

– The story intrinsically has explainability for humans since, if the readers are
not convinced, it does not hold as a mystery story.

– Using a famous story could attract attention to the challenge.

2.1 Process of Holding the Challenge

We first held five open workshops from November 2017 to April 2018, where we
discussed the schema design of the graph and methodology of the knowledge
construction, and we then worked towards the actual construction. The total
number of participants in the workshops was 110.

In the schema design, we first discussed the contents to be included in the
knowledge for estimation and reasoning, and their expression through the trial
construction of the knowledge graph. Following feedback and opinions from the
participants, we decided on the basic policy to focus on scenes in a novel and the
relationship of those scenes, including the characters, objects, places, etc., with
related scenes. In the schema, a scene ID (IRI) has subjects, verbs, objects, etc. as
edges to mainly represent five Ws (When, Where, Who, What, and Why). Thus,
by tracing the scene IDs, we can query the temporal transition and causal rela-
tionship of events and the characters’ actions in conjunction with the static infor-
mation of the characters, objects, and places. Moreover, common-sense knowledge
can be added as axioms and rules. Tables such as timetables and pictures, such as
evidence photographs, can also be linked to the graph. In addition, sentences in
the novel are included as literal values for natural language processing.

In the knowledge graph construction, we first extracted sentences to be rep-
resented in the graph (approximately 500 sentences in The Speckled Band). Par-
ticipants manually modified the original sentences to the simple sentences and
1 https://en.wikipedia.org/wiki/Canon of Sherlock Holmes.

https://en.wikipedia.org/wiki/Canon_of_Sherlock_Holmes
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Fig. 1. Architecture of the knowledge graph

annotated the semantic roles (five Ws in this case) to each clause in the schema
defined files in Google Sheets. We then normalized the notations of the subject,
verb, object, etc. and added the relationships of the scenes, such as temporal
transitions. Finally, we transformed the sheet into a Resource Description Frame-
work (RDF) file. Thus, the knowledge graph includes facts written in the story,
testimonies of characters, and the contents introduced by Holmes’ s reasoning,
which are all types of information used to identify criminals. Notably, indirect
information not useful for criminal identification, such as emotional landscapes,
should also be incorporated in the knowledge graph. However, we leave this as
an issue for after the first year.

We then opened the knowledge graph to the public and collected the methods
to identify criminals and the results. Application guidelines were published at the
official website2 (in Japanese). After opening the knowledge graph to the public,
we held three orientation meetings in August, September, and October 2018, and
more than 200 participants, including engineers in tech ventures and researchers
at universities and companies, conducted the active discussion. The application
deadline was the end of October 2018, and presentations of all applications
and an awards ceremony were held at an event collocated with the 8th Joint
International Semantic Technology Conference (JIST 2018).

2.2 Details of the Schema

Figure 1 presents the overall architecture of the knowledge graph.
Several properties are used to describe each scene. To summarize the informa-

tion related to each scene, the properties share a scene ID as the subject; noting
that the subject is not the subject of each scene or sentence. These properties
are as follows:

– subject: person or object that is a subject in a scene
– hasPredicate: verb to the above subject in the scene
– hasProperty: property to the above subject (a scene has either hasPredicate

or hasProperty)
– whom, what, where, how, why: persons, objects, or place that are details of

the scene
2 http://challenge.knowledge-graph.jp/.

http://challenge.knowledge-graph.jp/
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– when, then, after, if, because, etc.: the relationship between scenes (the values
are scene IDs)

– time: absolute time the scene occurs (xsd:DateTime)
– source: original sentences that describe the scene (Literal in English and

Japanese)

Fig. 2. Example of a scene graph

Figure 2 presents an example of a scene description. If a scene describes
a remark from X (rdf:Type of the scene ID is Statement) or a thought of X
(rdf:Type of the scene ID is Thought), the kgcc:infoSource property has X as
an information source. In addition, there is the case where one or some of sub-
ject, whom, what, place, etc. has more than one value in a scene. In the case
that the relationship of the values is AND, the scene has more than one triple
with the same property and different values. In the case of OR, the value is an
instance (resource) of a type ORobj that represents an OR combination, and
the resource has several values through the kgcc:orTarget property. To handle
the negation form of verbs, the negative verbs are linked to the corresponding
positive verbs with the kgcc:Not or kgcc:canNot property. Figure 3 shows a list
of classes and properties, and the knowledge graph that was opened to the public
can be accessed at our Linked Data visualization tool3.

3 http://knowledge-graph.jp/visualization/.

http://knowledge-graph.jp/visualization/
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3 Approach for Estimation and Reasoning Techniques

Estimation and reasoning techniques include several existing information
retrieval, relation extraction, and knowledge management techniques; however,
since this challenge focuses on explainability for human use in social problems,
we note the following unique difficulties. In real social problems, every single
issue is an individual case, and it is hard to collect problems with the same pat-
tern. Thus, data and/or knowledge of the problems cannot necessarily be “big
data.” One single relation estimation, i.e., a reasoning step that can be explained
with similarity in embedded vector spaces is insufficient. Aggregating them to
lead to the overall goal is essential.

Fig. 3. Class and property list

(a) (b)

Fig. 4. (a) NRI team’s approach, (b) One of the solution corresponding to the day of
Julia’s death: night (1) and mid-night (2). Due to lack of the facts it cannot identify
whether the small poisonous animal stays in the safe or Roylott’s room in the night.
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With respect to the above difficulties, we had eight original submissions (5
submissions with implementation, 3 submissions of ideas only). The following
subsections briefly introduce the four approaches that respectively obtained the
first prize, the second prize, the best resource prize, and the best idea prize. More
details can be found in the results announcement page on the official website.

3.1 Submission of NRI

In describing the crime situation mathematically from the knowledge graph in
the text, and complementing the missing knowledge, we analyzed the knowledge
graph as relational data and considered treating them as satisfiability (SAT)
problems while searching for possible situations. An overview of our method is
shown in Fig. 4(a).

In the following, we explain the contributed methods. For detailed scripts
and condition settings, please refer to the materials listed on the official website’s
results announcement page.

First, we try to complement the knowledge lacking in the information in the
text by Tucker decomposition. One scene is described by three axis, SVO forms
(subject, predicate, object) to shorten the calculation time. Although some of
the complemented knowledge is difficult to interpret, there are a large number of
knowledge items suggesting that Animal has done something to Julia, although
the accuracy is not high. Among the information on the deceased Julia, the few
items on the activities aimed at her were judged to be strong.

Second, we rewrite a given sentence as a predicate logic expression. We ana-
lyzed the SAT problem using the Analyzer with the converted predicate logic
equation and facts (situation in the scene). Also, we introduced external knowl-
edge such as the list of killing methods for the closed-room murder, structure of
the house, and list of animals living in India [3]. Information on actors, killing
methods, and buildings/locations common to the scene is represented as a pred-
icate logical expression, and we listed the possibility of the criminal situation
shown in Fig. 4(b) with the facts on the person and the situation in the scenes
“day of Julia’s death” and “day of attempted murder to Helen.”

Given the testimony and information, Roylott is shown as the perpetrator
on both the day of Julia’s death and on the day of attempted murder to Helen.

In this experiment, we set the situation in tensor analysis and SAT problem
and used the former to complement the information and the latter to search
for the matching situation. Only the SVO axis was used for the tensor analysis,
whereby it was possible to obtain a suggestion that people do not notice. How-
ever, the large number of complementary knowledge items presented is an issue
in that it was necessary for people to interpret and select the items.

And, using SAT problem solution has been suggested that mechanical rea-
soning can be performed while persuasive explanation is retained. In addition,
Our method has room for the development to solve with contradict facts by
weighted-SAT, which solves a problem by weighting formulas and facts, and to
narrow the solution space using evolutionary computation by proposing hypoth-
esis. Upgrading the algorithm of by these approach within the framework of
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SAT problem is a subject for future works. By using the SAT problem solution
method here, we hope that we will help explore basic artificial intelligence and
machine learning technology with a high interpretability in the future.

CCG2lambda [4] and AlloyAnalyzer greatly contributed to this analysis.

3.2 Submission of Team Kamikotanaka 411, Fujitsu

Overall Structure and Created Ontology

Overall Structure: Team Kamikotanaka 411 tried to find the criminal by infer-
ring who had the motive, the opportunity, and the method.

An ontology representing motives and methods of murder like Fig. 5 was
made, and it was added to the provided knowledge graph of “The Adventure
of the Speckled Band”. We applied programs to judge the motive, opportunity,
and method to the extended knowledge graph. The final overall judgment was
made manually based on the judgment result of the characters.

Created Ontology: In order to infer the criminal, various kinds of evidence
and various analyses are conducted by comparing them with various knowledge
related to the crime. This time, the knowledge for the three analyses from (a)
analysis of motives, (b) analysis of opportunities, (c) analysis of means. The
Criminal White Paper contains statistics on motives for crimes, and we listed
the possible motives for the crime mainly from the statistics. Human relations
are described based on “An Agent Relationship Ontology” from the viewpoint of
describing inheritance. As for the means, since there are various Japanese words
which indicate the means of murder, various ways of killing were enumerated
on the basis of the backward coincidence of “killing” in the Japanese dictionary.
These can be described in detail as structured data with attributes (service,
action, place, object) and values.

Finding Crimes from Motives, Opportunities, and Means

Motives: We set a basic policy that one will have a motive for murder if the
target of murder is clear under circumstances where it is not unnatural to have a
motive for murder. Then we established a rule to infer the characters concerned
through creating an ontology of motives for murder to describe situations in
which a motive for murder occurs.

As a result of inference using the processing system of SHACL, the following
three results were obtained. (1) Roylott may kill Julia and Helen for money,
(2) Villagers may kill Roylott for self-defense, (3) Helen may kill Roylott for
self-defense.

Opportunities: We set a basic policy that any person who could get into the
room of Julia on the night of the murder can be the criminal. And the inferring
process was divided into a part which infers the relation of time by inferring each
whereabouts at the time of the incident and a part which infers the relation of
space.

The locations of the characters at the time of the incident were deduced by
obtaining the information of the scenes with the same time as the time of the
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incident, and excluding the scenes which were inferred to be after the occurrence
of the incident by the property “then”. It is inferred that the five characters who
were near the crime scene were as follows: Julia, Helen and Roylott were in their
own bedrooms and Roma was in the garden.

Next, we infer whether Helen, Roylott and Roma, other than the murdered
Julia, could move to the bedroom where Julia was in. Enumerating the con-
nections that are made by the hole, and describing the connections that people
cannot pass through.

Fig. 5. Overall structure

Means: A part which narrows down the killing method based on the condition of
the victim and the scene on the night of the incident and a part which deduces the
person who satisfies the necessary condition for carrying out the narrowed killing
method were implemented. It was inferred from this query that the method
of killing was poisoning, and the symptoms were “dizziness”, “pale” and “no
scar”. “Murder with venomous snake” or “Venom killing” is inferred as a feasible
measure for Roylott. The reason was the whip which was in his room.

Total Judgement
From the above, it is inferred that Roylott killed Julia by the use of a venomous
snake for money.

3.3 Submission of Team FLL-ML, Fujitsu

The FLL-ML team applied machine learning based methods to predicting the
criminal of “The Adventure of the Speckled Band” (TSB) and explaining the
reason for the prediction.

In order to predict the criminal of TSB, we trained a classifier for classify-
ing TSB characters into 3 classes (Criminal, Victim, Other) by using the word
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vectors corresponding to characters appearing in the short stories of Sherlock
Holmes (SH) series other than TSB. We automatically extracted 14,619 word
segmented sentences and the list of SH characters from 22 short stories of SH in
the Aozora Bunko as training data for the criminal prediction model. We also
manually annotated each character in the list with the 3-class classification.

As the reason for judging as the criminal, we presented the sentences which
indicated the motive/means to cause the crime from the sentences which were
semantically close to the criminal. We trained another classifier for classifying
sentences into 3 classes (Motive, Means, Other) with 2,930 annotated sentences
from the short stories of SH other than TSB and then the average word vectors
in the sentences (sentence vectors) were used for the sentence features. Semantic
distances between the criminal and sentences are calculated by the Euclidean
distances between the word vector corresponding to the criminal and sentence
vectors. As for the output of the actual sentence indicating motives/means, top
30 sentences that have high motives/means scores were presented from sentences
close to criminals as candidates, and sentences which indicate motives/means
were manually selected from the candidates.

As the result of criminal prediction, the character with the highest criminal
score was Roylott, and the next was Helen. The victim was expected to be Julia,
if Roylott was the criminal. Roylott’s motive for the crime was presumed to be a
tantrum or money problem, but the means of the crime could not be identified.
Table 1 shows an example of sentences presumed to indicate the motives for the
crime.

Table 1. Example of sentences presumed to indicate the motives

Motive Basis

Tantrum In a fit of anger, however, caused by some robberies which had been
perpetrated in the house, he beat his native butler to death and narrowly
escaped a capital sentence

Money Nothing was left save a few acres of ground, and the two-hundred-year-old
house, which is itself crushed under a heavy mortgage

The result of the criminal prediction was not different from the general
interpretation of TSB. As for the motives of Roylott’s crime, tantrums and
money problems were extracted, but because Roylott’s crime was premeditated,
a tantrum was inappropriate as a motive. However, since there are no other
teams that consider tantrums as a motive in this Knowledge Graph Reasoning
Challenge, we have found that machine learning can be used to roughly grasp
matters that are difficult to cover by knowledge. On the other hand, our expla-
nation method is too simple for explaining complicated procedure such as the
means of the crime in TSB. As the future, we have to consider the construction
of the knowledge which can explain complicated procedure and how to associate
the knowledge with the prediction results.
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Fig. 6. An instance of IBIS structure

3.4 Submission of Nagoya Institute of Technology

In this section, we describe an approach to the explainability using agent-based
discussion on “who is the criminal”, which was conceived in Nagoya Institute of
Technology. This unimplemented idea is based on the assumption that structured
discussion as questions and answers can improve the explainability.

In mystery novels, sidekick characters accompanying detectives have an
important role. The sidekicks often ask questions to the detectives and try to
make naive inferences or hypotheses. Such scenes with discussion enable readers
to grasp the background of the incident and the process of the inference. From
this viewpoint, the explainability can be ensured by generating questions and
multiple hypotheses for each question and by evaluating each hypothesis. This
idea is inspired by a research project [5,6] to develop autonomous facilitator
agents for online discussion based on generating facilitators’ questions using the
issue-based information system (IBIS) [7].

The procedure of the automated agent-based discussion is designed as follows,
where G is the knowledge graph representing the content of the novel.

1. As shown in (1) of Fig. 6, issue nodes for asking who is the murderer for each
victim v appearing in G are appended to the IBIS structure.

2. A hypothesis isKilledBy(v, x), i.e., v is killed by x, is generated for each pair
of a victim v and a murderer x. As shown in (2) of Fig. 6, the hypothesis
isKilledBy(v, x) is appended to the IBIS structure as an idea node.

3. A discussion agent d(v, x) is assigned to each hypothesis isKilledBy(v, x) to
try generate detail explanation of the hypothesis. The agent d(v, x) firstly
has a knowledge graph Gv,x, a duplication of G. The agent d(v, x) appends
isKilledBy(v, x) to Gv,x and the IBIS node.

4. A facilitator agent generate questions such as “How does x killed v?” and
“Why does x killed v?” and append them to the IBIS structure as issue
nodes as shown in (4) of Fig. 6.

5. A discussion agent d(v, x) respectively try to generate hypotheses to answer
the questions from the facilitator agent, e.g., a hypothesis how(v, x) about
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how x killed v and a hypothesis why(v, x) about why x killed v. These expla-
nations are appended to Gv,x and the IBIS structure.

6. A discussion agent d(v, x) respectively try to disprove a hypothesis
isKilledBy(v, x′) for each x′ �= x. d(v, x) tries to generate counterargument
against how(v, x′) and why(v, x′). If the counterargument is successfully gen-
erated, d(v, x) appends it to Gv,x′ , the knowledge of d(v, x′), and to the IBIS
structure.

7. The facilitator agent evaluates each cnsstcy(v, x), scores representing the
consistency of Gv,x including the hypothesis isKilledBy(v, x), and selects a
candidate of murderer xv = arg max

x
{cnsstcy(v, x)} for each victim v. The

selected discussion agent d(v, xv) outputs the hypothesis isKilledBy(v, xv)
and its explanation how(v, xv) and why(v, xv).

In this procedure, there are some remaining issues on developing a generation
method of questions and hypotheses and on defining the consistency metric
cnsstcy(v, x). As a future work, the procedure should be improved in respect of
these remaining issue and it should be implemented for verification.

4 Evaluation

Designing appropriate metrics is necessary for evaluating estimation and rea-
soning techniques that have explainability. In addition to leading to the correct
answer, several metrics, such as explainability, utility, novelty, and performance,
should be designed. Then, the proposed approaches are evaluated for their advan-
tages and disadvantages based on the metrics, and classified into categories that
correspond to practical use cases. The evaluation is based not only on numerical
metrics, but also on a qualitative comparison of the approaches and the com-
mon recognition of problems through discussion and peer reviews of evaluators
and applicants. The Defense Advanced Research Projects Agency eXplainable
AI (DARPA XAI) described in Sect. 5 states that the current AI techniques
have a trade-off between accuracy and explainability, so both properties should
be measured. In particular, to measure the effectiveness of the explainability,
DARPA XAI rates user satisfaction regarding its clarity and utility. Referring
to such activities, we designed the following metrics for this challenge and will
further improve them for future challenges. We first share the basic information
of the proposed approaches, and then discuss the evaluation of experts and of
the general public.

4.1 Basic Information

First, the following information was investigated and shared with experts in
advance. The experts were seven board members of the Special Interest Group
on Semantic Web and Ontology (SIGSWO) in the Japan Society of Artificial
Intelligence.
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Correctness of the Answer: Check if the resulting criminal was correct or not,
regardless of the approach. The criminal, in this case, is the one designated in
the novel or story. In the case that several criminals are presented, if the criminal
in the novel is included among them, we decided the approach as correct but
made a note.

Feasibility of the Program: Check if the submitted program correctly worked
and the results were reproduced (excluding idea-only submissions).

Performance of the Program: Referential information on the system envi-
ronment and performance of the submitted program, except for the idea only.

Amount of Data/Knowledge to Be Used: How much did the approach use
the knowledge graph (the total number of scene IDs used)? If the approach used
external knowledge and data, we noted information about them.

4.2 Expert Evaluation

Over more than a week, the experts evaluated the following aspects according
to five grades (1–5). For estimation and/or reasoning methods, they considered:

Significance: Novelty and technical improvement of the method.

Applicability: Is the approach applicable to the other problems? As a guide,
3 means applicable to the other novels and stories and 5 means applicable to
other domains.

Extensibility: Is the approach expected to have a further technical extension?
For example, if a problem is solved, can the process or result be further improved?

For use of knowledge and data, they considered the following:

Originality of Knowledge/Data Construction: Originality of knowl-
edge/data construction (amount × quality × process). For example, how much
external knowledge and data were prepared?

Originality of Knowledge/Data Use: How efficiently were the provided
knowledge and self-constructed knowledge used? For example, was a small set of
knowledge used efficiently, or was a large set of knowledge used to simplify the
process.

They also considered the following:

Feasibility of Idea (for Idea Only): Feasibility of idea including algorithms
and data/knowledge construction.

Logical Explainability: Is an explanation logically persuadable? As a guide,
1 indicates no explanation and evidence, 3 indicates that some evidence in any
form is provided, and 5 indicates that there is an explanation that is consistent
with the estimation and reasoning process.

Effort: Amount of effort required for the submission (knowledge/data/system).
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Table 2. Results per metrics by experts (ave.)

Application # A B C D E F G H

Significance 3.43 3.29 4.14 3.00 4.71 2.29 3.43 3.43

Applicability 2.86 3.50 3.00 2.00 3.71 2.33 3.86 3.86

Extensibility 3.14 3.67 4.00 2.14 4.14 3.17 3.29 3.00

Originality of

knowledge/data

construction

3.14 4.00 4.14 2.71 4.14 2.33 3.29 2.57

Originality of

knowledge/data

use

3.43 3.17 4.14 2.86 4.14 1.83 3.14 2.57

Feasibility of idea (for idea only) 2.17 3.57 2.86

Logical

explainability

3.57 2.33 4.71 3.43 4.00 2.50 3.43 3.00

Effort 3.57 4.17 4.57 3.00 4.71 3.17 4.00 3.00

Average 3.31 3.45 4.10 2.73 4.22 2.52 3.49 3.06

Table 3. Results by experts
and the public

Metrics Tot. score Explain.

1st 2nd 1st 2nd

Ave. (pub) 4.26 4.04 4.11 3.97

Med. (pub) 4.50 4.00 4.00 4.00

S.D. (pub) 0.67 0.65 0.78 0.69

Ave. (exp) 4.22 4.10 4.00 4.71

Med. (exp) – – 4.00 5.00

4.3 General Examination

Although the experts had a long time to determine whether a logical explanation
could be held, the general examination that has a time constraint focused on the
psychological aspect of the explanations, that is, the satisfaction with the expla-
nation. In the presentation before the examination, the applicants had 15 min
to present their submissions (10 min for idea-only submissions). In November
2018, the 45 participants of the SIGSWO meeting answered to the total score
and explainability according to five grades (1–5). The forms were distributed in
advance, and explained. After all the presentations, the forms were collected.

We added the total score to include psychological impressions other than
explainability, such as presentation quality and entertainment aspects. If we only
had a score for explainability, such aspects could be mixed in the explainability
score.

4.4 Evaluation Results

Tables 2 and 3 present part of the evaluation results. In terms of the results of the
general examination, we compared averages, medians, and standard deviations
of the total scores and the scores for the explainability. Comparing the first and
second prizes, we found that the averages of both the total score and the score
for the explainability were higher for this first prize. The median of the total
score in the first prize was higher than that of the second prize, but the median
of the score for the explainability in the first prize was the same as the that of
the second prize. Moreover, the standard deviations of both the total score and
the score for the explainability were bigger for the first prize than for the second
prize. The paired t-test (α = 0.05) indicated that difference in total score had
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a statistically significant difference between the first and second prizes, but the
score for the explainability was not significantly different.

In terms of the results of the experts, the averages of each metric in the first
prize were higher than those of the second prize, except for the explainability
score, which was statistically significantly higher for the second prize according
to the t-test. We should note that the standard deviations of the averages for
each metric were less than 0.1; thus, there were no big differences among their
evaluations. Among the metrics, explainability had the least variance, and the
effort required had the biggest variance.

Therefore, the final decision was left to the expert peer review. As a result,
we decided this prize order, since the metrics other than the explainability of the
first prize were higher than or equal to the second prize. At the same time, the
evaluation of the estimation and reasoning techniques including explainability,
which was a key goal of this challenge, was left to the future challenge. In addition
to the first and second prize, we gave a best resource and a best idea prize based
on the comments of the experts.

5 Related Work

In terms of AI development with explainability, the Defense Advanced Research
Projects Agency (DARPA) started the eXplainable AI (XAI) project in 2017.
DARPA XAI is a research and development project to help soldiers understand,
trust, and manage future AI partners4, and it is developing machine learning
techniques to generate more explainable models while retaining the high-level
learning function. At the same time, the model should be able to translate
an explanation that is more understandable and useful to human users using
the latest human-computer interaction (HI) techniques. The integration of the
eXplainable AI model and human interaction was intended from the beginning of
the project. Specifically, two tasks corresponding to the DARPA missions, data
analytics, and autonomy were set as problems to be solved. The data analytics
task is technically a classification problem of multimedia data and indicates the
basis for the decision to the human analyst when automatically identifying tar-
gets from images. The autonomy task is a reinforcement learning problem of an
autonomous system, such as the type used in drones and robots, and presents
why the next action was selected in a given situation to human operators using
the autopilot mode. To indicate the reason, three methods are discussed. Deep
explanation shows which features are important for identification in deep learn-
ing [2]. Interpretable models mainly use random forests, Bayesian networks, and
probabilistic logics, and they show the meanings and correlations of nodes in
the constructed network. Model induction handles a model as a black box and
creates a simpler and more analytical model with the same input and output.

The explainability of AI also has a social need. The Japanese Ministry of
Internal Affairs and Communications prepared ten general principles for AI pro-
motion and its risk reduction in 2018. Although these are not rules, they are
4 https://www.darpa.mil/program/explainable-artificial-intelligence.

https://www.darpa.mil/program/explainable-artificial-intelligence
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expected to evoke public opinion by discussion in and outside Japan. The prin-
ciple of transparency (#9) defines that service providers and business users of AI
must pay attention to the verification possibilities of input and output, and the
explainability of AI system/service results. The principle of accountability (#10)
defines that service providers and business users of AI should have accountabil-
ity to stakeholders including consumers and end-users. In the European Union
(EU), article 22 in the General Data Protection Regulation (GD-PR) enforced
May 2018 defines that service providers of data-based decision-making must have
the responsibility to safeguard users rights, at least the right to obtain human
intervention.

Accordingly, in top conferences of AI and neural networks, such as IJCAI,
AAAI, NIPS, and ICML, papers and workshops that have “expandability” as a
keyword and that analyze the properties of AI models have significantly increased
since 2016. However, there is no research activity like this challenge, which uses
knowledge graphs including social problems as common test-sets and tries to
solve the problems with explainability, aiming to integrate inductive estimation
and deductive reasoning.

Although knowledge graphs and schema constructed for this challenge are our
original work, related works include EventKG [8], ECG [9], and Drammer [10].
Knowledge graphs such as Wikidata and DBpedia focus on entities of persons
and objects, but EventKG is a Knowles graph that describes 690,000 historic
and modern events to generate question answering and history (timeline) from
specific aspects. It uses a schema that extends temporal relation expressions
based on the Simple Event Model [11]. Although there are similarities to our
schema, e.g., definitions of event relationships, the granularity of their events is
much bigger than one of our scenes; thus, it is difficult to describe who, whom,
and what for each scene using the EventKG schema5. ECG provides a schema to
annotate extracted information when directly constructing a knowledge graph
from a news event that is described in natural languages. However, since it is
for automatic extraction, the schema is simple and only includes who, what,
where, and when. Drammer focuses on fictional contents and aims not only to
sequentially express the content, but also to dramatically present the narrative
contents, and it define a schema (or, ontology) including conflict of characters,
story segmentation, emotional expression, and belief. That is an intensive work
constructed after analysis of several dramas, but is different from our schema for
expressing facts and relations in real society.

6 Conclusion and Future Work

This paper reports on the first knowledge graph reasoning challenge, held in
2018, which aimed to promote AI techniques with explainability. In particular,
for the development of AI techniques integrating inductive machine learning
5 More precisely, it is possible in the EventKG schema, but the graph becomes com-

plicated and is hard to construct such that specific information is difficult to find in
the graph.
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(estimation) and deductive knowledge reasoning, this challenge constructed and
published a knowledge graph based on a short mystery story as an evaluation
test-set, collected proposals of methods for estimating and/or reasoning about a
criminal with the explanation, and evaluated the proposed approaches based on
several metrics.

In the second challenge that started in June 2019, five knowledge graphs were
constructed from five different mystery novels. In the third or fourth challenge,
we plan to have knowledge graphs of real social problems, e.g., books listing best
practices of social problem solving, instead of mystery novels. Moreover, we will
make this challenge an international event and promote it as a common academic
problem setting. The results of these challenges will be annually reported and
open to the public.
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Abstract. A knowledge-based methodology is proposed for the identi-
fication of type and level of violence presented implicitly in shared com-
ments on social media. The work was focused on the semantic processing
taking into account the content and handling comments as excerpts of
knowledge. Our approach implements similarity measures, conceptual
distances, graph theory algorithms, knowledge graphs and disambigua-
tion processes.

The methodology is composed for four stages. In the (1) “knowledge
base construction” the types and levels of violence are described as well
as the knowledge graphs’ administration. Mechanisms of inclusion and
extraction were developed for the knowledge base’s handling and content
understanding. The (2) “social media data collection” retrieves com-
ments and maps the social graph’s structure. In the (3) “knowledge pro-
cessing stage” the comments are transformed to formal representations
as extracts of knowledge (graphs). Finally in the (4) “violence domain
identification” the comments are classified by their type and level of
violence. The evaluation was carried out comparing our methodology
with the baselines: (1) a dataset with comments labeled by crowdFlower
users, (2) news from social network Twitter, (3) a similar research and
(4) typical lexical matching.

Keywords: Knowledge engineering · Conceptual similarity ·
DBpedia · Topic identification · Violence · Social media

1 Introduction

During the recent years the rapid growth and popularity of the social media
through social networks and channels, blogs, forums or any public resource on
the Internet for inter-personal communication have motivated the people to share
opinions, thoughts and concerns in the world around them. The users usually
transmit implicitly emotions and present patterns of conduct as response to
people or specific topics which can describe social phenomenons. One important
social issue in the social media is the violence; it may include blaming, verbal
c© Springer Nature Switzerland AG 2020
X. Wang et al. (Eds.): JIST 2019, LNCS 12032, pp. 35–49, 2020.
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assault, humiliation, intimidation, etc. Some types of violence are for instance
gender, elder or relationship abuse, threat, intentionally frightening, excessively
criticizing, etc., which can lead in physical aggression. Hence the importance of
an in-depth analysis and identification of violent patterns on the user-generated
data in order to classify endangered groups and potential aggressors. Once the
identification is performed prevention mechanisms can be applied on the people
through social plans.

Current efforts in violence identification that motivated our proposal are car-
ried out by international organizations. These initiatives are for instance: (1) the
World Health Organization (WHO) published in March 2017 the estimation of
mortality caused by interpersonal violence (global health estimates 2015: deaths
by cause, age, sex, by country and by region, 2000–2015) [16]. In this study, many
countries were listed such as Mexico, Brazil, Colombia, India, Pakistan, Nigeria
as countries with high number of deaths caused by interpersonal violence. Fur-
thermore, on january 2016 in an historic summit the (2) United Nations (UN)
established the sustainable development goals (SDGs) (17 goals to transform
the world) [2] to accomplished by 2030. The goal 16 encourages to the countries
that compose the UN to promote just, peaceful and inclusive societies where
all forms of violence and related death rates have to be significantly reduced
everywhere Moreover, the goal 5 mentioned that importance of “gender equality
where women and girls continue to suffer discrimination and violence in every
part of the world”. Gender equality is not only a fundamental human right, but
a necessary foundation for a peaceful, prosperous and sustainable world.

Based on the previous motivations the present work aims in the identification
of violence in comments on social media. In this gap the methodology focuses in
a better understanding of content, context and sense with a semantic approach.
The main contributions are: (1) the identification of violent comments based on
well-defined knowledge graphs. (2) The methodology computes similarities mea-
sures and conceptual distances in order to discover semantically violent content
on social media.

2 Background

Describing briefly the current state-of-the-art in relation with our proposal some
of research lines and works are listed. Regarding the topic analysis in social
media, the work of Garimella et al. [11] constructed a conversation graph about
a topic measuring the amount of controversy from characteristics of the graph.
Analyzing the relation between opinion and topic, the work of Xiong et al. [18]
proposed an opinion model on topic interactions, individual opinions and topic
features which are represented by a multidimensional vector in order to mea-
sure an user’s action towards a specific topic. Discovering topics, the work of
Davis et al. [9] proposed an unsupervised methodology which identifies new top-
ics prevalent in both social media and news. The work was able to rank topics
by relevance, media focus, user’s attention and level of interaction. Georgiou
et al. [12] proposed a topic and community detection algorithm utilizing social
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characteristics and geographic locations. The community’s discovery was com-
puted by a defined subset of social attributes. These attributes can include user’s
demographics like location, age, gender, race, or characteristics like political affil-
iation, supporting soccer team, hobbies, etc. Filtering comments by their topics,
the work of Nguyen et al. [15] implemented machine learning techniques that dis-
criminate online conversations in depression communities from other subgroups
using linguistic and topic analysis.

In the behavior recognition area on social networks, Cheng et al. [7] imple-
mented a support vector machine (SVM). This supervised machine learning
model was employed to build algorithms for automatically classifying comment
in weibo (a Chinese social network) and users in suicide risk or emotional distress.
Considering the relation between topic and location, Dokuz et al. [10] proposed
a method of interest measures in order to discover important locations socially.
The approach computes historical user’s data and preferences by a important
locations mining algorithm. The interest measures are location density, visit life-
time and user prevalence to quantify socially important locations. Implementing
an hybrid data mining model, Yao et al. [19] combined data mining, location and
behavior analysis on social networks in order to find out the spatial temporal
path. They proposed an individual mobility pattern approach which was able to
generate multiple spatial temporal paths from social media data and reflecting
the diverse patterns existing in an individual trajectory.

Regarding the sentiment analysis, the work of Birjali et al. [4] tackled the
suicide by a machine learning and semantic approach. They processed semanti-
cally the comments on twitter and classified them into suspects with risk. In the
evaluation, the concepts considered suitable for suicide were used for training in
the classification model, this training was processed manually.

Reviewing the state-of-the-art, most of the works were focused in identifying
a topic exploring social attributes by means of linguistic-lexical processing that
dismisses the semantic level and the implicit content. There was a variety of
machine learning techniques that are focused on specific cases of studies, limited
number of topics and require large high quality labeled datasets. Comparing our
proposal with the related work the main advantage is the effort of understand-
ing the content on the semantic level, discover the word’s sense based on the
context. Our methodology covers a wide number of types of violence using large
knowledge graphs which during the recent years have become rich and robust
for the human understanding. Our contribution creates a bridge between lexi-
cal and semantic levels for processing the implicit information in the violence
identification.

3 Methodology

This section describes our contribution in four main stages that compose the
methodology. In first stage “knowledge base construction” the knowledge is
described and the types of violence are defined. The second stage “social media
data collection” retrieves and stores comments as well as maps the social
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graph structure. The “knowledge processing stage” produces formal representa-
tions as graphs for each comment. Finally the “violence domain identification”
estimates the type and level of violence of each comment applying graph theory
algorithms and semantic processing.

3.1 Knowledge Base Construction Stage

In this section the knowledge base (KB) is constructed by integrating the general
knowledge graphs such as Wordnet (WN) and DBpedia. The concepts are defined
as well as their relation with violence. The conceptual distances are calculated
(distance from one node to other in the knowledge graph) and shortest paths
among concepts are estimated.

General Knowledge Graphs. The graphs that describe the knowledge
through concepts and semantic relations are listed as follows:

– WordNet (WN) [1] (version 3.1). WordNet is a large lexical database of
English nouns, verbs, adjectives and adverbs which are grouped into sets
of cognitive synonyms (synsets) expressing a distinct concept. Synsets are
interlinked by means of conceptual-semantic and lexical relations.

– The Japanese WordNet [5,13]. It was originally developed at the National
Institute of Information and Communications Technology (NICT) to support
natural language processing research in Japan.

– Open Multilingual WordNet [5,6]. It provides access to 34 Open WordNets
merged and linked to the Princeton English WordNet.

Violence Description. In this process the violence is described by consult-
ing DBpedia [3]. The methodology is able to describe any domain. However,
for our case of study we focused on “violence”. The knowledge graph DBpe-
dia is composed by the following elements Tvx that can describe types of vio-
lence through DBpedia hierarchy: resources (wikipedia articles) linked to sub-
jects, subjects linked to categories and categories. All DBpedia elements are
connected through DBpedia relations Rdb. Let us define as expansion on the
violence domain DBExvd (Eq. 1) as the iterative process of getting elements
Tvx (types of violence) starting from the root node Tv0 (category: violence)
until reaching a maximum number of iterations α (Fig. 1).

DBExvd = {Tvx | ρ (Tvx, T vy) , ρ ∈ Rdb, Tvx ∈ DBpedia} (1)

After expanding on DBpedia the next step is to calculate the level of violence
for each resource DBlvRx. This calculation takes into account the total number
of subjects linked to a resource that belong to the domain violence ct (subjects
that were discovered in the expansion) and the distance δ between resource and
the root violence Tv0 (Eq. 2).

DBlvRx =
1
ct

[
n∑
1

=
1
di

]
, di = δ(Tv0, T vx) (2)
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Fig. 1. Expansion on DBpedia from the root violence

During the violence description the subjects that belong to only one category
related with violence are discarded in further processing due the low level of
violence. This exclusion aims in the reduction of misclassification for comments
with violence.

Disambiguation and Mapping of Violence Domain. Once the violence
description was computed the next step is to execute disambiguation and map-
ping between DBpedia resources (violence domain) and the knowledge graph
WordNet (general knowledge). This processing is executed in two steps:

– Disambiguation. In this process the DBpedia resource’s title is disambiguated
in order to associate each concept to only one sense in the knowledge base
Wordnet. In this processing the following cases are presented:

• Resource’s title with single word. In this case the unique word is disam-
biguated by adding to the disambiguation process the category’s title that
belongs. The next step is to disambiguate the set of words.

• Resource’s title with multiple words. In this case the disambiguation pro-
cess computes all the words that compose the resource’s title.

The disambiguation process between DBpedia and Wordnet is depicted in
the Fig. 2). This process associates a Wordnet’s sense to each concept that
composes the resource’s title.

– Mapping DBpedia. After the disambiguation process the resource’s title is
mapped into the knowledge graph by linking the DBpedia resource’s con-
cept(s) to their sense(s) in Wordnet (Fig. 3)).
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Fig. 2. Disambiguation between DBpedia and Wordnet

Fig. 3. Mapping between DBpedia and Wordnet

3.2 Social Media Data Collection

In this stage the social media’s information is retrieved collecting users, com-
ments and the structure of the social graph for a public event or user’s profile.
Considering the current popularity the social networks (SN), Twitter and Face-
book were selected for the discovery and data extraction. In case of Facebook for
a given user’s name a scanning process retrieves the comments and their replies
exploring public posts, photos, videos. Similarly for the SN Twitter the posts
and their replies are retrieved for a maximum lapse of seven days due to the
policies.
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3.3 Knowledge Processing Stage

In this stage each comment from the social media is transform to a formal
representation as a graph. The concepts are expanded, disambiguated and con-
nected through semantic relationships. The process computes the concepts as
first step with (1) natural language processing and negation handling. The next
step executes (2) automatic graph construction. As result of this stage a graph
is associated to a comment which represents the content, sense and context.

Natural Language Processing. In this step for each concept in the comment
a natural language pre-processing is computed in order to provide to the next
stages of the methodology adequate terms that match with the knowledge base.
The processes related are listed as follows:

– Tokenizer. In this process a sequence of strings is divided into individual
words called tokens.

– Removal of stop words. If a concept belongs to a stop word list (words with
little meaning) it is removed. The words related with negation (no. not, etc.)
are first identified in order to compute the negation processing. After they
are removed.

– Lemmatization. The purpose of this processing is to reduce words (inflected
or derived) to their word lemma (dictionary form). Each concept is reduced
to its lemma by using Stanford CoreNLP [14] .

– Removal of unknown concepts in the knowledge graph. This process is exe-
cuted in order to reduce number of words and discard concepts that cannot
be located into the knowledge graph. This step also reduces extra processing.

– Part-of-speech. This process identifies the part-of-speech of each sentence in
order to identify the concepts negated as well as reduce disambiguation by
limiting the number of senses for a word.

– Negation. In this process the concepts affected by negation are identified and
handled.

Negation Handling. Once the negated concepts were processed by natural
language processing the next step is to compute the negation. In order to identify
negation, the Standford corenlp [14] was implemented. Once the concept negated
is identified the following actions are applied:

– Concept negated has inverse relations. If the concept negated has an inverse
semantic relation in the knowledge graph then the concept is exchange to
the inverse concept. Specifically, we used the WordNet’s relation “Antonym”.
This scenario is mainly presented with adjectives, e.g. “The person is not
aggressive may imply the person is gentle”. In the example the word aggressive
is exchange by gentle.

– Concept negated has no inverse relations. This scenario is mainly presented
in nouns. In this case this concept is discarded because the negation implies
the absence of this concept in the context (e.g. “there is not issue”, the word
“issue” is removed).
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Automatic Graph Construction. The methodology is based on the idea
of expansion in the knowledge graph. This process constructs graphs by graph
theory algorithms and semantic processing. The concepts obtained from the
natural language processing are transform to a graph. The construction is based
on the large knowledge graphs implementing expansion, semantic similarities,
disambiguation and graph theory algorithms (Vizcarra et al. [17]).

3.4 Violence Domain Identification

This section describes the process for identifying the type and level of violence
presented in a comment. The first step “violence domain expansion” expands the
formal representation of the comment (graph) on the knowledge graph Word-
net in order to find concepts related with violence (DBpedia resources). The
next step “violence identification” estimates type and level of violence of each
comment based on similarity metrics and conceptual distances.

Violence Domain Expansion. In this process WnExvd each concept (sense)
of a comment is expanded in the knowledge graph (Wordnet) in order to retrieve
a set of concepts cvx ∈ KB associated with a DBpedia resource. Each concept
cx ∈ Comment with sense sy is expanded until finding a concept cvx linked
to a resource in domain of violence Tvx (type of violence) (Eq. 3). A number
of iterations α is pre-established obtaining a set of concepts cvx ∈ KB with
relation to a set of resources in the domain of violence Tvx. In this stage the
level of violence DBlvRx (distance from a topic to the root violence), the shortest
distance δ from cx to cvx and type of violence Tvx are retrived (Fig. 4).

WnExvd = {Tvx | cvx → Tvx, δ(cx, cvx), [cx, cvx] ∈ WN} (3)

Fig. 4. Expansion on the domain violence
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Violence Identification. In this identification the first step is to estimate
the distance WNlvRx between a concept cx and the resource Tvx by retriv-
ing the previous expansion WnExvd. The estimation considers the total of dis-
tances from the concepts cx ∈ Comment to the resources Tvx (Eq. 4) in a
pre-established range of iterations α.

WNlvRx =

{
n∑
1

=
1

1 + di
| di = δ(cx, cvdx), cx ∈ Comment, cvdx → Tvx

}

(4)
Once the value WNlvRx was calculated in a radius of iterations α, the next

step is to measure the level of violence for the comment lvRcommentx (Eq. 5).

lvRcommentx = (WNlvRx) (DBlvRx) (5)

The final step is to select the main type(s) of violence Tvx for a comment
SCcommentx by either (1) selecting all the resources Tvx linked to a comment
where the value of lvRcommentx is higher than a pre-established threshold value
or (2) select the resource Tvx with highest lvRcommentx value (Eqs. 6 and 7).

SCcommentx = {Tvx | Tvx → lvRcommentx, lvRcommentx > Threshold}
(6)

SCcommentx = Tvx, T vx → lvRcommentx,Max (lvRcommentx) (7)

4 Evaluation

The evaluation was carried out using the dataset “hate-speech-and-offensive-
language” [8] where a set of comments were manually labeled by a group of
CrowdFlower users. These users classified the comments into three classes: 0 as
hate speech, 1 as offensive language and 2 as neither. Additionally, we compared
our methodology with hashtags on Twitter. We consider as violent comments
those that include hashtags such as “gender based violence, violence, domestic
violence”. Conversely comments with lack of violence included hashtags “happi-
ness, assertive, trust”. Our methodology explored the expansion on the violence
domain until 3(L3) and 4 (L4) levels (iterations) on the knowledge graph Word-
net. This limitation reduces the number of concepts-resources from DBpedia
in the calculation. The evaluation on the dataset “hate-speech-and-offensive-
language” was carried out for the total number of comments (25 000 comments
approximately) for the levels L3 and L4. As baseline a lexical matching (Base-
lineLM) between the comment and DBpedia resources was performed using for
the identification a threshold higher than 0.1 (methodology Eq. 6). Moreover, as
complementary baseline our approach was compared with the research of David-
son et al. [8] (BaselineATD) which implemented machine learning techniques in
the classification on the same dataset “hate-speech-and-offensive-language.”
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Evaluation with Hate-Speech-and-Offensive-Language Dataset. In this
section some relevant examples from the dataset “hate-speech-and-offensive-
language” were processed by our methodology and presented in Table 1.

Considering the “type of violence” that corresponds to the comment, we
manually evaluated the accuracy of each estimation (limited to 500 comments).
The results are presented in the Fig. 5 for the expansion levels L4 and L3.

Table 1. Examples processed on dataset hate-speech-and-offensive-language

Subject estimated
(Methodology)

Violence level Comment

Parental abuse by
children

0.333 Baby monkey bathtime

Academic abuse 0.25 When ur teacher tells u that u have
homework this bit** need to go!!!

Call bombing 0.1666 U see the da** phone ringing?” when you
married bit**** makes demands!!!! you
haven’t called me

peer abuse 0.25 I heard you was looking for candy man,
bit**

Human branding 0.208 My grandma used to call me a porch
monkey all the time... come to think of it
she did refer to a broken bottle as a
nig*** knife

Fig. 5. Evaluation type of violence

The evaluation that considers “level of violence” related to comments for L4,
L3 and baselines is shown in Fig. 6.

Table 2 presents the confusion matrix considering the processing “level L3
and L4”.
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Fig. 6. Evaluation level of violence

Table 2. Confusion Matrix L3 and L4

Evaluation with Twitter CNN’s Account. In this section the results and
evaluation on Twitter for the account: “CNN news” are introduced. Some rele-
vant examples processed by our methodology are presented in the Table 3.

Table 3. Examples processed on twitter

Subject estimated
(Methodology)

Violence
percentage

Comment

Police abuse 0.250 Macron authorizes military to shoottokill
yellow vest protesters as legitimacy collaps

Gay bashing 0.571 g** nig*** couldn’t wait to act like bit****

Regime change 0.020 Cant you see these ho** wont change
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The evaluation of our methodology on Twitter (level L4) against the baseline
lexical matching (Baseline LM) is presented in the Fig. 7.

Fig. 7. Twitter evaluation using hashtags

The individual evaluation of each hashtag (level L4) on Twitter is presented
in the Fig. 8.

Fig. 8. Twitter evaluation L4 for each hashtag
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The confusion matrix for the identification of violent and nonviolent hashtags
is presented in Table 4. It is important to notice that the identification of violent
hashtags performed better than nonviolent using a threshold >0.1 (methodology
Eq. 6).

Table 4. Confusion matrix hashtags on Twitter

4.1 Discussion of the Evaluation

In this section a discussion is introduced based on the previous experiments.
We compared our methodology against the baselines of labeled data from the
dataset “hate-speech-and-offensive-language” and comments on Twitter. In the
evaluation on the dataset, we obtained similar performance (precision, recall, F-
Measure) compared to the best performing model of Davidson et al. [8] but also
defining type and level of violence in the classification. Similarly, we presented
considerably better identification than lexical matching. On the other hand, in
the evaluation on Twitter the identification was moderately better compared to
the lexical matching.

Regarding the implementation’s performance, we noticed that the increment
of levels of expansion in Wordnet increments the number of DBpedia’s resources
in the calculations as well as improves slightly the identification. Despite of the
precision is higher, the increment of level of expansion has the incovenient that
consumes more resources (memory and time). The handling of negation improves
the performance of our estimations because this scenario is frequently presented
in violent comments. In the evaluation on Twitter, the classification performed
better for comments with violent hashtags compared to the nonviolent.

5 Conclusions

In this paper a content-based methodology was proposed for the identification of
level and type of violence. The novelty of the presented work is the capability of
handling the comments as excerpts of knowledge. We provided a mechanism of
semantic processing using knowledge graphs, graph theory algorithms, semantic
similarities and disambiguation.

We performed several experiments in order to compare our contribution with
the baselines. For instance, we compared our approach with the dataset “hate-
speech-and-offensive-language” and hashtags in Twitter. We proposed as base-
lines the lexical matching between comments and DBpedia resources, a similar
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research which its evaluation was performed on same dataset. In addition, dur-
ing the identification we explored the increment of levels of expansion in the
discovery of concepts with violence through the levels (iterations) 3 and 4. The
expansion until level 4 performed the best precision but limiting the number of
comments processed due the high consumption of resources such as memory and
processing time.

Regarding influence of negation, this processing was included due the high
number of comments that presented this scenario. The negation handling
improved the performance of our methodology because we noticed that the nega-
tion is frequently used in violent comments.

Some of the main advantages of our proposal are: (1) the effort of understand-
ing the content on the semantic level. The (2) violence identification executes a
disambiguation processes in order to discover the context and words’ sense in
the estimations. As (3) the methodology is based on a well-structured knowledge
base, the definition of concepts related with violence is more accurate and covers
a wider number of types of violence. (4) Regarding the adaptability our system
is flexible which implies it might be focused on other domains not limited to
violence by just modifying the knowledge base.

The results obtained in the present work can be consulted at the github site:
https://github.com/samscarlet/SBA/tree/master/ViolenceAnalysis.
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Abstract. We aim to automatically generate event-oriented Wikipedia
articles by viewing it as a multi-document summarization problem. In
this paper, we propose a new model named WikiGen, which consists
of two parts: the first one induces a general topic template from exist-
ing Wikipedia articles, and the second one generates a summary for
each topic by collecting, filtering, and integrating relevant web news,
which will be assembled into the full document. Our evaluation results
show that WikiGen is capable of generating fluent and comprehensive
Wikipedia documents and outperforms previous work, achieving state-
of-the-art ROUGE scores.

Keywords: Wikipedia · Text summarization · Topic template

1 Introduction

An event means a particular thing happening at a specific time and place [1].
An event is usually described by multiple related news, which describe it from
different aspects in an unorganized way. Human-constructed Wikipedia arti-
cles for events compress these related news into a more organized way, which
is more comprehensive and detailed, helping readers to learn about the event
more efficiently. However, writing a Wikipedia document manually can be time-
consuming and difficult, so automating the writing process is a valuable research
topic.

There have been various methods aiming to automatically generate
Wikipedia documents, which generally employ a two-step structure: first induce
some topics from existing related Wikipedia articles as the content table, then
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Fig. 1. The data flow of our model. A multi-layer topic template called topic tree, along
with word distributions of topics will be induced from existing Wikipedia documents
of certain event type. Then we will collect candidate news excerpts related to target
event from the Internet, and generate summaries for each topic to get Wikipedia article
for the target event.

collect a summary for each topic from web news. However, there exists sev-
eral flaws in these methods. First, they usually use a single-layer content table,
neglecting the widespread use of multi-layer content tables as shown in Fig. 1,
which is able to depict the whole event with different granularity. Second, they
fail to explicitly utilize the word distribution of topics. Third, they do not fil-
ter out noises that are inevitable in web news, posing a potential threat to the
quality of generated documents.

In this paper, we propose a new model named WikiGen to automatically
generate corresponding Wikipedia document for a new event. This model consists
of two parts: topic tree induction and a two-step summary generation. Given a
certain event type (e.g., earthquake), we first combine structural and textual
relation to induce a topic tree from existing Wikipedia documents belong to
the given type (e.g., 2010 Haiti Earthquake, 2010 Chile Earthquake, etc.), then
utilize word distribution of different topics to generate unique summaries for
each topic in the previous generated topic tree: we will coarsely identify related
snippets from web data at first, and afterwards further select sentences with an
extractive neural network model, thus forming final results.

As there is no standard benchmark for event-oriented Wikipedia article gen-
eration, we constructed a dataset on three event types: earthquake, election and
tornado, which contains about 2000 documents and has 190 candidate excerpts
per document on average. We conducted extensive experiments on our dataset to
evaluate the performance of both topic tree induction and summary generation.
Experimental results show that WikiGen is capable of generating fine-grained
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topic trees and high-quality Wikipedia documents. Specifically, the topic trees
we inducted retain an accuracy of about 95%, and the documents we generated
significantly outperform previous works on ROUGE-1 F1 score.

The contribution of this paper can be concluded as follows:

– We build a new dataset for event-oriented wikipedia article generation, which
contains three event categories: earthquake, election and tornado;

– We propose WikiGen, a two-step model to automatically induce multi-layer
topic trees from existing Wikipedia articles and then collect topic-specific
summaries for each topic, thus forming high-quality documents;

– We demonstrate that our model outperforms existing models, and is highly
data-efficient and interpretable.

2 Related Work

There have been some works focusing on Wikipedia document generation. In
general, these works share a common two-step structure: first determine a topic
template for the new document, then generate a topic-specific summary for each
topic in the template.

Topic Template Induction. Notice that human written articles have different
subtitles due to personal preference, a general topic template should be inducted
to ensure consistency. Previous works tend towards generating single-layer tem-
plates: Google’s WikiSum [10] generates only abstracts; Sauper and Barzilay [12]
clusters the titles of existing Wikipedia articles and chooses the most common
titles of each cluster as the template. WikiWrite [3] discovers similar existing
articles and copys their content table as new templates. However, compared
with multi-layer content tables used in real Wikipedia articles, single-layer tem-
plates fail to reflect the hierarchical structure of points of interest in real-world
events, and lack details in different aspects. To address this problem, Hu [7]
tries to build multi-layer topic templates by combining structural dependency
and textual correlation to judge subtopic relations between topics.

Topic-Specific Summary Generation. After determining the topic template,
generating topic-specific summary can be viewed as a document summarization
problem. Sauper and Barzilay [12] made the first attempt in 2009, which uses
integer linear programming (ILP) to rank excerpts retrieved from the Inter-
net, and then finds optimal excerpts with rank scores for each topic. WikiWrite
[3] took one step further, adding new features like sentence importance, intra-
sentence similarity and linguistic quality and generated more fluent documents.
With the rise of deep learning, attempts of utilizing neural networks have also
been made. There have been extractive models like SummaRunner [11] and
DeepChannel [14] aiming to choose core sentences from raw documents, and
abstractive methods like PointerGenerator [13] trying to capture important infor-
mation to generate the summary. In the Wikipedia document generation field,
WikiSum [10] uses a decoder-only transformer based on attention mechanism
[15] instead of ILP to summarize long sequences and achieves a state-of-the-art
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performance. Lebret [8] notices the existence of infobox, a Wikipedia exclusive
structure, and merges those structured data into biography generation.

We gain inspiration mostly from Google’s work [10], however, we induct
multi-layer topic trees to achieve more comprehensive and detailed results. In
addition, out model has an extra filtering step with modified topic model to
tackle with the noise in web articles.

3 Method

We aim to generate a Wikipedia document for a given new event name based
on existing human-authored Wikipedia articles. We assume that relevant infor-
mation can be found in a wide range of websites across the internet, however,
noise like irrelevant pages and advertisements needs to be dealt with.

Formally, we have three parts of inputs:

– The target event name t;
– An existing Wikipedia article set WK = {ai}nWK

i=1 of the same event type as
the target;

– A set of probably relevant documents collected from the Internet NW =
{dj}nNW

j=1 .

Each Wikipedia document ai = {Ti, Ri} contains a text set Ti = {(g, sg)} and
a relation set Ri = {(gx, gy)}. The text set contains some sections, each having a
name g and a corresponding text description sg; The relation set consists of some
subtopic relations (gx, gy), which means that section gx appears as a subsection
of section gy in this document.

Our goal is to integrate these information into a Wikipedia article for the
target event. To achieve this, we propose WikiGen, which consists of two parts:
topic template induction and topic summary generation. The overall data flow
can be viewed in Fig. 1.

3.1 Topic Template Induction

Provided with the Wikipedia document set WK, topic template induction aims
to find latent topics Tc = {t} from existing sections g, and then identify subtopic
relations Rc = {(ti, tj)} on the base of subsection relations Ri = {(gx, gy)}.
Topics and subtopic relations will form a topic tree Hc = {Tc, Rc} as the final
multi-layer topic template.

Topic Discovery. There exist similar sections in Wikipedia documents, for
example, “Tectonics” and “Tectonic background”, and merging these similar
sections into one topic could greatly reduce the redundancy in our generated
document. The topic discovery process can be viewed as an unsupervised clus-
tering problem whose expected cluster number is unknown.

We use an double-pass incremental clustering algorithm to tackle with this
problem. This algorithm is based on the work of Hammouda [6], which combines
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histogram with single-pass incremental clustering. However, there exist sections
like “Overview” which have high similarities with most of other sections, and
when they become the core of a new cluster, the cluster would contain dissimilar
sections and lead to unexpected results.

To deal with the problem, we add an extra clustering pass. Our method uses
a high threshold in the first pass to form small core clusters with high confidence,
then lowers the threshold in the second pass to distribute the remaining sections
into existing clusters. This algorithm avoids the influence of “Overview” sections
and renders more credible results. See Algorithm 1 for the full algorithm, where

HRnew1 =
count(sim(di, dj) > σ1)

count(di, dj)

HRnew2 =
count(sim(di, dj) > σ2)

count(di, dj)

(1)

Algorithm 1. Two-pass incremental clustering
Require: Document set D
Ensure: Section cluster set L.
1: L = [], second pass candidates P = []
2: for document d ∈ D do
3: for cluster C ∈ L do
4: Simulate adding d to C and calculate HRnew1

5: if (HRnew1 ≥ λ1) then
6: Add d to C, remove d from P
7: break
8: end if
9: if (HRnew ≥ λ2) then

10: Add d to P
11: end if
12: end for
13: if (d not in any cluster) AND (d not in P ) then
14: Create new cluster C, add d to C, add C to L
15: end if
16: end for
17: for document d ∈ D do
18: for cluster C ∈ L do
19: Simulate adding d to C and calculate HRnew2

20: if (HRnew2 ≥ λ2) then
21: Add d to C
22: break
23: end if
24: end for
25: if d not in any cluster then
26: Create new cluster C, add d to C, add C to L
27: end if
28: end for
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In practice, we use the TF-IDF similarity of all texts under two sections as
the similarity between sections. Titles that occur only once and clusters whose
numbers of occurrence are less than 3 are discarded. We use the cluster list after
the second pass as the topic list Tc, where every topic is denoted by the most
frequently appeared title.

Subtopic Relation Discovery. After acquiring the topic list Tc, we need to
further identify the subtopic relation set Rc = {(ti, tj)} and combine them to
get the complete topic tree Hc.

Previous work use a probabilistic model to build the whole tree from the top.
That model aims to maximize the occurrence probability of every topic in the
tree under its father topic, and its goal can be described as Eq. 2.

H∗ = argmaxHP (N |H)

= argmaxHP (root)
∏

n∈N\root

P (n|parH(n))

= argmaxH

∑

n∈N

logP (n|parH(n))

(2)

However, there exists a circumstance where previous method fails to identify
the correct relations: a common topic x frequently appears as a subtopic of
another common topic y, x occurs 51 times and y occurs 50 times in total.
But in one document with poor quality, x is the subtopic of a rare topic z
which appears only once. Under this circumstance, P (x|y) = 0.5P (x|z) = 1, the
previous method will tend to mark x as a subtopic of z rather than y, which is
obviously wrong.

The root cause of this problem is that father topics don’t have to co-occur
with their child topics. For example, “Nuclear Plant Damage” is a subtopic of
“Damage” in earthquake events, but not every earthquake will cause damage to
nuclear plants. It is acceptable that child topic is absent from their father topics’
occurrence.

In our model, we also use the probabilistic model. However, we build the topic
tree from bottom to top, aiming to maximize the co-occurrence probability of
every topic in the tree with its child topics. In other words, we will find the best
father topic of every topic instead of finding its best child topics. If we view
the whole hierarchical structure of the topic tree as a Bayesian network, we can
represent the joint probability of all nodes N as Eq. 3. Given that we already
know the occurrence probability of every topic n, the goal to maximize become
Eq. 4. We can get the most reasonable topic tree when H∗ gets its max value.

P (N |H) =
∏

n∈N\root

P (parH(n)|n) ·
∏

n∈N\root

P (n) (3)
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H∗ = argmaxHP (N |H)

= argmaxH

∏

n∈N\root

P (parH(n)|n) ·
∏

n∈N\root

P (n)

= argmaxH

∑

n∈N\root

logP (parH(n)|n)

(4)

We combine two features to evaluate the probability of subtopic relations:

– Structural Information: A subtopic relation is more convincible if it
appears frequently. Assume that tj as a subtopic of ti, the weight of their
structural information can be represented as Eq. 5, where n(ti, tj) means the
number of ti being a father topic of tj , n(tj) means the total occurrence num-
ber of tj , Tc means the possible number of subtopics of ti. α is a Laplacian
smooth factor to avoid the disturbance of zero value.1

Pstruc(ti|tj) =
n(ti, tj) + α

n(tj) + α · |Tc − 1| (5)

– Textual Correlation: For topic tj and its father topic tj , it can be expected
that the word distribution of tj resembles that of tj , which corresponds with
hierarchical Dirichlet model. If we use the normalized bag of words model
to measure word distribution, the weight of textual correlation can be rep-
resented as Eq. 6, where Z =

∏
w∈V Γ (αφti,w

)

Γ (
∏

w∈V αφti,w
) is the normalize factorΓ (·) is

standard Gamma distribution. Specially, when tj is the root topic, if root
topic doesn’t have any text description, we set log(Ptext(ti|tj)) = 0.

Ptext(ti|tj) =
1
Z

∏

w∈V

φ
βφti,w

−1
tj ,w (6)

After normalizing Pstruc and Ptext, we calculate a weighted average as the
final weight of certain relation:

w(ti, tj) = λ · log(Pstruc(ti|tj)) + (1 − λ) · log(Ptext(ti|tj)) (7)

If we view every topic as a node and every relation as a directed edge, build-
ing the topic tree can be converted into finding a maximum spanning tree in
a directed graph. We utilize the classic Chu-Liu/Edmonds [4,5] algorithm to
extract a maximum spanning tree as the final topic tree H = (T,R).

3.2 Topic Summary Generation

In this step, we need to generate a corresponding summary for each topic t from
corpus NW . Note that the total length of the corpus could be exceeding long,
using bare neural network could face serious lack of memory and low training
efficiency. We use two steps to acquire a comprehensive and detailed summary:
1 α = 1.0 in experiments.
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first coarsely filter the corpus with an augmented topic model to identify related
excerpts and reduce the input scale, then utilize neural networks to further filter
those excerpts, generating the text sg for each topic g.

Coarse Filtration. Provided excerpts e1, e2, . . . , en and topic g, this step aims
to discard excerpts with low relativity to g and reduce the corpus to a reasonable
scale.

A reasonable approach is ranking these excerpts with relativity and pick
some top excerpts as the new input of next step. Google used the TF-IDF sim-
ilarity between excerpts and topic name to measure relativity, but TF-IDF is
not capable of identifying synonyms. Assume that we are looking for excerpts
belonging to “Damage” topic, TF-IDF will neglect excerpts containing “injury”
or “death”, which often appear to be the correct choice.

We use an augmented topic model to better weigh the contribution of syn-
onyms. In the previous step, we can acquire topic set T = t and Wikipedia text
WKt of each topic t. According to the topic model, every topic has its specific
word distribution, and words closely related to the topic will appear more fre-
quently. If the contribution of certain word to given topic could be measured,
we could better sort excerpts according to the sum of all words’ distribution in
the excerpts.

For each topic t, we use the bag of words model to process its Wikipedia
text WKt. Its word probability distribution Ft = {(w, pw,t)} can be acquired
through tokenizing and normalizing. It is obvious that if a word w appears
frequently under topic t, w should have a closer connection to t; However, if w
simultaneously appears in many other topics, its contribution should be lowered
in accordance. Taking these rules into consideration, we use Eq. 8 to quantify
the contribution of word w to topic t.

W (w, t) =
pw,t∑

tt∈T
pw,tt

pw,t

=
p2w,t∑

tt∈T pw,tt
(8)

Specially, if w only occurs under one topic t,
∑

tt∈T
pw,tt

pw,t
= 1, W (w, t) = pw,t,

which corresponds with our expectation. If w doesn’t appear under t, we set
W (w, t) = 0.

Score(e, t) =
∑

w∈e W (w, t)
|e| (9)

Considering the features of documents about events, four additional optimiz-
ing steps have been conducted:

– Remove Stopwords: Stopwords appear frequently but contain little infor-
mation. We use NLTK, a Python library, to identify stopwords and remove
them.

– Discard Low-frequency Words: Rare words usually have high contri-
butions W (w, t), but words with abnormally low frequency may appear in
noise like links or comments rather than meaningful text. We remove words
appearing only once to ensure the confidence of contribution values.
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– Stemming: The same word may appear in different tenses (for example
“damage” and “damaged”). We use snowball stemmer to stem words, reduc-
ing the disturbance of tenses.

– Requiring High-contribution Words: Name of places and people appear
fairly frequent in Wikipedia documents and thus have considerable contribu-
tion, but they have no direct connection with topics. We record k words
w1, w2, . . . , wk

2 with highest contribution for each topic t, and if an excerpt
doesn’t contain any of these k words, its contribution Score(e, t) is set to 0.

For every candidate excerpt e of topic t, we calculate the arithmetic mean of
all words in e as its contribution (See Eq. 9). After sorting excerpts by contri-
bution, we choose top excerpts with total length no longer than L = 1000 and
concatenate them to generate new text D as the input of fine-grained filtration.

Fine-Grained Filtration. After the coarse filtration step, the scale of new
input corpus D becomes suitable for neural networks. Due to limited training
data, we have high requirement on data efficiency of the model. We choose
DeepChannel [14] (see Fig. 2) after comparison, which utilizes channel model to
select most significant sentences from the input document and represents well in
small datasets.

Fig. 2. The structure of DeepChannel.

In practice, we use D as the raw document and its corresponding Wikipedia
text S as the golden summary. The model has been pretrained on the
CNN/Dailymail dataset. 7 most significant sentences will be selected from each
raw document as the final summary.

4 Dataset Construction

Among previous work, [12] and [3] didn’t provide dataset, meanwhile the dataset
of [10] isn’t event-oriented and contains only abstracts rather than full Wikipedia
articles, leading to the fact that we don’t have an available existing dataset.
Considering that Wikipedia itself changes over time, it is also nearly impossible
to reconstruct previous datasets. We constructed a new dataset for our task.
2 k = 20 in experiment.
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For every existing Wikipedia article ai, We build a web corpus Dj for each
section g in it to simulate documents collected for the new event. Given that
Wikipedia articles can be viewed as human-authored summaries, we build the
web corpus Dj on two sources:

– Cited references: A well-written Wikipedia document should cite the
source of its important information in the Reference section. For each
Wikipedia article ai, we extract undecorated text snippets from websites
listed in the Reference section as cited corpus Cg.

– Search results: We found that a portion of cited websites are no longer
available, so additional data needs to be collected. Search engines can effi-
ciently find relevant information about certain entity, however, appropriate
search queries have to be provided. We employ query [2], combining docu-
ment title t and section name g to build a appropriate search query for each
section. For example, “2008 Sichuan earthquake” Geology for section Geology
in article 2008 Sichuan earthquake. We use the first 20 result pages of Bing
search engine for each query. After removing results of Wikipedia websites,
we extract text from remaining pages as searched corpus Sg.

We use BeautifulSoup, a Python library, to remove useless information like
scripts and styles in web pages. Moreover, we discarded text snippets whose
length is greater than 400 or less than 5 to reduce noises like comments and
advertisements. The full web corpus Dj can be achieved by combining filtered
Cg and Sg.

5 Experiments

In this section, we will build a new dataset to evaluate the performance of Wiki-
Gen. We conducted experiments on topic template induction and topic summary
generation, results show that WikiGen outperforms previous work on both fields.

5.1 Dataset

We choose three event categories, earthquake, election and tornado, from English
Wikipedia to build our dataset. The data source is XML dump of English
Wikipedia from WikiMedia. See Table 1 for detailed parameters of our dataset.

Table 1. WikiGen dataset parameters

Category Earthquake Election Tornado

Document number 322 1544 201

Average section number 6.59 3.20 7.55

Average section text length 113.4 25.7 100.6

Maximum section text length 2230 1910 2077

Average candidate excerpt number 193.3 177.5 644.7

Average candidate excerpt length 78.9 78.0 55.1
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5.2 Topic Template Induction

We compare our method with Hu’s work [7] to evaluate it both quantitatively
and qualitatively. To compare more precisely, we don’t discard low-frequency
topics according to Hu’s experiment.

Evaluation Method. We use F1-score to evaluate the performance of different
methods. Assume that R is the generated subtopic relation set and Rgt is the
ground-truth subsection relation set, we can calculate precision with Eq. 10 and
recall with Eq. 11, where gi, gj are sections and tk, tl are topics.

precision =
|{(gi, gj)|(gi ∈ tk)&(gj ∈ tl)&((tk, tl) ∈ R)}|

|{(gi, gj)|(gi ∈ tk)&(gj ∈ tl)&(tk! = tl)}| (10)

recall =
|{(gi, gj)|(gi ∈ tk)&(gj ∈ tl)&((tk, tl) ∈ R)}|

|{(gi, gj)|(gi ∈ tk)&(gj ∈ tl)}| (11)

F1−score = 2 · precision·recall
precision+recall acts as the final measurement. In experiment,

we set σ1 = 0.5, λ1 = 0.8, σ2 = 0.3, λ2 = 0.6.

Quantitative Analysis Results show that our method far outperforms Hu’s
method, increasing F1-score by over 30%. Meanwhile, our double-pass method
achieved better performance on two out of three event categories, and its overall
performance is also better. Even in the category “earthquake” where single-pass
method gets a better result, our double-pass method can avoid the mistake of
putting “Geology” and “Damage” into the same cluster which occurs in single-
pass method. These results prove that finding small “cores” first do does help
(Table 2).

Table 2. F1-score of topic template induction methods

Earthquake Election Tornado Overall

Hu 0.434 0.780 0.586 0.586

WikiGen (Single-pass) 0.854 0.937 0.949 0.914

WikiGen (Textual correlation only) 0.816 0.727 0.674 0.740

WikiGen (Structural dependency only) 0.844 0.953 0.957 0.918

WikiGen (Full model) 0.844 0.953 0.957 0.918

We note that adding textual correlation does not improve the F1-score obvi-
ously, it may happen as a result of the fact that text of different topics after
clustering already differ greatly from each other.

Qualitative Analysis. We take the topic tree of category “election” as exam-
ple (See Fig. 3). There are first-level topics like “Results”, “Preliminaries” and
“Campaign” under the root topic, followed by more detailed topics, for example
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Fig. 3. Topic tree of category “election”.

“Democratic Preliminaries” and “Republican Preliminaries” under “Preliminar-
ies”. Compared with single-layer topic templates, our result has a hierarchical
structure to help readers better learn about different aspects of the whole event.
This type of structure also matches the way we recognize events in the real world.

5.3 Topic Summary Generation

There exist three major factors which would greatly affect the result of topic
summary generation:

– Method of Coarse Filtration: TF-IDF, text embedding, augmented topic
model ;

– Corpus of Coarse Filtration: citation only, search result only, combined ;
– Corpus of Fine-grained Filtration: DeepChannel (from scratch), Deep-
Channel (pretrained), lead-7, random.

Evaluation Method. We use the classic ROUGE [9] score to measure our
model. Due to the fact that the length of section text varies greatly in our
dataset (there exists text longer than 2000 words while the average length is
100), considering only precision (which prefers short text) or recall (which prefers
long text) both produce bias. We use the ROUGE-1 F1 score, which combines
precision and recall, to evaluate the results.

Method of Coarse Filtration. We use three different methods to calculate
the similarity between excerpt e and topic t:

– TF-IDF: We combine document title tid and topic name t as q = (tid + t),
then calculate the TF-IDF cosine similarity between e and q as the final result
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– Text Embedding: We calculate these embedding: vw of word w, vt =
1

|WKt|
∑

w∈WKt
vw of topic t, ve = 1

|e|
∑

w∈e vw of excerpt e with GLOVE,
then use the cosine similarity between vt and ve as the result;

– Augmented Topic Model: See Sect. 3.3.1 for Score(e, t).

Table 3 shows results of different methods. We can see that our augmented
topic model significantly outperforms other methods by 2–4%. This is due to
the specific word distribution under certain topic, like “plate” in topic Tectonics
and “death” in topic Damage.

Table 3. ROUGE-1 F1 scores about Methods of Coarse Filtration

Earthquake Election Tornado

TF-IDF 22.5 21.7 22.9

Text embedding 20.2 18.2 20.3

Augmented topic model 26.0 23.9 26.2

Corpus of Coarse Filtration. The quality of corpus is a key factor to the
quality of generated document. We compared the F1-score of coarse filtration
under different corpus in Table 4. Meanwhile, given that the result of coarse
filtration acts as the input of fine-grained filtration, its recall, which indicates
the integrity of results, is also important. See Table 5 for recall results.

Table 4. ROUGE-1 F1-score of different corpus

Earthquake Election Tornado

Citation only 22.7 16.5 19.5

Search result only 28.2 28.1 28.7

Combined 26.0 23.9 26.2

Table 5. ROUGE-1 recall of different corpus

Earthquake Election Tornado

Citation only 48.9 28.9 32.3

Search result only 63.9 62.5 48.2

Combined 62.3 59.6 46.8

Results show that using search results greatly improved the performance
compared with using only citations. Two reasons may contribute to this phe-
nomena: first, some cited pages of old events have been outdated and no longer
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available; second, a percentage of cited pages are written in languages other than
English, but search engine can provide us with English results only.

Although only using search results can achieve better scores on both F1-score
and recall, we decided to use combined corpus as the model input. The reason
is twofold: first, cited sources are chosen by human authors and mainly consists
of first-time news and information from authoritative websites, which matches
what we except to gather when new event happens; second, some websites in
search results copy sentences from Wikipedia articles, making their ROUGE
scores higher than normal. To make the experimental environment more close
to real scenarios, we didn’t discard cited sources.

Corpus of Fine-Grained Filtration. Considering that we have limited train-
ing data, we merge all three event categories, and divide all data into training
set, verification set and test set by the ratio of 80%/10%/10%. We use four dif-
ferent methods to generate the final document: random, lead-7, DeepChannel
from scratch and pretrained DeepChannel. Moreover, we choose sentences with
highest ROUGE-1 F1 scores as the theoretically optimal result. See Table 6 for
results.

If we merge the result two steps in topic summary generation (See Fig. 4 for
results), we can find that WikiGen using pretrained DeepChannel gets the best

Table 6. ROUGE-1 F1 scores about methods of fine-grained filtration

Precision Recall F1

Random 40.5 43.7 36.4

Lead-7 42.1 46.9 38.8

WikiGen (from scratch) 45.4 39.4 39.5

WikiGen (pretrained) 52.3 39.2 42.8

Theoretically optimal 68.1 56.7 59.5

Fig. 4. Merged results
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result. Lead-7 gets higher recall scores but its F1 score is far lower than our
model, proving that WikiGen is capable of selecting key sentences. Meanwhile,
fine-grained filtration can greatly improve the quality of generated documents,
which matches the way how human writers write articles – first coarsely select
relevant materials then rewrite them, and proves the correctness of our model.

Comparison with Previous Work. It is quite difficult to directly compare our
method with previous work for the following reasons: (1) Our method focuses
on events rather than general entities, direct comparing with methods orient
towards entities would cause bias; (2) No available datasets have been provided
by previous work, and it is impossible to rebuild former datasets due to the
constantly changing Internet and Wikipedia; (3) No executable model code has
been provided by previous work, making it even harder to compare with them.
However, we tried our best to conduct some comparision with those works. We
choose the “Disease” category in previous work, which has a maximum recall of
59 that resembles our dataset, to compare with the results of our model. Table 7
demonstrates the results. We can see that our model far outperforms previous
work on F1 score. There is some lack in recall score, partly because our model
tends to choose sentences that relate closely to the topic, which reduces the
breadth of coverage.

Table 7. ROUGE-1 scores compared with previous works.

Precision Recall F1

Sauper 36 39 37

WikiSum 25 48 29

WikiGen (from scratch) 45.4 39.4 39.5

WikiGen (pretrained) 52.3 39.2 42.8

Fig. 5. Results of topic “Tectonics”
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Case Analysis. To comprehensively judge the effect of our model, we use the
title “2008 Sichuan Earthquake” as input to generate a full Wikipedia document
with multiple topics. See Fig. 5 for part of the results.

Results show that although the documents we generated is not as fluent as
those written by human, our model captured the most important information
under different topics, for example the number of people injured in Damage and
the Longmenshan Fault in Tectonics. The results have great value in the form
of both first-time summary and reference for human writing.

6 Conclusion

In this paper, we propose a new model named WikiGen to automatically generate
Wikipedia documents for new events. This model will induce a multi-layer topic
tree for each event category and generate a summary from gathered news for
each topic. For topic tree generation, we use a double-pass incremental clustering
algorithm to convert this step into finding a maximum spanning tree in a directed
graph. For topic summary generation, we imitate the way human write articles,
designing a two-step procedure to generate the full document: first coarsely filter
useful information with an augmented topic model, then generate a reasonable
summary with the DeepChannel model pretrained on CNN/Dailymail dataset.

Our method outperforms comparable methods on both topic tree genera-
tion and topic summary generation. Results show that our model is capable of
generating comprehensive and detailed Wikipedia documents, and can be easily
expanded to other fields. Our model also shows high data efficiency, being able
to produce high-quality result with litter training data. In the future, we will
try to rearrange selected sentences to acquire more fluent documents.
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61533018, 61661146007), research fund from State Grid Zhejiang Electric Power
Research Institute and THUNUS NExT Co-Lab.
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Abstract. Separation of concern is found to be a crucial design
requirement for maintainable, extendable and understandable software.
Research has been done on software design patterns that ensure strict
separation of concerns and by this avoid cross cutting concerns in mod-
ules of large-scale software projects. In particular, Model-View-* design
patterns attempt to decouple local data and business logic from user
interfaces, keeping both extendable and exchangeable. Targeting Web-
applications, technologies from the domain of Linked Data and Semantic
Web have been found suitable to decouple clients from servers. While
the potential of both Model-View-Patterns and Linked Data interfaces
is often convincingly outlined, there exists to this point little to no work
that shows how the findings in said fields can be successfully employed
to design large-scale decoupled client-server Web applications. In this
paper, we show how lifting a suitable data representation of a Web server
application run-time to Linked Data allows to build client-server appli-
cations following a decoupled Model-View-Presenter-ViewModel design
pattern. This removes the need for fixed server-side APIs, detaches clients
from server specifics, and allows clients to implement their business logic
entirely on expected semantics of the server data.

Keywords: Linked Data · Semantic Web · Web of Things ·
Model-View-Presenter · View model · Software design

1 Introduction

Separation of concern, the separation of parts of programs with distinct purpose
in both architecture and code, is found to be a crucial design requirement for
maintainable, extendable and understandable software [1–5].

For a clean separation within runtime applications, the paradigm of Aspect
oriented Programming [2] motivates to decouple application modules to avoid
cross-cutting concerns, in particular code tangling (logic of a module directly
depends on code implemented in other modules), and code scattering (code
that implements a certain aspect of an application is distributed over several
modules).
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In this respect, Model-View (MV*) design patterns separate application data
from user interfaces and user interaction [1,3,6,7]. The respective findings were
also transferred to the development of Web applications [8].

However, separation of concern on architecture level is a not strong enough
requirement for Web applications. In fact, introducing the Web layer for client-
server communication bears the danger of introducing undesired close couplings
between server and client applications.

This problem becomes obvious in architectures that employ current middle-
ware solutions like Apache Thrift1 [9] or Google Protobuf2. These were designed
to make client-server communication easier and more straight-forward. How-
ever, they model interaction as Remote-Procedure-Call [10] or similar message-
based interaction methods. Respective message formats, RPC APIs, as well as
datatypes used for communication are described in domain specific Interface
Definition Languages (IDL). The respective descriptions are obviously closely
coupled to the server data model, and in turn, clients are closely coupled to a
specific interface definition as offered by the server. How crucial a well defined
and consistently maintained IDL is, is after all also prominently emphasized in
the Protobuf specification, taking as example that “(the keyword) ‘Required’ is
forever”3.

A proposed remedy to decouple clients from servers on network level comes
from the world of the Semantic Web [11]. Among others, Verborgh [12] and
Mayer [13] emphasize the importance of a sufficiently semantically described
server API, such that client applications may learn about provided data and
means of interaction without previous knowledge of the server’s interfaces. Meet-
ing these requirements can be ensured by fulfilling Fielding’s Hypermedia Con-
straints [14] on server-data, respectively ensure Level 3 Richardson Maturity on
server data and interfaces [15].

In this paper, we present a client-server Web architecture that achieves com-
plete separation of concerns by the following steps:

1. Based on a suitable ViewModel, we provide a machine-processable and under-
standable Semantic Web (Linked Data) representation as View on the server
data.

2. Clients build a local Data Access Layer to the server data from the semantic
information provided by the View. The Linked Data representation of the
server data enables this step to be done without any previous knowledge
about specific server data and interfaces on client-side.

3. We connect server and client in a Model-View-Presenter-View-Model
pattern4.

As result, clients are completely decoupled from any server data model and
interfaces, but implement their local logic based entirely on expected server-side
data semantics.
1 https://thrift.apache.org/.
2 https://developers.google.com/protocol-buffers/9.
3 https://developers.google.com/protocol-buffers/docs/proto.
4 https://msdn.microsoft.com/en-us/en-en/magazine/hh580734.aspx.

https://thrift.apache.org/
https://developers.google.com/protocol-buffers/9
https://developers.google.com/protocol-buffers/docs/proto
https://msdn.microsoft.com/en-us/en-en/magazine/hh580734.aspx
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Having presented a lifting of a suitable runtime data model to a Linked
Data integration layer before in [5], the work in this paper shows how actual
software design profits from the so gained concise, machine-readable Linked Data
integration layer.

The remainder of the paper is structured as followed: We provide an overview
over relevant related work and background on employed technologies in Sects. 2
and 3. Section 4 describes the generation of the server-side Linked Data API.
Interaction with the API on client-side is described in Sect. 5. We analyze the
resulting architecture w.r.t the MVPVM pattern, and resulting decoupling of
application modules, in Sect. 6. We close with Conclusion and a brief outlook on
Future Work in Sect. 7.

2 Related Work

Enriching Web services an applications with Linked Data APIs and lifting them
to a Linked Data architecture [16] has faced much attention in research in recent
years.

Especially in the domain of Internet of Things (IoT), work has been car-
ried out to find suitable expressive Linked Data representations of devices and
interfaces [13,17,18], up to using the W3C recommendation of the Linked Data
Platform5 as integration layer for heterogeneous IoT devices [19] with the goal
to overcome a lack of sufficiently described Web APIs [20,21]. Also for exist-
ing Enterprise applications, the Linked Data Platform has been found to be a
suitable integration layer [22].

An often considered case for Linked Data application development is the sim-
plification of creating User Interfaces (UI) for existing datasets. The Information
Workbench by Haase et al. [23] supports widget-based Linked Data application
development, mainly for data integration, providing users with a rich UI that
can be customized by an SDK. LD-R by Khalili et al. [24,25] are Linked Data
driven Web components6 for quick bootstrapping of Linked Data based Web
UIs, along with an approach to map SPARQL queries to interactive UI compo-
nents [26]. LD Viewer by Lukovnikov et al. [27] is a framework, based on the
DBPedia viewer, for customizable Linked Data UI presentations.

When it comes to connecting clients to servers, research has been evolv-
ing around simpler and more versatile usage of the SPARQL query language7.
This includes work to wrap stored SPARQL queries into HTTP Web APIs
in BASIL by Daga et al. [28], and vice versa, JSON-based Web APIs into
SPARQL queryable endpoints, as for example in SPARQL Micro Services by
Michel et al. [29,30].

Fafalios et al. present SPARQL-LD [31,32], which generalizes the semantics
of the SPARQL1.1 SERVICE keyword to dynamically fetch RDF datasets from
Web resources, also during evaluation of the query. Vogelgesang et al. present
5 https://www.w3.org/TR/ldp/.
6 https://developer.mozilla.org/en-US/docs/Web/Web Components.
7 https://www.w3.org/TR/sparql11-overview/.

https://www.w3.org/TR/ldp/
https://developer.mozilla.org/en-US/docs/Web/Web_Components
https://www.w3.org/TR/sparql11-overview/
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SPARQλ [33], which modifies parts of the query semantics of the SPARQL GRAPH
keyword to dynamically specify target datasets during query execution, and by
this use pre-stored SPARQL queries as lambda function like micro-services.

While existing work mostly considers static datasets, as for example legacy
databases [34] or existing RDF datasets [24,25,27], we explicitly provide an app-
roach that uses a Linked Data Platform representation of run-time application
data as API towards Web clients. Unlike existing approaches that focus on UI
development as View on the Linked Data representations [23–27], our approach
targets general Web application development and does not limit client business
logic to UI rendering and interaction. The semantically enriched Linked Data
representation on server-side of our approach highly supports SPARQL-based
client queries, and by this profits from findings in respective research [31–33].
The respective architecture is not tied towards a specific framework, but we pro-
vide a thorough analysis how any client-server based application benefits from
the advantages of the Linked Data Platform by implementing a Model-View-
based design pattern.

3 Preliminaries

The proposed architecture in this paper is based mainly on three core technologies
resp. design choices: We build the architecture around a Model-View-* like design
pattern, precisely, a Model-View-Presenter-ViewModel pattern8. We employ an
Entity-Component-Attribute data model [5,35] as ViewModel on server-side, and
base the server-side View on the server data on the W3C Linked Data Platform
recommendation (see Footnote 5). In the following, we outline the core concepts
as to be understood for the remainder of the paper.

3.1 Model-View-* Patterns

Model-View-* patterns, a class of software design patterns introduced in the
1980’s with the Model-View-Controller pattern [6], aim at improving the devel-
opment of User Interfaces (UI) on application data. The pattern decouples a
suitable representation of application data (Model) from the respective User
Interface (View), introducing the role of a Controller to build the UI, and adapt
both Model and View based on user input. The pattern was extended contin-
uously to achieve a more flexible decoupling of application modules, resulting
in patterns of Model-View-Presenter [1], Model-View-ViewModel [7], and finally,
the Model-View-Presenter-ViewModel pattern (see Footnote 8) (see also Fig. 1).
The latter employs a ViewModel as optimized representation of the application’s
underlying domain objects for the presenter to render the View. The Business
Logic requests data within the ViewModel from the Presenter, using the Data
Access Layer to transparently retrieve data from persistence spaces. View and
ViewModel are kept consistent using suitable data bindings between both rep-
resentations.
8 https://msdn.microsoft.com/en-us/magazine/hh580734.aspx.

https://msdn.microsoft.com/en-us/magazine/hh580734.aspx
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Fig. 1. The Model-View-Presenter-ViewModel pattern as by Bill Kratochvil (see Foot-
note 8). Diagram source: (see Footnote 8)

3.2 Entity-Component-Attribute Data Model

The Entity-Component-Attribute data model has been found a suitable choice
for loosely coupled extendable server implementations in various systems
[4,35–38].

Its strength lies in the concept of inheritance by composition: specialization
of run-time objects is not determined by classic inheritance as in object ori-
ented programming languages. Rather, various aspects of a run-time object are
modeled in independent Components that can be dynamically attached to and
detached from run-time objects, Entities, also during application run-time.

We employ the Entity-Component-Attribute model as understood and for-
malized by Spieldenner et al. [5]. They define concepts of Entities, Components,
and Attributes as follows:

E = {(ne,Ce) ‖ ne ∈ Σ+} set of Entity instances e = (ne,Ce), ne the unique
identifier for e over alphabet Σ, and Ce the set of component instances
attached to e.

Ce = {(nc, pc,Ac,e) | nc ∈ Σ+, pc ∈ PC}) the set of all Component instances
c = (nc, pc,Ac,e) attached to an entity instance e, nc the unique identifier
for c, PC set of Component prototypes, pc the prototype that c is an instance
of, and Ac,e the set of all attribute instances attached to c.

Ac,e the set of all Attribute instances a = (na, v, t) attached to a Component
instance c, with na ∈ Σ+ unique identifier for a, v the Attribute instance’s
current value, and t the runtime type of a.

For more details on the aforementioned concepts, we refer to the original
paper [5].

3.3 Linked Data Platform

The W3C Linked Data Platform recommendation (see Footnote 5) provides best
practices for read-write Linked Data applications on the Web, based on a mini-
mal model in terms RDF9 resources. Moreover access patterns to these different
resources are specified for Linked Data clients.
9 https://www.w3.org/TR/rdf-concepts/.

https://www.w3.org/TR/rdf-concepts/
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Deriving from the basic element of a ldp:Resource, the Linked Data
Platform recommendation further specifies resource types for general RDF
data (ldp:RDFSource), as well as container resources (ldp:Container,
ldp:BasicContainer, and others).

Every ldp:Resource must be an HTTP endpoint with at least HTTP/1.1
protocol compatibility, and accept at least HTTP GET requests, and others
depending on the type of resource.

The W3C LDP recommendation specifies more concepts. For a complete
documentation of all specified concepts, we refer to the official specification
document.

3.4 Richardson Maturity Model

The Richardson Maturity Model [15] sets requirements to Web applications
towards their maturity as suitable hypermedia endpoints. For applications to
fulfill the principle of “Hypermedia As The Engine Of Application State”
(HATEOAS) [39], they need to reach in particular Level 3 of Richardson Matu-
rity Model (3-RMM).

In short, a 3-RMM compliant application provides its data as Web Resources,
unambiguously identified by resolvable URIs, over which the application state
is read and changed using HTTP operations GET, PUT, POST, DELETE. Clients
can follow links from resources to others to explore data self-driven. Using HTTP
operations HEAD or OPTIONS, clients can learn all necessary information about
the state of the resource, and the provided methods to interact with it.

3-RMM compliance is considered a crucial requirement for the design of
decoupled Linked Data applications [12].

4 Server-Side Linked Data Generation

We base our server-implementation on an Entity-Component-Attribute (ECA)
based model (cf. Sect. 3.2). The choice of an Entity based model is justified, as
it is not only applied widely for example in large scale IoT applications [4,37]
where it was shown to be a suitable choice for maintainable and extendable
software architectures [4,5]. It is moreover basis for data models in the major
3D game engines, as for example Unreal Engine10 or Unity 3D11. The findings
in this paper are thus transferable to a wide range of nowadays’ applications,
and not limited to very specific, hand tailored use-cases.

By employing the methods described in this section, we achieve the following:
The entity hierarchy structure of the application runtime is indexed by Web

resources from top (collection of objects maintained by application) to bottom
(single attribute values that contain actual runtime data). The resulting struc-
ture is compliant to the W3C Linked Data Platform specification.

10 https://www.unrealengine.com/.
11 https://www.unity.com/.

https://www.unrealengine.com/
https://www.unity.com/
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With relations between all types of resources explicitly modeled in terms
of Linked Data Platform terms, clients can infer additional relations based on
application domain specific semantics.

Thus, clients are able to identify sub-graphs of the entire application graph,
as well as subscription endpoints for runtime data, by overlaying their own,
domain-semantic influenced view on the structural representation of the server
data.

In the following, we outline how we achieve to lift the ECA based server
application to a Linked Data representation. By ensuring Level 3 Richardson
Maturity Model compliance, we ensure moreover that data can be autonomously
explored and interpreted by clients.

A detailed discussion of how the chosen architecture supports our claim of a
separation of concern between server data, server API, and client applications,
will follow in Sect. 6.

4.1 Linked Data Representation of Runtime Data

We are referring to [5] as foundation for the mapping from ECA model based
application runtimes to a Linked Data representation. In brief, we perform
the following steps to describe the concepts of Entities, Components, and
Attributes in terms of Linked Data Platform containers and resources:

We follow the formalization of the ECA model as defined in [5] and sum-
marized in Sect. 3.2. Based on this definition, we generate for each Entity ➀,
Component ➁, and Attribute ➂, the following respective sets of RDF triples:

We employ functions ν : Σ+ → IRI and ρ : PC → IRI as minting functions
for fresh IRIs, following the approach of ECA2LD by Spieldenner et al. [5].

➀

(ne,Ce) ∈ E ∀(nc, pc,Ac,e) ∈ Ce

ν(ne) rdf:type ldp:BasicContainer .
ν(ne) dct:identifier “ne”ˆˆxsd:String .
ν(ne) ldp:hasMemberRelation dct:hasPart .
ν(ne) dct:hasPart ν(nc) .

➁

(nc, pc,Ac,e) ∈ Ce ∀(na, v, t) ∈ Ac,e

ν(nc) rdf:type ldp:BasicContainer .
ν(nc) dct:identifier “nc”ˆˆxsd:String .
ν(nc) dct:isPartOf ν(ne) .
ν(nc) ldp:hasMemberRelation dct:hasPart .
ν(nc) dct:hasPart ν(na) .
ν(nc) rdfs:isDefinedBy ρ(pc) .

➂

(na, v, t) ∈ Ac,e

ν(na) rdf:type ldp:RDFResource .
ν(na) dct:identifier “na”ˆˆxsd:String .
ν(na) dct:isPartOf ν(nc) .
ν(na) rdf:value ν(nv

a).
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We changed the way how ECA2LD renders Attribute values directly as suit-
able RDF representation in step ➂. We instead provide Attribute values as sepa-
rate resource with resolvable URI ν(nv

a). This allows the server to specify further
interaction methods on Attribute values, as described in Sects. 4.2 and 4.3.

We moreover extend above representations by generating triple sets to
describe collections of Entities. We for this assume an entity collection E to
be assigned a unique name nE.

➃

∀(ne,Ce) ∈ E

ν(nE) rdf:type ldp:BasicContainer .
ν(nE) ldp:contains ν(nne) .

The respective Entity collection resource then serves as entry point for client
applications to explore the server data.

The resulting RDF modeled Linked Data Platform representation allows to
further augment the resources with domain semantic information. For this, the
RDF description of the data structure serves as input for RDF mapping vocab-
ularies like SPIN SPARQL12, RIF in RDF13, the LDIF framework14 or the R2R
framework15. For a detailed explanation of domain semantic augmentation, we
refer to the original paper [5]. In the context of our approach, additional domain
semantic information on top of the structural description allows clients to iden-
tify relevant resources based on domain semantic information.

4.2 RESTful Operations on Runtime Data:

Each of the resources generated according to the rules in the previous section
provide an HTTP REST compliant endpoint that is maintained within the
ECA2LD library. The route to the resource is determined by the minting func-
tions ν : Σ+ → IRI and ρ : PC → IRI.

HTTP operations GET, POST, PUT, DELETE allow to retrieve, (re)place,
amend, or delete the triple sets as produced by ➀–➃ respectively, and also to read
and update Attribute values on the respective Attribute value endpoints. Infor-
mation about further interaction possibilities with the resource can be obtained
by using the HTTP OPTIONS operation.

Respective functionality is already implemented in the ECA2LD library on
Entity, Component, and Attribute level. We extended the implementation to
support respective operations on Entity Collection and Attribute value level.

4.3 Realtime Subscription Pub/Sub:

The mapped structure from steps ➀–➃ remains mostly static during execution
of an application. Realtime run-time runtime data is aggregated in Attribute

12 https://www.w3.org/Submission/2011/SUBM-spin-sparql-20110222/.
13 https://www.w3.org/TR/rif-in-rdf/.
14 http://ldif.wbsg.de/.
15 http://wifo5-03.informatik.uni-mannheim.de/bizer/r2r/.

https://www.w3.org/Submission/2011/SUBM-spin-sparql-20110222/
https://www.w3.org/TR/rif-in-rdf/
http://ldif.wbsg.de/
http://wifo5-03.informatik.uni-mannheim.de/bizer/r2r/
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Fig. 2. Web resources and respective endpoints that are generated for each of the
elements of the runtime application.

resources as provided by ➂, and can be retrieved using the respective resource
indicated by the Attribute’s rdf:value.

We extend the modes of interaction beyond the HTTP operations as
described in Sect. 4.2 by providing as part of the returned RDF datagram a
description of provided real-time subscription endpoints according to the follow-
ing rule:

➄

∀Attribute Values va, Protocolp
ν(na

v) sub:endpoint σs(va) .
σs(va) sub:protocol p.
σs(va) rdf:format f.

➄: For each AttributeValue va of Attribute a, a resource with resolvable
URI ν(na

v) is created that contains a forward link to a resolvable resource σs(va).
The predicate sub:endpoint describes the resource with URI σs(va) as endpoint
for clients to open a subscription channel with protocol p, p a suitable RDF
predicate to refer to p, for realtime updates of attribute value va of attribute
a. rdf:format points to a description f of the message serialization format
emitted by subscription resource σs(va). Defining suitable representations f of
the message format beyond xsd compatible atomic types is subject to future
work.

We extended the ECA2LD library such that the respective subscription end-
point is wired to the respective Attribute value in the ECA model by an observer
pattern. In our specific implementation, we use the Event mechanisms in C#16.
By this, subscribing to a subscription resource σs(va) by its URI as offered by

16 https://docs.microsoft.com/en-us/dotnet/standard/events/.

https://docs.microsoft.com/en-us/dotnet/standard/events/
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the RDF description in ➄, clients can keep their local model consistent with the
server data.

Figure 2 shows the set of created resources, their relation to each other, and
examples of further interaction methods that can be retrieved by clients after
performing the steps outlined in Sects. 4.1, 4.2 and 4.3.

5 Client-Side Data Access Layer Generation

SELECT ?value WHERE {

?entity dct:identifier [$entityID] ,

dct:hasPart/dct:hasPart [

dct:identifier [$fieldName],

rdf:value ?value

] .

}

Fig. 3. Example of a parameterized SPARQL query for clients to retrieve routes to
HTTP resources based on field names.

We aim to keep the Business Logic of the client independent of the server’s data
model, and will for this use the Linked Data View onto the server data from
Sect. 4 to build a Data Access Layer between client business logic and server
data.

Based on both structural and domain semantic information provided on
each of the HTTP resources on server-side, clients identify relevant resources
that provide access to specific pieces of data. For this, clients may either
explore the server-data autonomously by following links between the resources,
or by performing queries against a RDF query processor provided by the
server. Figure 3 shows a respective (parameterized) SPARQL query to retrieve
Attribute Value endpoints based on field names used for components. The
parameters [$entityID] and [$fieldName] may be resolved and set by the
client business logic before performing the query.

The returned result of such queries (or of the autonomous exploration) is a
set of URIs that point to Linked Data resources. Once the relevant Linked Data
resources are identified, clients retrieve relevant modes of interaction directly
on these URIs via HTTP OPTIONS requests (cf. Sects. 4.2 and 4.3). Requests to
these URIs are handled by the ECA2LD Presenter on server-side, applied to the
ViewModel, and ultimatively on the local server-side domain models.

The so generated Data Access Layer reduces interaction between client and
server to basic HTTP request dispatch and handling. All relevant information
for client-server interaction is gathered by clients dynamically from information
provided by the server during run-time. By this, clients do not require previous
knowledge about server data or APIs or build the Data Access Layer.
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6 Discussion

In the following we discuss how the proposed architecture provides a valid imple-
mentation of the Model-View-Presenter-ViewModel pattern (Sect. 6.1), and show
3-RMM compliance of the data-centric server interface (Sect. 6.2).

6.1 MVPVM Pattern in Resulting Architecture

Fig. 4. The manifestation of the MVPVM pattern in our proposed client-server archi-
tecture.

In this section, we show that by the design choices presented in Sects. 4 and 5,
we implement a Model-View-Presenter-ViewModel pattern as shown in Fig. 4.
For this, we first discuss the realization of ViewModel, View, and Presenter on
server-side. Following, we discuss realization of Data Access Layer, and how
Business Logic accesses it, on client-side.

Presenter : The ECA2LD Library. ECA2LD creates the Linked Data Platform
resources along with a respective RDF graph that describes the resources on
every level of the ECA model. The Presenter handles HTTP requests and pro-
vides subscription channels. Via those, it adapts data in the ViewModel and the
View accordingly.

ViewModel : The domain objects modeled in terms of Entities, Components, and
Attributes. The ViewModel provides an intermediate layer between the native
data Model of the server, and any attached View.

View : The RDF Graph describing the Linked Data Platform resources, relations
between them, and modes of interaction as created by ECA2LD. Changes in the
(View)Model are reflected in the View by the Event system implemented in
ECA2LD.

Data Access Layer : Wrapper around HTTP and subscription endpoints as pro-
vided by steps in Sects. 4.2 and 4.3. The client builds the Data Access Layer
dynamically by exploring the server-side Linked Data View on the data accord-
ing to Sect. 5.
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Business Logic: Implemented on Client-side in client-domain specific implemen-
tations. The Business Logic uses the Data Access Layer to connect to the respec-
tive endpoints on server side, and by this, ultimately, to the server-side View-
Model.

The client keeps its local data consistent to the server-data by using the
Data Access Layer to either poll via HTTP or listen to incoming messages on
the subscription channels. By the chosen Architecture, the client-side business
logic is thus completely decoupled from any domain model specifics on server
side.

6.2 RMM-Compliance of Server Interfaces

We achieve Level 1 Richardson Maturity (1-RMM) by providing resource end-
points as HTTP/1.1 conformant servers that are identified by individual resolv-
able URIs (Sect. 4.1). By supporting standard HTTP operations (Sect. 4.2), we
satisfy criteria for 2-RMM. We moreover advertise relevant sub-resources by the
modeling of the Linked Data representation in Sect. 4.1, as well as permitted
resource interactions as response to an OPTIONS request on each of the gener-
ated resources (Sect. 4.3). By this, we in the whole establish 3-RMM maturity
level.

Consequently, the Linked Data representation on server-side allows clients
to interpret the data without previous knowledge, thus building the local Data
Access Layer without the need of initial knowledge about the server’s data struc-
tures. This decouples client and server on the network layer.

In conclusion, with conformance to the MVPVM pattern as discussed in
Sect. 6.1, and 3-RMM maturity level as discussed in Sect. 6.2, we have achieved:

– Decoupling of server and client on architecture level by implement-
ing the client-server application following a Model-View-Presenter-ViewModel
approach

– Decoupling of server and clients on network layer by a self-describing
Linked Data server API with Level 3 Richardson Maturity Model compliance

– Consequently, clients build a local Data Access Layer based on expected
server-side data semantics and decouple client Business Logic from the
server domain model.

7 Conclusion and Future Work

In this paper, we presented how by lifting a server-application to a Linked
Data representation, client-server interaction can be realized with a Model-View-
Presenter-ViewModel (MVPVM) pattern. This results in a complete separation
of concern between server run-time and data model, server network API, and
client and server, allowing for scalable, maintainable and extendable Web appli-
cations.

While separation of concern on architecture level has always been the purpose
of Model-View patterns, lifting the pattern to Linked Data finally allows to
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abstract from local domain models, and build the pattern around an explorable
and understandable data and interface representation. By this, we brought the
often proclaimed benefit of Linked Data interfaces to actual application in a
widely applied design pattern.

We considered the automatically generated Linked Data representation of
server run-time data as View on the server data for client applications, the
respective mapping routine as Presenter, and links to the respective data
resources from client to server as Data Access Layer on client-side. The Data
Access Layer can be build by clients autonomously by exploiting knowledge
derived from the provided Linked Data representation in the View. The result-
ing architecture removes the need for fixed server-side API, and instead provides
direct access to server-data via HTTP and publish-subscribe mechanisms.

The current architecture does not yet consider secure communication between
client and server. We plan to extend the capabilities of extendable subscription
channels by secured and encrypted communication protocols. The current imple-
mentation does so far only support XSD compliant datatypes for Attribute val-
ues. We are working on proper semantic description of complex structured data
and binary IoT device streams as serialization/de-serialization instructions for
client on Attribute value endpoints.
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Abstract. Concepts and instances are important parts in knowledge
graphs, but most knowledge graph embedding models treat them as
entities equally, that leads to inaccurate embeddings of concepts and
instances. Aiming to address this problem, we propose a novel knowl-
edge graph embedding model called JECI to jointly embed concepts
and instances. First, JECI organizes concepts in the knowledge graph
as a hierarchical tree, which maps concepts to a tree. Meanwhile, for
an instance, JECI generates a context vector to represent the neighbor
context in the knowledge graph. Then, based on the context vector and
supervision information generated from the hierarchical tree, an embed-
ding learner is designed to precisely locate an instance in embedding
space from the coarse-grained to the fine-grained. A prediction func-
tion, as the form of convolution, is designed to predict concepts of dif-
ferent granularities that an instance belongs to. In this way, concepts
and instances are jointly embedded, and hierarchical structure is pre-
served in embedds. Especially, JECI can handle the complex relation by
incorporating neighbor information of instances. JECI is evaluated by
link prediction and triple classification on real world data. Experimental
results demonstrate that it outperforms state-of-the-art models in most
cases.

Keywords: Knowledge graph · Embedding · Hierarchical tree ·
Context vector

1 Introduction

Knowledge graphs organize the human knowledge in the form of triple facts (head
entity, relation, tail entity), abridged as (h, r, t), which are also usually recorded
as (subject, predicate, object). The goal of knowledge graph embedding is to
embed entities and relations to a continuous low-dimensional vector space. It can
encode both topology structure and semantic information of knowledge graph
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into the embeddings of entities and relations. It enables the knowledge graph
more computable, which benefits tasks such as knowledge graph completion and
relation extraction.

Recent years have witnessed the rapid development of knowledge graph
embedding [1]. Network-based one-hot representation is simple and interpretable
[2], but it often suffers from computational efficiency and data sparsity due to
the complicated network structure and the long tail distribution of the knowl-
edge graphs. To tackle this issue, distributed knowledge graph embedding mod-
els are proposed to learn low dimensional embeddings by machine learning and
deep learning. Some of the them utilize triple facts observed in the knowledge
graph to learn embeddings. Among which, translation-based models view the
relation as translation from the head entity to the tail entity. In TransE [3], the
embedded entity h and t can be linked in lower error by embedded relation r,
i.e., h + r ≈ t when (h, r, t) actually exists in the knowledge graph. TransH
[4], TransR/CTransR [5] and TransD [6] are proposed to improve TransE in
dealing with complex relations. DistMult [7], HolE [8] and ComplEx [9] model
the multi-relational data in knowledge graph as matrices or tensors to capture
the inherent semantics between entities and relations. SLM [10], SME [11] and
ConvE [12] apply neural networks to model connections between entities and
relations. Though the matrices, the tensors and the networks can better capture
the semantics, they also cause expensive computation due to the large amount of
parameters. In addition, there are many models taking advantage of multi-source
information besides triple facts, such as the entity types [13,14], the relation
paths [15], the textual descriptions [10,16], the logical rules [17,18] and so on.

Although these knowledge graph embedding models achieve promising exper-
imental results, most of them ignore differences between instances and concepts,
and treat them as entities equally, which causes following drawbacks:

• Unique features of concepts and instances are not captured in embeddings.
Concepts are abstract and can be seen as categories, which contain sub-
concepts and similar instances. However, instances are specific and each of
them refers to a unique physical object, which may belong to more than one
concept [19].

• Hierarchical structure of concepts is ignored. Concepts are hierarchical nat-
urally. As shown in Fig. 1(a), (Scientist, subClassOf, Person) and (Writer,
subClassOf, Person) form the hierarchical structure, in which concepts of
different granularities are in different layers.

• Transitivity of isA relation is not preserved. InstanceOf and subClassOf are
special relations in knowledge graphs, called isA[20]. They have the property
of transitivity, which is useful for knowledge graph completion. As shown in
Fig. 1(b), if (Coco, instanceOf, Dog) and (Dog, subClassOf, Animal) are facts
in knowledge graph, then we can infer that Coco is also an instance of Animal,
which is represented by the dotted line.

These problems have been discussed in few works. In SSE [13], instances
belonging to the same concept are supposed to lie close to each other in
the embedding space. TKRL [14] incorporates entity types (i.e., concepts) as
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Fig. 1. Examples of features of isA relations.

assistant information for learning embeddings. TransC [21] models each concept
as a sphere and each instance as a point in a same semantic space. The relative
position between the point and the sphere is used to model the relation between
the instance and the concept. However, the sphere is unable to capture the com-
plex semantics of the concepts, since the sphere is a highly symmetrical spatial
geometry. Moreover, although the instances are constrained inside the spheres,
TransC still has limitations in dealing with complex relations existing in most
knowledge graph embedding models.

In order to reduce the impact caused by differences between concepts and
instances, we propose a novel knowledge graph embedding model to jointly
embed concepts and instances, named JECI. For each instance, we generate a
context vector from its neighbors and design a prediction function based on the
context vector, which is formalized as a circular convolution. The prediction func-
tion is utilized to progressively predict which hierarchical concepts the instance
belongs to in the order of coarse to fine granularity, based on the subClassOf
relation and instanceOf relation. Then JECI locates the instance in embedding
space using the most fine-grained concept it belongs to. We minimize the gap
between the prediction and the reality, and iteratively learn the embeddings. In
this way, concepts and instances are jointly embedded. For relational triples, we
select triple-based models such as TransE and TransD to learn the embeddings.
Take TransE, TransH, TransR, TransD, HolE, DistMult, ComplEx and TransC
as baselines, experiments on YAGO39K and M-YAGO39K [21] show that JECI
achieves outer performance in most cases. The main contributions of this paper
can be summarized as follows:

• We propose a novel knowledge graph embedding model, which can distinguish
concepts and instances.

• Hierarchical structure of concepts is preserved in our embedding model due
to the progressive predictions for instances.

• Transitivity of isA relations (i.e., subClassOf and instanceOf ) is captured.
• Problem of complex relations is also addressed in our model by incorporating

neighbor information of instances.

The rest of this paper is organized as follows. In Sect. 2, significant symbols
and definitions used throughout this paper are listed. In Sect. 3, we introduce
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JECI model in detail. The performance of our model is shown in Sect. 4 with
experiments. Finally, Sect. 5 draws the conclusion and the future work.

2 Preliminaries

For clear illustration, the symbols used throughout the paper are summarized
in Table 1. Bold italic x denotes the embedding of x.

Given a knowledge graph KG with instances, concepts and relations, it can
be formalized as KG = {I, C,R,S}. There are three kinds of relations in this
knowledge graph: (1) InstanceOf relation, which indicates that an instance is an
instantiation of a concept, denoted as re. For example, (Shakespeare, instanceOf,
writer) indicates that Shakespeare is an instance of writer. (2) SubClassOf
relation, which indicates that a concept is a subconcept of the other concept,
denoted as rc. For example, (writer, subClassOf, Person) indicates that a writer
is also a person. (3) General relation, which indicates the relation between two
instances. For example, (Shakespeare, write, Hamlet) indicates that Shakespeare
wrote Hamlet. Relations set R is formalized as {re, rc} ∪ Rl, where Rl is a
set of general relations. Then three kinds of triple sets are denoted as fol-
lows: (1) InstanceOf triples set Se = {(i, re, c)|i ∈ I ∧ c ∈ C}. (2) SubClas-
sOf triples set Sc = {(ci, rc, cj)|ci ∈ C ∧ cj ∈ C}. (3) Relational triples set
Sl = {(h, r, t)|h ∈ I ∧ t ∈ I ∧ r ∈ Rl}. Thus, triples set S is composed of these
three disjoint triple sets corresponding to three kinds of relations respectively,
formalized as Se ∪ Sc ∪ Sl.

Definition 1 (Neighbor context). Neighbor context for an instance x is
defined as a set of its neighbors in the knowledge graph, denoted as N(x) =
{i|(x, r, i) ∈ Sl ∨ (i, r, x) ∈ Sl}.

Table 1. Symbols and descriptions.

Symbols Descriptions

KG knowledge graph

I instances set

C concepts set

re instanceOf relation

rc subClassOf relation

Rl general relations set

R relations set

Sl relational triples set

Se instanceOf relation triples set

Sc subClassOf relation triples set

S triples set

HT hierarchical tree

N neighbor context
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Fig. 2. Overview of JECI model.

Definition 2 (Problem of Complex relations). Complex relations refer to
1-to-N, N-to-1 and N-to-N relations. Problem of complex relations is that, in
translation-based models, if (hi, r, t) ∈ Sl (i = 1, · · · ,m) exist in the knowledge
graph, i.e., r is a N-to-1 relation, then h1 ≈ · · · ≈ hm. Similarly, 1-to-N and
N-to-N relations can also cause this problem.

For example, cityOf is a typical N-to-N relation. (Boston, cityOf, America),
(NewYork, cityOf, America) and (Chicago, cityOf, America) are correct triples.
After learning by translation-based models such as TransE, the embeddings of
Boston, NewYork and Chicago might be similar to each other.

3 JECI Model

This paper emphasizes the differences between concepts and instances in knowl-
edge graphs, and proposes a novel knowledge graph embedding model, named
JECI, to jointly embed concepts and instances to low dimensional vectors.
As shown in Fig. 2, JECI has three functional parts: hierarchical tree generator,
context vector generator and embeddings learner. Hierarchical tree generator
maps hierarchical concepts in a knowledge graph to a tree. Context vector gen-
erator extracts neighbors of a target instance from the original knowledge graph
and utilizes them to generate a context vector. Embeddings learner first links
instances to the leaf nodes of the tree, and obtains supervision information from
the tree. Then it learns embeddings based on the context vector and the super-
vision information. The details of these three parts will be illustrated below.

3.1 Hierarchical Tree Generator

Concepts are naturally hierarchical, which provide a way to classify or locate
instances. Tree is suitable for representing hierarchical structure. Thus, this part
aims to organize concepts in knowledge graph with the form of tree. The tree
with Thing as the root is composed of hierarchical concepts, named hierarchical
tree, denoted as HT . HT is built as following steps:
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Fig. 3. Example of mapping a knowledge graph to a hierarchical tree and linking
instances to the tree. (Color figure online)

• All concepts in C are mapped to independent trees with single nodes respec-
tively.

• For each triple (ci, rc, cj) ∈ Sc, the tree with ci as the root is mapped to a sub-
tree of cj , rc is mapped to the branch between ci and cj . Many independent
trees are constructed when this step is finished.

• JECI introduces an assistant concept Thing satisfying (c, rc, Thing) for all
concepts in C and maps Thing to a tree with single node. Then All indepen-
dent trees are mapped to sub-trees of Thing.

In this way, all concepts are organized as HT and the hierarchical structure
is preserved in the tree. We can infer that all nodes in HT are corresponding to
concepts in C and all branches in HT are corresponding to subClassOf relations.

(ci, subClassOf, cj) indicates that the concept cj is more coarse-grained than
the concept ci, that is cj is more general than ci. If (ci, rc, ck) ∈ Sc ∧(cj , rc, ck) ∈
Sc ∧ (ci, rc, cj) ∈ Sc, the sorted order by the granularity is ci < cj < ck. JECI
ensures that the more coarse-grained concepts lie closer to Thing in HT , i.e.,
the tree with ci as the root is mapped to a sub-tree of cj , then the tree with cj

as the root is mapped to a sub-tree of ck.
For example, Fig. 3(a) shows a part of a knowledge graph, with concepts

represented by squares, instances represented by circles, subClassOf relations
represented by green arrows, instanceOf relations represented by yellow arrows
and general relations represented by blue arrows. The concepts in the knowledge
graph are mapped to a hierarchical tree inside the dotted square (shown in
Fig. 3(b)).

3.2 Context Vector Generator

In context vector generator, a target instance is used as the input, and it will
generate a context vector for the target instance, which is one of the inputs
of embeddings learner. A context of the target instance is a set of instances,
from which we can obtain some features of the target instance. JECI randomly
select N neighbors defined in Definition 1 of the target instance as its context.
As shown in Fig. 4, the context generator conducts following steps to generate a
context vector for a given instance x.
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Fig. 4. Illustration of the context vector generator.

• Generating neighbor context N(x) for x based on the knowledge graph, and
picking up their embeddings.

• Aggregating the embeddings of the instances in N(x) as context vector of x,
denoted as cx.

We have tried several aggregating methods for constructing the context vec-
tor, including addition, multiplication and simple concatenation. The experi-
ments show that addition is more effective than others. We assume that not
all neighbors make same contributions to the target instance. Intuitively, if i1
and i2 are both neighbors of x, and i1 is linked to more instances than i2, i.e.,
|N(i1)| > |N(i2)|, it is reasonable to suppose that i2 makes more contribution
to x than i1. Based on this point of view, we define the addition operation for
generating context vector as:

cx =
∑

i∈N(x)

wi

z(x)
i (1)

where wi ∈ (0, 1) is the weight of neighbor i’s contribution to x, defined as
wi = e−|N(i)|. z(x) is a normalized factor, formalized as follows.

z(x) =
∑

i∈N(x)

wi (2)

Since we incorporate neighbor information of instances into model, JECI is
able to address the problem of complex relations, because neighbors provide more
information for precisely locating the target instance. For example, hasFriend
is a N-to-N relation in Fig. 5, Era, Matt and Alice are the candidates for ? to
hold (Bob, hasFriend, ?). If we know Mary is the common neighbor of ? and
Bob, then the ? is constrained to Alice.
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Fig. 5. Example of complex relation.

3.3 Embeddings Learner

The function of embeddings learner is to locate an instance x in embedding
space based on its context vector cx. In real world, if we want to find a man who
meets some conditions, it is difficult to find out a man directly from all people
around the world, because the population is quite large. But it is efficient to find
out the most suitable man by narrowing down the searching area step by step
based on the conditions, and finally checking everyone in a small area. Inspired
by this, we design a progressive way to locate an instance in embedding space.
That is, based on the context vector containing neighbor information, we want
to find out a most suitable instance. We progressively predict which concepts
the instance belongs to from the most coarse-grained to the most fine-grained,
finally we use the most fine-grained concept to locate the instance.

We design a prediction function Gcx
for locating an instance in embedding

space, based on a context vector cx. If we know the target instance belongs to a
concept c(k), then we can use Gcx

to predict a sub-concept of c(k) that the target
instance is most likely to belong to, denoted as Gcx

(c(k)). When c(k) is the most
fine-grained concept that the target instance belongs to, then Gcx(c(k)) is the
predicting location in embedding space of the target instance. To predict more
precisely, information contained in cx and c(k) are supposed to be exchanged as
sufficiently as possible. So, we adopt the circular convolution of cx and c(k) as
the prediction function. As shown in Fig. 6, in the t-th calculation, the circular
convolution first rotates the elements of cx to the left for t times, which then
is conducted an element-wise product with c(k), resulting in the t-th element
of Gcx

(c(k)), denoted as [Gcx
(c(k))]t, formalized as follows, where d denotes the

dimension of embeddings.

[Gcx
(c(k))]t = [cx � c(k)]t =

d−1∑

i=0

[cx](i+t)mod d · [c(k)]i, t = 0, 1, · · · , d − 1 (3)

In order to obtain the hierarchical concepts an instance belongs to, JECI
links instances to HT as shown in Fig. 3(b): For x ∈ I, if x belongs to a set
of concepts and there is a subClassOf relation between any two concepts in
the set, then JECI links x to the concept which is the most fine-grained. For
example, if (x, re, ci) ∈ Se ∧ (x, re, cj) ∈ Se ∧ (ci, rc, cj) ∈ Sc, JECI links x to
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Fig. 6. Circular convolution for prediction. Concepts are represented by squares and
instances are represented by circles. The deeper the red is, the more fine-grained the
concept is. � representes circular convolution. (Color figure online)

ci by re. If x is the instance of multiple concepts (leaf nodes of HT ), JECI
preserves all these links. Thus, as shown in Fig. 6, the hierarchical concepts that
an instance x belongs to are on the path from Thing to the leaf node that
the instance is linked to, denoted as p = {Thing, c(1), · · · , c(k), c(k+1), · · · , c(m)}.
For simplification, concept Thing is denoted as c(0). Such path has following
features: for k = 0, · · · ,m− 1, (c(k), subClassOf, c(k+1)) ∈ Sc and for k = m, (x,
instanceOf, c(m)) ∈ Se. Thus, the sorted order by granularity of these hierarchical
concepts is c(0) > c(1) > · · · > c(k) > c(k+1) > · · · > c(m). If an instance belongs
to multiple concepts (leaf nodes of HT ), the set of multiple p is denoted as P (x).

The prediction function Gcx
is utilized to locate the target instance step by

step. Specifically, in the k-th step (k = 0, · · · ,m − 1), we predict a sub-concept
of c(k) that the target instance is most likely to belong to, denoted as Gcx(c(k)),
which is more fine-grained than c(k). Then Gcx

(c(k)) is supposed to be close to
c(k+1) in embedding space. In the last step, JECI predict the location of the
target instance in embedding space, denoted as Gcx(c(m)), which is supposed
to be close to x. The distances between the predicting results and the real
embeddings are formalized in Eq. 4, called scoring function.

f1(c(k), c(k+1), cx) = ||Gcx(c(k)) − c(k+1)||L1/L2 , k = 0, · · · ,m − 1

f1(c(m),x, cx) = ||Gcx
(c(m)) − x||L1/L2 , k = m

(4)

A lower score indicates that the results of the prediction function are more
precise. Then we adopt the margin-based loss function in Eq. 5 as the optimized
objective.

L1 =
∑

x∈I

∑

p∈P (x)

m∑

k=0

[γ1 + f1(ξk) − f1(ξ′
k)]+ (5)
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Algorithm 1. Embeddings Learner (CBOW): jointly learning concepts and
instances
Input: Embeddings of concepts and instances, target instance x, neighbor context

N(x), context vector cx, supervision path p = {c0, c1, · · · , c(k), c(k+1), · · · , cm},
margin γ1, learning rate η

1: Initialize: loss ← 0
2: for all c(k) ∈ p, k = 0, · · · , m − 1 do
3: c(k+1)′ ← sample(M(c(k+1)))
4: Score of positive subClassOf triple (c(k), rc, c(k+1)):

f1(c
(k), c(k+1), cx) = ||cx � c(k) − c(k+1)||L1/L2

5: Score of negative subClassOf triple (c(k), rc, c(k+1)′
):

f1(c
(k), c(k+1)′

, cx) = ||cx � c(k) − c(k+1)′||L1/L2

6: loss ← loss + [γ1 + f1(c
(k), c(k+1), cx) − f1(c

(k), c(k+1)′
, cx)]+

7: end for
8: x′ ← sample(M(x))
9: Score of positive instanceOf triple (c(m), re, x):

f1(c
(m),x, cx) = ||cx � c(m) − x||L1/L2

10: Score of negative instanceOf triple (c(m), re, x′):
f1(c

(m),x′, cx) = ||cx � c(m) − x′||L1/L2

11: loss ← loss + [γ1 + f1(c
(m),x, cx) − f1(c

(k),x′, cx)]+

12: for all e ∈ N(x)
⋃

p
⋃

{c(k)
′|k = 1, · · · , m}

⋃
{x, x′} do

13: Update: e ← e − η ∂loss
∂e

14: end for

where m + 1 denotes the number of concepts in path p. ξk denotes a positive
triple (c(k+1), subClassOf, c(k)), ξ′

k is a negative triple by corrupting ξk. For
k = 0, · · · ,m − 1, we generate the negative triple (c(k+1)′, subClassOf, c(k)) by
replacing c(k+1). To improve the quality of negative sampling, we get c(k+1)′ by
sampling from the set of sibling nodes of c(k+1) in HT , i.e., the set M(c(k+1)) =
{a|a ∈ C ∧ (a, rc, c

(k)) ∈ Sc ∧ (c(k+1), rc, c
(k)) ∈ Sc ∧ a �= c(k+1)}. Similarly, when

k = m, we generate the negative triple (x′, instanceOf, c(m)) by sampling x′

from the set M(x) = {a|a ∈ I ∧ (a, re, c
(m)) ∈ Se ∧ (x, re, c

(m)) ∈ Se ∧ a �= x}.
We can find that p actually takes the role of supervision information, so

we call it supervision path. Note that, during locating the target instances,
hierarchical concepts and neighbor instances are involved in learning jointly, i.e.,
subClassOf triples and instanceOf triples are jointly learned. This is the core of
JECI. The algorithm for locating an instance based one of its supervision paths
is shown in Algorithm 1.

There are two strategies can be chosen for learning subClassOf triples and
instanceOf triples: CBOW and Skip-Gram [22]. The above model adopts the
CBOW, using the context vector to locate the target instance in embedding
space, while Skip-Gram uses the embedding of target instance to locate each
instance in the neighbor context. So the instances not linked to HT can also be
trained in the form of neighbors of other instances linked to HT .
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For relational triples, we adopt triple-based knowledge graph embedding
models to encode the semantic connections between the instances, including
translation-based models and semantic matching models, etc. These models dif-
fer from each other mainly in the scoring functions for a given relational triple.
Take the basic translation-based model TransE as an example, it considers the
general relations as translation operations between the head instances and the
tail instances. Its scoring function for (h, r, t) is formalized in Eq. 6. It adopts
the margin-based loss function as the objective function, formalized in Eq. 7.

f2(h, r, t) = ||h + r − t||L1/L2 (6)

L2 =
∑

τ∈Sl

∑

τ ′∈S′
l

[γ2 + f2(τ) − f2(τ ′)]+ (7)

where τ represents a positive relational triple (h, r, t), τ ′ is a negative sample
(h′, r, t) or (h, r, t′). The more misleading, the more valid a negative sample is.
For example, we get h′ from instances linked to concepts which t belongs to.
The candidates set is formalized as M(t) = M1

⋃
M2

⋃
· · ·

⋃
Mn, where n is the

number of concepts t belongs to and Mi = {x|x ∈ I ∧(x, re, ci) ∈ Se ∧(t, re, ci) ∈
Se ∧ x �= t}.

TransE suffers the problem of complex relations defined in Definition 2. In
JECI, the neighbor information of instances and the hierarchical concepts they
belong to are incorporated into learning, so JECI enables the embeddings of ? in
(?, r, t) differ from each other and the problem of complex relations is addressed
when TransE is combined with JECI.

Finally, we define the overall loss function in Eq. 8 by adding two loss func-
tions in Eqs. 5 and 7, and adopt SGD algorithm to minimize the loss value and
iteratively update the embeddings of concepts, instances and general relations.

L = L1 + L2 (8)

4 Experiments

4.1 Datasets

Since most datasets used in previous works mainly consist of instances or con-
cepts such as FB15K [3] and WN18 [11], they are not suitable for evaluating
our model. We adopt the datasets YAGO39K and M-YAGO39K proposed in
TransC [21] and move the subClassOf triples in the valid sets and the test sets
to the training set. Compared to YAGO39K, the valid and the test datasets
of M-YAGO39K include new triples inferred based on the transitivity of isA
relations from the existing triples in the training. The detailed statistics of new
YAGO39K and M-YAGO39K are shown in Table 2.
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Table 2. Statistics of YAGO39K and M-YAGO39K.

Datasets YAGO39K M-YAGO39K

#Instance 39, 374 39, 374

#Concept 46, 100 46, 110

#Relation 39 39

#Relational Triple 354, 997 354, 997

#InstanceOf Triple 442, 836 442, 836

#SubClassOf Triple 32, 067 32, 311

#Valid(Relational Triple) 9, 341 9, 341

#Valid(InstanceOf Triple) 5, 000 8, 650

#Test(Relational Triple) 9, 364 9, 364

#Test(InstanceOf Triple) 5, 000 8, 650

4.2 Link Prediction

Link prediction is to predict the missing head instance or tail instance for an
incomplete relational triple based on the trained embeddings on condition of our
work. For each testing relational triple (h, r, t), we adopt the method proposed
in [23] to replace h and t respectively with all instances in I and use the scoring
function in Eq. 6 to calculate the scores for each restructured triple. After ranking
these restructured triples in ascending order based on the scores, we can get the
rank of (h, r, t).

Following most previous works, we adopt the mean reciprocal rank (MRR)
of all the correct instances and the proportion of correct instances that rank
no larger than N(Hits@N) as the evaluation metrics. Note that, a restructured
triple may have already existed in relational triples set Sl. In order to eliminate
the negative impact on evaluation caused by such false negative triples, we adopt
a filtering method proposed in TransE, that is filtering the false negative triples
from candidates triples before ranking, then we get filtered results, called Filter
to compare with the previous results called Raw. Hits@N adopts the results of
Filter in evaluation.

We use YAGO39K for training the model for 1000 rounds and evaluation.
The valid dataset is utilized to select the learning rate η for SGD among
{0.1, 0.01, 0.001}, the dimension of embeddings d among {20, 50, 100}, the num-
ber of neighbors N among {3, 5, 7}, margin γ1 and γ2 among {0.1, 0.3, 0.5, 1, 2}.
The optimal hyperparameters are η = 0.001, d = 100, N = 5, γ1 = 1 and γ2 = 1.
We choose L2 distance to evaluate the difference between the prediction and the
reality in Eq. 4.

Table 3 shows the results, parts of which are referred from [21]. The cbow and
sg denote strategies of learning instanceOf triples and the subClassOf triples.
JECI outperforms the baselines in most cases, since embeddings of instances
are learned by incorporating the hierarchical concepts they belong to. Neighbor
information is also incorporated to help address the problem of complex relations.
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Table 3. Experimental results of relational triples link prediction.

Models MRR Hits@N

Raw Filter Hits@1 Hits@3 Hits@10

TransE 0.114 0.248 12.3 28.7 51.1

TransH 0.102 0.215 10.4 24.0 45.1

TransR 0.112 0.289 15.8 33.8 56.7

TransD 0.113 0.176 8.9 19.0 35.4

HolE 0.063 0.198 11.0 23.0 38.4

DistMult 0.156 0.362 22.1 43.6 66.0

ComplEx 0.058 0.362 29.2 40.7 48.1

TransC (unif) 0.087 0.421 28.3 50.0 69.2

TransC (bern) 0.112 0.420 29.8 50.2 69.8

JECI (cbow) 0.088 0.418 28.6 49.7 69.8

JECI (sg) 0.122 0.441 30.0 51.1 70.1

Table 4. Experimental results of relational triples classification.

Models Accuracy Precision Recall F1-score

TransE 92.1 92.8 91.2 92.0

TransH 90.8 91.2 90.3 90.8

TransR 91.7 91.6 91.9 91.7

TransD 89.3 88.1 91.0 89.5

HolE 92.3 92.6 91.9 92.3

DistMult 93.5 93.9 93.0 93.5

ComplEx 92.8 92.6 93.1 92.9

TransC (unif) 93.5 94.3 92.6 93.4

TransC (bern) 93.8 94.8 92.7 93.7

JECI (cbow) 93.4 94.8 92.6 93.7

JECI (sg) 93.9 95.2 93.1 94.1

Especially, the sg strategy performs better than the cbow strategy, since the
Skip-Gram takes turns to use the target instance to locate each instance in the
neighbor context, enabling the target instance to be encoded with more precise
semantic information from the neighbors.

4.3 Triple Classification

Triple classification is to judge whether a given triple is correct or not. In this
task, we use the YAGO39K and M-YAGO39K for evaluation. Besides the hyper-
parameters mentioned in link prediction, we set a threshold δr for each relation
r, including general relations, instanceOf and subClassOf. We obtain these by
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maximizing the classification accuracy on valid set. For a relational triple (h, r,
t), if the score calculated by the Eq. 6 is lower than δr, the triple will be classified
as a positive one, otherwise negative. For an instanceOf triple (x, re, c), we first
generate cx, and then utilize it to progressively predict which concepts x belongs
to. If there exists a path containing c and each score calculated by the Eq. 4 is
lower than δrc

or δre
, the triple will be classified as a positive one, otherwise

negative.
We use same method in link prediction to select hyperparameters. The opti-

mal hyperparameters for YAGO39K are η = 0.001, d = 100, N = 5, γ1 = 0.1 and
γ2 = 1. The optimal hyperparameters for M-YAGO39K are η = 0.001, d = 100,
N = 5, γ1 = 0.3 and γ2 = 1. Tables 4, 5 are the results of relational triples and
instanceOf triples, respectively.

Table 5. Experimental results of instanceOf triples classification.

Datasets YAGO39K M-YAGO39K

Models Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

TransE 82.6 83.6 81.0 82.3 71.0↓ 81.4↓ 54.4↓ 65.2↓
TransH 82.9 83.7 81.7 82.7 70.1↓ 80.4↓ 53.2↓ 64.0↓
TransR 80.6 79.4 82.5 80.9 70.9↓ 73.0↓ 66.3↓ 69.5↓
TransD 83.2 84.4 81.5 82.9 72.5↓ 73.1↓ 71.4↓ 72.2↓
HolE 82.3 86.3 76.7 81.2 74.2↓ 81.4↓ 62.7↓ 70.9↓
DistMult 83.9 86.8 80.1 83.3 70.5↓ 86.1↓ 49.0↓ 62.4↓
ComplEx 83.3 84.8 81.1 82.9 70.2↓ 84.4↓ 49.5↓ 62.4↓
TransC (unif) 80.2 81.6 80.0 79.7 85.5↑ 88.3↑ 81.8↑ 85.0↑
TransC (bern) 79.7 83.2 74.4 78.6 85.3↑ 86.1↑ 84.2↑ 85.2↑
JECI (cbow) 82.7 84.1 81.0 82.8 86.0↑ 88.2↑ 81.2↑ 84.6↑
JECI (sg) 83.9 86.6 83.0 84.8 86.1↑ 88.7↑ 84.1↑ 86.3↑

As shown in Table 4, JECI outperforms all previous models in classifying
relational triples on YAGO39K, since it incorporates the neighbor information.
Besides, the information of hierarchical concepts also works for more precise
classification.

From Table 5, we can find significant drops of previous works except TransC
in most cases. TransC and JECI perform much better in M-YAGO39K. Since
previous works do not differentiate concepts and instances, and the transitivity
of isA relations is not encoded. Especially, compared to TransC, JECI gets an
improvement. Because JECI learns the subClassOf triples and the instanceOf
triples jointly, which works for encoding more information of the transitivity of
isA relations into embeddings.

4.4 Limitations

Experimental results demonstrate that JECI outperforms state-of-the-art models
in most cases. However, there exist some limitations.



96 J. Zhou et al.

• Neighbor information is incorporated into JECI, which helps solve the prob-
lem of complex relations. But it is just part of information in knowledge
graphs. And when we extract the neighbors of an instance, we treat different
relations equally.

• In fact, most knowledge graphs dynamically change mainly among instances.
In other words, the concepts and the connections between the concepts are
almost constant over time. We construct the hierarchical tree before training
and assume that such structure will not change. Thus, JECI is not suitable
for a few part of knowledge graphs with concepts changing.

5 Conclusion

In this paper, we propose a novel knowledge graph embedding model called JECI.
JECI differentiates the concepts and the instances in the knowledge graph and
jointly embeds them in a low-dimensional space. It encodes the transitivity of
isA relations by progressively predicting hierarchical concepts which an instances
belongs to, and using the circular convolution as the prediction function. Fur-
thermore, JECI takes advantage of the neighbor information of the instances
in the knowledge graph to address the problem of complex relations existing in
some knowledge graph embedding models, e.g., TransE and TransC. The exper-
imental results show that JECI improves the performance of link prediction and
triple classification in most cases, especially outperforms the major baselines in
handling the transitivity of isA relations.

In the future, we will explore the following researches to improve the limita-
tions mentioned above: (1) Taking the differences of kinds of relations into con-
sideration when extracting the neighbors of an instance. (2) Incorporating more
information into our model to better solve the problem of complex relations,
such as multimodal information of the instances. (3) Designing an incremen-
tal learning method based on our model to learn the embeddings of unregistered
instances and concepts. (4) Learning the structure of the hierarchical tree dynam-
ically, rather than constructing it directly. (5) Constructing a new dataset such
as a products knowledge graph and evaluating our model by fine-grained entity
typing [24], i.e., identifying types in different granularities of a giving instance.
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dings for simple link prediction. In: International Conference on Machine Learning,
pp. 2071–2080 (2016)

10. Socher, R., Chen, D., Manning, C.D., Ng, A.: Reasoning with neural tensor net-
works for knowledge base completion. In: Advances in Neural Information Process-
ing Systems, pp. 926–934 (2013)

11. Bordes, A., Glorot, X., Weston, J., Bengio, Y.: A semantic matching energy func-
tion for learning with multi-relational data. Mach. Learn. 94(2), 233–259 (2014)

12. Dettmers, T., Minervini, P., Stenetorp, P., Riedel, S.: Convolutional 2D knowledge
graph embeddings. In: Proceedings of the 32nd AAAI Conference on Artificial
Intelligence, pp. 1811–1818 (2018)

13. Guo, S., Wang, Q., Wang, B., Wang, L., Guo, L.: Semantically smooth knowledge
graph embedding. In: Proceedings of the 53rd Annual Meeting of the Association
for Computational Linguistics, pp. 84–94 (2015)

14. Xie, R., Liu, Z., Sun, M.: Representation learning of knowledge graphs with hierar-
chical types. In: Proceedings of the 25th International Joint Conference on Artificial
Intelligence, pp. 2965–2971 (2016)

15. Lin, Y., Liu, Z., Luan, H., Sun, M., Rao, S., Liu, S.: Modeling relation paths for
representation learning of knowledge bases. In: Proceedings of the 2015 Conference
on Empirical Methods in Natural Language Processing, pp. 705–714 (2015)

16. Zhong, H., Zhang, J., Wang, Z., Wan, H., Chen, Z.: Aligning knowledge and text
embeddings by entity descriptions. In: Proceedings of the 2015 Conference on
Empirical Methods in Natural Language Processing, pp. 267–272 (2015)

17. Guo, S., Wang, Q., Wang, L., Wang, B., Guo, L.: Jointly embedding knowledge
graphs and logical rules. In: Proceedings of the 2016 Conference on Empirical
Methods in Natural Language Processing, pp. 192–202 (2016)

18. Ding, B., Wang, Q., Wang, B., Guo, L.: Improving knowledge graph embedding
using simple constraints. In: Proceedings of the 56th Annual Meeting of the Asso-
ciation for Computational Linguistics, pp. 110–121 (2018)

19. Asprino, L., Basile, V., Ciancarini, P., Presutti, V.: Empirical analysis of founda-
tional distinctions in linked open data. In: Proceedings of the 27th International
Joint Conference on Artificial Intelligence, pp. 3962–3969 (2018)

20. Miller, G.: WordNet: an on-line lexical database. special issue of the international.
J. Lexicogr. 3(4) (1990)



98 J. Zhou et al.

21. Lv, X., Hou, L., Li, J., Liu, Z.: Differentiating concepts and instances for knowledge
graph embedding. In: Proceedings of the 2018 Conference on Empirical Methods
in Natural Language Processing, pp. 1971–1979 (2018)

22. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word repre-
sentations in vector space. In: 1st International Conference on Learning Represen-
tations (2013)

23. Bordes, A., Weston, J., Collobert, R., Bengio, Y.: Learning structured embeddings
of knowledge bases. In: Proceedings of the 25th AAAI Conference on Artificial
Intelligence, pp. 301–306 (2011)

24. Ling, X., Weld, D.S.: Fine-grained entity recognition. In: Proceedings of the 26th
AAAI Conference on Artificial Intelligence, pp. 94–100 (2012)



Enhanced Entity Mention Recognition
and Disambiguation Technologies for

Chinese Knowledge Base Q&A

Gang Wu1,2(B), Wenfang Wu1, Hangxu Ji1, Xianxian Hou1, and Li Xia1

1 School of Computer Science and Engineering, Northeastern University,
Shenyang 110004, China
wugang@mail.neu.edu.cn

2 State Key Laboratory for Novel Software Technology, Nanjing University,
Nanjing 210023, China

Abstract. Entity linking, which usually involves mention recognition
and entity disambiguation, is an important task in knowledge base ques-
tion and answer (KBQA). However, due to the diversity of Chinese gram-
matical structure, the complexity of Chinese natural language expres-
sions and the lack of contextual information, there are still many chal-
lenges in the task of the Chinese KBQA. We discussed two subtasks of
the entity linking separately. For the mention recognition part, in order
to get the only topic entity mention of the question, we proposed a topic
entity mention recognition algorithm based on sequence annotation. The
algorithm combines a variety of feature vectors based on word embed-
ding, and uses model BiGRU-CRF model to perform sequence labeling
modeling. We also proposed an entity disambiguation algorithm based
on a similarity calculation with extended information. The algorithm not
only realized the information expansion by crawling the candidate entity
for related problems, but also made full use of contextual information
by combining lexical level similarity and sentence semantic similarity. In
addition, the experimental results show that the proposed entity linking
solution possesses huge advantages compared to several baseline systems.

Keywords: Entity linking · Mention recognition · Entity
disambiguation · Chinese knowledge base Q&A

1 Introduction

Entity linking (EL) [4], which serve as the underlying technology of the Chinese
KBQA, is the process of chaining the fragments of the entities in the text to the
entities in the knowledge base. It still faces many challenges. The first impor-
tant challenge facing Chinese EL is the complexity of Chinese expression and
the lack of contextual information due to short text. The substantial existing
large number of EL work mainly focuses on long text in English, for example,
the traditional naming recognition method BiLSTM-CRF [9] has achieved cred-
itable results in English named entity recognition. However, in the case of short
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text which lacks context, the effective use of contextual information is of vital
importance. Another challenge is that there are usually multiple references to an
entity in the KB. Entity disambiguation is required to address the above issue.
Entity disambiguation is often seen as a sorting problem. For example, Zheng
et al. [16] realized entity disambiguation based on Pairwise and Listwise Learning
to Rank (L2R) methods respectively. However, the pre-existent methods often
focuses on the information at the lexical level or at shallow semantic level. In
response to the above problems, the following will be presented from two aspects,
namely mention recognition and entity disambiguation.

Topic Entity Mention Recognition Module Based on Sequence Anno-
tation. In view of the above mentioned challenge presented in short text, this
paper combines various features to construct a feature vector based on word
embedding. We also propose an improved dedicated sequence labeling model,
which can obtain the exclusive topic entity mention of the question. When the
BiGRU model is used for sequence labeling, the labeling is not performed on
each and every word comprised of the topic entity mention, instead the words
before and after the mention are specially labeled to mark the beginning and end
of the mention. Through experimental verification, the proposed algorithm can
overcome the influence of the sparse feature of the entity’s mention formation in
the existing model, and makes the model focus on the learning of the contextual
information of the topic entity.

Entity Disambiguation Based on Extended Information Similarity
Calculation. For another challenges, entity disambiguation is dedicated to cal-
culating information similarity from multiple perspectives. In this paper, the
similarity calculation is embodied as the calculation of the similarity between
the user’s question and the questions related to the candidate entity. In order to
make full use of the contextual information of the short text, the similarity is cal-
culated at the lexical and semantic levels respectively, then is combined with the
popularity of the entity. To obtain deep semantic information, the convolutional
neural networks (CNN) are applied. The superiority of the proposed method
is proved by experimental comparison with the classical similarity calculation
method based on average vector.

The main contributions of this study are: (i) The training speed is improved
by replacing the traditional LSTM model with a simpler GRU model. (ii) In order
to describe the possibility that the words are included in the topic entity mention
from different perspectives, we extract a series of features, such as part of speech,
and then combine these features with the word embedding to construct the
feature vector. (iii) In the aspect of entity disambiguation, we not only expand
the information of the candidate entities, but also take the lexical level similarity,
the semantic level similarity, and the entity popularity into consideration to
make the most out of the contextual information. (iv) This paper applies CNN
to obtain deep semantic information.
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2 Related Work

In this section, some work related to our study are discussed, including mention
recognition research and Entity disambiguation research.

2.1 Mention Recognition Research

The mention recognition process is similar to the named entity recognition.
Named entity recognition [7] is to identify and include the proper nouns such
as the names of people, organizations or places, etc., and date and time with
specific meaning in the text. The difference between mention recognition and
named entity recognition lies in their goal. The goal of named entity recognition
is to identify and classify the entities in the text, and the target of the mention
recognition is to identify the reference to the knowledge base entity in the text
at a high recall rate.

The two original methods for entity recognition, were based on Wikipedia [1,
13] and statistics. Since the 1990s, statistical-based methods have been the main-
stream method for entity recognition. For example, Lafferty [10] proposed to
use the conditional random field (CRF) to convert the named entity recogni-
tion problem into sequence labeling problem. With the rise of deep learning,
researchers turned their focus to neural network-based named entity recogni-
tion. For example, the LSTM-CRF model [9], in which the vector representation
of each word in the input text is first learned, and then based on the vector rep-
resentation, the best label for each word is decoded by LSTM-CRF. Compared
with these methods, the main advantage of our methods is that our algorithm
is more suitable for Chinese short text topic entity mention recognition task by
extracting different features and optimizing the training model.

2.2 Entity Disambiguation Research

Entity disambiguation, which is based on a given entity reference, context, and
corresponding set of candidate entities, is the process of determining the ref-
erence to an exact entity. Most EL systems perform entity disambiguation in
a supervised way, such as classification [11,14], Learning to Rank, and graph-
based [5,8] methods. The L2R method automatically constructs a sorting model
by extracting features, combining them, and then training. Ratinov [12] con-
structed local features and global features, and then used the ranking SVM
training to get the sorting model. Compared with these methods the main advan-
tages of our methods is that we have considered different aspects, including lex-
ical similarity and deep semantic similarity, to achieve full use of limited short
text context.

3 Topic Entity Mention Recognition

In order to find the proper facts from the KB to answer the input question, it is
necessary to identify the fragments of the topic entities in the corresponding fact
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triad in the question. This process is called the recognition of the topic entity.
In this paper, we consider the topic entity mention recognition as a sequence
labeling problem, and ensure a high recall rate of entity mention recognition by
considering all the n-grams in the question.

To describe the possibility that the words are included in the topic entity
from different perspectives, this paper extracts a series of features and splices
them with the word embedding to form the feature vector. These vectors are
used as the input of the BiGRU-CRF model, and the topic entity mention of
the question is obtained by labeling. The details of the model are presented in
Sect. 3.1.

3.1 Algorithm Description

The process of the topic entity mention recognition algorithm based on the
sequence annotation model is shown in Fig. 1. The annotation set of the model
is defined as: B, the previous position of the topic entity’s mention and marks
the beginning of the mention; E, the latter position of the topic entity’s mention
and marks the end of the mention; O, other locations. The pre-processing of
the question is performed before the task begins, which includes the segmen-
tation, the part-of-speech tagging of each word, the named entity recognition,
dependency parsing analysis and semantic role labeling.

Fig. 1. Process of topic entity mention recognition algorithm
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Firstly, the input of the model is constructed. Considering that there may
be multiple candidate entity mentions in the sentence, such as in the ques-
tion “ (Where was Yun Ma of Alibaba born)”, both
“ 1” and “ 2” may be referred to as the topic entity. Therefore,
this paper extracts some features by preprocessing and splices them with the
word embedding to eliminate these interferences. These selected features will be
detailed in Sect. 3.2. Secondly, the feature vector is input into the BiGRU model.
In this paper, BiGRU model is used to construct sequence annotation model.
GRU model has a strong learning ability for the long-term dependence between
word sequences. Compared with LSTM [2], GRU has a simpler structure, fewer
parameters, and a faster training speed. The model uses two opposite GRU lay-
ers, starting from the front-end and the back-end respectively, thus learns the
forward and backward contextual features. The output of the hidden state of
the two GRU layers are spliced as the output of the BiGRU network.

Thirdly, since the topic entity of the question is composed of consecutive
text fragments, and there is a strong dependence between adjacent words in
the sentence, this paper adds a CRF [3] layer after the BiGRU. The CRF layer
can automatically learn some constraint rules from the training data and use
these rules to ensure that the labels output by the BiGRU are legal. Conse-
quently, the CRF layer predicts the global optimal labeling sequence. As shown
in Fig. 1, enter “<b> <e>”, where “<b>”, “<e>”
are the beginning and end of the sentence, respectively, and the output label
sequence is “OOBEOOOO”.

Finally, the combination of the annotation sequence is used to get the topic
entity mention of the sentence.

The parametric description of the algorithm is as follows:
Take W as a set of all n-grams constructed from the result of the question

segmentation, defining p(w|q) as the probability that one of the n-grams (w) is
the topic entity of the question (q). The objective function can be defined as:

ŵ = arg max p(w|q) (1)

The representation of the input sentence is defined as the word sequence
form q = (w1, w2, ..., wn), and the predicted label sequence of the word is y =
(y1, y2, ..., yn). Then the score of the predicted labeling sequence is:

S(q, y) =
n∑

t=1

H(q)t,yt
+

n∑

t=1

Tyt,yt+1 (2)

Where H(q) is the output score matrix of BiGRU, H(q)i,j represents the score of
the jth mark of the ith word in the question; T represents the transition matrix

1 Alibaba Co.
2 Yun Ma is the creator of Alibaba Co.
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of the CRF, and Ti,j represents the transition score from the label i to the label
j. Softmax is used to normalize all possible annotation sequences for the input:

p(y|q) =
S(q, y)∑

ȳεYq
eS(q,ȳ)

(3)

Yq represents the collection of all possible labeling sequences of the word sequence
q of the input sentence. In this process, the objective function can be transformed
into a probability p(y|q) that maximizes the correct labeling sequence. And in the
training process, the maximum likelihood estimation (MLE) is used to maximize
the logarithmic probability of the annotation sequence.

log (p(y|q)) = S(q, y) − log (
∑

ȳεYq

eS(q,ȳ)) (4)

Finally, the model generates the highest-ranked sequence of the labels as output:

ŷ = arg max
ȳεYq

S(q, ȳ) (5)

3.2 Feature Extraction

Whether the Word Is a Named Entity. According to the analysis, under
the traditional named entity recognition label system, words representing names
of people, places or institutions are more likely to be referred to as topic enti-
ties. Therefore, according to the result of the named entity recognition in the
preprocessing, “Whether the Word is a Named Entity” is spliced with the word
embedding as a binary feature.

IDF. The IDF indicates the importance of a word in a sentence, and the word
with a smaller IDF value is less likely to be part of the topic entity mention. In
this paper, the IDF of the word is counted in the Wikipedia corpus, and the IDF
value is mapped to a real value vector of dimension dIDF . The IDF calculation
is as follows.

IDFw = log
D

IW + 1
(6)

Where D is the total number of documents in the corpus and Iw is the number
of documents containing the word w.

The Dependency Parsing Node of the Word. According to the results
of dependency parsing in preprocessing, this paper maps the parent node in
the dependency parse tree as a feature, and maps it into a real value vector
of dimension dpar. For example, the question “ ”, in
which the words “ ” and “ ” are the candidate topic entity mentions
of the question. According to the analysis of the dependency syntax, “ ”
depends on “ ”, and there is a relation “attribute” between the two, “ ”
as the parent node is more likely to be referred to as the topic entity.
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Part of Speech. Considering that the topic entity of the question is all nominal,
it can be added to the model as an important feature to avoid interference from
other words or phrases. In this paper, the part-of-speech tagging results of each
word are mapped into a real-valued vector of dimension dpos.

The Semantic Role of the Word. In most instances, the topic entity men-
tions in the question often only correspond to a single semantic role or part
of a semantic role. By mapping the semantic role labels of the words in the
preprocessing results to a real value vector of dimension dsrl.

4 Entity Disambiguation

Entity disambiguation refers to the process of generating a set of candidate enti-
ties that may be chained by a given entity, and by using valid information, finding
the entity item that is most likely to be chained in the current context. In this
paper, the entity disambiguation is regarded as a sorting problem. According to
the characteristics of Chinese question, an entity disambiguation algorithm based
on extended information similarity calculation is proposed, which transforms the
similarity calculation problem between topic entity and candidate entity into the
similarity calculation of their extension information.

4.1 Entity Disambiguation Framework

The input to the model is the set of candidate entities and the topic entity
mention for the question, and the output is the score for each candidate entity
in the candidate entity set. The set of candidate entities is obtained according
to the referential-entity mapping file. The candidate entity with a higher score,
it is more likely to be the correct entity that the topic entity refers to. The
similarity calculation of the entity disambiguation module based on the extended
information is divided into the following steps (see in Fig. 2).

Fig. 2. Entity disambiguation framework

Candidate Entity Information Extension. For each candidate entity in the
set of candidate entities, the candidate question set is composed of Baidu Knows3

3 https://zhidao.baidu.com.

https://zhidao.baidu.com
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first three relevant pages with the candidate entity’s name as the searching key-
word. This set of questions can be seen as extended information for the candidate
entity. For instance, for the candidate entity “ 4” in the candidate
entity set, searching on Baidu Knows with its name as a key can obtain several
problems such as “ ? (What is the business philoso-
phy of the Smartisan?)”. A certain number of questions are selected to form
a problem set, which is regarded as the extended information of the candidate
entity.

Information Filtering. Firstly, the user’s question and the questions in the
candidate question set are segmented, and the stop words are filtered out. The
Jaccard Distance [6] is then used to calculate the literal similarity between the
user’s question and each question in the candidate question set. Finally, by set-
ting a threshold, the candidate question whose similarity is lower than or equal
to the threshold is filtered out.

The Similarity Calculation at the Lexical Level. For the topic entity
mention and a candidate entity, when calculating the similarity between the two,
the first consideration is the lexical feature. The closer the two words literarily
are, the more synomyms they share, that is, the higher the similarity between
the topic entity and the candidate entity will be (detailed in Sect. 4.2).

The Similarity Calculation at the Semantic Level. In Chinese natural
language, some subtle linguistic differences often lead to huge semantic differ-
ences. Therefore, in addition to the similarity calculation at the lexical level, it
is necessary to pay attention to the deep semantic feature of the text. For exam-
ple, the question “ ? (Who is the actress in the leading
role of Paprika?)” and the question “ ? (Who plays the
leading role Paprika?)” have a high degree of similarity in the lexical level, but
their semantics are very different, and there is no correlation between the topic
entities. In the process of semantic similarity calculation, this paper uses CNN
to represent the whole sentence in vector (detailed in Sect. 4.2).

Extract the Entity Popularity Characteristics. In the candidate entity
ordering process, in addition to context similarity feature, the priori information
of the candidate entity is also crucial to the ordering of the candidate entity.
Entity popularity refers to the possibility that an entity is mentioned in a ques-
tion. In this paper, the entity popularity feature is defined as the ranking of each
candidate entity in the “referral-entity” mapping.

For example, if the entity mention “ (Dumplings)”, the corresponding set
of candidate entities can be obtained through the “referential-entity” mapping
file as shown in the Fig. 3, and the ranking is obtained by corpus statistics.
Under the condition that there is no other available information, it can be known

4 Smartisan Technology Co., Ltd., commonly known as Smartisan, is a Chinese multi-
national technology company headquartered in Beijing and Chengdu.
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that, according to the popularity, the probability that the entity mention “ ”
chain to “ (Dumplings (Chinese traditional food))” is greater
than the probability of the chain to entities such as “
(Dumplings (characters in “Dragon Ball”))” or “ (Dumplings
(Li Bihua’s short story collection))”.

Candidate Score Calculation. Using the RankNet L2R method, the lexical
similarity, the semantic similarity and the entity popularity feature are integrated
to output the score of the candidate entity.

Fig. 3. Entity candidates with ranking corresponding to mention “dumpling”

4.2 Question Similarity Calculation

A detailed description of the question similarity calculation mentioned above
will be demonstrated in this section. This paper calculates the similarity at two
different levels, namely the lexical and semantic levels.

Similarity Based on Lexical Level. This paper uses the space vector model
to calculate the lexical similarity between the user’s question and the candi-
date question corresponding to the candidate entity. Firstly, according to the
word segmentation result in the sentence preprocess, the stop words are filtered
out, and the topic entity mention is also regarded as a stop word. Then, only
a few words are kept in each sentence, and each word represents a dimension.
The word dimension is 0 or 1, indicating whether the word appears in the cur-
rent question. For example, after the word segmentation process, the stop words
are filtered, and the word set obtained by the question “

? (What roles have Robert Downey Jr. played?)” is { (play),
(roles)}, and the word set corresponding to the question “

? (What role does Robert Downey play in Iron Man?)” is
{ (Iron Man), }. The two vectors represented by {

} are denoted by 1, 1, 0 and 1, 1, 1, respectively.
Let s denote the user’s question, m denote the topic entity mention in

the question, Vs denote the space vector representation of the question s, and
c denote a candidate entity in the candidate entity set. ci represents the ith
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candidate question corresponding to the candidate entity, and the space vector
is Vci, and the similarity between the Vs and the Vci can be represented by the
cosine distance (Eq. 7).

cos (m, c) =
Vs · Vci

|Vs||vci |
(7)

Then, the similarity between the topic entity mention (m) and the candidate
entity (c) can be calculated by the average of the similarity between the user’s
question and the K candidate questions (Eq. 8).

sim(m, c) =
1
k

k∑

i=1

cos(vs, vci) (8)

Similarity Based on Semantic Level. Two parallel CNN [15] models are
used to learn the semantic vector representations of the user’s questions and
candidate entity related questions, respectively, and the similarity between the
two is calculated (see in Fig. 4).

The convolutional layer obtains the feature map vector by performing a con-
volution operation and an activation function on the word embedding matrix.
Two convolution kernels of different window sizes, 1 and 2, are used in the con-
volutional layer to extract local features of different granularities to maximize
information utilization. The activation function after the convolutional layer in
this paper uses ReLU.

Fig. 4. Similarity computation based on Convolution Neural Network

The pooling layer is used to select a variety of semantic combinations, to
extract the main features, and to transform the variable length input into a
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fixed length output. This paper uses an improved pooling technique called K-
Max mean pooling technology, which combines the max-pooling and the mean-
pooling method to reduce the influence of noise while retaining the word order
information and more important features in the sentence. By selecting the largest
top K values in each feature mapping vector input, the average value is taken as
the sampling result, and finally a fixed-length one-dimensional vector is output.

The output after the pooling operation passes through a Dropout layer. Each
feature that Dropout extracts from the pooling layer is set to 0 according to a
certain probability, which can avoid the over-fitting phenomenon caused by the
excessive dependence of the model on certain features. For the main features
extracted, nonlinear recombination is performed by multi-layer perceptron to
obtain semantic vector representations of two input questions of the same length,
and then the semantic similarity is represented by cosine distance. Finally, the
semantic similarity is normalized by the Softmax layer.

5 Experiments

5.1 Data Sets

This paper uses the knowledge base files, training data and test data provided
by the Chinese Q&A evaluation task in the open field of CCKS 2018. The task in
the CCKS uses PKU BASE as the specified knowledge graph. The file “pkubase-
mention2ent.txt” in PKU BASE assists in the entity link, and the file describes
the mapping relationship of the entity in the knowledge base in the format of
“mention\t candidate entity\t ranking of candidate entities”.

The training set and verification set include 1200 and 400 labeled data respec-
tively. The test set consists of about 400 questions that do not contain the results
of the annotation. The problems in the data set are all single-factual type, that
is, the question can be answered simply through a triple in the KB, and the
answer to the question is the entity or attribute in the KB.

5.2 Evaluation Metric

The evaluation indicators used in this paper include recall rate, precision and
comprehensive evaluation indicators.

– R = number of correctly regcognized entities/number of entities in the sample
– P = number of correctly regcognized entities/number of regcognized entities
– F1: weighted harmonic mean of recall rate and precision (Eq. 9)

F1 =
(α2 + 1)P ∗ R

α2(P + R)
(9)

Where R is the recall rate and P is the accuracy rate. Both values are between
0 and 1. Generally speaking, the two are correlated, but sometimes there will be
contradictory situations. In this case, the F1 value needs to be considered. When
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the F1 value is high, it indicates that the experimental results are better. α, as
a balance factor, usually has a value of 1, in the absence of other conditions or
assumptions, indicating that recall is as important as accuracy.

5.3 Topic Entity Mention Recognition

Experimental Description. Firstly, the method of this paper is compared
with the N-Gram and N-Gram+ entity recognition methods for the mention
recognition recall rate. Then, this paper also compares the Named Entity Recog-
nition Tool of Harbin Institute of Technology’s Language Technology Platform
(LTP), and the open source LSTM-CRF named entity recognition model which
is currently the best in English datasets as the baseline systems. In addition,
the effects of each of the several types of features proposed in this paper on the
topic entity mention recognition algorithm are compared.

Parameter Settings. In the experiment based on the BiGRU-CRF model,
the word embedding is initialized by the pre-trained Skip-Gram model in the
open source tool word2vec. The dimension of the set word embedding is 300,
and the hidden layer dimension of the forward and reverse GRUs is set to 256.
The parameters are randomly initialized in the interval [−0.08, 0.08], and the
mini-batch size is set to 10. In the training process, the Stochastic Gradient
Descent (SGD) algorithm is used to update the parameters. The learning rate is
set to 0.015 and the momentum is set to 0.9. In addition, in order to reduce the
influence of over-fitting, a layer of Dropout is added to both ends of the BiGRU
model in the experiment, and the value is set to 0.3.

Experimental Results. Firstly, the two N-Gram and N-Gram+ mention
recognition (MR) methods and the BiGRU-CRF model-based topic entity men-
tion recognition algorithm were tested by the test set and their recall were com-
pared. Both N-Gram and N-Gram+ methods are set their target for identifying
as many entities as possible. According to the experimental results in Table 1, it
can be seen that compared with the above two methods, the topic entity mention
recognition algorithm has no loss in recall. Then, the named entity recognition
(NER) tool of the language technology platform of Harbin Institute of Tech-
nology (HIT) and the open source LSTM-CRF NER model were used as the
baseline system and the topic entity recognition algorithm of this paper was
verified by the test set (see in Table 2).

Table 1. Comparison of MR recall

MR method R

N-Gram 94.8

N-Gram+ 92.9

Topic Entity MR 94.9

Table 2. Experimental result of topic MR

MR method R P F1

HIT NER 80.9 77.3 79.1

LSTM-CRF 85.2 83.8 84.5

Topic Entity MR 94.9 94.9 94.9



Enhanced Entity Mention Recognition and Disambiguation Technologies 111

As shown in the above experimental results: (i) HIT’s tools contain a limited
number of entity categories. When it comes to open-field KBQA, it does not
cover all entity categories, resulting in poor results. (ii) due to the complexity and
diversity of Chinese natural language expression, traditional LSTM-CRF model
fails to achieve the expected results. (iii) Unlike the above two baseline systems,
the topic entity mention recognition algorithm only produces one mention for
each question on the basis of ensuring a high recall rate, so the recall, precision
and F1 are equal, the following experiments are as the same. The algorithm
proposed in this paper showed great advantage compared with the two baseline.

This paper also incorporates a variety of features to describe the possibility
of words as the topic entity from different dimensions. In addition, we compare
the effects of various proposed features on the algorithm (see in Table 3).

After analysis, it can be found that the semantic role is based on the part-
of-speech tagging and dependency syntax analysis, and it is the most obvious
improvement of the mention recognition effect of the topic entity.

Table 3. Influence of different features on topic mention recognition

Features R/P/F1

None 89.7

Whether the Word is a Named Entity 91.8

IDF 90.3

The Dependency Parsing Node of the Word 92.1

Part of Speech 91.6

The Semantic Role of the Word 93.7

5.4 Entity Disambiguation

Experimental Description. The mainstream disambiguation methods mostly
sort candidate entities according to the similarity between the candidate entities
and the mentions. The key to this similarity calculation is how to represent the
calculation method of features and similarities. In the experiment of entity dis-
ambiguation, we implement two similarity calculation methods based on average
word embedding as the baseline system: (i) Based on the traditional contextual
co-occurrence entity, the average word embedding of the context entity is used to
represent the candidate entity and the topic entity mention. (ii) Using the infor-
mation extension method proposed in this paper, the average word embedding
of the related questions of the user’s input question and the candidate entity are
calculated separately.

In addition, the lexical level similarity, the semantic similarity based on CNN
and the popularity characteristics of candidate entities are compared respectively
to the entity disambiguation algorithm. We also perform a two-two combined
experimental comparison of the above three characteristics. In the evaluation of
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the experimental results, in order to eliminate the influence of the topic entity
mention recognition module on the entity disambiguation, this paper only per-
forms entity disambiguation on the identified correct topic entity. Therefore, the
experimental results of the recall rate, accuracy rate and F1 are equal.

Parameter Settings. In the semantic similarity calculation model based on
CNN, the word embedding is pre-trained on the Wikipedia Chinese corpus
through the Skip-gram model in the open source word2vec tool. When infor-
mation filtering is performed on the candidate entity related to the problem
obtained by the crawl, the similarity threshold is set to 0.5. In this paper, the
word vector dimension is set to 256, the convolution layer uses two sizes of convo-
lution kernels, which are 1 and 2 respectively, and the pooling layer uses K-Max
mean pooling operation, and the value of K is set to 2. The number of nodes in
the fully connected layer is also 256 in the experiment. The mini-batch gradient
is used during the training process. The size of the batch is set to 10, the initial
learning rate is 0.05, and the attenuation is 0.4 for every three rounds after the
35th round. The nulling probability of Dropout is 0.3.

Experimental Results. According to statistics, the dataset used by the Chi-
nese Q&A evaluation task in the open field of CCKS 2018 contains 3094,108
groups of mappings that refer to entities. As shown in Table 4, there are 791,910
mentions to two or more KB entities. The entity ambiguity reaches a ratio of
29.4%. The two baseline systems and the entity disambiguation algorithm pro-
posed in this paper were respectively verified by the test set. The experimental
results are shown in Table 5.

Table 4. Statistics of mapping results between mention and entities

Number of corresponding entities Mention quantity

1 1900038

>1 791910

Table 5. Experimental result of entity disambiguation

Entity disambiguation method R/P/F1

Similarity based on average word embedding of context entities 72.6

Similarity based on question average word embedding 75.3

Similarity based on lexical level 80.2

Similarity based on semantic level 84.5

Entity popularity 73.4

Lexical and semantic similarity 86.1

Lexical similarity and Entity popularity 81.5

Semantic similarity and Entity popularity 85.3

Combining three feature algorithms (our) 87.2
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Analysis of the experimental results indicates the following conclusions.

1. Due to the short text of the user’s input question and the neglect of semantic
similarity factors such as word order, the two traditional methods show in
the table are less effective in entity disambiguation.

2. Regardless of the context similarity, entity disambiguation can still be
achieved to a certain extent by only sorting the candidate entities by the
popularity characteristics of the candidate entities, but the effect is relatively
poor.

3. The CNN is used to learn and express the deep semantics of the questions
and calculate their similarity, which better represents the semantic similarity
between the topic entity and the candidate entity.It is the most important
feature in the entity disambiguation algorithm.

4. Combining the semantic similarity with the lexical similarity, and the pop-
ularity of candidate entities, inputing the three characteristics into the L2R
model, the best entity disambiguation effect is obtained.

5.5 Knowledge Base Q&A Overall Experiment

In order to study the impact of EL technology on the precision of the KBQA,
this paper uses the baseline system provided by the NLPCC 2017 open domain
KBQA evaluation task. The baseline system utilizes a semantic analysis method
based on CNN to recognize and map question-named entities and relationships.
The question topic entity link method proposed in this paper is integrated into
the baseline system, and the named entity recognition part is replaced by our
algorithm. The above-mentioned baseline system and the KBQA system inte-
grated with the topic EL method are respectively verified by the test set. We
also evaluated the accuracy of our system when using lexical-based similarity and
semantic-based similarity separately, and the experimental results are shown in
Table 6.

Table 6. Experimental result of KBQA

KBQA system Recall Precision F1

Base line (semantic analysis) 53.6 52.3 51.5

Lexical-based similarity 54.8 56.1 53.5

Semantic-based similarity 59.3 68.2 69.7

Topic entity link (our) 74.8 71.6 73.2

Based on the analysis of the experimental results, it can be noticed that the
effect of the EL directly affects the performance of the final KBQA system. The
semantic-based similarity method uses CNN to obtain more contextual semantic
information, thus it is better than lexical-based similarity measure. Compared
with the baseline, the topic entity linking method proposed in this paper takes
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full consideration of the characteristics of Chinese question sentences, and makes
full use of limited context information to perform entity disambiguation, so that
the recall and precision of the KBQA system are greatly improved. It can be
concluded that the topic entity link method in this paper is more suitable for
the Chinese KBQA task.

6 Conclusion

Entity linking are the key step in the KBQA. The current entity linking mainly
include two parts: mention recognition and entity disambiguation. For the topic
entity recognition part, this paper uses BiGRU-CRF model to carry out sequence
labeling modeling, and extracts a series of features and word embedding stitching
to construct feature vectors to ensure a high recall rate. For the entity disam-
biguation part, this paper proposed an entity disambiguation algorithm based
on a similarity calculation with extended information. The algorithm not only
considers the literal similarity feature, but also calculates the deep semantic sim-
ilarity based on the CNN, making full use of the contextual semantic information
in the short text question.

Although the method based on entity link proposed in this paper has achieved
satisfying results in the knowledge Q&A system, there are still some shortcom-
ings. In practice, in many cases, to answer a question, you may need to use more
than two triples in the knowledge base. It needs to infer the indirect relationship
between different triplet entities through reasoning, and call such problems a
complex problem. The topic entity linking technology proposed in this paper
can theoretically be extended to the topic entity link of complex questions, and
then work can be carried out.
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Abstract. In this paper, we study the Dispute Generation (DG) prob-
lem from the plaintiff allegation (PA) and the defendant argument (DA)
in a law document. We are the first to formulate DG as a text-to-text
natural language generation (NLG) problem. Since the logical relation-
ships between a PA and a DA are rather difficult to identify, existing
models cannot generate accurate disputes, let alone find all disputes. To
solve this problem, we propose a novel Seq2Seq model with two dispute
detection modules, which captures relationships among the PA and the
DA in two ways. First, in the context-level detection module, we employ
hierarchical attention mechanism to learn sentence representation and
joint attention mechanism to match right disputes. Second, in the topic-
level detection module, topic information is taken into account to find
indirect disputes. We conduct extensive experiments on the real-world
dataset. The results demonstrate the effectiveness of our method. Also
the results show that the context-level and the topic-level detection mod-
ules can improve the accuracy and coverage of generated disputes.

Keywords: Dispute generation · Seq2Seq model · Topic information ·
Context-level · Topic-level

1 Introduction

Dispute Generation (DG) deals with the problem of generating dispute auto-
matically from materials of a legal case, and plays an important role in judicial
decision. There is no formal definition of a dispute in law, but we can consider
DG as the task of generating a problem which is disputed in a case, as shown in
Fig. 1. DG plays a vital role in the judicial decision. Valid DG not only improves
the efficiency of the court hearing but also provides convenience for mediation
between the parties. What’s more, since the dispute is one component of the law
document, DG makes contributions to law documents writing.

As far as we know, at present time no explicit attempts have been made to
automatically generating disputes from a case document. However, DG is part
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of a legal assistant system, so we introduce some work on legal assistant systems.
Existing work on legal assistant system mostly focuses on charge prediction. [8]
employs text mining methods to extract features from precedents and applies a
classifier to automatically classify judgments. [10] proposes an attention-based
neural network method to jointly model the charge prediction task and the
relevant article extraction task. Besides, there are also works on identifying the
relevant domain which a specific legal text belongs to [2] and answering legal
questions as a consulting problem [6].

Recently, text generation models are widely used and achieve a great success,
which provide a novel way for DG. Text generation models can handle multiple
inputs and generate novel words. The neural attention Seq2Seq model can set
attention to the input words and pay more attention to the useful part, which
improves the accuracy of output generation [15]. What’s more, [21] proposes a
topic aware Seq2Seq (TA-Seq2Seq) model to incorporate topic information into
response generation, which can generate informative and interesting responses.

It is well recognized that the dispute stands where the parties cannot agree
and detecting disputes only from context-level is not enough, which brings about
one challenge when applying text generation models to the DG task. The chal-
lenge is how to get the overlapping topic distribution of what the disputed parties
said and help generate disputes. For example in Fig. 1, according to “divide the
defendant bank deposit” and “I don’t have any deposits and have always been
living in areas”, our model should have the ability to compute the topic contri-
bution of these two sentences and conclude that they argue over the same topic
about defendant bank deposit. Moreover we can infer a dispute about the cou-
ple jointly owned property division. As a consequence, for DG task, our model
should not only ensure the naturalness and consistency of generation like existing
models do, but also focus on the topic distribution to better generate accurate
disputes.

In order to tackle the challenge, we propose a novel Seq2Seq architecture con-
sisting of context-level and topic-level dispute detection modules. The context-
level detection module employs a neural network with hierarchical attention
mechanism [12] to learn sentence vector representation. With joint context mech-
anism, the correct disputes can be obtained in literal level. The topic-level detec-
tion module obtains the overlapping topic distribution of sentences in the two
input documents through the Latent Dirichlet Allocation (LDA) model and
leverages topic attention. We joint the two topic attentions to detect those indi-
rect disputes in semantic level.

Our contributions in this paper are listed as follows:

(1) We are the first to formulate DG task as text generation problem and release
a real-world dataset for this task.

(2) We propose a Seq2Seq model with two dispute detection modules. The
context-level detection module is applied to improving generation accuracy.
Moreover the topic-level detection module is used to get the overlapping topic
distribution and generate all the disputes.
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Fig. 1. An example of a plaintiff allegation, a defendant argument and disputes from a
legal document in a case. Disputes are generated from the plaintiff allegation and the
defendant argument. Each dispute and its corresponding content in a plaintiff allegation
and a defendant argument are showed in the same color. (Color figure online)

(3) We conduct extensive experiments on the dataset. The results show that our
model significantly outperforms the state-of-art models on the same dataset.
Also, our model does improve the accuracy and coverage of the generated
disputes.

2 Related Work

Our work is mainly relevant to previous legal-related work and recent studies on
Seq2Seq text generation.

2.1 Legal-Related Work

Legal-related work coverages many aspects and significantly contributes to legal
assistant systems. Earlier work is mainly related to text classification with
machine learning. [2] identify the relevant domain which a specific legal text
belongs to based on the association between a legal text and its domain label. [8]
employ text mining methods to extract features from precedents and apply a text
classifier to automatically classify judgments.

Recent advances in Natural Language Processing and Deep Learning pro-
vide experts with the tools to build models, which can satisfy more complex
requirement with more complicated structures. [10] propose an attention-based
neural network framework that can jointly model the charge prediction task and
the relevant article extraction task. However, this work only focuses on high-
frequency charges, without paying attention to few-shot and confusing ones. To
address these issues, [5] introduce discriminative legal attributes into consider-
ation and propose a novel attribute-based multi-task learning model for charge
prediction. Specifically, their model learns attribute-free and attribute-aware fact
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representation jointly by utilizing attribute-based attention mechanism. [9] for-
malize judgment prediction task as Legal Reading Comprehension and present
a novel neural LRC model, AutoJudge, to incorporate law articles for judgment
prediction. [22] propose a novel task of court view generation and formulate it
as a text-to-text generation problem. They propose a label-conditioned Seq2Seq
model with attention to decode court views conditioned on encoded charge labels.

2.2 Text Generation

Owing to the development of neural networks [1,17] first apply modern neural
networks and propose sequence-to-sequence model for text generation. However,
this method cannot set the focus on the crucial sentence, keyword. Thus [15]
propose a neural attention Seq2Seq model (S2SA) to abstractive text summa-
rization and achieve state-of-the-art on the two sentence-level summarization
dataset, DUC-2004, and Gigaword. Since S2SA ignores the hierarchical struc-
ture of a document, [12] extend this model by trying a hierarchical attention
architecture to capture the hierarchy of sequence-to-word structure.

There are still some problems in neural generation, such as repetitions and
omitting information. To avoid repetitions and help cover all and only the
input, [11,19] adopt coverage as an extra input to attention mechanism and use a
GRU to update the coverage vector each step, which penalizes attending to input
that has already been covered. To handle rare or unknown words and copy from
the input, [4] incorporate copying mechanism into neural network-based Seq2Seq
learning and propose a new model called CopyNet with encoder-decoder struc-
ture. At each time step, the model decides whether to copy from the input or
to generate from the target vocabulary. Both coverage and copy mechanism are
adopted by [16], who present a hybrid pointer-generator architecture [20] with
coverage.

Since the complexity of legal documents, we need to learn the relevance of
context and semantic between the plaintiff allegation and the defendant argu-
ment. We apply hierarchical attention architecture and incorporate topic infor-
mation, borrowing ideas from TA-Seq2Seq [21].

3 Problem Formulation

The dispute generation is formulated as follows: given a PA Xp and a DA Xd, our
goal is to output a dispute context Y . Here, the PA Xp = (xp,1, xp,2, · · · , xp,r),
the DA Xd = (xd,1, xd,2, · · · , xd,s) and generated disputes Y = (y1, y2, · · · , yl)
are word sequences. By taking advantage of hierarchical attention network, we
obtain sentence vectors Sp and Sd from the PA and the DA respectively. To
make our model much succincter, we omit how to get sentence vectors in Fig. 3
and use sentence vectors Sp and Sd as inputs directly. We additionally use the
topic distribution of sentences in a PA Tp = (tp,1, tp,2, · · · , tp,m), and the topic
distribution of sentences in a DA Td = (td,1, td,2, · · · , td,n) as extra inputs for
better detecting disputes. The model maximizes the generation probability of Y
conditioned on Xp, Xq, Tp, Tq.
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4 Model

Fig. 2. The overall framework of our model with two dispute detection modules, a
context-level detection module, and a topic-level detection module. Solid arrows present
the generation process.

In this section, we present our model. The overall architecture of our model
is shown in Fig. 2. Drawing inspiration from recent work on neural machine
translation, we modify the successful seq2seq attentional model [15] by adding
context-level and topic-level dispute detection modules. As is shown in Fig. 3, our
model consists of three parts: context-level detection, topic-level detection, and a
word sequence decoder. In context-level detection, we use hierarchical attention
network to detect sentences in the PA and the DA. Then we use joint context
attention by combining the two sentence attentions to match right disputes.
The topic-level detection is used to obtain the overlapping topic distribution
between sentences in the PA and the DA and help detect correct disputes. We
calculate joint topic attention by combining the two topic attentions from the
topic distributions of a PA and a DA, which are obtained from a pre-trained LDA
model1. Finally, we concatenate the joint context attention and topic attention
to affect the generation of words in the word sequence decoder.

Our proposed model is novel in the following ways. First, for capturing dis-
putes we design context-level detection module and topic-level detection mod-
ule to handle the challenge in literal and semantic level given in the Introduc-
tion section. Second, a novel joint attention mechanism is designed for disputes
decoding.

We describe the details of different components in the following sections.

Context-Level Detection. As is shown in Fig. 3, for context-level detection,
the input Sp = (gp,1, gp,2, ..., gp,m) are sentence vectors calculated from hierar-
chical attention network as well as another input Sd = (gd,1, gd,2, ..., gd,m). All
things considered, in an attempt to clarify and simplify the computation pro-
cess, Sp and Sd are limited to having the same length with each other. Given a
source sequence X of a PA, we use a bidirectional GRU to get annotations of
1 https://radimrehurek.com/gensim/models/ldamodel.html.

https://radimrehurek.com/gensim/models/ldamodel.html


Dispute Generation in Law Documents via Joint Context 121

Fig. 3. Our novel Seq2Seq model with two dispute detection modules, a context-level
detection module, and a topic-level detection module. Given the input of a plaintiff
allegation and a defendant argument, joint context attention and joint topic attention
are used to guide the generation of disputes.

words by summarizing information from both directions for words, and therefore
incorporate the contextual information in the annotation.

The encoder RNN calculates the hidden state at time t by

hp,it = GRU(xp,it, hp,it−1), t ∈ [1, r], i ∈ [1,m] (1)

However, not all words contribute equally to the representation of the sen-
tence meaning. To tackle this issue, we introduce an attention mechanism to
extract such words that are important to the meaning of the sentence and aggre-
gate the representation of those informative words to form a sentence vector. The
attention weight is computed as follows:

up,it = tanh(Wωhp,it + bω) (2)

αp,it =
exp(uT

p,itup,ω)
∑

t exp(uT
p,itup,ω)

(3)

gp,i =
∑

t

αp,ithp,it (4)

where up,it is a hidden representation of the word annotation hp,it, which is
obtained through a one-layer MLP (multi-layer perceptron). up,ω is the context
vector which is regarded as a high level representation of a fixed query “what is
the informative word” over input words. up,ω is randomly initialized and jointly
learned during the training process. Moreover Wω and bω are parameters. In
order to measure the importance of the word, we compute the similarity of up,it

with a word level context vector up,ω and get a normalized importance weight



122 S. Bi et al.

αp,it through a softmax function. Then we compute the sentence vector gp,i as
a weighted sum of the word annotations based on the weights. As for another
encoder for a DA, the sentence vector is obtained in the same way.

Then given the sentence vectors gp,i, a document vector can be obtained
similarly. We use a bidirectional GRU to encode sentences, and hidden state at
time t is calculated as:

hp,i = GRU(gp,i, hp,i−1), i ∈ [1,m] (5)

For rewarding sentences that are clues to generate disputes correctly, we
again use an attention mechanism. The attention weight is computed as

αp,jb =
exp(η(sj−1, hp,b))∑
i exp(η(sj−1, hp,i))

(6)

where sj−1 is the j − 1-th hidden state in decoder, hp,b is the b-th hidden state
in sentence encoder, and η is usually implemented as a multi-layer perceptron
(MLP) with tanh as an activation function. To get the joint context attention,
we combine the sentence attention of PA αp,jb and DA αd,jb to get a overall
context attention βjb.

βjb = αp,jb · Wb · αd,jb (7)

where Wb is a matrix.

Topic-Level Detection. Inspired by topic aware Seq2Seq model [21], we use
topic attention from the topic distribution Tp = (tp,1, tp,2, · · · , tp,m) in a PA,
which is obtained from LDA model given the input of sentences. The attention
weight of tp,q is computed by

mp,jq =
exp(ηo(sj−1, tp,q, hp,m))

∑m
l=1 exp(ηo(sj−1, tp,l, hp,m))

(8)

where hp,m is the final hidden state of the input message, which is used to weaken
the effect of topics that are irrelevant to the input message in generation and
highlight the importance of relevant topics. ηo is a multilayer perceptron. The
topic attention of a DA md,jq can be obtained in the same way.

Different from topic aware Seq2Seq model, we combine the topic attention of
PA mp,jq and the topic attention of DA md,jq to get overall topic attention αjq.
This method is particularly useful in finding similar topics between a PA and a
DA and helping generate disputes more accurately. The overall topic attention
can be computed by

αjq = mp,jq · Wq · md,jq (9)

where Wq is a matrix.
Then we concatenate the joint context attention βjb and the joint topic atten-

tion αjq to obtain the context vector cj .

cj =
m∑

j=1

(βjbhp,j + αjqtp,j) +
n∑

j=1

(βjbhd,j + αjqtd,j) (10)
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where tp,j is one of the embeddings of topics in Tp, and td,j is one of the embed-
dings of topics in Td.

The joint context attention and the joint topic attention form a joint atten-
tion mechanism which allows the input message and the topics to affect the
generation probability jointly. The primary advantage of the joint attention is
that it makes words in disputes not only relevant to the message but also related
to the topics of the message.

Word Generation. We define the generation probability p(yj) by

p(yj = ω) =

{
1
Z eΨV (sj,yj−1,ω) if ω ∈ V,

0 if ω �∈ V.
(11)

sj = GRU(yj−1, sj−1, cj) (12)

where V is a vocabulary of disputes. ΨV (sj ,yj−1) is defined by

ΨV (sj ,yj−1,ω) =σ(wT (W d
V · sj + W y

V · yj−1 + bV )) (13)

where σ(·) is tanh, w is a one-hot indicator vector of word ω, and W d
V , W y

V , and
bV are learning parameters. Z =

∑
v∈V eΨV (sj,yj−1,v) is a normalizer.

5 Experiments

In this section, we describe the dataset used for training and evaluation, give
implementation details, introduce baseline models, explain how model output is
evaluated and report evaluation results.

5.1 Dataset

We create a dataset semi-automatically where each piece of data is a tuple
consisted of a PA, a DA, and corresponding disputes. To improve data diversity,
we crawl 14,2394 legal judgments about all kinds of matrimonial disputes from
China Judgments Online2, and extract PA, DA and disputes from these legal
judgments. Then we preprocess these data and limit length like filtering those
data whose PA or DA is too short or too long to make a more standard dataset
and for better training. Since some legal judgments don’t have explicit disputes
to extract, we hire four students who major in law to label the judgments and
conclude disputes. Finally, there are 96437 data tuples left to be our dataset.
We break down the dataset into a training set, a validation set, and a testing
set in a ratio of 8:1:1. If readers are interested in our dataset, please contact the
author by sending your personal information to bisheng@seu.edu.cn.

2 http://wenshu.court.gov.cn.

http://wenshu.court.gov.cn


124 S. Bi et al.

5.2 Implementation Details

We employ jieba3 for Chinese word segmentation. The word embedding size is set
to 300, the value of embedding is randomly initialized with uniform distribution
in [−0.1, 0.1]. In the context-level detection, the hidden size of GRU is set to 300
for each direction in Bi-GRU. In the topic-level detection, the hidden size of GRU
is set to 300 for each direction in Bi-GRU. We choose ROUGE as the update
metric. Adam [7] is adopted to optimize the model with initial learning rate
= 0.0001, gradient clipping = 0.1, and dropout rate = 0.5. Model performance
will be checked on the validation set after every 1000 batches training and keep
the parameters with the lowest ROUGE. Training process will be terminated if
model performance is not improved for successive eight times. We repeat all the
experiments for ten times, and report the average results.

5.3 Baseline Models

We compare our models with the following state-of-the-art baselines:

S2SA. S2SA is a standard sequence-to-sequence model with attention mecha-
nism, which has proven to be successful in text generation tasks [15].

HRED. HRED is a hierarchical recurrent encoder-decoder model. It decom-
poses the context as two-level hierarchy using Recurrent Neural Networks
(RNN). The lower RNN encodes sequence of words which is then fed into the
higher level RNN to get a hierarchical context representation [12].

Ourscontext . Ourscontext is our model with only context-level module, which is
used to verify the effectiveness of joint context attention of our model.

Ourstopic . Ourstopic is our model with only topic-level module, which is used
to verify the effectiveness of joint topic attention of our model.

In all models, we set the dimensions of word embeddings as 512, and the
dimensions of the hidden states of both the encoder and decoder as 512. All
models are initialized with Gaussian distributions X ∼ N (0, 0.01) and trained
with Adam algorithm. The batch size is 64 and the initial learning rate is 0.001.
To handle rare or unknown words and improve the generation quality, we incor-
porate copy mechanism in our models, Ourscontext and Ourstopic. Therefore, we
don’t compare our models with more advanced models such as CopyNet.

5.4 Evaluation Metrics

Both automatic and human evaluation metrics are used to analyze the model’s
performance.

3 https://github.com/fxsjy/jieba.

https://github.com/fxsjy/jieba
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Automatic Evaluation. We adopt BLEU-1 [13] and ROUGE [3] to evalu-
ate the generation performance. BLEU-1 is a 1-gram precision-based metric.
ROUGE reports the F1 scores for ROUGE-1, ROUGE-2, and ROUGE-L which
respectively measure the word-overlap, bigram-overlap, and longest common
sequence between a generated dispute and a reference dispute. ROUGE-1 and
ROUGE-2 are used as a means of assessing informativeness and ROUGE-L is
used as a means of assessing fluency.

Human Annotation. In addition to automatic evaluation, we evaluate the gen-
erated disputes by eliciting human judgments for 300 randomly sampled legal
judgments. Three annotators who have expertise in law are invited to do an
evaluation. The evaluation metrics are listed as follows: (1) Naturalness. Nat-
uralness is used to rate the fluency of the generated disputes, and whether it
is consistent in context. We adopt five scales for naturalness evaluation (five is
for the best, and one for the worst). (2) Accuracy, Recall and F1 Measure.
It’s challenging for a machine to judge whether a generated dispute is correct or
not. For example, a generated dispute is “Whether the plaintiff should restore
the bride price”, but the reference dispute is “Whether the DA should restore
the bride price”. They are so similar that the machine will put correct label on
the generated dispute which is wrong from the point of human being. Thus, we
need human judgments to judge whether the disputes are correct. Score one for
disputes that are correct, zero for disputes that are wrong. With the annota-
tion results, we can calculate the accuracy, recall and F1 measure of our model,
aiming to evaluate how many disputes have been accurately expressed in the
generation results.

5.5 Evaluation Results

In an automatic evaluation from Table 1, our model is considerably better than
all the baselines. Ourscontext and Ourstopic are both have better performances
than S2SA, which verifies the effectiveness of hierarchical attention mechanism.
However, the results of Ourscontext, Ourstopic and HRED are about the same,
obviously worse than the results of Ours, which proves that the combination of
context-level module and topic-level module is pretty effective.

Table 2 shows the human annotation results, and it is clear that our model
gets the best performance and generate much more informative and accurate
disputes. Our model is observed to have the highest naturalness, accuracy, recall
and F1-measure scores among these text generation models. Similar to the results
of automatic evaluation, Ourscontext and Ourstopic both perform better than
S2SA, but are inferior to our complete model. This result further verifies our
claim that it is not enough to detect only from context-level. Topic-level detection
is helpful for detecting indirect disputes and enriching the content of generated
disputes.

Overall, our model substantially outperforms all other baselines in all metrics.
Especially for thematic consistency and disputes accuracy, our model illustrates
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an extraordinary balance between them, with observable improvements on both
sides. This balance is mainly contributed from the proposed framework consisted
of context-level and topic-level detection modules.

Table 1. Results of automatic evaluation.

Model B-1 R-1 R-2 R-L

S2SA 34.4 48.3 23.3 39.4

HRED 37.2 51.2 28.4 42.3

Ourscontext 36.9 51.7 27.2 41.1

Ourstopic 35.3 49.2 25.1 38.4

Ours 40.5 53.1 32.4 44.5

Table 2. Results of human annotation.

Model Nat. Acc. Recall F1

S2SA 2.5 26.5 13.6 18.3

HRED 3.1 37.5 22.5 23.7

Ourscontext 3.0 36.5 21.6 24.8

Ourstopic 2.8 33.8 20.8 21.3

Ours 3.8 40.7 33.3 36.9

5.6 Case Study

We conduct case studies for better understanding the model performances.
Figure 4 compares our model with baselines using examples. From the com-
parison, it is clear that our model has higher accuracy on generating disputes
than baselines, and all disputes are generated which are similar to the reference
disputes.

Fig. 4. Case study. We mark three correct disputes and their corresponding content in
the plaintiff allegation and the defendant argument in yellow, green and purple. From
this case, it is clear that our model generates all correct disputes and other methods
only generate one right dispute and even several wrong disputes compared with the
gold. (Color figure online)
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The context-level detection is used to solve this condition where the PA and
the DA have distinct disputes in the context. As is shown in Fig. 4, without
context-level detection, some baselines generate wrong disputes. For example,
the wrong dispute “Beating and scolding the plaintiff”, generated by HRED, is
not important enough to be a dispute although it is described similarly in both
PA and DA. Moreover, Ourscontext only generates correct dispute, which verifies
the effectiveness of context-level detection.

(a) The attention distribution of PA
on the context level.

(b) The attention distribution of PA
on the topic level.

(c) The attention distribution of DA
on the context level.

(d) The attention distribution of DA
on the topic level.

Fig. 5. The heatmap represents a soft alignment between the input (right) and the
generated dispute (top). The columns represent the attention distribution over the
input after generating each word. For topic level, these key words are paid attention
to because they are topic words by the means of LDA model.
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In addition, some baselines omit several disputes in the generation. In this
example, the plaintiff also argues with the DA about the topic of the ownership
of the dowry problem. Ourstopic correctly generates this dispute. In contrary,
S2SA, HRED don’t detect the dispute and generate nothing, which verifies
the importance and efficiency of topic-level detection in helping improve the
coverage and generate all disputes. As a result, our model yields a substantial
improvement over previous state-of-the-art models.

With the purpose of presenting the procedure how our model operates in
detail, four examples of generation is given in Fig. 5(a), (b), (c) and (d). From
these four pictures, it is clear that context-level attention mechanism can cap-
ture critical literal information and topic-level attention mechanism can discover
latent topic information to help generate disputes.

6 Conclusions and Future Work

In this paper, we proposed a novel task of DG and were the first to formulate
it as a text generation problem. We utilized topic information to benefit genera-
tion and developed a novel Seq2Seq model consisted of a context-level detection
module and a topic-level detection module. We created a new dataset. Both
automatic and subjective evaluation results verified that the proposed model
performed substantively better than several popular text generation models.

In the future, we can explore the following directions: (1) More advanced
technologies like reinforcement learning [18] can be integrated into our model.
(2) Apply our model to other language generation tasks. (3) Limited by the
dataset, we can only verify our proposed model on matrimonial disputes. A
more general and larger dataset will benefit the research on DG.
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Abstract. Large-scale knowledge graphs such as Wikidata and DBpe-
dia have become a powerful asset for semantic search and question
answering. However, most of the knowledge graph construction works
focus on organizing and discovering textual knowledge in a structured
representation while paying little attention to the proliferation of visual
resources on the Web. To improve the situation, in this paper, we present
Richpedia, aim to provide a comprehensive multi-modal knowledge graph
by distributing sufficient and diverse images to textual entities in Wiki-
data. We also set RDF links (visual semantic relations) between image
entities based on the hyperlinks and descriptions in Wikipedia. The Rich-
pedia resource is accessible on the Web via a faceted query endpoint and
provides a pathway for knowledge graph and computer vision tasks, such
as link prediction and visual relation detection.
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1 Introduction

With the rapid development of Semantic Web technologies, various knowledge
graphs are published on the Web using Resource Description Framework (RDF),
such as Wikidata [18] and DBpedia [2]. Knowledge graphs provide for setting
RDF links among different entities, thereby forming a large heterogeneous graph,
supporting semantic search [19], question answering [16] and other intelligent ser-
vices. Meanwhile, public availability of visual resource collections has attracted
much attention for different Computer Vision [6,10] (CV) research purposes,
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Fig. 1. Graphical illustration of multi-modal knowledge graph.

including visual question answering [20], image classification [15], object and
relationship detection [11], etc. And we have witnessed promising results by
encoding entity and relation information of textual knowledge graphs for CV
tasks. Whereas most knowledge graph construction work in the Semantic Web
and Natural Language Processing (NLP) [3,13,14] communities still focus on
organizing and discovering only textual knowledge in a structured representa-
tion. There is a relatively small amount of attention in utilizing visual resources
for KG research. A visual database is normally a rich source of image or video
data and provides sufficient visual information about entities in KGs. Obviously,
making link prediction and entity alignment in wider scope can empower mod-
els to make better performance when considering textual and visual features
together.

In order to bring the advantages of Semantic Web to the academic and indus-
try community, a number of KGs have been constructed over the last years, such
as Wikidata [18] and DBpedia [2]. These datasets make the semantic relation-
ships and exploration of different entities possible. However, there are few visual
sources within these textual KGs. In order to improve visual question answer-
ing and image classification performance, several methods [5,7,12,20] have been
developed for connecting textual facts and visual resources, but the RDF links
[4] from different entities and images to objects in the same image are still very
limited. Hence, little of the existing data resources is bridging the gap between
visual resources and textual knowledge graphs.

As mentioned above, general knowledge graphs focus on the textual facts.
There is still no comprehensive multi-modal knowledge graph dataset prohibiting
further exploring textual and visual facts on either side. To fill this gap, we
provide a comprehensive multi-modal dataset (called Richpedia) in this paper,
as shown in Fig. 1.
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In summary, our Richpedia data resource mainly makes the following contri-
butions:

– To our best knowledge, we are the first to provide comprehensive visual-
relational resources to general knowledge graphs. The result is a big and
high-quality multi-modal knowledge graph dataset, which provides a wider
data scope to the researchers from The Semantic Web and Computer Vision.

– We propose a novel framework to construct the multi-modal knowledge
graph. The process starts by collecting entities and images from Wikidata,
Wikipedia, and Search Engine respectively. Images are then filtered by a
diversity retrieval model. Finally, RDF links are set between image entities
based on the hyperlinks and descriptions in Wikipedia.

– We publish the Richpedia as an open resource, and provide a faceted query
endpoint using Apache Jena Fuseki1. Researchers can retrieve and leverage
data distributed over general KGs and image resources to answering more
richer visual queries and make multi-relational link predictions.

The rest of this paper is organized as follows. Section 2 describes the construc-
tion details of proposed dataset. Section 3 describes the overview of Richpedia
ontology. The statistics and evaluation are reported in Sect. 4. Section 5 describes
related work and finally, Sect. 6 concludes the paper and identifies topics for fur-
ther work.

2 Richpedia Construction

A knowledge graph (KG) can often be viewed as a large-scale multi-relational
graph consisting of different entities and their relations. We follow the RDF
model [4] and introduce the definition of the proposed multi-modal knowledge
graph, Richpedia, as follows:

Richpedia Definition: Let E = EKG ∪ EIM be a set of general KG entities
EKG and image entities EIM, R be a set of relations between entities. E and R
will be denoted by IRIs (Internationalized Resource Identifiers)2. L be the set of
literals (denoted by quoted strings, e.g. “London”, “750px”), and B be the set
of blank nodes. A Richpedia triple t = 〈subject, predicate, object〉 is a member
of set (E ∪ B) × R × (E ∪ L ∪ B). Richpedia, i.e., multi-modal KG, is a finite set
of Richpedia triples.

Figure 2 illustrates the overview of Richpedia construction pipeline, which
mainly includes three phases: data collection (described in Sect. 2.1), image
processing (described in Sect. 2.2) and relation discovery (described in
Sect. 2.3).

1 https://jena.apache.org/documentation/fuseki2/index.html.
2 https://www.w3.org/TR/rdf11-concepts/#dfn-iri.

https://jena.apache.org/documentation/fuseki2/index.html
https://www.w3.org/TR/rdf11-concepts/#dfn-iri
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Fig. 2. Overview of Richpedia construction pipeline.

2.1 Data Collection for Richpedia

Differing from general KGs, our focus is to construct a multi-modal dataset
which contains comprehensive image entities and their relations. Therefore, we
consider following sources to populate Richpedia.

– Wikidata3 is becoming an increasingly important knowledge graph in the
research community. We collect the KG entities from Wikidata as EKG in
Richpedia.

– Wikipedia4: Wikipedia contains images for KG entities in Wikidata and a
number of related hyperlinks among these entities. We will collect part of the
image entities from Wikipedia and relations between collected KG entities
and image entities. We will also discover relations between image entities
based on the hyperlinks and related descriptions in Wikipedia.

– Google5, Yahoo6, and Bing7 image sources: To obtain sufficient image entities
related to each KG entity, we implemented a web crawler taking input as KG
entities to image search engines Google Images, Bing Images, and Yahoo
Image Search, and parse query results.

According to the Richpedia definition, we need to extract two types of entities
(KG entities EKG and image entities EIM), and generate Richpedia triples.

Entity IRI Creation: Wikidata already contains unique IRI for each KG entity,
we add these IRIs to Richpedia as the KG entities. In current version, we mainly
collected 30,638 entities about cities, sights, and famous people. With these
IRIs, the attribute information, i.e., knowledge facts, of these KG entities can
be directly queried on Wikidata.

For image entities, intuitively we can collect images from Wikipedia and
create corresponding IRIs in Richpedia. However, as shown in Fig. 3, a large
3 https://www.wikidata.org/wiki/Wikidata:Main Page.
4 https://www.wikipedia.org/.
5 https://www.google.com/.
6 https://search.yahoo.com/.
7 https://www.bing.com/.

https://www.wikidata.org/wiki/Wikidata:Main_Page
https://www.wikipedia.org/
https://www.google.com/
https://search.yahoo.com/
https://www.bing.com/
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Fig. 3. The entity image frequencies in Wikipedia. There are a large portion of entities
that only have a few images.

portion of images for KG entities are actually long-tail. In other words, each
KG entity will have very few visual information in Wikipedia. Therefore, as
mentioned above, we obtained sufficient images from open sources and processed
to filter out final image entities (details will be given in Sect. 2.2). After that,
we will create IRIs for each image entity. In current version, we have collected
2,883,162 images entities and kept 99.2 images per entity on average.

Triple Generation: In Richpedia, we focus on constructing three types of
triples as follows:

〈ei, rp:imageof, ek〉 indicates that an image entity ei is an image of a KG
entity ek. An example is

〈rp:001564, rp:imageof,wd:Q3130〉,
where rp:001564 is an image entity, i.e., a picture of Sydney, and wd :Q3130
is the KG entity in Wikidata.
〈ei, rp:attribute, l〉 indicates the visual feature (rp:attribute and numerical
values l) of an image entity ei. An example is

〈rp:001564, rp:size, 700 ∗ 1600〉.
where rp:001564 is a picture of Sydney and its pixel information 700 ∗ 1600.
〈ei, rp:relation, ek〉 establishes the semantic visual relations (rp:relation)
between two image entities. An example is

〈rp:000001, rp:contain, rp:000002〉.
where rp:000001 is a picture of London and it contains another image entity
London Eye rp:000002.
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Fig. 4. Example of image entity diversity.

Since the each IRI is unique, we can directly generate the triple link the
〈ei, rp:imageof, ek〉 and 〈ei, rp:attribute, l〉 during data collection. For the triple
〈ei, rp:relation, ek〉, we will leverage related hyperlinks and text in Wikipedia to
discover the relations (details will be given in Sect. 2.3).

2.2 Richpedia Images Processing

After collecting image entities, we need to process and screen high-quality
images. Because our data comes from open sources, they will be ranked by
search engines with the high relevance score to the query. From the multi-modal
knowledge graph perspective, the ideal image entities to a KG entity are not only
relevant but ideally also diverse. For instance, Fig. 4 shows the image diversity,
the left and middle image entity should be saved in Richpedia whereas the right
should be filtered. It is intuitive to utilize clustering based methods to achieve
the image diversity screening. In this paper, we employ a simple but pragmatic
below method.

Diversity Image Retrieval: Given image entities crawled from search engines
for a KG entity, we first apply clustering algorithm K-means on visual features
to obtain clusters of images. The similarity between two images during the clus-
tering is measured based on histogram-intersection in colour spaces. Specifically,
we first converted RGB values of two image entities ei and ej into the hue (H),
saturation (S), and value (V) coordinates of the HSV color space using methods
in [9]. Then, the similarity between two image entities can be defined as the
histogram intersection of the normalized histogram as follows:

sim(ei, ej) =
n∑

k=1

min (Hk(ei) − Hk(ej)), (1)

where ei, ej are image entities. A color histogram of image entity e is an n-
dimensional vector, Hk(e), where each element represents the frequency of color
k in image e.
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For each image cluster, we will collect top-20 images in following process.
First, the image with highest visual score is selected as the top ranked image.
The second image is the one which has the largest distance to the first image.
The third image is chosen as the image with the largest distance to both two
previous images, and so on. During the diversity image detection retrieval, we
also generate 〈ei, rp:attribute, l〉 triples for the given image entity to provide its
visual features in Richpedia.

After the acquisition of the images, we need to compute some different visual
descriptors, which can describe the pixel-level features of the selected images
(for instance, gray distribution and texture information for images). We then
use these descriptors to calculate the similarity between the images, where the
similarity can be calculated by integrating the distance between different descrip-
tors. There are the descriptors we compute are the following:

– Gradation Histogram Descriptor: Gradation histogram is a statistic of
gradation distribution. Gradation histogram refers to the frequency of the
gray size of all pixels in the image. Gradation histogram is a function of
gray level, which represents the number of pixels with a certain gray level
in the image and reflects the frequency of a certain gray level in the image.
We transform the image from color to grayscale and use the OpenCV lib
to calculate the Gradation Histogram Descriptor. Finally, each image entity
generates a description vector with 256 dimensions.

– Color Layout Descriptor: Color Layout Descriptor reflects the composi-
tion distribution of colors in the image, which colors appear and the probabil-
ity of various colors, color histogram is the representation of the image color
feature. Color histograms are insensitive to geometric transformations such as
rotation of the observation axis, translation and scaling with little amplitude,
and are not sensitive to changes in image quality (such as blurring). There-
fore, the differences in the global color distribution of the two images can be
measured by comparing the differences in color histograms. We respectively
calculate the three channels (R, G, B) of the color histograms.

– Color Moment Descriptor: Color Moment is a simple and effective
method to represent color features. There are first moment (mean), second
moment (variance) and third moment (skewness). Since the color informa-
tion is mainly distributed in the low order moment, the first-order moment,
second-order moment and third-order moment are sufficient to express the
color distribution of the image, and the color moment has been proved to be
effective to represent the color distribution in the image. We calculate three
moments of the Color Moment.

– GLCM Descriptor: Gray-level co-occurrence matrix is a common method
to describe texture by studying the spatial correlation of gray. As the texture
is formed by the grayscale distribution appearing repeatedly in the spatial
position, there will be a certain grayscale relationship between the two pixels
separated by a certain distance in the image space, that is, the spatial corre-
lation characteristics of the grayscale in the image. We compute the GLCM
Descriptor of the images.
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The center of the Place 
is occupied by a giant 
Egyptian obelisk. The 
Obelisk of Luxor stands 
on the Place de la 
Concorde. 

The Fountain of River Commerce 
and Navigation, one of the two 
Fontaines de la Concorde(1840) 
on the Place de la Concorde. 
Behind: the Hotel de Crillon; Left: 
the embassy of the United States.

Image entity:
Place de la 
Concorde

Image entity:
Fountain of River Commerce and 
Navigation

Image entity:
Obelisk of Luxor 

Fig. 5. Example of Richpedia relations discovery.

– Histogram of Oriented Gradient Descriptor: Histogram of Oriented
Gradient (HOG) is a feature descriptor that is used in the field of computer
vision and image processing for target detection. This technique is used to
calculate the statistics of the direction information of local image gradients.
We extract the edges of the grayscale image by computing its gradient (using
Sobel and Laplacian kernels).

2.3 Richpedia Relation Discovery

In this section, we mainly introduce the process of triple 〈ei, rp:relation, ek〉 gen-
eration. It is hard to directly detect these semantic relations based on pixel
features of different images. The collected images from open sources are nat-
urally linked to the input crawling seeds, i.e, KG entities, and image entities
from Wikipedia and Wikidata. Therefore, we can leverage related hyperlinks
and text in Wikipedia to discover the semantic relations (rp:relation) between
image entities. Next we take rp:contain and rp:nearBy as examples to illustrate
how to discover semantic relations among image entity Place de la Concorde,
Obelisk of Luxor, and Fountain of River Commerce and Navigation.

As shown in Fig. 5, images of Place de la Concorde, Obelisk of Luxor, and
Fountain of River Commerce and Navigation are extracted from the Place de la
Concorde Wikipedia article. From the semantic visual perspective, we could find
that Place de la Concorde contains Obelisk of Luxor and Fountain of River Com-
merce and Navigation, and Obelisk of Luxor is near by Fountain of River Com-
merce and Navigation. To discover these relations, we collect textual descriptions
around these images and propose three effective rules to extract final relations:

Rule1 : If there is one hyperlink in the description, its pointing Wikipedia
entity corresponds to the image entity with a high probability. We detect
the keywords from the description by Stanford CoreNLP. Then, relation will
be discovered by a string mapping algorithm between keywords and prede-
fined relation ontology. For instance, if we get the word ‘left’ in the textual
descriptions between the two entities, we will get the ‘nearBy’ relation.
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rpo:KGentity

rpo:Image

rpo:pixel (xsd:string)
rpo:height (xsd:float)
rpo:width (xsd:float)

rpo:Descriptor

rpo:value (xsd:string)
rpo:Imageof rpo:Describes

rpo:GHD rpo:CLD

rpo:CM rpo:GLCM

rpo:HOGS rpo:HOGL

rdfs:subClassOf

rpo:ImageSimilarity

rpo:Similarity (xsd:float)
rpo:DescriptorType

rpo:sourceImage
rpo:targetImage

rpo:sameAs rpo:contain

Fig. 6. Richpedia ontology overview.

Rule2 : If there are multiple hyperlinks in the description, we detect the core
KG entity based on the syntactic parser and syntactic tree. Then, we take
input as the core KG entity and reduce this case to Rule1.
Rule3 : If there is no hyperlink pointing to other articles in the description, we
employ the Stanford CoreNLP to find the corresponding KG entities which
have Wikipedia articles and reduce this case to Rule1 and Rule2. Because
Rule3 relies on the NER results which have low quality than annotated hyper-
links, its priority is lower than the first two rules.

3 Ontology

In this section, we describe the ontology we built for Richpedia, which consists of
comprehensive image entities, multiple descriptors of image entities, and relation-
ships among image entities. We create a custom lightweight Richpedia ontology
to represent the data as RDF format, all the files formatted following the N-
Triples guidelines (https://www.w3.org/TR/n-triples/). All Richpedia resources
are identified under the http://rich.wangmengsd.com/resource/ namespace. The
ontology is described at http://rich.wangmengsd.com/ontology/.

As shown in Fig. 6, the overview of Richpedia ontology is as followed. The
classes are displayed in the box. The solid edges represent the relation between
instances of two classes, the dotted lines represent the relation between the
classes themselves; for conciseness, the data type properties are listed in the
class boxes.

A rpo:KGentity is an existing text knowledge graph entity that contains
a lot of existing attribute information. A rpo:Image is an abstract resource
representing an image entity of Richpedia dataset, describing the height and
width of the image and the url of the image in the display website. The data
types of rpo:Height and rpo:Width are both xsd:float. A rpo:KGentity links

https://www.w3.org/TR/n-triples/
http://rich.wangmengsd.com/resource/
http://rich.wangmengsd.com/ontology/
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@prefix    rpo:    <http://rich.wangmengsd.com/ontology/>
@prefix    rp:    <http://rich.wangmengsd.com/resource/>
rp:16.jpg    a    rpo:Image;

rpo:Imageof rps:0001;
rpo:Height 600;    rpo:Width 900;

Fig. 7. RDF example of an image entity.

rp:16.jpg.GHD    a    rpo:GHD;
rpo:Describes rp:16.jpg;
rpo:value “[2823.0 ,  218.0 ,  256.0 ,  205.0 ,  ...]”;

rp:16.jpg.CLD    a    rpo:CLD;
rpo:Describes rp:16.jpg;
rpo:value “[189.0 ,  62.0 ,  66.0 ,  49.0 ,   ...]”;

rp:16.jpg.CM    a    rpo:CM;
rpo:Describes rp:16.jpg;
rpo:value “[64.8369 ,  92.1214 ,  195.548 ,  ...]”;

rp:16.jpg.GLCM    a    rpo:GLCM;
rpo:Describes rp:16.jpg;
rpo:value “[0.0123 ,  0.0035 ,  0.0011 ,  ...]”;

rp:16.jpg.HOGL    a    rpo:HOGL;
rpo:Describes rp:16.jpg;
rpo:value “[0.0666 ,  0.0120 ,  0.0033 ,  0.0012 ,  ...]”;

Fig. 8. RDF example of the descriptors.

to many rpo:Images by the relation of rpo:imageof. Between the images, there
maybe some semantic relations, such as rpo:sameAs, rpo:contain and so on.
In Fig. 7, we show the example of the RDF for the rpo:Image representation
of London eye.

A rpo:Descriptor is a visual descriptor of the image, it link to the rpo:Image
by the relation rpo:visual-describe. A rpo:Descriptor has five subclasses, such
as rpo:GHD, rpo:CLD, rpo:CM, rpo:GLCM and rpo:HOG. They describe
the image in terms of grayscale, color, texture, edge and etc. For instance, in Fig. 8,
there is the descriptor of the above image about London eye.

A rpo:ImageSimilarity is used to express the degree of similar-
ity between images, it includes the rpo:Similarity which calculates
between rpo:sourceImage and rpo:targetImage by the specified descriptor.
rpo:Similarity represents the similarity of two images on the pixel level. Fol-
lowing, we show the example of it in Fig. 9.
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rp:gray_sim1    a    rpo:ImageSimilarity;
rpo:sourceImage rp:0.jpg;
rpo:targetImage rp:3997.jpg;
rpo:Similarity 0.7750442028045654;
rpo:DescriptorType rpo:GHD;

rp:0.jpg    rpo:similar rp:3997.jpg

Fig. 9. RDF example of a visual similarity relation.

Table 1. Statistics of Entities

#KG entities #Image entities

City 507 46,864

Sight 8,494 827,492

Person 20,984 2,040,414

Table 2. Statistics of Richpedia triples

#Overall

〈ei, rp:imageof, ek〉 2,708,511

〈ei, rp:attribute, l〉 2,491,283

〈ei, rp:relation, ek〉 114,469,776

4 Statistics and Evaluation

In this section, we report the statistical data of Richpedia and a preliminary
evaluation of its accuracy. At present Richpedia includes 2.8 million entities and
172 million Richpedia triples.

Statistics of KG entities and image entities are depicted in Table 1. The num-
bers of the city entities, sight entities, and person entities in Richpedia are 507,
8,494, and 20,984. For image entities, there are 46,864 images of cities, 827,492
images of sights, and 2,040,414 images of famous people. The number of the Rich-
pedia triples of three different types are depicted in Table 2. As shown in Table 2,
there are 2,708,511 relations between KG entities and image entities, 114,469,776
relations among image entities, and 2,491,283 relations between image entities
and values such as pixel information.

To evaluate the accuracy of image entities distribution to the given KG enti-
ties, we manually construct 10,000 image distributions as ground-truths and
compared it with the result of our diversity image retrieval model. The preci-
sion is 94% and the recall is 86%. For the images wrongly or have not been
distributed to entities, the reason is that we choose the image which has the
largest distance to the collected image in the same cluster during the diversity
image retrieval. Therefore, some noisy points may mix in our final results and
decrease the precision, and some images may not be ranked within the top-20
and decrease the recall.
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Source Image 2-NN 3-NN1-NN

4-NN 5-NN 6-NN 7-NN

8-NN 9-NN 10-NN

Fig. 10. 10 nearest neighbors of an image of Russian Luzhniki Stadium using HOG.

As for the accessibility of data, due to the capacity limitation of our website
server, we set up an online access platform that only displays some of the Rich-
pedia data, but we provide Google Cloud Driver download link for all data. In
the Google Driver download link, you can find the download link of the full data
and the link of nt files about the data description, including the visual relations
between the images, the image feature descriptors and so on. With respect to
sustainability, because of the large size of the dump, we have not yet found a
mirror host to replicate the data. Because we have a long-term plan for Rich-
pedia, hence the dataset will be inactive maintenance and development. As for
updating the dataset, although it is expensive to build the original dataset, we
plan to implement incremental updates. The descriptors for these images can
then be computed, while only the k-nn similarity relations involving new images
(potentially pruning old relations) need to be computed.

Using the visual descriptors of image entities generated in Sect. 2.2, we design
an experiment to calculate the similarity between image entities. First, we use
the OpenCV library to calculate the visual descriptors for each image entity.
Next, we use visual descriptors to calculate the similarity between images. For
each image entity, we calculate ten nearest neighbors for image entities according
to each visual descriptor, for calculating the nearest neighbor image entities, we
have the classical algorithm and fast approximate NN matching algorithm.

The problem of nearest neighbor search is a major problem in many appli-
cations, such as image recognition, data compression, pattern recognition and
classification, machine learning, document retrieval system, statistics and data
analysis. However, solving this problem in high-dimensional space seems to be
a very difficult task, and no algorithm is obviously superior to the standard
brute force search. As a result, more and more people turn their interest to a
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Fig. 11. Results of querying entity about Ankara.

class of algorithms that perform the approximate nearest neighbor search. These
methods have proved to be good enough approximation in many practical appli-
cations and most cases, which is much faster than the exact search algorithm. In
computer vision and machine learning, finding the nearest neighbor in training
data is expensive for a high-dimensional feature. For high-dimensional features,
the randomized k-d forest is the most effective method at present.

For the image entities of online access platform, because the amount of image
entities is small, which is about tens of thousands, we use the classical nearest
neighbor algorithm to calculate the similarity between image entities. The advan-
tage of this algorithm is that it traverses all data sets, so it has relatively high
accuracy and can perfectly reflect the similarity between image entities. How-
ever, its shortcomings are obvious. The classical nearest neighbor algorithm, for
each image entity, we need to traverse all other image entities, it belongs to brute
force search, so it has high time complexity and will consume a lot of time and
computing costs. But for the complete Richpedia dataset, if we want to calcu-
late the similarity between image entities, we can only choose Fast Library for
Approximated Nearest Neighbors (FLANN) since it has been proven to scale for
large datasets. Although it will decrease inaccuracy, it is an optimal choice for
large data sets in terms of integration accuracy and time complexity.

We design an experiment which contains 30,000 images. We configured
FLANN with a goal precision of 95% and tested it on a brute-forced gold stan-
dard. First, we use the classical nearest neighbor algorithm to calculate, however,
while it took 18 days to compute with 8 threads, when we test on the FLANN,
it finished in 15 hours with 1 thread. Finally, FLANN achieved the precision of
76%. In Fig. 10, we show an example of similarity search results based on HOG
descriptor, which captures information about edges in an image.

5 Use-Cases

We first provide some examples of queries on the online access platform.
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Beijing Zoo

The relationship of following pictures with the selected one is rpo:SameAs

Fig. 12. Results of querying relations about Beijing Zoo entity.

First, we can query the entity information in Richpedia, including image
entities and KG entities. The first step is to select the entity category of the
query, and then select the entity we want to query specifically. For example,
in Fig. 11, if we want to query the KG entity information and image entity
information of the city of Ankara, we can select the corresponding Ankara label
in the drop-down selector. The above half of the page that appears after that is
the KG entity information of Ankara, and the below half is the image entities of
Ankara.

Second, we can query the visual semantic relation between image entities
through Richpedia’s online access platform. After we select the entity for query-
ing, we can view the visual semantic relation of the image entity by clicking on
the corresponding image entity. For example, when we want to query an image
entity who has a rpo:sameAs relation with the Beijing Zoo image entity, we
can click on the image entity and get the result as shown in the Fig. 12.

6 Related Work

Amongst the available datasets describing multimedia, the emphasis has been
on capturing the high-level metadata of the multimedia files (e.g., author, date
created, file size, width, duration) rather than audio or visual features of the
multimedia content itself [1,8]. Recently, several methods [5,7,12,17,20] have
been developed for connecting textual facts and visual resources. IMGpedia [5]
is a linked dataset that provides visual descriptors and similarity relationships
for Wikimedia Commons. This dataset is also linked with DBpedia and DBpe-
dia Commons to provide semantic context and further metadata. Zhu et al.
[20] exploited knowledge graphs for visual question answering, but it was cre-
ated specifically for the purpose, and consequently contains a small amount of
very specific images, and also proposed a knowledge base framework to handle all
kinds of visual queries without training new classifiers for new tasks, these anno-
tations represent the densest and largest dataset of image descriptions, objects,
attributes, relationships, and question answers. Visual Genome dataset [7] aims
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at collecting dense image annotations of objects, attributes, and their relation-
ships. Unfortunately, the visual relationship between IMGpeida [5] is limited to
pixel level similarity, not for the relations between semantic, visual-relational
facts in [7] still limit to provide relational information within the same image.
For instance, a relation “nextTo” between London Eye and River Thames may
be discovered due to they appeared in a same image, but there is no further
information about the relations between London Eye and London. MMKG [12]
intended to perform relational reasoning across different entities and images in
different knowledge graphs. However, it was constructed specifically for textual
knowledge graph completion and focused on small datasets (FB15K, DBPE-
DIA15K and YAGO15K). MMKG also did not consider the diversity of images
when distributing images to related textual entities.

7 Conclusion and Future Work

This paper presents the process of constructing a multimodal knowledge graph
(Richpedia). Our work is to collect images from the Internet for entities in textual
knowledge graphs. Then, images are filtered by a diversity retrieval model and
RDF links are set between image entities based on the hyperlinks and descrip-
tions in Wikipedia. The result is a big and high-quality multimodal knowledge
graph dataset, which provides a wider data scope to the researchers from The
Semantic Web and Computer Vision. We publish the Richpedia as an open
resource and provide a facet query endpoint. As future work, our plan is to
broaden the type and scope of entities, so that Richpedia becomes more com-
prehensive and covers more topics.
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vol. 30, no. 4, pp. 265–274 (2005)

10. Lejuez, C., Kahler, C.W., Brown, R.A.: A modified computer version of the paced
auditory serial addition task (PASAT) as a laboratory-based stressor. Behav. Ther-
apist (2003)

11. Liang, X., Lee, L., Xing, E.P.: Deep variation-structured reinforcement learning for
visual relationship and attribute detection. In: Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, pp. 848–857 (2017)

12. Liu, Y., Li, H., Garcia-Duran, A., Niepert, M., Onoro-Rubio, D., Rosenblum, D.S.:
MMKG: multi-modal knowledge graphs. arXiv preprint arXiv:1903.05485 (2019)

13. Manning, C., Surdeanu, M., Bauer, J., Finkel, J., Bethard, S., McClosky, D.: The
Stanford CoreNLP natural language processing toolkit. In: Proceedings of 52nd
Annual Meeting of the Association for Computational Linguistics: System Demon-
strations, pp. 55–60 (2014)

14. Manning, C.D., Manning, C.D., Schütze, H.: Foundations of Statistical Natural
Language Processing. MIT Press, Cambridge (1999)

15. Marino, K., Salakhutdinov, R., Gupta, A.: The more you know: using knowledge
graphs for image classification. In: Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pp. 2673–2681 (2017)

16. Trivedi, P., Maheshwari, G., Dubey, M., Lehmann, J.: LC-QuAD: a corpus for
complex question answering over knowledge graphs. In: d’Amato, C., et al. (eds.)
ISWC 2017. LNCS, vol. 10588, pp. 210–218. Springer, Cham (2017). https://doi.
org/10.1007/978-3-319-68204-4 22

17. Vaidya, G., Kontokostas, D., Knuth, M., Lehmann, J., Hellmann, S.: DBpedia
commons: structured multimedia metadata from the wikimedia commons. In: Are-
nas, M., et al. (eds.) ISWC 2015. LNCS, vol. 9367, pp. 281–289. Springer, Cham
(2015). https://doi.org/10.1007/978-3-319-25010-6 17
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Abstract. Entity linking refers to the task of resolving multiple named
entity mentions in a document to their correct references in a knowl-
edge base (KB). It can bridge the gap between unstructured nature lan-
guage documents that computers hardly understand and a structured
semantic Knowledge Base which can be easily processed by comput-
ers. Existing studies and systems about entity linking mainly focus on
the open domain, which may cause three problems: 1. linking to uncon-
cerned entities; 2. time and space consuming; 3. less precision. In this
paper, we address the problem by restricting entity linking into specific
domains and leveraging domain information to enhance the linking per-
formance. We propose an unsupervised method to generate domain data
from Wikipedia and provide a domain-specific neural collective entity
linking model for each domain. Based on domain data and domain mod-
els, we build a system that can provide domain entity linking for users.
Our system, Domain-Specific neural collective Entity Linking system
(DSEL), supporting entity linking in 12 domains, is published as an
online website, https://dsel.xlore.org.

Keywords: Entity Linking · Domain Generation · Graph convolution
network

1 Introduction

Entity linking (EL) aims to link the textual named entity mentions in the
unstructured document to proper KB entities. It is a fundamental task for many
NLP problems such as question answering, relation extraction. The task has been
extensively studied [1,6,11] in recent years, and many EL systems [9,10,16] have
been built.

The main challenge of the entity linking task is the ambiguity of named entity
mentions. A named entity mention may refer to many KB entities, and an entity
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often has multiple surface names, such as its full name, partial names, aliases,
abbreviations, and alternate spellings. For example, the entity “Air Jordan” can
be identified by the plain text “Jordan” or “AJ” while the mention “Jordan” can
refer to 43 entities in Wikipedia. For a given document, an entity linking system
should detect the concerned mentions and link them to correct entities in the
knowledge base. Another challenge of the entity linking task is filtering through
all recognized named entity mentions finding more meaningful, user-concerned
ones. Existing entity linking systems try to link named entities as many as pos-
sible, however, many linkages are unnecessary. As it shows in Fig. 1, for the
given document, Babelfy and TagMe detect as many entity mentions (Babelfy
also detects concept mentions) as possible and link them to corresponding enti-
ties (concepts), however, many linkages of them are futile, such as “brand” and
“style”.

Air Jordan is a brand of basketball 
shoes, athletic, casual, and style clothing
produced by Nike. It was created for 
former NBA player and 5 time NBA MVP 
Michael Jordan.

Air Jordan is a brand of basketball 
shoes, athletic, casual, and style clothing
produced by Nike. It was created for 
former NBA player and 5 time NBA MVP
Michael Jordan.

Babelfy TagMe

Fig. 1. Linking results of two entity linking systems. The left side shows the results
from Babelfy, where named mentions in orange are concept links, while the blues are
entity links. The right side is the result of TagMe who doesn’t consider the difference
between concept and entity. (Color figure online)

Extensive research papers are focusing on the challenge of named entity ambi-
guity. Currently, DNN shows its ability to solve the problem, existing NN mod-
els for entity disambiguation have two paradigms: local models, which disam-
biguate mentions independently relying on textual context information [2,3,7],
and global (collective) models, which resolve multiple mentions in a document
simultaneously by encouraging their target entities to be coherent [4]. Although
current models seem very effective in the experimental test sets, it is still diffi-
cult to get satisfactory performance in practical scenarios, especially when target
entities come from specific domains. We argue that one critical bottleneck is that
current EL models are mostly designed and deployed for the open domain, which
contains millions of entities from totally different domains of real-world and thus
is too difficult for a single model to handle. For example, as we mentioned before,
Jordan can refer to 43 entities in Wikipedia, it will cost lots of time and space for
disambiguation. The second challenge, meaningful linkages, is rarely been con-
sidered, but quite important in practice. To solve the two challenges, we propose
to move entity linking systems towards specific domains. By doing so, we can
not only reduce the searching space and problem complexity but also leverage
domain information (e.g., domain priors) to boost the performance. Besides, the
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linking results are about the specified domain, which is more meaningful than
open domain results.

To provide domain-specific entity linking, we propose an unsupervised app-
roach to generate domain data from Wikipedia. We generated and published
12 domain datasets. As for the model, inspired by [1], we build a candidate
graph for multiple mentions in a document, and then utilize graph convolution
networks for information aggregation. Our models share the same framework
but are trained on different domain-specific datasets. Compared with the model
trained on the open domain, our domain-specific systems are demonstrated to
perform significantly better. Our key contributions in this work are as follows:
1. Provide an unsupervised approach to generate domain data from Wikipedia

utilizing its category system and trained category embeddings. Currently, we
have published 12 domain datasets.

2. Build an entity linking system, including dictionary-based mention parsing
& candidate generation and domain-specific neural collective entity linking
model, and publish the system as an online service.

2 Definition and Framework

2.1 Problem Definition

We introduce some concept definitions and problem formulation in this section.
Definition 1. A knowledge base KB contains a set of entities E = {ej}. Each
entity corresponds a page containing title, textual description, hyperlinks pointing
to other entities, infobox, etc.

Definition 2. A text corpus D contains a set of words D = {w1, w2, ..., w|D|}.
A mention m is a word or phrase in D which may refer to an entity e in KB. In
this paper, we pre-train word and entity representations, and use low-dimensional
vectors vw and ve to denote the embedding of word w and entity e in KB.

Definition 3. An anchor a ∈ A is a hyperlink in KB articles, which links its
surface text mention m to an entity e. Ae, m denotes the set of anchors of
mention m pointing to entity e. Anchor Dictionary is the dictionary that we
build through utilizing all the anchors in KB. Each a in the anchor dictionary
may refer to a set of entities Em = ej.

Definition 4. Problem Definition. Given a document D = {w1, w2, ..., w|D|}
and a knowledge base KB. The task is to find out the mentions M = {m!, ...,mk}
in D and link them to their referent KB entities. We resolve the problem into
two phases. In Mention Parsing, we detect mentions M and generate a candidate
entity set C = {e1, e2, ..., e|C|} for each mention mj. In Entity Disambiguation,
we select the most probable entity ej in the candidate set C for each mention
mj. The disambiguation process can be described as an optimization problem:

argmax
Γ

Φ(c, Γ )

where c represents global context and Γ = {e1, ..., ek}, ei is one of the candidate
KB entities of mi.
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2.2 The Classical Pipeline of an Entity Linking System

As we mentioned above, entity linking is a task about linking textual mentions
in a given document to the corresponding entities in a large scale structured KG.
The classical process pipeline of an entity linking system is contains three main
processes: 1. mention detection, 2. candidate generation, 3. entity disambigua-
tion.

System Components

Mention Detection
&

Candidate Generation
DSEL Model

Wikipedia Corpus

Domain
Model

Domain 1 Domain n

Domain
ModelDomain

Model
Domain
Model
Domain
Model

Domain Generator

document linking results

Domain
Model

Fig. 2. System framework. Our system contains three parts: Domain Generation, Men-
tion Detection & Candidates Generation, and Domain-specific Entity Linking Model.
When the user inputs a document and a domain, our system detects mentions in the
document and maps them to their corresponding KB entities.

Mention Detection aims to find out entity mentions M in the textual docu-
ment D, challenges of this stage lay on the various expression forms of an entity.

Candidate Generation tries to filter out irrelevant entities in the knowledge
base and retrieve a candidate entity set Em which contains possible entities that
entity mention m ∈ M may refer to. After the previous two stages, given a doc-
ument D, we have already got a mention set M and a corresponding candidate
entity set E.

Entity Disambiguation ranks candidate entities Em for each entity mention
m and then links the mention to the KG entity e∗

m that has the highest ranking
score. Many EL researchers only focus on this stage. The input of this process
is mentions M in the given document and the corresponding candidate entities
C = {C1, ...}.
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2.3 Our System

As it shows in Fig. 2, our system consists of three components: Domain Gener-
ator, Mention Detection & Candidates Generation, and Domain-Specific Entity
Linking (DSEL) Model. Domain Generator extracts training data and mention-
candidate pairs for specific domains from the whole Wikipedia corpus. Mention
Detection & Candidates Generation identifies mentions and candidate entities
according to the specified domain. DSEL Model selects the most probable entity
from candidate entities of each mention. Note that we have multiple DSEL mod-
els trained on different domain corpus. Next, we will introduce the three parts
respectively.

3 Our Approach

3.1 Domain Generation

We derive 12 domains from Wikipedia to provide the domain-specific entity link-
ing system. As we know, Wikipedia is the largest encyclopedia in existence. There
are around 1.3 M categories and 5.1 M instances that belong to the category
system in Wikipedia. We utilize the category system of Wikipedia to generate

Classical Violinists

Concert Masters

Orchestra Leaders

Nigerian Singers By Genre

Nigerian Gospel Singers

Sports

Physical Exercise

Dance

Music

Music Genres

Dance Music

Salsa Music Dance Music Awards Rumba

Fig. 3. Two traits of category system in Wikipedia. As it shows in the left graph, there
exist circle paths in the category system of Wikipedia. The right graph shows that
some categories may cause domain overlap because their parent categories come from
different domains.



DSEL: A Domain-Specific Entity Linking System 151

domain data for further use. The key idea behind domain data generation is
traversing the category tree of Wikipedia from seed categories of a domain to
generate domain categories, then obtaining articles under those categories to
construct domain data. Ideally, given a set of seed categories of a domain, we
can derive domain categories from the category tree by traversing it. However,
Wikipedia is an online encyclopedia that everyone can edit. Inevitably, there are
three impediments may lead to unexpected results (Fig. 3):

1. There are categories for administration such as “Mathematics-related lists”
and “Sports administration” who have no contribution to the domain and
will introduce semantic bias.

2. The category tree is, in fact, a graph but a tree. There exist circle paths
between two category nodes.

3. A category may belong to more than one domain, which will cause severe
domain overlaps and will blur the boundary between two domains.

Algorithm. Considering the listed impediments above, we bring forward
an algorithm that can efficiently obtain categories of a domain. Algorithm1
describes how we derive domain categories and instances.

1. Given a top category for a domain, retrieve its first-layer sub-categories and
then filter irrelevant categories such as administration categories.

2. Get the top-k layer categories as seed categories of the domain, calculate the
average embedding of category for further use.

3. Traverse the i-th layer, i > k, calculate the cosine similarity with the average
category embedding for each category in the layer, then sort those categories
by the similarity score, drop last dropratei% categories of this layer.

4. Stop traverse when i > max_depth.

Category Embedding. Category embedding is used to capture the domain
semantic vectorial representation of a category. To capture the semantic of a
category for the domain, we borrow the idea behind skip-gram: predicting the
related domain categories of a given category.

As far as we know, there isn’t a proper dataset that can help use to train
such models, so we propose an unsupervised method to build such dataset. Our
approach assumes that in most cases, categories in one entity belong to the
same domain. We first retrieve categories of an entity and then arrange them
m times by random order to obtain m different category lists. After that, we
can generate a category sequence for an entity by catenating those category
lists. Randomly arranging the categories m times can alleviate order effect of
categories. We obtain category sequences of all instances in Wikipedia as the
input of skip-gram model and get vectorial embedding for each category.
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Result: domain_categories
category_queue = top_layer_categories;
level_len = category_queue.size();
curr_depth = 1;
seed_depth = k;
domain_categories = list([]);
while category_queue is not empty do

head_category = category_queue.pop();
level_len-=1;
push all sub categories of head_category into category_queue;
domain_categories.append(head_category);
if level_len == 0 then

if curr_depth == seed_depth then
calculate average category embedding of current
domain_categories.;

end
if curr_depth > seed_depth then

sort categories in category_queue by the cosine similarity with
average category embedding.;
drop last dropratecurr_depth% categories in the queue;

end
curr_depth ++;
if curr_depth > max_depth then

break ;
end
level_len = category_queue.size();

end
end

Algorithm 1: Domain categories generation

3.2 Mention Parsing and Candidate Generation

Mention parsing detects the possible entity mentions in the input document D
by searching a pre-built anchor dictionary. Therefore, dictionary building and
parsing algorithm are the major concerns.

Dictionary Building. In Wikipedia, the anchor text of a hyperlink pointing to
an entity page provides useful name variations of the pointed entity. An anchor
can be a synonym, abbreviation or title of an entity. For example, anchor text
“Apple” may point to the page of Apple Inc., Apple Corps. or Apple (fruit) in
different documents. Inversely, the entity Apple Inc. also has other anchor texts,
such as “Apple Computer Inc.” By extracting anchor texts and their correspond-
ing hyperlinks from KB articles, we can construct an anchor dictionary, where
the keys are mentions and values are candidate entities, as shown in Table 1. A
mention may refer to several entities and an entity may have several mentions.



DSEL: A Domain-Specific Entity Linking System 153

Thus, we can generate the candidate entities referred by a mention easily by
querying the dictionary.

Parsing Algorithm. To accelerate parsing process, we use a fast string search-
ing algorithm to parse mentions in anchor dictionaries, Aho1Corasick Algorithm.
It is a kind of dictionary-matching algorithm that locates elements of a finite
set of strings (the “dictionary”) within an input text and it matches all strings
simultaneously. Informally, the algorithm constructs a finite state ma- chine that
resembles a trie with additional links between the various internal nodes. With
the pre-built anchor dictionary, we could construct the automaton o-line. In par-
ticular, the complexity of the algorithm is linear in the length of the strings plus
the length of the searched text plus the number of output matches, which is
efficient for online process.

However, because the automaton find all matches simultaneously, there could
be a quadratic number of conflicts (substrings and overlaps). To solve the prob-
lem, we design an algorithm to choose a match which could be most probable
to be an entity mention. For two conflicting mentions m1 and m2, if m1 is much
longer, we regard m1 to be more specific than m2. For example, the mention
“Jordan air” is more specific than “Jordan”. Besides, if m1 has the same length
with m2, we choose the one with greater link probability. We assume a mention
name with greater link probability is more likely to be linked in text and has
less ambiguity intuitively. Furthermore, the parsing algorithm detects mentions
iteratively until there is no conflicting mentions in the text. Finally, we could
generate candidate entity set C = {e1, e2, ..., e|C|} for mention mj .

3.3 Domain NCEL Model

Embedding. We train word and entity embedding into the same vector space,
inspired by [15]. This model consists of the following three models based on the
skip-gram model: (1) the conventional skip-gram model that learns to predict
neighboring words given the target word in text corpora, (2) the KB graph
model that learns to estimate neighboring entities given the target entity in
the link graph of the KB, and (3) the anchor context model that learns to
predict neighboring words given the target entity using anchors and their context
words in the KB. By jointly optimizing these models, the method simultaneously
learns the embedding of words and entities. We trained embeddings on both
open domain dataset and domain-specific dataset to feed the domain specific
disambiguation model.

Input Features. The input of our model contains local features and global
features. Local features represent how compatible that the entity is with the
context text of its corresponding mention. There are two types of local features
for each candidate entity: string similarity by calculating the edit distance and
entity-context similarity by computing the similarity between the entity and the
average sum of context words weighted by attentions.
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Global features represent the topic coherence among entities, mentions and
plain text of a given document. We extract two types of global features to capture
the global semantic, neighbor mention compatibility and subgraph structure. We
compute the similarities between the candidate entity and all neighbor mentions
to represent the neighbor mention compatibility. As for the subgraph structure
feature, we firstly build an entity graph where nodes are candidate entities of all
mentions and edges are their similarity, then for each candidate entity, extract can-
didate entities of neighbor mentions to build a subgraph as another global feature.

Disambiguation Model. Following [1], we implement a domain-specific entity
linking model. The inputs of our model include domain-specific and open-domain
vectorial features of entities and words, and relatedness sub-graphs of candidates.
We use a multilayer perceptron to integrate these different features, and then
convey information between each candidate and its context candidates via a sub-
graph convolution network layer. After sub-graph convolution, a fully connected
layer maps abstract hidden states to probabilities of candidates being mention’s
corresponding KB entities.

4 Experiments

4.1 Dataset

The dataset we used in our work is the Wikipedia corpus dumped in March
2018. To the best of our knowledge, there isn’t a proper domain dataset that
can both provide sufficient plain text and mention-entity relations for the task of
entity linking, so we built 12 domain dataset from Wikipedia for domain model
training and system usage. Wikipedia is the largest online encyclopedia that
everybody can edit, we extracted 5,133,361 instances and 1,376,896 categories
for our work. Table 1 shows the detailed statistics of the 12 domains.

Table 1. Dataset statistics.

Domain ID Instances Categories Mentions

Mathematics 0 28,182 1,021 16,129
Music 1 244,193 21,108 96,732
Politics 2 84,640 5,396 70,347
Law 3 679,932 61,367 318,372
Computing 4 4383,392 18,329 193,821
Military 5 64,619 6737 53,430
Sports 6 448,341 51,804 129,898
Health 7 161,417 11,750 93,717
Philosophy 8 69,660 3,156 47,655
Energy 9 23,534 3,860 17,561
Geography 10 637,295 63,076 287,656
Education 11 246,229 14,282 129,274
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4.2 Domain Generate

Settings. For the generation Algorithm1, we set k = 4, which means we assume
that top-four-layer categories are credible domain categories. dropratedepth is set
as 0.5 for the 5th layer and will increase 0.1 each time along with traverse depth
until 0.8. The max_depth is set as 20 (Fig. 4).

Fig. 4. Domain categories and instances amount increases along with traverse depth.

Fig. 5. The coverage of total domain instances and categories. The vertical coordinate
is the category/instance coverage ratio of extended domains, while the horizontal coor-
dinate represents the new-added domain. For example, the instance coverage value at
‘politics’ is the instance coverage of mathematics, music, and politics.

Domain Coverage. We calculate the coverage of the 12 domains and the
ratio of entities that cross domains. The amount of total instances of the 12
domains is 2,104,760, while the total instances of the whole dataset are 5,300,338.
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Some instances not contained in our pre-defined domains because the domains
are manually set, as it shows in Fig. 5, the coverage increases after introducing
new domain.

As the Fig. 5 shows, there are three ratio jumps when adding music, law and
sports, that means the three domains are more independent to other domains
and have more content. The experiment below also reveals this phenomenon.

Domain Overlap Ratio. The domain overlap ratio explains the proportion of
category/instances that appears in other domains. This can give us an insight
into the rationality of the domain. Tables 2 and 3 reveal the overlap ratio of
domain categories and instances respectively, IDs are domain IDs and the map-
ping relations from ID to Domain Name can be found in Table 1. The value at
the i-th row and the j-th column means the proportion of categories/instances
in the i-th domain appearing in the j-th domain.

The maximum value of category overlap ratio is 0.655 where i = 2 and
j = 3, that means 65.5% categories in domain politics also belongs domain
law, and there are 5.7% categories in law belongs to politics. We also noticed
that the total category amount is 5,396 for politics comparing 61,367 for law.
The instance overlap ratio of three pairs of domains is over 0.5, they are 83.1%
instances of politics also belong to law, 52.3% military instances belong to
law, and 50.6% health instances belong to law. Intuitively, the results above
mean that there are more law-related content in Wikipedia than politics, militory
and health, and politics may be a sub-domain of law.

Table 2. Category overlap ratio

ID 0 1 2 3 4 5 6 7 8 9 10 11

0 1.000 0.062 0.000 0.025 0.289 0.001 0.012 0.024 0.050 0.000 0.015 0.114
1 0.003 1.000 0.000 0.007 0.015 0.000 0.005 0.003 0.000 0.000 0.009 0.005

2 0.000 0.003 1.000 0.655 0.083 0.088 0.004 0.065 0.035 0.002 0.112 0.040

3 0.000 0.002 0.057 1.000 0.047 0.024 0.005 0.056 0.014 0.005 0.140 0.045

4 0.016 0.018 0.024 0.160 1.000 0.004 0.032 0.077 0.024 0.003 0.141 0.092

5 0.000 0.002 0.070 0.219 0.012 1.000 0.004 0.023 0.000 0.000 0.098 0.022

6 0.000 0.002 0.000 0.006 0.011 0.000 1.000 0.027 0.001 0.000 0.035 0.017

7 0.002 0.006 0.029 0.296 0.120 0.013 0.122 1.000 0.008 0.009 0.073 0.067

8 0.016 0.005 0.061 0.289 0.141 0.001 0.024 0.030 1.000 0.000 0.109 0.136
9 0.000 0.000 0.003 0.091 0.016 0.000 0.001 0.029 0.000 1.000 0.051 0.004

10 0.000 0.003 0.009 0.136 0.041 0.010 0.029 0.013 0.005 0.003 1.000 0.015

11 0.008 0.008 0.015 0.193 0.118 0.010 0.063 0.055 0.030 0.001 0.068 1.000
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Table 3. Instance overlap ratio

ID 0 1 2 3 4 5 6 7 8 9 10 11

0 1.000 0.019 0.012 0.114 0.458 0.005 0.023 0.063 0.091 0.006 0.074 0.250
1 0.002 1.000 0.007 0.052 0.053 0.003 0.021 0.017 0.006 0.000 0.062 0.024

2 0.004 0.020 1.000 0.831 0.271 0.183 0.024 0.184 0.123 0.008 0.337 0.174
3 0.004 0.018 0.103 1.000 0.179 0.049 0.030 0.120 0.047 0.011 0.264 0.137
4 0.033 0.034 0.059 0.318 1.000 0.017 0.089 0.141 0.065 0.011 0.203 0.185
5 0.002 0.012 0.239 0.523 0.106 1.000 0.024 0.104 0.016 0.005 0.325 0.064

6 0.001 0.011 0.004 0.046 0.076 0.003 1.000 0.045 0.019 0.000 0.083 0.041

7 0.011 0.026 0.096 0.506 0.335 0.041 0.126 1.000 0.048 0.023 0.200 0.200
8 0.037 0.021 0.149 0.468 0.362 0.015 0.128 0.112 1.000 0.003 0.232 0.319
9 0.008 0.003 0.029 0.320 0.181 0.015 0.015 0.164 0.011 1.000 0.191 0.077

10 0.003 0.023 0.044 0.282 0.122 0.033 0.058 0.050 0.025 0.007 1.000 0.080

11 0.028 0.024 0.059 0.379 0.288 0.017 0.076 0.131 0.090 0.007 0.208 1.000

4.3 Model Validation

To demonstrate the superiority of our domain-specific models against open-
domain models, we randomly selected 400k open-domain Wikipedia articles as
control data and trained our DSEL model on domain training data and control
data respectively, and then evaluated both on domain validation data. Exper-
imental results are listed in Table 4. We can see those domain-specific models
perform stably and significantly better than general ones.

Table 4. Model validation results. The left side lists results of domain-specific models,
while the right side shows results of open-domain models.

Domain Precision∗ Recall∗ F1∗ Precision Recall F1

Computing 0.921 0.783 0.846 0.586 0.498 0.538
Education 0.932 0.796 0.859 0.673 0.575 0.620
Energy 0.947 0.810 0.873 0.544 0.462 0.500
Geography 0.907 0.762 0.828 0.528 0.441 0.481
Health 0.931 0.801 0.861 0.551 0.473 0.509
Law 0.936 0.750 0.832 0.574 0.484 0.525
Mathematics 0.942 0.811 0.872 0.622 0.533 0.574
Military 0.930 0.772 0.844 0.603 0.501 0.547
Music 0.937 0.775 0.848 0.629 0.516 0.567
Philosophy 0.941 0.808 0.869 0.615 0.525 0.567
Politics 0.930 0.770 0.842 0.584 0.482 0.528
Sports 0.904 0.783 0.839 0.522 0.448 0.482
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4.4 Category Embedding

We propose category embedding to generate more semantic-related domain data.
To verify the validity of category embedding, we compute the distance between
domain categories. We randomly select m categories from each domain and com-
pute the average distance between each two domains n times.

distance(i, j) =
1
n

∑

k=1,...,n

1
m ∗ m

∑

cki∈DCki

∑

ckj∈DCkj

cos(cki, ckj)

DCki represents the randomly selected categories in the k-th time for domain
i, n is the time of randomly selecting m domain categories. In this experiment,
we set n = 10 and m = 100. The results are listed in Table 5.

Table 5. Average domain category distance.

ID 0 1 2 3 4 5 6 7 8 9 10 11

0 0.151 0.021 0.062 0.056 0.069 0.063 0.008 0.072 0.072 0.084 0.044 0.069

1 0.026 0.221 0.019 0.00 0.040 0.00 0.03 0.008 0.021 0.006 0.001 0.00

2 0.042 0.00 0.172 0.149 0.074 0.176 0.033 0.108 0.082 0.110 0.103 0.097

3 0.066 0.003 0.141 0.165 0.075 0.164 0.041 0.086 0.073 0.134 0.125 0.130

4 0.060 0.023 0.078 0.060 0.116 0.075 0.031 0.073 0.031 0.062 0.056 0.075

5 0.070 −0.01 0.201 0.170 0.094 0.201 0.303 0.141 0.073 0.160 0.161 0.127

6 0.013 −0.01 0.015 0.040 0.029 0.054 0.133 0.045 −0.00 0.101 0.057 0.063

7 0.056 0.015 0.097 0.103 0.081 0.109 0.042 0.165 0.038 0.100 0.091 0.114

8 0.063 0.001 0.076 0.065 0.042 0.074 0.003 0.026 0.112 0.038 0.089 0.077

9 0.079 0.025 0.146 0.153 0.094 0.172 0.075 0.172 0.032 0.365 0.142 0.125

10 0.062 0.002 0.115 0.140 0.065 0.147 0.055 0.095 0.051 0.118 0.163 0.121

11 0.079 0.008 0.114 0.106 0.065 0.147 0.074 0.109 0.061 0.124 0.105 0.167

5 System Implementation

We develop a website, https://dsel.xlore.org. When receiving a text and speci-
fied domain, our system will choose a domain dictionary to parse mentions and
generate corresponding candidates, and then feed identified mentions and can-
didates to our pre-trained domain model to predict target KB entity for each
mention. Once getting prediction results, the system will render them to the web
page for users or return JSON data for developers.

6 Related Work

Wikipedia is the largest meaningful, half-structured online crowd-sourced,
openly-investigable encyclopedia. Numerous knowledge bases have been built

https://dsel.xlore.org


DSEL: A Domain-Specific Entity Linking System 159

Fig. 6. System screenshot. Users input the plain text document, select a domain, click
the button ‘Link it!’, and then our system will return the linking results of the docu-
ment.

based on it. The category system of Wikipedia consists of two parts: entity-
category and category hierarchy. The former refers to adding tags, called cate-
gories, to a Wikipedia article, and the latter is the way to organize all categories
in Wikipedia, both parts are user-generated. The category system has been well
studied [5,12,13] and proved valuable for introducing semantic information. The
category hierarchy is far away from perfection since the definition of subcat-
egory relation is not clear enough for a knowledge base, and there are many
categories are added for the administration of the category system itself. As we
want to capture the domain semantics from category system, it’s okay for us
that the subcategory relation is not clear. As for the administration categories,
we directly remove them since they will introduce semantic bias (Fig. 6).

Entity linking models can be classified into two types: local models and global
models. Local models [2,3,15] resolve mention ambiguity by computing the sim-
ilarity between candidate entities and mention contexts, to make semantic of
target entity aligns with local context. Global models [1,4,6] solve the problem
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by modeling the coherence score among all candidate entities in the given doc-
ument. Definition 4 reveals it is difficult to optimize the problem because the
quality of the score for one entity depends on all other entity scores. Researchers
explored various approaches limiting the searching space to improve optimiza-
tion performance. [11] proposed a system for integrating symbolic knowledge into
the reasoning process of a neural network through a type system, [14] designed
a label hierarchy aware loss function that relies on the ultrametric tree distance
between labels and [8] used NER types to constrain the behavior of an Entity
Linking system.

7 Conclusion

In this paper, we build a domain-specific entity linking system and publish it
as an online website. Firstly, we propose an unsupervised method to generate
domain dataset from Wikipedia, including instances, categories, and mention-
candidate entity pairs. Then we build a domain-specific neural collective entity
linking model for each domain. With the domain dataset and domain models,
we build a domain-specific entity linking system and publish it online. Sufficient
experiments are conducted to demonstrate the superiority of our domain-specific
models and the validity of category embedding for domain generation. We pub-
lished 12 domain datasets and our DSEL system is released as an online website,
http://dsel.xlore.org.
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Abstract. Knowledge graph embedding aims to represent structured
entities and relations as continuous and dense low-dimensional vectors.
With more and more embedding models being proposed, it has been
widely used in many tasks such as semantic search, knowledge graph
completion and intelligent question and answer. Most knowledge graph
embedding models focus on how to get information about different
entities and relations. However, the generalization of knowledge graph
embedding or the link prediction ability is not well-studied empirically
and theoretically. The study of generalization ability is conducive to fur-
ther improving the performance of the model. In this paper, we propose
two measures to quantify the generalization ability of knowledge graph
embedding and use them to analyze the performance of translation-
based models. Extensive experimental results show that our measures
can well evaluate the generalization ability of a knowledge graph embed-
ding model.

1 Introduction

Knowledge graph contains abundant structured information. It represents the
real world things in the form of a directed graph, in which nodes represent enti-
ties and the edges of nodes represent relations. Generally speaking, a knowledge
graph contains enormous triple facts, also denoted as (h, r, t) which consists
of head entity, relation and tail entity. Due to the difficulties in dealing with
structured information, special graph algorithms need to be designed for knowl-
edge graph. However, this measure leads to inefficiency. Therefore, knowledge
representation learning has been proposed to alleviate this problem. Knowledge
representation learning or knowledge graph embedding aims at mapping entities
and relations to continuous and low-dimensional vector spaces for easy com-
putation and analysis. Knowledge graph embedding has been widely applied
in various fields, such as knowledge graph completion [1], intelligent question
answering and semantic search [2]. Especially in the task of knowledge graph
completion, some models have achieved quite well performance [3,4].
c© Springer Nature Switzerland AG 2020
X. Wang et al. (Eds.): JIST 2019, LNCS 12032, pp. 162–176, 2020.
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However, many knowledge graph embedding models focus on how to build
the model rather than the ability of generalization. Even though there are some
studies on the generalization ability of models, researchers only care about the
size of parameters. In fact, many knowledge graph embedding models could be
regarded as a linear neural network model [5]. The learning process of these
models is also a process of deep learning. Generalization is an important aspect
to reflect the complexity of a model in the problems of deep learning. How-
ever, in deep learning, the generalization ability of the model can not be well
described according to the scale of parameters. For example, even though there
are more parameters than training data, good results can still be obtained [6].
Besides, different optimization approaches may obtain different optimal results
leading to varieties of generalization results [7,8]. And sometimes the gradient
descent will also reduce the complexity of the model in the field of deep learn-
ing [9,10]. Numerous factors affect the generalization ability of the model while
people pay little attention to the generalization of knowledge graph embedding
models. Intuitively, the better the generalization ability of a model, the more
effective the model will be. The lack of research on model generalization ability
will probably hinder the progress of model effects. As the number of knowl-
edge graph embedding models increase, it is difficult to assess the model with
good generalization ability from so many models. Therefore, it is necessary to
evaluate the generalization ability of knowledge graph embedding. Because link
prediction is the main task of response generalization ability, we use the link pre-
diction ability as the generalization ability of the knowledge graph embedding
model. There are many factors affecting the generalization ability of the model,
in addition to the parameters, other measures are needed to be proposed. This
paper intend to quantify the generalization ability or the link prediction ability
by generalization error and empirical error.

As far as we know, this is the first work on studying the generalization abil-
ity of a knowledge graph embedding model. However, some work on analyzing
knowledge graph embedding models is related to our work. For example, Chan-
drahas et al. [11] studied the geometric characteristics of the knowledge graph
embedding model. But they did not analyze the generalization ability.

Our contributions mainly include the following three points:
First, we give a formal definition of the generalization ability of the knowledge

graph embedding model, which is the sum of the generalization error and the
empirical error.

Second, we define a set of analytical methods and propose two measures to
quantify the generalization ability of an embedding model. We use the Lp norm
to measure the generalization error and use the upper bound to measure the
empirical error.

Third, we conduct extensive experiments to analyze translation-based knowl-
edge graph embedding models. The experimental results show that our method
can evaluate the generalization ability of a translation-based knowledge graph
embedding model effectively.
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2 Related Work

2.1 Analysis of Translation-Based Knowledge Graph Embedding
Models

In recent years, more and more knowledge graph embedding models have been
proposed. The most representative models are translation-based models, such as
TransE [12], TransH [13], TransR [14] and so on. TransE interprets the relations
as translating operations between head and tail entities on the low-dimensional
vector space. The TransE model is relatively simple, thus, it performs well in
1-to-1 relations while has issues in modeling 1-to-N, N-to-1, and N-to-N rela-
tions. To improve the situation, many improved models of TransE have been
proposed. TransH attempts to solve the problem of TransE by modeling rela-
tions as hyperplanes and projecting h and t to the relational-specific hyperplane,
allowing entities to play different roles in different relations. TransR models
entities and relations in distinct semantic space and projects entities from entity
space to relation space when learning embeddings. Other translation models such
as TransA [15] and TransD [16] are also representative models.

2.2 Analysis of Generalization in Deep Learning

Although research on the generalization of models in the field of knowledge
graph embedding is currently insufficient, many researchers have shown a strong
interest in evaluating generalization ability in deep learning. Neyshabur et al.
[17] considered several suggested explanations, including norm, sharpness, and
robustness and study how these measures can ensure generalization. Through
these measurements, they tried to explain different experimental phenomena.
Kawaguchi et al. [18] studied why deep learning can show good generalization
results from a more theoretical perspective, thus a non-empty, numerical rigorous
generalization guarantee is provided for deep learning. Different from the theo-
retical research of the former, Zhang et al. [19] re-examined the generalization
of deep learning from the perspective of image classification experiment. These
studies show that the factors affecting the generalization ability of deep learning
models are not only parameters or network depth or training algorithms. These
studies has inspired and guided our work.

Although the knowledge graph embedding models sometimes have good
results in knowledge graph completion or in other tasks, the overall performance
of the model is not satisfying. TransE model is underfitting in many cases. For
example, in the task of link prediction, TransE’s Hits@10 on FB15K is only
47.1%, less than 50%. The other TransH and TransR are not very high. This
lower accuracy may be constrained by the generalization ability of the model.
Therefore, clarifying the mechanism of the generalization ability of the knowl-
edge graph embedding model is helpful for researchers to quickly identify models
with good generalization ability from many models. Besides, it is also helpful for
further research and development in this field.
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3 Problem Definition

Our goal is to analyze the generalization ability of the knowledge graph embed-
ding model. By researching on generalization, we hope to find some criterions or
conclusions that affect the performance of the model. Because there are many
models of knowledge graph embedding, but we are only focused on translation-
based models in this paper. Translation-based models can be regarded as a linear
neural network model. Most of the models are improved on this, essentially an
embedding matrix is transformed into a zero matrix after elementary transfor-
mation of the matrix. As shown in Fig. 1, the learning process of entities and
relations in the model is a deep learning process.

Fig. 1. Knowledge graph embedding framework based on neural network representation

Regarding the training process of the models, when the training loss of a
model is equal, the higher the complexity of a model is, the worse its generaliza-
tion ability will be. Therefore, we hope to find the knowledge graph embedding
model with the lowest complexity. We propose the generalization ability F of the
model consists of empirical error and generalization error:

F = σemp + σgen. (1)

We hope that the empirical error and the generalization error of the model
will be as small as possible. In order to measure these two indicators effectively,
this paper try to find some measures to quantify the generalization ability.

4 Analytical Methods

According to the generalization ability of the model, which is measured by the
empirical error and the generalization error, we propose two measures. In order
to measure the generalization error, we use the Lp norm of relation. For the mea-
surement of empirical error, we adopt the method of inspecting the upper bound
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of empirical error. For the knowledge graph embedding model, its parameters
are the weights of the fully connected neural network, so we can transform the
capacity of the neural network model into a norm to measure the parameters in
the model. The remaining question becomes how to measure the capacity of the
model.

4.1 Measurement of Generalization Error

Consider a model whose input is x, output is y, and model parameters are w:

y = fw(x). (2)

In many cases, we want to get a robust model which is less sensitive to input,
so that the generalization ability of the model appropriately can be improved.
Square multiplication of all parameters in the embedded matrix. The formula is
applied on the basis of Lipshitz constraints:

‖fw(x1) − fw(x2)‖ ≤ C(w) · ‖x1 − x2‖ . (3)

The implication of this constraint is that when the change of x is sufficiently
small, we also want the change of model to be sufficiently small. C(w), as the
upper bound of the change, is a constant only related to the parameters of
the model. If x1 and x2 are approximated sufficiently, then the left side can be
approximated by a first-order term:

∥
∥
∥
∥

∂(f)
∂(x)

W (x1 − x2)
∥
∥
∥
∥

≤ C(W, b) · ‖x1 − x2‖ . (4)

For a specific model, we hope to estimate the expression of C(w), and the
smaller the C(w) is, the better its generalization will be. Obviously, to ensure
that the left side does not exceed the right side, the absolute value of the f/x term
(each element) must not exceed a constant. This requires us to use activation
functions with upper and lower bounds of derivatives, and the commonly used
activation functions, such as sigmoid, tanh, ReLU, satisfy this condition. It is
assumed that the gradient of the activation function is bounded, especially for
commonly used ReLU activation function, which is still 1. So the ∂(f)/∂(x)
term has only one constant. For now only ‖W (x1 − x2)‖ is to be considered.
After transformation, it is found that C is only related to the norm of weight:

‖W (x1 − x2)‖ ≤ C ‖x1 − x2‖ . (5)

This problem is now transformed into a matrix norm problem. After numer-
ous experiments, the Lp norm was used as the first measure. The Lp norm can
be expressed as:

‖x‖p = (|x1|p + |x2|p + · · · + |xn|p) 1
p . (6)

The Euclidean norm from above falls into this class and is the 2-norm, and
the 1-norm is the norm that corresponds to the Manhattan Distance.
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For an embedding model of knowledge graph based on translation, the whole
training process of the model is actually to train two matrices, one is an entity
matrix and the other is relation matrix. The score function of TransE is:

f(h, r, t) = ‖h + r − t‖ . (7)

We use Me to express the embedding matrix of entities and use Mr to express
the embedding matrix of relations. Matrix of entity includes head entity matrix
Mh and tail entity matrix Mt. According to the formula 7, the embedding
matrix of head entities and the embedding matrix of tail entities cancel each
other, because there is a minus sign in front of the tail entity, and finally only
the embedding matrix of relation remains:

Mh + Mr − Mt =

⎡

⎢
⎣

e1,1 · · · e1,m
...

. . .
...

en,1 · · · en,m

⎤

⎥
⎦ +

⎡

⎢
⎣

r1,1 · · · r1,m
...

. . .
...

rn,1 · · · rn.m

⎤

⎥
⎦ −

⎡

⎢
⎣

e1,1 · · · e1,m
...

. . .
...

en,1 · · · en,m

⎤

⎥
⎦

=

⎡

⎢
⎣

r1,1 · · · r1,m
...

. . .
...

rn,1 · · · rn,m

⎤

⎥
⎦ = Mr.

(8)

Therefore, the generalized error σgen can be measured by the Lp norm of the
relation matrix Mr. Since a matrix can be viewed as a two-dimensional array,
it can be directly converted into a vector form:

Mr =

⎡

⎢
⎣

r1,1
...

rn,m

⎤

⎥
⎦ . (9)

Then we can use the formula 6 to obtain the Lp norm of relation:

σgen = ‖Mr‖p = (|r1,1|p + |r2,1|p + · · · + |rn,m|p) 1
p . (10)

It can also be found that the Lp norm of the head entity and the Lp norm
of the tail entity cancel each other, and only the Lp norm of the relation is left
at last. So we consider the Lp norm of the relation as a criterion to measure the
generalization error. The generalization error of the model is only related to the
norm of the relation parameter matrix, namely the Lp norm of the relation.

4.2 Measurement of Empirical Error

Except for the Lp norm of relation, the second measure of the generalization
ability is the upper bound of model empirical error. If the upper bound is smaller,
the convergence will be faster and the performance of the model will be better.
For a translation-based knowledge graph embedding model, we define the scoring
function as f , the head entity as h, the relation as r, and the tail entity as t.
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The h
′
, r

′
and t

′
correspond to the replaced head entity, relation and tail entity

respectively. We use f(h, r, t) to express positive triples and use f(h
′
, r

′
, t

′
) to

express negative triples. Margin is a hyperparameter used to measure the interval
between positive and negative triples. The error function of the model is as
follows:

σemp =
∣
∣
∣margin − f(h, r, t) + f(h

′
, r

′
, t

′
)
∣
∣
∣ . (11)

According to the error function which represents the learning model, we use
cauchy inequality [20] to transform and get the result:

σemp =
∣
∣
∣margin − f(h, r, t) + f(h

′
, r

′
, t

′
)
∣
∣
∣ < |margin| + |−f(h, r, t)|

+
∣
∣
∣f(h

′
, r

′
, t

′
)
∣
∣
∣ .

(12)

Because neither the |−f(h, r, t)| and the
∣
∣
∣f(h

′
, r

′
, t

′
)
∣
∣
∣ are will exceed the maxi-

mum of the scoring function maxf(h, r, t), so we can draw the following conclu-
sions:

σemp =
∣
∣
∣margin − f(h, r, t) + f(h

′
, r

′
, t

′
)
∣
∣
∣ < |margin| + |−f(h, r, t)|

+
∣
∣
∣f(h

′
, r

′
, t

′
)
∣
∣
∣

< margin + 2 ∗ maxf(h, r, t).

(13)

Through the formula 13, we find the upper bound of the empirical error.
The upper bound of the empirical error is twice of the triple with the highest
score. Through the above methods, it can be quickly found out where the upper
bound of the error is. Finally, we hope to find a model with less upper bound of
empirical risk.

5 Experiment

In this section, we present the experimental design and results of our meth-
ods. We have quantified the generalization error and the empirical error by two
measures, and further analyzed them.

5.1 Experimental Design

Our goal is to verify the two measures proposed by us. According to the Sect. 3,
we also put forward two hypotheses. One is that the smaller the relation Lp

norm of the model is, the stronger its generalization ability will be. Another is
that the smaller the upper bound empirical error of the model is, the faster its
convergence will be. Since our method only validates translation-based models,
so we selected TransE, TransH, and TransR to test our method.
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For the generalization error, according to the proof in Sect. 3, the general-
ization error is only related to the Lp norm of the relation. And the smaller the
Lp norm of the relation is, the smaller the generalization error of the model will
be. So we could see from the experimental results that the generalized results
of the model and the relation Lp norm show the opposite trend. That is to
say, when the Lp norm is small, the generalization ability of the corresponding
model should be better. To reflect the generalization result more intuitively, we
use MRR to evaluate the generalization ability. The higher the value of MRR is,
the better of the model effect will be.

For the empirical error, according to the upper bound of empirical error and
the convergence rate of the model, we can obtain the corresponding results. That
is, as the convergence of the model becomes faster and faster, the upper bound
of empirical error should be smaller and smaller when the optimal objective is
reached. And to correspond to the upper bound of the empirical error with the
convergence rate of the model, we choose different embedding sizes to carry out
experiments. In Fig. 2, we limit the loss of the TransE model to roughly the
same situation which facilitates comparison. We also adopt the same strategy
for TransH and TransR. The experimental design is that the size of embedding
is 50, 100, 150, 200, 250, 300 under the same loss. And the larger the embedding
size of the model, the less time it takes to complete the training is, and the
smaller the upper bound of the corresponding empirical error will be. That is to
say, according to the experimental results, we should see that the upper bound
of the empirical error decreases with the increase of embedding size. In training
set, the upper bound is max(‖h‖ + ‖r‖ + ‖t‖). We first load the embedding
matrix of the model and the data of the training set. Then the corresponding Lp

norm values are calculated and recorded by the algorithm, and finally, the Lp

norm curve is formed. In order to find the upper bound of the empirical error,
we traverse the case of the training set and record the relevant data.

Fig. 2. Control the loss of the model in approximately the same situation.
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5.2 Datasets and Experimental Settings

The dataset in this experiment is FB15K. FB15K is a subset of Freebase [21],
the freebase is made up of factual triples. For example, the triple (Bill Gates,
founded, Microsoft Corporation.) builds a relation of founded between the name
entity Bill Gates and the organization entity Microsoft Corporation. FB15K
contains part of it, it contains 592,213 triples, which consists of 14,951 entities
and 1,345 relations. The statistics of datasets are listed in Table 1.

Table 1. Statistics of data sets

Dataset Rel Ent Train Valid Test

FB15K 1345 14951 483142 50000 59071

We use OpenKE [22] framework to train-related models. Some of the main
parameter settings are changed according to the actual situation. For a fairer
comparison, the parameters of all models are set as follows: the learning rate is
0.001, the margin is (1.0), the optimization method is stochastic gradient descent
(SGD) [23].

5.3 Experimental Results

For each model, we get the experimental results and show them with three
graphs. These three pictures respectively reflect the relation Lp norm, the MRR
result and the upper bound of the empirical error. For the generalization error, we
use a Lp norm to measure it and We get a reverse concave curve. About TransE
model, the MRR result is in Fig. 3(a) and the relation Lp norm is in Fig. 3(b)
are examined respectively. The upper bound of empirical error corresponds to
Fig. 3(c).

(a) MRR (b) Lp norm (c) Upper Boundary

Fig. 3. Experimental results of the TransE model. According to the dimensions set
by the experiment, we record the training of the model in different dimensions, and
calculate the MRR value, the relation Lp norm and the upper bound of empirical error.
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Similarly, we experimented with the TransH and TransR model. The results
of the TransH model are as follows: the MRR results of TransH are shown in
Fig. 4(a). The relation Lp norm of TransH corresponds to Fig. 4(b). The upper
boundary is Fig. 4(c). We also get the results of the TransR model from Fig. 5(a)
to Fig. 5(c). Under the different embedding sizes, we record the time overhead
of three models on different sizes and get some results. For convenience, we
use epoch to measure the training time required under different embedding size
settings when the model achieves approximately the same loss. The results cor-
respond to Tables 2, 3 and 4, respectively. Generally speaking, the complexity
of the TransH model itself is higher than that of TransE, so its convergence is
relatively slow. The complexity of the TransH model itself refers to the model
construction. For example, TransE only assumes that the tail entity is trans-
lated from the head entity through the relation. TransH adds operations such
as projection of head and tail entities. This is different from the complexity dis-
cussed in this article. Since the TransR model uses TransE as its training, its
convergence will be faster.

5.4 Discussion

Through a large number of experiments, we can draw some important conclu-
sions and enlightenment for translation-based knowledge graph embedding.

(a) MRR (b) Lp norm (c) Upper Boundary

Fig. 4. Experimental results of the TransH model. Like TransE model, MRR results,
Lp norms and upper bounds of empirical errors are obtained respectively.

Firstly, we can use the relation Lp norm to approximate its generalization
error of the model. For the TransE model, we first look at its MRR result in
Fig. 3(a). The abscissa are different embedding dimensions, and the ordinate
is the relative value, which is convenient for comparison and drawing. MRR
is the mean reciprocal ranking of model training results. It corresponds to the
generalization ability. The higher its value is, the better the generalization result
of the model will be. Here we use the link prediction to illustrate the MRR. For
a scoring function of knowledge graph embedding model based on translation,
take TransE as an example, we hope that the smaller of the ‖h + r − t‖ after the
model training is, and then the better of the result will be. For a triple (h, r, t),
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(a) MRR (b) Lp norm (c) Upper Boundary

Fig. 5. Experimental results of the TransR model. It can be seen that the experimental
results of TransE and TransH are almost the same. TransR is slightly different from
the former two. It may be that the structure of the model itself has an effect on the
experiment. But on the whole, it is quite in line with our goal. Due to the relatively
fast convergence of TransR model, we have selected 50, 75, 100, 125, 150, 175, 200, 225
and 250 values as the abscissa dimensions in the (a), (b) and (c).

we first predict the tail entity and input (h, r, ?). Then bring all the entities
in? and calculate it get a value according to the scoring function, and then sort
it according to the score. Find the tail entity t according to the sorting table,
and record the rank value at this time. Predict the header entity in the same
way, then process all the cases in the test set in this way, and finally make the
rank values according to the mean reciprocal, finally get the MRR. We can see
that the MRR curve increases first and then decreases in Fig. 3(a). This shows
that the curve has a maximum at some point, and we can easy to know that
there exists an embedding size interval to make the model achieve the optimal
effect. Then we look at the relation Lp norm of the TransE model. As a result
in Fig. 3(b), we find that the curve of the relation Lp norm decreases first and
then increases, it is contrary to the result of MRR. We have already assumed
that the smaller of the relational Lp norm is, the stronger the generalization
ability of the model will be. Combining these two graphs, we can find that the
trends of the two graphs are completely opposite. For example, from 50 to 150
dimensions, the value of MRR is getting larger and larger. On the contrary,
the value of relation Lp norm is getting smaller and smaller. After 200 or so
dimensions, the value of MRR is getting smaller and smaller, while the value of
the relational norm is getting larger and larger. We can see from the graph that
in the range of 150 to 200, the MRR and the relation Lp norm of the TransE
reach the maximum and minimum respectively, that is to say, this interval is the
dimension interval in which the generalization ability of reaches the maximum.
This confirms our previous assumptions in the experimental design section. The
lower the relation Lp norm of TransE is, the higher of the generalization ability
will be. Since MRR corresponds to the generalization result of, we can conclude
that the smaller of the relation Lp norm is, the better its generalization ability of
the model will be. In this way we can find the best experimental dimension. Since
TransH is an improvement based on TransE, its corresponding experimental
results will be better and better reflect our hypotheses. As can be seen from



Exploring the Generalization of Knowledge Graph Embedding 173

Fig. 4(a) and (b), the MRR and the relation Lp norm of TransH model are almost
opposite in about 150 dimensions. Since the TransH model is designed to solve
the problem that the TransE model can not deal with the modeling of complex
relations, its experimental results can better confirm our hypotheses. As can
be seen from Fig. 4(b), and its minimum value can be seen more clearly. From
Fig. 4(a) and (b), we can see that the MRR and relation Lp norm of TransH
reach their maximum and minimum values almost simultaneously in the 150
dimensions. The relation Lp norm curve of TransH has a more obvious turning
point. Although the experimental results of TransR are not as perfect as TransH,
they are also very consistent with our hypotheses. As can be seen from Fig. 5(a)
and (b), the MRR and relation Lp norm of TransR also reach maximum and
minimum values in the dimensions range of 150 to 200 respectively. We can see
from the Fig. 5(a) that it is not as smooth as TransE or TransH, but fluctuate
slightly, which may be related to the nature of the model itself, because the
complexity of TransR model is higher than the former two, and this is not the
content of this paper. Even so, the experimental results of TransR are very
consistent with our hypotheses. Through these experiments, we measured the
generalization error σgen of the model.

Secondly, we measured the upper bound of empirical error. According to
our hypotheses, the upper bound of the empirical error should become smaller
and smaller with the training of the model, that is, the model is closer to the
minimum error and achieves the optimization. From the Figs. 3(c), 4(c) and
5(c), we can see that with the increase of dimensions, the upper boundary of
empirical error is smaller and smaller, which indicates that the convergence of the
model is faster and faster, and finally the optimal result is obtained. Combining
with Tables 2, 3 and 4 we also prove that the time required to achieve similar
loss under different embedding sizes decreases with the increase of dimensions,
which coincides with the trend of empirical error upper bound curve, that is the
higher of the dimensions are, the smaller the error upper bound of the model
will be. For example, we first look at the upper boundary of the TransE model in
Fig. 3(c). As the dimensions increase, the upper boundary of the model becomes
smaller and smaller, the higher the dimensions are, the faster the decline will
be. According to the inference in Sect. 3, the upper bound of the empirical error
is twice that of the corresponding value when the score of the model scoring
function is maximized by a triple. The smaller the upper bound of the model
is, the faster its convergence will be. Referring to the training time when the
TransE model achieves the same loss in different dimensions, we can see from
Table 2 that the higher the dimensions are, the shorter of the training time will
be and the convergence rate of the model will also be accelerated. The upper
boundary in Fig. 3(c) also decreases with the increase of dimensions, which shows
that the smaller the upper bound is, the faster the convergence of the model will
be. So we prove that max(‖h‖ + ‖r‖ + ‖t‖) can be used to reflect the empirical
error through experiments. TransR and TransH have similar results. Generally
speaking, the upper bound of their empirical error decreases with the increase of
dimensions, which is consistent with our previous assumptions and experimental
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design. Through these experimental analyses, we measure the upper bound of
empirical error σemp.

Table 2. Convergence time of the TransE model under different embedding sizes

Embedding size 50 100 150 200 250 300

Epoch 4000 800 450 310 260 230

Table 3. Convergence time of the TransH model under different embedding sizes

Embedding size 50 100 150 200 250 300

Epoch 11000 1500 850 620 480 420

Table 4. Convergence time of the TransR model under different embedding sizes

Embedding size 50 100 125 150 175 200 250

Epoch 10000 600 290 255 235 220 173

According to the previous definition, the generalization ability consists of
generalization error σgen and empirical error σemp. Through experiments, we
test these two errors and verify our hypotheses. Whether the empirical error or
the generalization error of, the smaller the two errors are, the better its gener-
alization ability will be. Finally, through experiments, we have certain guiding
significance for the training of the model about knowledge graph embedding.
For example, we can quickly estimate the upper bound of the empirical error
of the knowledge graph embedding model based on translation and select the
corresponding parameter dimensions of the model with a good generalization
effect by measuring the generalization error.

6 Conclusion and Future Work

In this paper, we proposed a set of methods to measure the generalization of
knowledge graph embedding models by analyzing the empirical error and the
generalization error. We propose two measures to quantify the generalization
ability using the relation Lp norm and the upper bound of empirical error.
Through our methods, the generalization ability of the model can be measured
effectively, which is beneficial to the further study of the model construction.
We will explore the following research directions in future: (1) in this paper we
mainly verify the influence of dimension on the training results, but there are
many factors that can affect the generalization, therefore we will further study
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the other factors on the training, such as using different optimization methods.
(2) Since our method is only focused on translation-based models, it is neces-
sary to explore other types of models, such as the neural network model for
knowledge graph embedding. (3) According to the guidance of model generaliza-
tion research, we will attempt to construct a new and effective knowledge graph
embedding model.
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Abstract. Distantly-supervised relation extraction has proven to be
effective to find relational facts from texts. However, the existing
approaches treat the instances in the same bag independently and ignore
the semantic structural information. In this paper, we propose a graph
convolution network (GCN) model with an attention mechanism to
improve relation extraction. For each bag, the model first builds a graph
through the dependency tree of each instance in this bag. In this way,
the correlations between instances are built through their common words.
The learned node (word) embeddings which encode the bag information
are then fed into the sentence encoder, i.e., text CNN to obtain better
representations of sentences. Besides, an instance-level attention mecha-
nism is introduced to select valid instances and learn the textual relation
embedding. Finally, the learned embedding is used to train our relation
classifier. Experiments on two benchmark datasets demonstrate that our
model significantly outperforms the compared baselines.

Keywords: Relation extraction · Graph convolution network ·
Knowledge graph

1 Introduction

Relation extraction aims to extract semantic relations between pairs of entities
from plain texts. Due to the significant power and large incompletion of knowl-
edge graphs (KGs), this task has become an important task in KG construction
and completion. It can be modeled as a supervised classification task after the
entity pair is identified by named entity recognizer. Formally, given the entity
pair (e1, e2) and the instances (sentences) containing the entity pair, it aims to
predict the relation label r between e1 and e2 from a predefined relation set.
As shown in Fig. 1 a, given a bag of instances (S1, S2, · · · , Sm) that all contain
entity pair (Barack Obama,United States), the task is to classify the relation
label president to them.

Supervised relation extraction methods demand large-scale labeled data,
while manual labeling is time-consuming. Therefore, [14] proposes distant super-
vision to address the challenge. It assumes that if two entities have a relation
c© Springer Nature Switzerland AG 2020
X. Wang et al. (Eds.): JIST 2019, LNCS 12032, pp. 177–191, 2020.
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Fig. 1. An example of entity pair (Barack Obama, United States), their relation label
president, and corresponding training instances

in a KG, then all instances mentioning the two entities express this relation.
Thus, a large number of labeled data can be generated automatically by dis-
tant supervision. However, since not all sentences containing the target entities
exactly express their relations in KGs, it often suffers from the noisy data that
are labeled by mistake [16,21].

Recently, significant progress has been made in the use of deep neural net-
works for relation extraction [21,22]. To alleviate the noise in distant supervised
datasets, attention has been utilized by [4,13]. Some efforts have also been made
on leveraging relevant side information to improve relation extraction. [17] uses
entity type and relation alias information from KGs. [11] incorporates entity
descriptions to provide background knowledge. Due to the usage of more rele-
vant information imposing soft constraints while prediction, they achieve better
performance.

However, these models treat the instances within a bag independently and
ignore the semantic correlations among the instances. For example, in Fig. 1,
the instance S1 does not express the relation label president directly. However,
the existing S2 can provide significant background knowledge without other side
information. Therefore, it is significant to build the correlation among multiple
instances. Besides, the graph convolution network has shown its superiority in
learning the structural correlation in social networks.

Therefore, in this paper, we propose a novel GCN based model ICRE to
incorporate the instance correlations for improving relation extraction. Inspired
by recent work on GCNs, we note that the semantic structure can be built
through the dependency tree, which is shown in Fig. 2(a). Therefore to model
the correlation among instances within a bag, we construct the graph for each
bag based on dependency trees after pruning by removing stop words, shown in
Fig. 2(b). After the graph construction, we utilize a graph convolution network
that maps every node into an embedding vector, which explores the correlation
among instances. Through feeding the learned node (word) embeddings into the
instance encoder, we capture the context information of each instance. Besides,
an attention mechanism is introduced to attend over the bag of instances for
relation classification.

Finally, the learned graph embeddings are used for our relation classification.
The contributions of this paper can be summarized as follows:
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(a) Dependency Parse of Instances

(b) Constructed Graph

1 :

2:

Fig. 2. The dependency parse tree of two instances and the constructed graph.

(1) We propose a novel GCN based model ICRE to incorporate the instance
correlations for improving relation extraction.

(2) The learned node embeddings through GCNs are viewed as our new word
embeddings, which may contain the implied background knowledge in other
instances.

(3) Extensive experiments on a benchmark dataset demonstrate that our model
significantly outperforms compared baselines.

2 Related Work

2.1 Distantly Supervised Relation Extraction

Most supervised relation extraction methods require large-scale labeled training
data while manual labeling is expensive. Distant Supervision (DS) proposed by
[14] is an effective method for automatically labeling large-scale training data
under the assumption that if two entities have a relation in a KG, then all sen-
tences mentioning those entities express this relation. However, the DS assump-
tion does not work in all cases and causes the mislabeling problem. Therefore,
plenty of research works have been proposed to mitigate the issue of noisy label-
ing. [9,15,16] introduce multi-instance learning where the sentences mentioning
the same entity pair are processed at a bag level. Nevertheless, these methods
rely on the features extracted by NLP tools, such as POS tagging.

With the development of deep learning, neural networks have proved to be an
efficient way to extract valid features from sentences in recent years. [21,22] adopt
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Convolution Neural Networks (CNN) to learn instance representations auto-
matically. [4,13] employ an attention mechanism to alleviate noise in distantly
supervised datasets by learning a weight distribution over multiple instances. [23]
proposes a path-based neural relation extraction model to encode the relational
semantics from both direct sentences and inference chains.

On the one hand, these RE systems rely on noisy instances from distant
supervision. To make up for that deficiency, [17] utilizes available side informa-
tion from knowledge bases, including entity type and relation alias information.
[6] incorporates the hierarchical information of relations to make full use of rich
semantic correlations among relations. [5] proposes a joint representation learn-
ing framework of KGs and text corpus for relation extraction for knowledge
graph completion. Besides, [11] introduces a sentence-level attention model and
entity descriptions to extract relations under distant supervised.

On the other hand, the training data from distant supervision have not been
made use of. Recently, considerable research effort has been made to probe the
intrinsic potential of datasets. [19] proposes a non-independent and identically
distributed (non-IID) relevance embedding to capture the relevance of sentences
in the bag. [20] employs the sentence-level selective attention to reduce the effect
of noisy or mismatched sentences while capturing the correlation among relations
to improve the quality of attention weights. However, these existing methods
learn the representation of instances dependently and ignores the propagation
of the valid information contained in the instances.

2.2 Graph Convolution Networks

Recently, as the development of deep learning, graph neural networks have
attracted wide attention. To generalize neural networks, such as CNN, to work
on arbitrary graphs, many efforts have been made [2,3,8]. [12] presented graph
convolution networks (GCN) that achieved state-of-the-art classification per-
formance on some graph datasets. Then, GCNs have been widely explored in
many NLP tasks and outperformed traditional deep learning models. Specifi-
cally, TextGCN [18] employs GCN for text classification, which builds the graph
by modeling the documents and words as nodes. Additionally, [1] constructs
graphs through the syntactic dependency trees of sentences and uses GCN to
encode them and improve machine translation.

Prior works [7,14] have exploited features from syntactic dependency trees
for improving relation extraction. Therefore, to model the semantic correlations
among the instances in a bag, we utilize their dependency trees and common
words to build the graph after pruning by removing the stop words. Then we
propose our model ICRE that designs an attention-based relation classifier with
graph convolution network to extract the textual relation representation from a
bag.
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Fig. 3. Illustration of our model ICRE.

3 Our Proposed Model

In this section, we will detail our proposed GCN-based model with an attention
mechanism for relation extraction. As shown in Fig. 2, our model ICRE consists
of four steps:

(1) Graph Construction. As shown in Fig. 3(a), we first get the dependency
parse tree for all instances in both the training set and testing set through
NLP tools. Then we build a graph with the dependency tree of each instance
in the same bag.

(2) Graph Convolution Layer. For the constructed graph, we exploit the
graph convolution network to learn the node embeddings, shown as Fig. 3(b).

(3) Relation Classifier. As observed from Fig. 3(c), the learned embeddings
are taken as the new representations of words and be employed to initialize
each instance embedding with them. Then CNN is used as another encoder
to capture the semantic information of each instance. Besides, an attention
mechanism is introduced to attend over the bag of instances for relation
classification. Finally, the learned graph representation is used to train the
relation classifier and get its corresponding relation label.

3.1 Graph Construction

Given a bag of instances B = {s1, s2, · · · , sm}, in which each instance si =
{w1, w2, · · · , wn} contains the same entity pair (h, t), we first utilize Stanford
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NLP tools to get the base dependency of each instance. After pruning by remov-
ing stop words, the graph G(V,E) of this bag is constructed through the common
words or the entity pair (h, t), where vertex set V = {v1, v2, · · · , vl}, |V | = l con-
sists of words and the dependency between words are modeled as edges. In this
way, the correlations between instances are built without losing semantic infor-
mation. Let X = {x1,x2, · · · ,xl} ∈ R

l×df denote the graph’s feature matrix
with each row representing a vertex, where df is the dimension of the feature
vectors. Specifically, We initialize feature vector xi with the pre-trained word
vectors.

For convenience, we introduce the adjacency matrix A ∈ R
l×l of G and its

degree matrix D, where Dii =
∑

j Aij . Note that, a word never connects to itself
in dependency trees, which results in that the information in the word self is lost
in the convolution operation. Thus, every node is assumed to be connected to
itself, so that the diagonal elements of A are set to 1.

3.2 Graph Convolution Layer

The graph convolution network [12] is an adaptation of the convolution neu-
ral network for encoding graphs, which has proven to be reliable. Therefore, to
learn the representation of nodes, we employ graph convolution network as our
encoder. Generally, GCN can capture information about immediate neighbors
with one layer of convolution. And as multiple GCN layers are stacked, informa-
tion about high-order neighborhoods are integrated. For a one-layer GCN, we
first normalize the adjacency matrix as Ã:

Ã = D− 1
2 AD− 1

2 . (1)

Then the new dk-dimensional node representation matrix H(1) ∈ R
l×dk is com-

puted as:
H(1) = f(ÃXW0), (2)

where W0 ∈ R
l×dk is the weight matrix and f is an activation function.

To extract the higher-order substructure features, we stack multiple graph
convolution layers as follows:

H(t+1) = f(ÃH(t)Wt) (3)

where t denotes the layer number and H(0) = X. Generally, we utilize the result
H(t) of the final layer as our node embeddings V.

In this way, we build the correlation between instances while not lose the
semantic information through the dependency tree. Through higher-order con-
volution operation, the background knowledge implied in other instances is prop-
agated.

3.3 Relation Classifier

For each instance si = {w1, w2, · · · , wn} in the bag B, taking the learned embed-
dings V as the representations of words, we initialize each word as:

wi = vi ⊕ pi1 ⊕ pi2, (4)
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where vi is the corresponding node embedding of wi, and pi1 and pi2 are its
position representations to encode relative distances to the target entities (h, t)
into dp-dimensional vectors. For example, in the instance “Barack Obama is the
president of United States”, the relative distance from the word “president” to
the head entity Barack Obama is 3 and tail entity United States is 2.

Then, we use CNN with window size c as another encoder to capture the
semantic information of each instance si.

zi = CNN(wi− c−1
2

, · · · ,wi+ c−1
2

), (5)

[s]j = max{[z1]j , · · · , [zn]j}, (6)

where s ∈ R
h is the sentence (instance) embedding, [·]j is the j-th value of a

vector and function max denotes max-pooling.
Afterwards, we use an instance-level attention mechanism to learn the

textual relation embedding from a bag. Formally, for each bag of instances
B = {s1, s2, · · · , sm}, there are their corresponding representation si, i ∈ m.
The attention weights αi is calculated as:

αi =
exp(ei)

∑l
i=1 exp(ei)

, (7)

where ei is a query-based function which scores how well the vertex vi and the
predict relation label r matches. Specifically, ei is calculated as follows:

ei = siWer, (8)

where We is a weighted diagonal matrix, and r is the corresponding query vector
of relation label r which indicates the representation of relation r.

Then, we leverage the calculated attention vector over instances to reduce
the weights of noisy instances. Therefore, we learn the representation ŝ of bag
B as the weighted average of the instance embeddings si:

s =
l∑

i=1

αisi. (9)

Finally, to compute the confidence of each relation class, we feed the represen-
tation of graph G into a softmax classifier after being processed by a linear
transformation. Formally,

P(r|G,B) = Softmax(Wsŝ + bs), (10)

where Ws is the parameter matrix and bs is the bias.

3.4 Model Training

Given N bags in training set {B1, B2, · · · , Bz} and their corresponding labels
{r1, r2, · · · , rz}, we build the graph sets {G1, G2, · · · , Gz} to learn word
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embeddings as the input of our model. Additionally, we employ cross entropy as
our loss function:

L = −
z∑

i=1

log P(ri|Gi, Bi), (11)

Finally, we minimize the loss function with L2 normalization:

min J = L + η‖Θ‖2, (12)

where η is the regularization coefficient and Θ denotes the parameter in our
model. Stochastic gradient descent (SGD) is used to optimize the loss function.

Table 1. Details of Riedel dataset

DataSet Data split Sentences Entities Entity pairs

Riedel Train 570,088 63,696 281,270

Test 172,448 16,706 96,678

GIDS Train 11,297 9,874 6,498

Test 5,663 5,226 3,247

4 Experiments

4.1 Dataset

In our experiments, we evaluate our model over two benchmark datasets as
following:

Riedel. The dataset is developed by [15] by aligning Freebase with New York
Times (NYT) corpus, which has been widely used for distantly supervised rela-
tion extraction [5,13]. Specifically, the training set consists of the sentences from
the year 2005–2006 and the test set includes those from the year 2007. Stanford
NER1 is used to annotate the entity mentions. Consequently, there are 53 rela-
tion labels containing a special relation NA that indicates there is no relation
between the target entity pair.

GIDS. Google Distant Supervision (GIDS) dataset is created by extending the
Google relation extraction corpus with additional instances for each entity pair
and assures that the at-least-one assumption of multi-instance learning [10].

The details of two datasets are summarized in Table 1.

1 https://stanfordnlp.github.io/CoreNLP/.

https://stanfordnlp.github.io/CoreNLP/
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4.2 Baselines

We compare our model with the following baselines:

– Mintz [14]. A multi-class logistic regression model which exploits manual
textual features of instances to train a relation classifier.

– MultiR [9]. A probabilistic graphical model for multi-instance learning with
overlapping relations that combines an instance-level extraction model with
a simple and corpus-level component for aggregating the individual facts.

– MIMLRE [16]. A graphical model with latent variables to multi-instance
multi-label learning for relation extraction.

– CNN+ATT [13]. A deep learning model that encodes the instance by con-
volution neural network (CNN) and designs an instance-level attention to
reduce the noise.

– ICRE. Our proposed model.

Noting that, Mintz, MultiR and MIMILRE are based on human-designed fea-
tures. The results on Riedel dataset are obtained from their corresponding paper.
Therefore, we just select CNN+ATT as the baseline compared with our method
in terms of GIDS dataset.

4.3 Evaluation Metrics

Following previous works [11,13], the model is evaluated held out with comparing
the relations discovered from test corpus with those in Freebase. We report the
Precision-Recall curve and top-N precision (P@N) metric on the Riedel dataset.
To further evaluate the performance of our model, we use average mean precision
(MAP) and F1 value as metrics over GIDS dataset.

Table 2. Parameter settings.

Parameter Value

Word Dimension dw 50

Position Dimension dp 5

Hidden Layer Dimension dh 230

Learning Rate α 0.5

Regularization Coefficient η 0.0001

Dropout Probability p 0.5

Layer Number t 2
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4.4 Experiment Settings

For all models, we employ the word embeddings pre-trained by word2vec tool2

on NYT corpus. We select the learning rate α between {0.1, 0.01, 0.005, 0.0001}
for minimizing the loss. We set other parameters by following the settings used in
[5,11]. Dropout strategy is employed on the output layer to prevent overfitting.
All parameters used in our experiments are detailed in Table 2. All experiments
are conducted on a machine with four GPUs (NVIDIA GTX-1080*4).

4.5 Precision-Recall Curve on both Datasets

Figure 4 shows the compared results in terms of Precision-Recall Curves on both
datasets. Especially, on the GIDS dataset, we just select CNN+ATT as the base-
line which is based on the neural network. Overall, we observe that: (1) Both
the neural network-based approaches CNN+ATT and ICRE have more obvi-
ous advantages than Mintz, MultiR and MIMLRE, which are based on human-
designed features. And when the recall is greater than 0.1, the performance of
feature-based methods drops out quickly. These demonstrate that the limita-
tion of human-designed features and the advancement of deep learning models
in relation extraction. (2) Our method ICRE shows better performance than
CNN+ATT, illustrating that ICRE learns more high-quality textual relation
representation from instances than CNN+ATT. The reason is that ICRE uti-
lizes GCN to encode the correlation between instances, resulting in the implied
background knowledge is propagated in the constructed graph.

4.6 P@N Evaluation

As shown in Table 3, we report Precision@N of different approaches on the
Riedel dataset. The evaluation results are consistent with the Precision-Recall
curves. CNN+ATT and our method ICRE both outperform Mintz, MultiR and
MIMLRE. These further demonstrate that the human-designed feature cannot
concisely express the semantic meaning of the sentences, and the inevitable error
brought by NLP tools will hurt the performance of relation extraction. In con-
trast, neural network-based methods that learn the representation of each sen-
tence automatically can express the sentence well. Simultaneously, ICRE signifi-
cantly outperforms all baselines. Compared with CNN+ATT, in terms of metric
P@100, P@200 and P@300, our model improves the performance by 2.8%, 2.8%,
and 1.6% respectively. The reason is that ICRE explores the correlation between
instances and uses a better encoder GCN to capture this structure. In this way,
the background knowledge implied in the instances is propagated in the con-
structed graph.

2 https://code.google.com/p/word2vec/.

https://code.google.com/p/word2vec/
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(a) PR Curve on Riedel Dataset.

(b) PR Curve on GIDS Dataset.

Fig. 4. Precision-recall curves of different methods on both dataset. ICRE achieves
higher precision over the entire range of recall compared to all baselines.

Table 3. Evaluation results P@N of different models.

P@N(%) 100 200 300 Mean

Mintz 54.0 50.5 45.3 49.9

MultiR 75.0 65.0 62.0 67.3

MIMLRE 70.0 64.5 60.3 64.9

CNN+ATT 76.2 73.1 67.4 72.2

ICRE 78.4 75.2 68.5 74.0



188 L. Zhang et al.

Fig. 5. Comparison on GIDS dataset.

(a) Distribution of Riedel Dataset. (b) Distribution of GIDS Dataset.

Fig. 6. Long tail distribution of two datasets.

4.7 Results on GIDS Dataset

Based on the results on the Riedel dataset, we compare our method ICRE with
CNN+ATT on the GIDS dataset in terms of F1 and MAP. As shown in Fig. 5, our
model consistently achieves better performance, which verifies the effectiveness
of our model on exploring the correlation among instances. In detail, in terms
of F1 and MAP, ICRE increases about 2% and 7.5% respectively.

4.8 Effect of Instance Number

As shown in Fig. 6, most of relations are long-tail in both Riedel and GIDS
datasets. We can observe the fact that about half of the data is in single instance.
Therefore, existing distantly supervised relation extraction methods may only
rely on limited information, resulting in the poor performance of the multi-
instance mechanism. To further verify the effectiveness of our model with limited
numbers of instances, we change the test settings following previous studies. We
randomly select one instance and two instances respectively for each entity pair
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(a) P@100. (b) P@200.

(c) P@300. (d) Average of P@N.

Fig. 7. P@N evaluation on the dataset which contains one instance for each entity pair
from Riedel.

(a) P@100. (b) P@200.

(c) P@300. (d) Average of P@N.

Fig. 8. P@N evaluation on the dataset which contains two instances for each entity
pair from Riedel.
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and use the results to predict the relation label, which are denoted as One and
Two. As shown in Figs. 7 and 8, our model still maintains advantages in all
situations. Note that, in case of Two, GCN can propagate the valid features
between them. However, in case of One, there are no other instances and ICRE
also outperforms than CNN+ATT. It demonstrates that our graph convolution
layer over dependency tree could capture more fine-grained semantic information
even though there is only one instance in the bag.

5 Conclusion

In this work, we consider leveraging the graph convolution network to encode
the dependency tree and learn word embeddings. In this way, the correlations
among instances are built through their common words. Then, another encoder
CNN is used to capture the context information of each instance itself. Besides,
an instance-level attention mechanism is introduced to select valid instances and
learn the textual relation embedding. Finally, the learned embedding is used to
train our relation classifier. Our model takes full advantage of both structural
and context information, while avoiding the imposed noise. Experiments on two
benchmark datasets demonstrate that our model significantly outperforms the
compared baselines.

In the future, we will explore more advanced encoder, such as graph attention
networks. Besides, we expire to discover more complex correlations and utilize
the advanced encoders.
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Abstract. Knowledge graph embedding methods learn continuous vec-
tor representations for entities in knowledge graphs and have been used
successfully in a large number of applications. We present a novel and
scalable paradigm for the computation of knowledge graph embeddings,
which we dub Pyke. Our approach combines a physical model based on
Hooke’s law and its inverse with ideas from simulated annealing to com-
pute embeddings for knowledge graphs efficiently. We prove that Pyke
achieves a linear space complexity. While the time complexity for the
initialization of our approach is quadratic, the time complexity of each
of its iterations is linear in the size of the input knowledge graph. Hence,
Pyke’s overall runtime is close to linear. Consequently, our approach
easily scales up to knowledge graphs containing millions of triples. We
evaluate our approach against six state-of-the-art embedding approaches
on the DrugBank and DBpedia datasets in two series of experiments.
The first series shows that the cluster purity achieved by Pyke is up to
26% (absolute) better than that of the state of art. In addition, Pyke is
more than 22 times faster than existing embedding solutions in the best
case. The results of our second series of experiments show that Pyke
is up to 23% (absolute) better than the state of art on the task of type
prediction while maintaining its superior scalability. Our implementation
and results are open-source and are available at http://github.com/dice-
group/PYKE.

Keywords: Knowledge graph embedding · Hooke’s law · Type
prediction

1 Introduction

The number and size of knowledge graphs (KGs) available on the Web and in
companies grows steadily.1 For example, more than 150 billion facts describ-
ing more than 3 billion things are available in the more than 10,000 knowledge
1 https://lod-cloud.net/.
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graphs published on the Web as Linked Data.2 Knowledge graph embedding
(KGE) approaches aim to map the entities contained in knowledge graphs to
n-dimensional vectors [13,19,22]. Accordingly, they parallel word embeddings
from the field of natural language processing [11,14] and the improvement they
brought about in various tasks (e.g., word analogy, question answering, named
entity recognition and relation extraction). Applications of KGEs include collec-
tive machine learning, type prediction, link prediction, entity resolution, knowl-
edge graph completion and question answering [2,12,13,15,19,22]. In this work,
we focus on type prediction.

We present a novel approach for KGE based on a physical model, which
goes beyond the state of the art (see [19] for a survey) w.r.t. both efficiency and
effectiveness. Our approach, dubbed Pyke, combines a physical model (based
on Hooke’s law) with an optimization technique inspired by simulated annealing.
Pyke scales to large KGs by achieving a linear space complexity while being
close to linear in its time complexity on large KGs. We compare the perfor-
mance of Pyke with that of six state-of-the-art approaches—Word2Vec [11],
ComplEx [18], RESCAL [13], TransE [2], DistMult [22] and Canonical Polyadic
(CP) decomposition [6]—on two tasks, i.e., clustering and type prediction w.r.t.
both runtime and prediction accuracy. Our results corroborate our formal analy-
sis of Pyke and suggest that our approach scales close to linearly with the size of
the input graph w.r.t. its runtime. In addition to outperforming the state of the
art w.r.t. runtime, Pyke also achieves better cluster purity and type prediction
scores.

The rest of this paper is structured as follows: after providing a brief overview
of related work in Sect. 2, we present the mathematical framework underlying
Pyke in Sect. 3. Thereafter, we present Pyke in Sect. 4. Section 5 presents the
space and time complexity of Pyke. We report on the results of our experimental
evaluation in Sect. 6. Finally, we conclude with a discussion and an outlook on
future work in Sect. 7.

2 Related Work

A large number of KGE approaches have been developed to address tasks such as
link prediction, graph completion and question answering [7,8,12,13,18] in the
recent past. In the following, we give a brief overview of some of these approaches.
More details can be found in the survey at [19]. RESCAL [13] is based on com-
puting a three-way factorization of an adjacency tensor representing the input
KG. The adjacency tensor is decomposed into a product of a core tensor and
embedding matrices. RESCAL captures rich interactions in the input KG but is
limited in its scalability. HolE [12] uses circular correlation as its compositional
operator. Holographic embeddings of knowledge graphs yield state-of-the-art
results on link prediction task while keeping the memory complexity lower than

2 lodstats.aksw.org.

http://lodstats.aksw.org
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RESCAL and TransR [8]. ComplEx [18] is a KGE model based on latent fac-
torization, wherein complex valued embeddings are utilized to handle a large
variety of binary relations including symmetric and antisymmetric relations.

Energy-based KGE models [1–3] yield competitive performances on link pre-
diction, graph completion and entity resolution. SE [3] proposes to learn one
low-dimensional vector (Rk) for each entity and two matrices (R1 ∈ R

k×k,
R2 ∈ R

k×k) for each relation. Hence, for a given triple (h, r, t), SE aims to min-
imize the L1 distance, i.e., fr(h, t) = ||R1h − R2t||. The approach in [1] embeds
entities and relations into the same embedding space and suggests to capture
correlations between entities and relations by using multiple matrix products.
TransE [2] is a scalable energy-based KGE model wherein a relation r between
entities h and t corresponds to a translation of their embeddings, i.e., h + r ≈ t
provided that (h, r, t) exists in the KG. TransE outperforms state-of-the-art mod-
els in the link prediction task on several benchmark KG datasets while being
able to deal with KGs containing up to 17 million facts. DistMult [22] proposes
to generalize neural-embedding models under an unified learning framework,
wherein relations are bi-linear or linear mapping function between embeddings
of entities.

With Pyke, we propose a different take to generating embeddings by com-
bining a physical model with simulated annealing. Our evaluation suggests that
this simulation-based approach to generating embeddings scales well (i.e., lin-
early in the size of the KG) while outperforming the state of the art in the type
prediction and clustering quality tasks [20,21].

3 Preliminaries and Notation

In this section, we present the core notation and terminology used throughout
this paper. The symbols we use and their meaning are summarized in Table 1.

3.1 Knowledge Graph

In this work, we compute embeddings for RDF KGs. Let R be the set of all
RDF resources, B be the set of all RDF blank nodes, P ⊆ R be the set of
all properties and L denote the set of all RDF literals. An RDF KG G is a
set of RDF triples (s, p, o) where s ∈ R ∪ B, p ∈ P and o ∈ R ∪ B ∪ L. We
aim to compute embeddings for resources and blank nodes. Hence, we define
the vocabulary of an RDF knowledge graph G as V = {x : x ∈ R ∪ P ∪ B ∧
∃(s, p, o) ∈ G : x ∈ {s, p, o}}. Essentially, V stands for all the URIs and blank
nodes found in G. Finally, we define the subjects with type information of G as
S = {x : x ∈ R \ P ∧ (x, rdf:type, o) ∈ G}, where rdf:type stands for the
instantiation relation in RDF.

3.2 Hooke’s Law

Hooke’s law describes the relation between a deforming force on a spring and
the magnitude of the deformation within the elastic regime of said spring.



A Physical Embedding Model for Knowledge Graphs 195

Table 1. Overview of our notation

Notation Description

G An RDF knowledge graph

R, P, B, L Set of all RDF resources, predicates, blank nodes and literals respectively

S Set of all RDF subjects with type information

V Vocabulary of G
σ Similarity function on V
−→x t Embedding of x at time t

Fa, Fr Attractive and repulsive forces, respectively

K Threshold for positive and negative examples

P Function mapping each x ∈ V to a set of attracting elements of V
N Function mapping each x ∈ V to a set of repulsive elements of V
P Probability

ω Repulsive constant

E System energy

ε Upper bound on alteration of locations of x ∈ V across two iterations

Δe Energy release

The increase of a deforming force on the spring is linearly related to the increase
of the magnitude of the corresponding deformation. In equation form, Hooke’s
law can be expressed as follows:

F = −k Δ (1)

where F is the deforming force, Δ is the magnitude of deformation and k is
the spring constant. Let us assume two points of unit mass located at x and y
respectively. We assume that the two points are connected by an ideal spring
with a spring constant k, an infinite elastic regime and an initial length of 0.
Then, the force they are subjected to has a magnitude of k||x−y||. Note that the
magnitude of this force grows with the distance between the two mass points.

The inverse of Hooke’s law, where

F = − k

Δ
(2)

has the opposite behavior. It becomes weaker with the distance between the two
mass points it connects.

3.3 Positive Pointwise Mutual Information

The Positive Pointwise Mutual Information (PPMI) is a means to capture the
strength of the association between two events (e.g., appearing in a triple of a
KG). Let a and b be two events. Let P(a, b) stand for the joint probability of
a and b, P(a) for the probability of a and P(b) for the probability of b. Then,
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PPMI(a, b) is defined as

PPMI(a, b) = max
(

0, log
P(a, b)
P(a)P(b)

)
, (3)

The equation truncates all negative values to 0 as measuring the strength of
dissociation between events accurately demands very large sample sizes, which
are empirically seldom available.

4 Pyke

In this section, we introduce our novel KGE approach dubbed Pyke (a physical
model for knowledge graph embeddings). Section 4.1 presents the intuition
behind our model. In Sect. 4.2, we give an overview of the Pyke framework,
starting from processing the input KG to learning embeddings for the input in
a vector space with a predefined number of dimensions. The workflow of our
model is further elucidated using the running example shown in Fig. 1.

4.1 Intuition

Pyke is an iterative approach that aims to represent each element x of the vocab-
ulary V of an input KG G as an embedding (i.e., a vector) in the n-dimensional
space Rn. Our approach begins by assuming that each element of V is mapped to
a single point (i.e., its embedding) of unit mass whose location can be expressed
via an n-dimensional vector in R

n according to an initial (e.g., random) distribu-
tion at iteration t = 0. In the following, we will use −→x t to denote the embedding
of x ∈ V at iteration t. We also assume a similarity function σ : V × V → [0,∞)
(e.g., a PPMI-based similarity) over V to be given. Simply put, our goal is to
improve this initial distribution iteratively over a predefined maximal number of
iterations (denoted T ) by ensuring that

1. the embeddings of similar elements of V are close to each other while
2. the embeddings of dissimilar elements of V are distant from each other.

Let d : Rn ×R
n → R

+ be the distance (e.g., the Euclidean distance) between
two embeddings in R

n. According to our goal definition, a good iterative embed-
ding approach should have the following characteristics:

C1: If σ(x, y) > 0, then d(−→x t,
−→y t) ≤ d(−→x t−1,

−→y t−1). This means that the
embeddings of similar terms should become more similar with the number of
iterations. The same holds the other way around:
C2: If σ(x, y) = 0, then d(−→x t,

−→y t) ≥ d(−→x t−1,
−→y t−1).

We translate C1 into our model as follows: If x and y are similar (i.e., if σ(x, y) >
0), then a force Fa(−→x t,

−→y t) of attraction must exist between the masses which
stand for x and y at any time t. Fa(−→x t,

−→y t) must be proportional to d(−→x t,
−→y t),

i.e., the attraction between must grow with the distance between (−→x t and −→y t).
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These conditions are fulfilled by setting the following force of attraction between
the two masses:

||Fa(−→x t,
−→y t)|| = σ(x, y) × d(−→x t,

−→y t). (4)

From the perspective of a physical model, this is equivalent to placing a spring
with a spring constant of σ(x, y) between the unit masses which stand for x and
y. At time t, these masses are hence accelerated towards each other with a total
acceleration proportional to ||Fa(−→x t,

−→y t)||.
The translation of C2 into a physical model is as follows: If x and y are not

similar (i.e., if σ(x, y) = 0), we assume that they are dissimilar. Correspondingly,
their embeddings should diverge with time. The magnitude of the repulsive force
between the two masses representing x and y should be strong if the masses
are close to each other and should diminish with the distance between the two
masses. We can fulfill this condition by setting the following repulsive force
between the two masses:

||Fr(−→x t,
−→y t)|| = − ω

d(−→x t,
−→y t)

, (5)

where ω > 0 denotes a constant, which we dub the repulsive constant. At itera-
tion t, the embeddings of dissimilar terms are hence accelerated away from each
other with a total acceleration proportional to ||Fr(−→x t,

−→y t)||. This is the inverse
of Hooke’s law, where the magnitude of the repulsive force between the mass
points which stand for two dissimilar terms decreases with the distance between
the two mass points.

Based on these intuitions, we can now formulate the goal of Pyke formally:
We aim to find embeddings for all elements of V which minimize the total dis-
tance between similar elements and maximize the total distance between dissim-
ilar elements. Let P : V → 2V be a function which maps each element of V to
the subset of V it is similar to. Analogously, let N : V → 2V map each element
of V to the subset of V it is dissimilar to. Pyke aims to optimize the following
objective function:

J(V) =

⎛
⎝∑

x∈V

∑
y∈P (x)

d(−→x ,−→y )

⎞
⎠ −

⎛
⎝∑

x∈V

∑
y∈N(x)

d(−→x ,−→y )

⎞
⎠ . (6)

4.2 Approach

Pyke implements the intuition described above as follows: Given an input KG G,
Pyke first constructs a symmetric similarity matrix A of dimensions |V|×|V|. We
will use ax,y to denotes the similarity coefficient between x ∈ V and y ∈ V stored
in A. Pyke truncates this matrix to (1) reduce the effect of oversampling and
(2) accelerate subsequent computations. The initial embeddings of all x ∈ V in
R

n are then determined. Subsequently, Pyke uses the physical model described
above to improve the embeddings iteratively. The iteration is ran at most T
times or until the objective function J(V) stops decreasing. In the following, we
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Fig. 1. Example RDF graph

explain each of the steps of the approach in detail. We use the RDF graph shown
in Fig. 1 as a running example.3

Building the Similarity Matrix. For any two elements x, y ∈ V, we set
ax,y = σ(x, y) = PPMI(x, y) in our current implementation. We compute the
probabilities P(x), P(y) and P(x, y) as follows:

P(x) =
|{(s, p, o) ∈ G : x ∈ {s, p, o}}|

|{(s, p, o) ∈ G}| . (7)

Similarly,

P(y) =
|{(s, p, o) ∈ G : y ∈ {s, p, o}}|

|{(s, p, o) ∈ G}| . (8)

Finally,

P(x, y) =
|{(s, p, o) ∈ G : {x, y} ⊆ {s, p, o}}|

|{(s, p, o) ∈ G}| . (9)

For our running example (see Fig. 1), Pyke constructs the similarity matrix
shown in Fig. 2. Note that our framework can be combined with any similarity
function σ. Exploring other similarity function is out the scope of this paper but
will be at the center of future works.

Computing P and N . To avoid oversampling positive or negative examples,
we only use a portion of A for the subsequent optimization of our objective
3 This example is provided as an example in the DL-Learner framework at http://dl-

learner.org.

http://dl-learner.org
http://dl-learner.org
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Fig. 2. PPMI similarity matrix of resources in the RDF graph shown in Fig. 1

function. For each x ∈ V, we begin by computing P (x) by selecting K resources
which are most similar to x. Note that if less than K resources have a non-zero
similarity to x, then P (x) contains exactly the set of resources with a non-
zero similarity to x. Thereafter, we sample K elements y of V with ax,y = 0
randomly. We call this set N(x). For all y ∈ N(x), we set ax,y to −ω, where ω is
our repulsive constant. The values of ax,y for y ∈ P (x) are preserved. All other
values are set to 0. After carrying out this process for all x ∈ V, each row of A
now contains exactly 2K non-zero entries provided that each x ∈ V has at least
K resources with non-zero similarity. Given that K << |V|, A is now sparse and
can be stored accordingly.4 The PPMI similarity matrix for our example graph
is shown in Fig. 2.

Initializing the Embeddings. Each x ∈ V is mapped to a single point −→x t

of unit mass in R
n at iteration t = 0. As exploring sophisticated initialization

techniques is out of the scope of this paper, the initial vector is set randomly.5

Figure 3 shows a 3D projection of the initial embeddings for our running example
(with n = 50).

4 We use A for the sake of explanation. For practical applications, this step can be
implemented using priority queues, hence making quadratic space complexity for
storing A unnecessary.

5 Preliminary experiments suggest that applying a singular value decomposition on A
and initializing the embeddings with the latent representation of the elements of the
vocabulary along the n most salient eigenvectors has the potential of accelerating
the convergence of our approach.
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Iteration. This is the crux of our approach. In each iteration t, our approach
assumes that the elements of P (x) attract x with a total force

Fa(−→x t) =
∑

y∈P (x)

σ(x, y) × (−→y t − −→x t). (10)

On the other hand, the elements of N(x) repulse x with a total force

Fr(−→x t) = −
∑

y∈N(x)

ω

(−→y t − −→x t)
. (11)

We assume that exactly one unit of time elapses between two iterations.
The embedding of x at iteration t + 1 can now be calculated by displacing−→x t proportionally to (Fa(−→x t) + Fr(−→x t)). However, implementing this model
directly leads to a chaotic (i.e., non-converging) behavior in most cases. We
enforce the convergence using an approach borrowed from simulated annealing,
i.e., we reduce the total energy of the system by a constant factor Δe after each
iteration. By these means, we can ensure that our approach always terminates,
i.e., we can iterate until J(V) does not decrease significantly or until a maximal
number of iterations T is reached.

Implementation. Algorithm 1 shows the pseudocode of our approach. Pyke
updates the embeddings of vocabulary terms iteratively until one of the fol-
lowing two stopping criteria is satisfied: Either the upper bound on the itera-
tions T is met or a lower bound ε on the total change in the embeddings (i.e.,∑
x∈V

||−→x t −−→x t−1||) is reached. A gradual reduction in the system energy E inher-

ently guarantees the termination of the process of learning embeddings. A 3D
projection of the resulting embedding for our running example is shown in Fig. 3.

Fig. 3. PCA projection of 50-dimensional embeddings for our running example. Left are
the randomly initialized embeddings. The figure on the right shows the 50-dimensional
Pyke embedding vectors for our running example after convergence. Pyke was con-
figured with K = 3, ω = −0.3, Δe = 0.06 and ε = 10−3.
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Algorithm 1. Pyke
Require: T , V, K, ε, Δe, ω, n

//initialize embeddings
for each x in V do−→x 0 = random vector in R

n;
end for
//initialize similarity matrix
A = new Matrix[|V|][|V|];
for each x in V do

for each y in V do
Axy = PPMI(x, y);

end for
end for
// perform positive and negative sampling
for each x in V do

P (x) = getPositives(A, x,K) ;
N(x) = getNegatives(A, x,K) ;

end for
// iteration
t = 1;
E = 1;
while t < T do
for each x in V do

Fa =
∑

y∈P (x)

σ(x, y) × (−→y t−1 − −→x t−1);

Fr = − ∑
y∈N(x)

ω−→y t−1−−→x t−1
;

−→x t = −→x t−1 + E × (Fa + Fr);
end for
E = E − Δe;
if

∑
x∈V

||−→x t − −→x t−1|| < ε then

break
end if
t = t + 1;

end while
return Embeddings −→x t

5 Complexity Analysis

5.1 Space Complexity

Let m = |V|. We would need at most m(m−1)
2 entries to store A, as the matrix is

symmetric and we do not need to store its diagonal. However, there is actually no
need to store A. We can implement P (x) as a priority queue of size K in which
the indexes of K elements of V most similar to x as well as their similarity to x
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are stored. N(x) can be implemented as a buffer of size K which contains only
indexes. Once N(x) reaches its maximal size K, then new entries (i.e., y with
PPMI(x, y)) are added randomly. Hence, we need O(Kn) space to store both
P and N . Note that K << m. The embeddings require exactly 2mn space as we
store −→x t and −→x t−1 for each x ∈ V. The force vectors Fa and Fr each require a
space of n. Hence, the space complexity of Pyke lies clearly in O(mn+Kn) and
is hence linear w.r.t. the size of the input knowledge graph G when the number
n of dimensions of the embeddings and the number K of positive and negative
examples are fixed.

5.2 Time Complexity

Initializing the embeddings requires mn operations. The initialization of P and
N can also be carried out in linear time. Adding an element to P and N is
carried out at most m times. For each x, the addition of an element to P (x)
has a runtime of at most K. Adding elements to N(x) is carried out in constant
time, given that the addition is random. Hence the computation of P (x) and
N(x) can be carried out in linear time w.r.t. m. This computation is carried out
m times, i.e., once for each x. Hence, the overall runtime of the initialization for
Pyke is on O(m2).

Importantly, the update of the position of each x can be carried out in O(K),
leading to each iteration having a time complexity of O(mK). The total runtime
complexity for the iterations is hence O(mKT ), which is linear in m. This result
is of central importance for our subsequent empirical results, as the iterations
make up the bulk of Pyke’s runtime. Hence, Pyke’s runtime should be close to
linear in real settings.

6 Evaluation

6.1 Experimental Setup

The goal of our evaluation was to compare the quality of the embeddings gener-
ated by Pyke with the state of the art. Given that there is no intrinsic measure
for the quality of embeddings, we used two extrinsic evaluation scenarios. In the
first scenario, we measured the type homogeneity of the embeddings generated
by the KGE approaches we considered. We achieved this goal by using a scal-
able approximation of DBScan dubbed HDBSCAN [4]. In our second evaluation
scenario, we compared the performance of Pyke on the type prediction task
against that of 6 state-of-the-art algorithms. In both scenarios, we only consid-
ered embeddings of the subset S of V as done in previous works [10,17]. We
set K = 5, Δe = 0.0414 and ω = 1.45557 throughout our experiments. The
values were computed using a Sobol Sequence optimizer [16]. All experiments
were carried out on a single core of a server running Ubuntu 18.04 with 126 GB
RAM with 16 Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10 GHz processors.
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We used six datasets (2 real, 4 synthetic) throughout our experiments. An
overview of the datasets used in our experiments is shown in Table 2. Drugbank6

is a small-scale KG, whilst the DBpedia (version 2016-10) dataset is a large cross-
domain dataset.7 The four synthetic datasets were generated using the LUBM
generator [5] with 100, 200, 500 and 1000 universities.

Table 2. Overview of RDF datasets used in our experiments

Dataset |G| |V| |S| |C|
Drugbank 3,146,309 521,428 421,121 102
DBpedia 27,744,412 7,631,777 6,401,519 423
LUBM100 9,425,190 2,179,793 2,179,766 14
LUBM200 18,770,356 4,341,336 4,341,309 14
LUBM500 46,922,188 10,847,210 10,847,183 14
LUBM1000 93,927,191 21,715,108 21,715,081 14

We evaluated the homogeneity of embeddings by measuring the purity [9]
of the clusters generated by HDBSCAN [4]. The original cluster purity equa-
tion assumes that each element of a cluster is mapped to exactly one class [9].
Given that a single resource can have several types in a knowledge graph (e.g.,
BarackObama is a person, a politician, an author and a president in DBpedia),
we extended the cluster purity equation as follows: Let C = {c1, c2, . . .} be the
set of all classes found in G. Each x ∈ S was mapped to a binary type vector
type(x) of length |C|. The ith entry of type(x) was 1 iff x was of type ci. In all
other cases, ci was set to 0. Based on these premises, we computed the purity of
a clustering as follows:

Purity =
L∑

l=1

1
|ζl|2

∑
x∈ζl

∑
y∈ζl

cos
(
type(x), type(y)

)
, (12)

where ζ1 . . . ζL are the clusters computed by HDBSCAN. A high purity means
that resources with similar type vectors (e.g., presidents who are also authors)
are located close to each other in the embedding space, which is a wanted char-
acteristic of a KGE.

In our second evaluation, we performed a type prediction experiment in a
manner akin to [10,17]. For each resource x ∈ S, we used the μ closest embed-
dings of x to predict x’s type vector. We then compared the average of the types

6 download.bio2rdf.org/#/release/4/drugbank.
7 Note that we compile the DBpedia datasets by merging the dumps of mapping-based
objects, skos categories and instance types provided in the DBpedia download
folder for version 2016-10 at downloads.dbpedia.org/2016-10.

http://download.bio2rdf.org/#/release/4/drugbank
http://downloads.dbpedia.org/2016-10
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predicted with x’s known type vector using the cosine similarity:

prediction score =
1

|S|
∑
x∈S

cos
(
type(x),

∑
y∈μnn(x)

type(y)
)
, (13)

where μnn(x) stands for the μ nearest neighbors of x. We employed μ ∈ {1, 3,
5, 10, 15, 30, 50, 100} in our experiments.

Preliminary experiments showed that performing the cluster purity and type
prediction evaluations on embeddings of large knowledge graphs is prohibited
by the long runtimes of the clustering algorithm. For instance, HDBSCAN did
not terminate in 20 h of computation when |S| > 6 × 106. Consequently, we
had to apply HDBSCAN on embeddings on the subset of S on DBpedia which
contained resources of type Person or Settlement. The resulting subset of S
on DBpedia consists of 428, 289 RDF resources. For the type prediction task,
we sampled 105 resources from S according to a random distribution and fixed
them across the type prediction experiments for all KGE models.

6.2 Results

Cluster Purity Results. Table 3 displays the cluster purity results for all
competing approaches. Pyke achieves a cluster purity of 0.75 on Drugbank and
clearly outperforms all other approaches. DBpedia turned out to be a more dif-
ficult dataset. Still, Pyke was able to outperform all state-of-the-art approaches
by between 11% and 26% (absolute) on Drugbank and between 9% and 23%
(absolute) on DBpedia. Note that in 3 cases, the implementations available were
unable to complete the computation of embeddings within 24 h.

Table 3. Cluster purity results. The best results are marked in bold. Experiments
marked with * did not terminate after 24 h of computation.

Approach Drugbank DBpedia

Pyke 0.75 0.57

Word2Vec 0.43 0.37
ComplEx 0.64 *
RESCAL * *
TransE 0.60 0.48
CP 0.49 0.41
DistMult 0.49 0.34
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Type Prediction Results. Figures 4 and 5 show our type prediction results
on the Drugbank and DBpedia datasets. Pyke outperforms all state-of-the-
art approaches across all experiments. In particular, it achieves a margin of
up to 22% (absolute) on Drugbank and 23% (absolute) on DBpedia. Like in
the previous experiment, all KGE approaches perform worse on DBpedia, with
prediction scores varying between <0.1 and 0.32.

Fig. 4. Mean results on type prediction scores on 105 randomly sampled entities of
DBpedia

Fig. 5. Mean of type prediction scores on all entities of Drugbank

Runtime Results. Table 5 show runtime performances of all models on the
two real benchmark datasets, while Fig. 6 display the runtime of Pyke on the
synthetic LUBM datasets. Our results support our original hypothesis. The low
space and time complexities of Pyke mean that it runs efficiently: Our approach
achieves runtimes of only 25 min on Drugbank and 309 min on DBpedia, while
outperforming all other approaches by up to 14 h in runtime.
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In addition to evaluating the runtime of Pyke on synthetic data, we were
interested in determining its behaviour on datasets of growing sizes. We used
LUBM datasets and computed a linear regression of the runtime using ordinary
least squares (OLS). The runtime results for this experiment are shown in Fig. 6.
The linear fit shown in Table 4 achieves R2 values beyond 0.99, which points to
a clear linear fit between Pyke’s runtime and the size of the input dataset.

Fig. 6. Runtime performances of Pyke on synthetic KGs. Colored lines represent fitted
linear regressions with fixed K values of Pyke. (Color figure online)

Table 4. Results of fitting OLS on runtimes.

K Coefficient Intercept R2

5 4.52 10.74 0.997
10 4.65 13.64 0.996
20 5.23 19.59 0.997

We believe that the good performance of Pyke stems from (1) its sampling
procedure and (2) its being akin to a physical simulation. Employing PPMI to
quantify the similarity between resources seems to yield better sampling results
than generating negative examples using the local closed word assumption that
underlies sampling procedures of all of competing state-of-the-art KG models.
More importantly, positive and negative sampling occur in our approach per
resource rather than per RDF triple. Therefore, Pyke is able to leverage more
from negative and positive sampling. By virtue of being akin to a physical sim-
ulation, Pyke is able to run efficiently even when each resource x is mapped to
45 attractive and 45 repulsive resources (see Table 5) whilst all state-of-the-art
KGE required more computation time.
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Table 5. Runtime performances (in minutes) of all competing approaches. All
approaches were executed three times on each dataset. The reported results are the
mean and standard deviation of the last two runs. The best results are marked in bold.
Experiments marked with * did not terminate after 24 h of computation.

Approach Drugbank DBpedia

Pyke 25± 1 309± 1
Word2Vec 41 ± 1 420 ± 1
ComplEx 705 ± 1 *
RESCAL * *
TransE 68 ± 1 685 ± 1
CP 230 ± 1 1154 ± 1
DistMult 210 ± 1 1030 ± 1

7 Conclusion

We presented Pyke, a novel approach for the computation of embeddings on
knowledge graphs. By virtue of being akin to a physical simulation, Pyke retains
a linear space complexity. This was proven through a complexity analysis of our
approach. While the time complexity of the approach is quadratic due to the
computation of P and N , all other steps are linear in their runtime complexity.
Hence, we expected our approach to behave closes to linearly. Our evaluation
on LUBM datasets suggests that this is indeed the case and the runtime of our
approach grows close to linearly. This is an important result, as it means that
our approach can be used on very large knowledge graphs and return results
faster than popular algorithms such as Word2VEC and TransE. However, time
efficiency is not all. Our results suggest that Pyke outperforms state-of-the-
art approaches in the two tasks of type prediction and clustering. Still, there
is clearly a lack of normalized evaluation scenarios for knowledge graph embed-
ding approaches. We shall hence develop such benchmarks in future works. Our
results open a plethora of other research avenues. First, the current approach
to compute similarity between entities/relations on KGs is based on the local
similarity. Exploring other similarity means will be at the center of future works.
In addition, using a better initialization for the embeddings should lead to faster
convergence. Finally, one could use a stochastic approach (in the same vein as
stochastic gradient descent) to further improve the runtime of Pyke.
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Abstract. Visual relationship detection, i.e., discovering the interaction
between pairs of objects in an image, plays a significant role in image
understanding. However, most of recent works only consider visual fea-
tures, ignoring the implicit effect of common sense. Motivated by the
iterative visual reasoning in image recognition, we propose a novel model
to take the advantage of common sense in the form of the knowledge
graph in visual relationship detection, named Iterative Visual Relation-
ship Detection with Commonsense Knowledge Graph (IVRDC). Our
model consists of two modules: a feature module that predicts predicates
by visual features and semantic features with a bi-directional RNN; and
a commonsense knowledge module that constructs a specific common-
sense knowledge graph for predicate prediction. After iteratively com-
bining prediction from both modules, IVRDC updates the memory and
commonsense knowledge graph. The final predictions are made by taking
the result of each iteration into account with an attention mechanism.
Our experiments on the Visual Relationship Detection (VRD) dataset
and the Visual Genome (VG) dataset demonstrate that our proposed
model is competitive.

Keywords: Commonsense knowledge graph · Visual relationship
detection · Visual Genome

1 Introduction

Visual relationship detection, introduced by [12], aims to capture a wide variety
of interactions between pairs of objects in an image. Visual relation can be
represented as a set of relation triples in the form of (subject, predicate, object),
e.g., (person, ride, horse). Visual relationship detection can be used for many
high-level image understanding tasks such as image caption [1] and visual QA [6].
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Recently, visual relationship detection attracts more and more attention.
Visual relationship detection methods can be categorized into two branches.

One branch includes those detection models that take into consideration not
only the information from the dataset but also external knowledge. [18] proposed
a teacher-student knowledge distillation framework making use of the inter-
nal and external knowledge for visual relationship detection. [10] constructed
a directed semantic action graph and used deep variation-structured reinforce-
ment to predict visual relationships.

Another branch includes those detection models that only consider prior
images and their annotations. [12] not only proposed a typical model with lan-
guage prior but also introduced the Visual Relationship Dataset (VRD) for visual
relationship detection task. [19] applied a translation embedding model for visual
relationship detection. [20] used a parallel FCN architecture and a position-role-
sensitive score map to tackle the visual relationship detection. [5] exploited the
statistical dependencies between objects and their relationships to detect visual
relationships. [21] introduced deep structured learning for visual relationship
detection. [9] proposed a deep neural network framework with the structural
ranking loss to tackle the visual this task.

However, most of the recent works only consider the appearance or spatial
features, while ignoring the implicit effect of common sense.
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Fig. 1. An example image from VRD. The relation between (person, b1) and (horse, b2)
is ride. Although (horse, b3) is similar with (horse, b2) in visual feature and positional
feature, the relation between (person, b1) and (horse, b3) is next to but not ride.

Scene graph, introduced by [7], is a graph-based structural representa-
tion which describes the semantic contents of an image. Compared with
scene graph, the well-known knowledge graph is represented as multi-relational
data with enormous fact triples [2]. [17] further identified the visual triples
of scene graph. A scene graph is a set of visual triples in the form of
(head entity, relation, tail entity) in which an entity is composed of its entity
type with attributes and grounded with a bounding box in its corresponding
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image, and a relation is the edge from the head entity to the tail entity. An exam-
ple in VRD is shown in Fig. 1. The relation between (person, b1) and (horse, b2)
is ride. This visual triple is in the form of ((person, b1), ride, (horse, b2)). The
visual triple is shown in SG1.

However, Fig. 1 also shows that, if only considering the appearance or spatial
feature between (person, b1) and (horse, b3), it is more likely that the relation-
ship between these two objects are incorrectly detected as ride, as shown in
SG1. To avoid that, we introduce the notion of the commonsense knowledge
graph (CKG), in which each triple is labeled with its conditional probability.
For example, the conditional probability of next to with 0.21 between horse
and horse in CKG is higher than ride with 0.11 between person and horse, so
we can get the correct visual triple ((person, b1), next to, (horse, b3)) after iter-
atively updating with commonsense knowledge graph, as shown in SG2. This
suggests that it is important to consider CKG in visual relationship detection.
While the task is challenging and there are at least three challenges:

1. CKG is a global graph for the image set rather than a graph that aims at one
image, while visual relationship detection focuses on a given image.

2. A pair of object classes may have different relations even in the same image
(e.g. “person” and “horse” show in the CKG of Fig. 1), making it difficult to
update CKG.

3. CKG and feature information of images should be considered jointly in order
to facilitate visual relationship detection.

In this paper, by introducing the commonsense knowledge graph into visual
relationship detection, we propose a novel model of iterative visual relationship
detection framework with commonsense knowledge graph (IVRDC), which con-
sists of a feature module and a commonsense knowledge module. The feature
module is used to predict visual relationships by visual features and seman-
tic features with a bi-directional recurrent neural network. The commonsense
knowledge module outputs a predicate prediction based on the CKG, which ini-
tially is constructed according to the statistical frequency information of visual
relationships from images. These two modules roll out iteratively and cross feed
predictions to each other in order to update feature memory and CKG. On the
one hand, the feature module provides a feedback to promote the global CKG to
evolve towards the given image; on the other hand, the commonsense knowledge
module offers commonsense to refine the estimates.

Finally, we evaluate our method by taking experiments on the VRD and
Visual Genome (VG) datasets. Experiment results demonstrate that our pro-
posed model outperforms the state-of-the-art methods.

The rest of this paper is organized as follows. We first introduce the prelimi-
nary in the next section. In the third section, we show our proposed model named
iterative visual relationship detection with commonsense knowledge graph. Then
we present the experiment results.

Due to space limit, omitted data, code, and supporting materials are provided
in the online appendix (https://github.com/sysulic/IVRDC).

https://github.com/sysulic/IVRDC
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2 Preliminary

In this section, we first recall the definitions of scene graph and visual relationship
detection. Then we give the definition of commonsense knowledge graph. We also
recall the bi-directional recurrent neural network used in our model.

2.1 Commonsense Knowledge Graph

[17] identified the visual triples of scene graph. We only consider entities and
relations without attributes in this paper and give the definition of scene graph
as follows. W.l.o.g. we assume that all images are in a finite set I. All classes in
I are in a finite set C. All predicates1 in I are in a finite set P.

Definition 1 (Scene Graph). Given an image I ∈ I, its scene graph is a
set of visual triples TI ⊆ OI × PI × OI , OI is the object set and PI is the
predicate set. Each object oc,I,k = (c, bI,k) ∈ OI is packed with a class c ∈ C
and a bounding box bI,k in image I, where k ∈ {1, 2, ..., |OI |}. A visual triple is
of the form (oc,I,k, p, oc′,I,k′) ∈ TI , where the two objects oc,I,k, oc′,I,k′ ∈ OI and
the predicate p ∈ PI . In general, we name oc,I,k as subject and oc′,I,k′ as object.

There are 4 objects, 2 predicates, and 4 visual relation triples in the scene
graph TI of Fig. 1, e.g., ((person, b1), ride, (horse, b2)). For simplicity, we write
it as (person, ride, horse).

Definition 2 (Visual Relationship Detection). Given an image I ∈ I and
its object set OI , visual relationship detection is to detect the predicate p between
two objects oc,I,k and oc′,I,k′ , where oc,I,k, oc′,I,k′ ∈ OI and p ∈ PI .

As shown in Fig. 1, the predicate between “person” and “sand” is detected as
“on” by the visual relationship detection. In other words, we construct a visual
triple (person, on, sand) for this image.

Definition 3 (Commonsense Knowledge Graph). Given an image set I,
the class set in I is C, the predicate set in I is P, the commonsense knowledge
graph is a directed edge-labeled graph G = (C,P, λ), where each node c ∈ C, each
edge (cs, p, co) represents a relationship between two nodes cs and co (cs, co ∈ C,
p ∈ P), λ is the labeling function which means the confidence of (cs, p, co),
denoted by the conditional probability P (p|cs, co).

As shown in Fig. 1, (person, on, sand) is an edge with its confidence
P (on|person, sand) = 0.5. Intuitively, if two nodes are irrelevant, the confidence
of the edge between them is zero. There may exist some edges that connect the
same node, e.g., (horse, next to, horse).

1 Throughout this paper, we identify that the predicate in visual relationship detection
is the relation in scene graph.
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2.2 Bi-directional Recurrent Neural Network

Bi-directional recurrent neural network (Bi-RNN), proposed by [15], is success-
fully applied in natural language processing. [11] improved the original Bi-RNN
and applied it to detect visual relation.

Bi-RNN. In Bi-RNN, the vector xi is the input of a sequence and y is the
output, and hi is a hidden layer. There are two hidden layers: a forward sequences
→
h i and a backward sequences

←
h i.

→
h i= f(Ufxi + Wf

→
h i−1 +bf ) (1)

←
h i= f(Ubxi + Wb

←
h i−1 +bb) (2)

y =
∑

Vf,i

→
h i +

∑
Vb,i

←
h i +by (3)

where Uf and Ub denote the input-hidden weight matrixes. Wf and Wb denote
the hidden-hidden weight matrixes. f is the activation function of the hidden
layers (ReLU function). Vb and Vf denote the output-hidden weight matrixes.
bf , bb and by denote the bias vectors.

While detecting visual relations between objects, the order of input sequences
is of significance, because different orders can lead to distinct visual relation-
ship detection results. For example, the visual relation between the object
pair (person, horse) can be totally different from that between the object pair
(horse, person). Bi-RNN can fit this character. To apply it to our model, we
take the corresponding feature vectors of object pairs as inputs of Bi-RNN’s and
take the prediction vector as its output. The details will be shown in the next
section.
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Fig. 2. The overview of our visual relation detection framework. Beside an object
detector that gives a group of detected bounding boxes and their corresponding clas-
sification probability, the framework has two modules to perform detection: a feature
module and a commonsense knowledge module. Both modules roll-out iteratively while
cross-feeding beliefs. The final prediction f is produced by combining each prediction
with attention mechanism.
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3 Method

In this section, we propose a model named Iterative Visual Relationship Detec-
tion with Commonsense Knowledge Graph (IVRDC). The overall pipeline of
IVRDC (Fig. 2) is divided into object detection and relationship detection. Rela-
tionship detection consists of two modules: feature module and commonsense
knowledge module. Both modules roll-out iteratively while cross-feeding beliefs.
The final prediction is obtained by combining predictions from each iteration
with attention mechanism.

In object detection, for each image I, we use Faster R-CNN [14] to obtain a
group of bounding boxes and their classes and pack each bounding box bI,k with
its class c together to be an object oc,I,k. So for each image, we obtain several
objects labeled with classes and the corresponding boxes.

Visual relation prediction is to predict visual triples (subject, predicate,
object). The feature module captures the interactions between objects by using
feature vectors. And the commonsense module provides the conditional proba-
bility for reference. We construct a memory for iteration to store information.
Then the model combines the outputs of the two modules, fF and fC , to update
the two memories, MF and MC . We will discuss the iteration and attention
mechanism of each module in detail.

3.1 Feature Module

In the feature module, three features are taken into consideration: appearance
feature, spatial feature and word vector. And the module employs Bi-RNN to
learn those features to detect predicates [11].

We encode an image I of shape H×W ×C, where H and W denote the height
and the width, and C denotes the channels of the image. For our work, C = 3. For
each image I, each candidate object oc,I,k = (c, bI,k) ∈ OI has a bounding box
bI,k = (xmin, ymin, xmax, ymax) and its detected class c. Since visual information
of an image can implicit interaction among objects and is particularly useful
for visual relation detection, we construct an appearance feature vapp to encode
visual information, which restores not only object features but also their context
information. For preprocessing, we construct a new larger bounding box bo,o′ to
encompass the two boxes of an object pair (o, o′). We use VGG16 [16] to encode
the region enclosed by bo,o′ , of shape H ′ × W ′ × C, where H ′ = W ′ = 224
and C = 3. The region through VGG16 net and we obtain the corresponding
features. Then make it as inputs of a convolution net of two convolution layers
and one 300-D fully-connected layer to get the appearance feature vapp.

Spatial information is also a key factor that influences our detection. The
spatial feature is learned by a convolution neural network. In an image I, an
object pair (oc,I,k, oc′,I,k′) contains two bounding boxes boc,I,k and boc′,I,k′ . First,
we apply dual spatial masks for bounding boxes to get two binary masks, one for
object oc,I,k and another for object oc′,I,k′ . Then the masks are down-sampling to
a predefined square (32 × 32) [5]. Finally, a convolution net of three convolution
layers and a 300-D fully-connected layer take the masks as inputs to obtain the
300-D spatial feature vspa.
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Features mentioned above are visual features and express the relation
between two objects. To consider the semantic feature and independence of
objects, we represent an object class as a word vector. In this work, Word2vec
[13] is used to learn the word vectors. For an image I, each object cc,I,k has an
object class c, then we can find the word vector corresponding to the name of
c (e.g., person). The relation between two words is an inherent semantic rela-
tionship instead of the mathematics distance with one-hot vector. Obviously,
similar object pairs may have similar relationships. For example, the relation-
ship between “person” and “sand” is normally “on”. “horse” and “person” are
similar in semantic space. Then it can reason that (horse, on, sand). Similarly,
some infrequent relations can be learned by the normal relation. For a pair of
object (oc,I,k, oc′,I,k′) in the image I, we generate two feature vectors, vw(oc,I,k)

and vw(oc′,I,k′ ), for subject and object, simplify as vw(s) and vw(o).
Before feeding features into a Bi-RNN, we concatenate appearance feature

vapp and spatial feature vspa and make the concatenated vector through a fully-
connected layer to obtain visual feature vvis. Then we combine the visual feature
and semantic feature. Applying Bi-RNN to predict relationships, we feed feature
vector vw(s), vvis and vw(o) to input x1, x2, and x3 (shown in Eq. (1) and (2)),
respectively. The Bi-RNN structure is shown in Figure 3.

y

h1 h2 h3

h1 h2 h3

vs vvis vo

Output

Backward 
states

Forward 
states

Input

Fig. 3. Bi-RNN has three inputs in sequence (vw(s), vvis and vw(o)) and one output
(predicate prediction y).

The output y is a |C|-dimension vector. We use softmax function on y to
compute the normalized probabilistic prediction to form the predicate fF . The
feature vector, including appearance feature, spatial feature and word vector,
construct the memory MF to store the visual and semantic information.

3.2 Commonsense Knowledge Module

In this part, we introduce how to construct the commonsense knowledge graph
G = (C,P, λ) from a given image set I and how to use it in our framework.
As defined before, the commonsense knowledge graph is a directed edge-labeled
graph. First of all, we collect common sense from the training annotations and
count the conditional probability that encodes the correlation between the pair
of objects and the predicate. Each node c ∈ C represents an object class, e.g.,
“person” in Fig. 1. Each edge (cs, p, co) represents a relationship between two
node cs and co, e.g.,(sand, under, person) in Fig. 1. λ is the labeling function that
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shows the conditional probability of the relationship. The conditional probability
can be formulated as:

P (p|cs, co) =
P (p, cs, co)
P (cs, co)

(4)

The commonsense knowledge graph is a universal graph, while visual relation-
ship detection task is closely related to a particular image. To tackle this problem,
we construct the subgraph of the commonsense knowledge graph G′ = (C′,P ′, λ).
For each image, we use an pre-train object detector (Faster R-CNN) to detect
objects, then according to the classes of those objects, we select all relative rela-
tionships from the global CKG. The nodes C′ consist of the set of all the detected
object classes and the edges P ′ are the corresponding relationships. This sub-
graph G′ is only for the specific image with all the detected objects in the image
and the connected edges. Then we set a threshold and distill the prediction fC
according to the subject node and the object node. When the prediction fC
updates, the subgraph will update the weights of the corresponding edges. Then
we construct memory MC to store the updated subgraph.

3.3 Iteration

The key component of the proposed model is to iteratively build up estimates.
To deliver information from one iteration to another, we construct memories to
store the information. The feature module uses feature memory MF and the
commonsense module use another memory MC .

At iteration i, the commonsense module distills the prediction fC,i and the
feature module creates the prediction fF,i for a pair of candidate objects. Because
fC,i ranges from 0 to 1, and the codomain of fF,i is uncertain, it is unreasonable
to combine the two predictions directly. So the combination fC,i+1 of the two
predictions is given by

fC,i+1 = W1 ◦ fC,i + W2 ◦ fF (5)

where W1 and W2 are weights, fC,i+1 is the updated probability, fC,i denotes the
result from the commonsense knowledge module, and fF denotes the prediction
from the feature module. Then fC,i+1 can be used to get the updated memories,
Mi+1

C and Mi+1
F .

Then we update the feature memory MF by a convolutional gate recurrent
unit (GRU) [4]. F denotes a memory for a pair of candidate objects. Fup denotes
a memory that we construct to update memory. We extract the appearance
feature and the spatial feature from memory F . Then we combine fC,i+1 with
addition and convolution layers to form memory Fup. We update the feature
memory as the following formula:

Fi+1 = u ◦ Fi + (1 − u) ◦ σ(WuFup + WF (r ◦ Fi) + b) (6)
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where u denotes the update gate, r denotes the reset gate, Fi+1 is the updated
memory. Wf ,WF , and b are convolutional weights and bias, and ◦ is entry-wise
product. σ() is an activation function. After that, Fi+1 is used to update memory
Mi+1

F .
The new memories, Mi+1

C and Mi+1
F , will lead to another round of updated

fC and fF and the iteration goes on. In this way, the feature memory can
benefit from commonsense knowledge graph. At the same time, the subgraph of
commonsense knowledge graph can get a better sense of the particular image.

3.4 Attention

To modify the model output, we generate the final prediction f by the combi-
nation of each iteration prediction instead of the last iteration prediction. To
combine the predictions from each iteration, we introduce attention mechanism
[3] to our framework. It means that the final output is a weighted version of all
predictions using attentions. Mathematically, if the model iterate n times, then
outputs N = 2n (including n times feature module and n times commonsense
module) prediction fn by attention an, the final output f is represented as:

f =
N∑

n

wnfn (7)

wn =
exp(an)∑
n′ exp(an′)

(8)

an = ReLU(Wfn + b) (9)

where fn is the logits before softmax wn denotes the weight of each prediction, an

is produced by fn with an activation function ReLU . The introduction of atten-
tion mechanism enables the model to select feasible predictions from different
modules and iterations.

3.5 Training

The total loss function consists of the feature module loss LF , the commonsense
module loss LC and the final prediction loss Lf . To take more attention on the
harder examples, we give different weights for the loss examples, based on the pre-
dictions from previous iterations. Then the cross-entropy loss is represented as:

wL =
max(1.0 − pi−1, 0.5)∑
max(1.0 − pi−1, 0.5)

(10)

Li = −wLlog(pi) (11)

where pi denotes the softmax output of the prediction for iteration i.
For model initialization, we use a pre-trained VGG-16 ImageNet model to

initialize the CNN parameters of the appearance module and randomly initialize
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the spatial feature [5]. For word vectors for classes, we train our Word2vec model
based on the class set and the triples in CKG. For Bi-RNN, it has two hidden
layers and each layer has 128 hidden states. We roll out the feature module and
the commonsense module three times and update the subgraph of commonsense
knowledge graph at each iteration.

4 Experiments

We evaluate the proposed method on two recently released datasets. We first
introduce datasets and experimental settings, and then analyze the experimental
results in detail.

4.1 Datasets

We evaluate our proposed model on Visual Relationship Datasets (VRD) [12]
and Visual Genome(VG) [8] shown in Table 1.

Table 1. Statistics of datasets

Dataset |I| |C| |P| |Itrain| |Itest|
VRD 5,000 100 70 4,000 1,000

VG 99,659 200 100 73,801 25,857

VRD contains 5000 images with 100 object classes and 70 predicates. VRD
contains 37,993 relation annotations with 6,672 type triples in total. Following
the same train/test split as in [12], we split images into two sets, 4,000 images
for training and 1,000 for testing.

VG contains 99,658 images with 200 object classes and 100 predicates.
Totally, VG contains 1,174,692 relation annotations with 19,237 type triples.
Following the experiments in [19], we split the data into 73,801 for training and
25,857 for testing.

4.2 Experimental Settings

According to [12], we use Recall@K as the major performance metric. Recall@K
computes the fraction of times the correct relationships are predicted in the top
K confident relationship predictions, as the following formula:

Recall@K =
∑I

i=1 n
∑I

i=1 m
(12)

where n denotes the number of correct relationships in the top K confidence in
i image, m denotes the number of the relationships labeled in ground truth in
i− th image. Following [12], we use Recall@50 (R@50) and Recall@100 (R@100)
as evaluation metrics for our experiments. The reason using R@K is that the
relationships in ground-truth are incomplete, in other words, some true relation-
ships are missing.
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Like [12], we evaluate our proposed method for the following tasks:

– Predicate detection: this task focuses on the accuracy of predicate predic-
tion. The input includes the object classes and the bounding boxes of both
the subject and object. In this condition, we can learn how difficult it is to
predict relationships without the limitations of object detection.

– Phrase/Union detection: the task treats the whole triple (sub, pred, obj)
as a union bounding box which contains the subject and object. A prediction
is considered correct if all the three elements in a triple are correct and the
Intersection over Union (IoU) between the detected box and the ground truth
bounding box is greater than 0.5.

– Relationship detection: this task treats a triple (sub, pred, obj) as three
components. A prediction is considered correct if three elements in a triple
are correct and the IoU of subject and object are both above 0.5 with the
ground-truth bounding box.

4.3 Comparative Results

RANK Ans#1 Ans#2 Ans#3 Ans#4 Ans#5

IVRDC-F 2 on next to above wear in the front of

IVRDC-FC - on above wear in the front of beside

IVRDC-FCI 1 next to on on the left of a ach to beside

RANK Ans#1 Ans#2 Ans#3 Ans#4 Ans#5

IVRDC-F 1 on has next to above stand

IVRDC-FC 1 on ride next to above stand

IVRDC-FCI 1 on stand next to beside above

RANK Ans#1 Ans#2 Ans#3 Ans#4 Ans#5

IVRDC-F 4 has next to on under below

IVRDC-FC 4 has next to in the front of under hold

IVRDC-FCI 2 has under in the front of hold beneath

RANK Ans#1 Ans#2 Ans#3 Ans#4 Ans#5

IVRDC-F 3 of on side of near above attach to

IVRDC-FC 2 of near next to on side of hold by

IVRDC-FCI 3 of on side of near mount to attach to

RANK Ans#1 Ans#2 Ans#3 Ans#4 Ans#5

IVRDC-F 4 of with under have behind

IVRDC-FC 3 on of have hold eat

IVRDC-FCI 2 on have of with cover with

RANK Ans#1 Ans#2 Ans#3 Ans#4 Ans#5

IVRDC-F 1 on by near on side of beside

IVRDC-FC 2 near on by on side of beside

IVRDC-FCI 1 on by near beside on side of
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Fig. 4. Qualitative examples of relation prediction. We show the correct relation rank-
ings and the top-5 answers from IVRDC-F, IVRDC-FC and IVRDC-FCI on VRD and
VG. Relations in bold, italic, and underline fonts denote the correct, plausible, and
wrong answers respectively.

Compare with Other Works. As mentioned above, visual relationship detec-
tion methods can be categorized into two branches: one takes external knowledge
into consideration, such as LK [18] and VRL [10]; one only considers the inter-
nal knowledge of the dataset, which includes our model. So we do not compare
our model with them and only compare with the state-of-the-art methods in
the second branch. (1) LP [12] is a visual relationship detection model with
appearance features and language prior. (2) VTransE [19] applies translation
embedding to visual relationship detection and it is an end-to-end model with
only visual features. (3) PPR-FCN [20] uses a parallel FCN architecture and a
position-role-sensitive score map to tackle the task of “subject-predicate-object”.
(4) DR-Net [5] constructs appearance feature and spatial feature and makes
full use of the statistical dependencies between objects and their relationships to
predict visual relationships. (5) DSL [21] is a deep structured model that learns
relationships by using the feature-level prediction and the label-level prediction.
(6)DSR [9] is a newly designed model that can both facilitate the co-occurrence
of relationships and mitigate the relation-incomplete problem.
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Since the task of visual relationship detection is proposed, only VRD dataset
is publicly released. All of proposed works conduct experiments in this dataset,
and select data from the whole VG dataset [8] by themselves. Recently, VTransE
has released their VG dataset. In VG dataset, we compare our proposed model
with the model applying the same implement methods, which use the same
dataset to train and test, e.g., VTransE, PPR-FCN, DSL, and DSR.

Table 2. Performances of predicate detection, phrase detection and relationship detec-
tion on VRD, comparing with several state-of-the-art methods. We use “-” to indicate
that the performance has not been reported in the original paper.

Model Predicate Det. Phrase Det. Relation Det.

R@50 R@100 R@50 R@100 R@50 R@100

LP 47.87 47.87 10.11 12.64 0.08 0.14

VTransE 44.76 44.76 19.42 22.42 14.07 15.20

PPR-FCN 47.43 47.43 19.62 23.15 14.41 15.72

DR-Net 80.78 81.9 19.93 23.45 17.73 20.88

DSL - - 22.61 23.92 17.27 18.26

DSR 86.01 93.18 - - 19.03 23.29

IVRDC-F 86.21 94.00 21.67 28.88 14.57 19.22

IVRDC-FC 87.71 94.61 22.92 30.20 15.52 20.16

IVRDC-FI 86.34 93.78 21.83 28.63 14.67 19.02

IVRDC-FCI 88.34 94.69 22.28 28.73 15.06 18.97

We used Recall@50 (R@50) and Recall@100 (R@100) as evaluation metrics
for predicate detection, phrase detection and relation detection. From the result
on VRD in Table 2, we can see that our proposed model outperforms others
in predicate detection. Our proposed model works best on predicate detection,
which improved 2.33 and 1.51 for R@50 and R@100 respectively by previous
models. As for phrase detection, our method achieved 30.20 at R@100, which is
over 25% relative improvement over the previous best result. At relation detec-
tion, our model achieved the average level of previous state-of-the-art models.

From the result on VG in Table 3, it is clear that our method surpasses all
other methods at predicate detection, our best result achieved 85.40 and 85.26
for R@50 and R@100 respectively, which outperforms other methods by over
23.5% and 18.6%. As for phrase detection and relation detection, our model still
outperforms most of other state-of-the-art models.

Due to the long tail distribution of relationships, it is hard to collect enough
training images for all the relationships, especially for infrequent relationships.
So it is crucial for a model to have the generalizability on detecting zero-shot
relationships. The performances on zero-shot predicate, phrase and relationship
detection are reported in Table 4. We only compare our proposed model with
the models using the same input, e.g., LP, VTransE, and DSR. From the result
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Table 3. Performances of predicate detection, phrase detection and relationship detec-
tion using various methods on VG. We use “-” to indicate that the performance has
not been reported in the original paper.

Model Predicate Det. Phrase Det. Relation Det.

R@50 R@100 R@50 R@100 R@50 R@100

VTransE 62.63 62.87 9.46 10.45 5.52 6.04

PPR-FCN 64.17 64.86 10.62 11.08 6.02 6.91

DSL - - 12.07 14.35 6.37 7.50

DSR 69.06 74.37 - - - -

IVRDC-F 80.71 82.29 10.90 13.46 6.02 7.31

IVRDC-FC 83.26 88.44 10.55 13.85 6.04 7.32

IVRDC-FI 72.76 74.40 9.57 11.98 5.34 6.54

IVRDC-FCI 85.40 88.26 11.12 14.00 6.13 7.60

Table 4. Performances of zero-shot predicate detection, phrase detection and relation-
ship detection using various methods on VRD. The methods without reporting the
performance on zero-shot setting are excluded from comparison.

Model Predicate Det. Phrase Det. Relation Det.

R@50 R@100 R@50 R@100 R@50 R@100

LP - - 3.36 3.57 3.13 3.52

VTransE - - 2.65 3.75 1.71 2.14

DSR 60.90 79.81 - - 5.25 9.20

IVRDC-F 53.81 74.94 2.30 2.74 1.54 1.79

IVRDC-FC 60.05 78.69 3.76 5.39 2.22 2.82

IVRDC-FI 56.54 75.79 3.00 5.13 1.53 2.48

IVRDC-FCI 61.76 78.52 6.92 8.73 3.93 4.53

on VRD in zero-shot learning demonstrated in Table 4, we can see that our pro-
posed model works best on phrase detection. Our best result achieved 6.92 and
8.73 for R@50 and R@100 respectively. As for predicate detection, our method
outperforms DSR for R@50. And our proposed model achieved the average level
of the pervious models.

Compare Different Configs. We also compare different variants of the pro-
posed model, in order to identify the contributions of individual components
listed :

– IVRDC-F : Part of our model. We only use the feature module to predict the
visual relationship without iteration.

– IVRDC-FI : Part of our model. We use the feature module and roll-out iter-
atively to obtain the predictions.
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– IVRDC-FC : Part of our model. We combine the feature module and the
commonsense knowledge module without an iteration.

– IVRDC-FCI : Our model introduced in Fig. 2.

From Tables 2 and 3, we observe that our best results outperform pervious
best state-of-the-art results by up to 25%, and even our worst result achieved
the average level. Moreover, our method with different components performs
differently on the three detection tasks. IVRDC-FC is relatively strong in phrase
detection and relation detection, while IVRDC-FCI performs better in predicate
detection.

The results in Tables 2, 3 and 4 show: (1) The joint model IVRDC-FC signif-
icantly performs better in phrase detection and relation detection, which means
that CKG is very useful in visual relation detection. The combination of fea-
ture module and commonsense knowledge module considerably outperforms the
model IVRDC-F with only feature module. (2) The model IVRDC-FCI performs
best in predicate detection. It indicates that iteratively using image features and
CKG have benefit on enhancing predication detection by making use of image
feature information and commonsense knowledge. (3) Relation detection has
achieved the average level. Since the relation detection depends a lot on the
accuracy of the object detector, our result is probably limited by the perfor-
mance of the object detector. By using the same object detector of VTransE,
our result outperforms VTransE by 32.6% in R@100.

Figure 4 further shows the predicted relationships on serval example images.
As the example (plate, have, sandwich) in image VG#2 shown in Fig. 4, IVRDC-
F with image features performs better in predict predicate according images, e.g.,
under. IVRDC-FCI is able to learn the meaning of have from combining CKG
and iterations, bringing it to a higher ranking. Since commonsense knowledge
is a statistical result, the more a predicate occurs, the higher the probability of
the predicate will be, e.g., on.

5 Conclusion and Future Work

In this paper, we present a model of iterative visual relationship detection where
commonsense captured in the form of commonsense knowledge graph. In our
model, the feature memory and the commonsense knowledge graph facilitate
each other iteratively. The experimental results show that our model surpasses
the state-of-the-arts methods. It is illustrated that the commonsense knowledge
graph is capable of enhancing the visual relationship detection task.

So in the future work, we will focus on the representation of common sense
and consider completing the commonsense knowledge graph using knowledge
graph completion technics.
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Abstract. In the paper we propose a dynamic and informative solution
to an intelligent survey system that is based on knowledge graph. To
illustrate our proposal, we focus on ordering the questions of the ques-
tionnaire component by their acceptance, along with conditional trig-
gers that further customise participants’ experience, making the system
dynamic. Evaluation of the system shows that the dynamic component
can be beneficial in terms of lowering the number of questions asked
and improving the quality of data, allowing more informative data to be
collected in a survey of equivalent length. Fine-grained analysis allows
assessment of the interaction of specific variables, as well as of individual
respondents rather than just global results. The paper explores and eval-
uates two algorithms for the presentation of survey questions, leading to
additional insights about how to improve the system.

Keywords: Intelligent survey system · Dynamic and informative
system · Linguistic grammaticality judgements

1 Introduction

This paper is about how to use knowledge graph to build an intelligent survey
system. In fields such as Linguistics, Psychology, and Medicine, researchers rely
on data from human participants, which are gathered either by verbal communi-
cation, written questionnaires, or Internet-based questionnaires. Online surveys
are particularly popular in contemporary research due to their global reach, flexi-
bility, ease of data analysis, and low administration cost, among other advantages
[10]. However, research suggests that participant motivation in surveys decreases
over time such that respondents are likely to engage in a sub-optimal way, low-
ering the overall quality of data collected [15]. Respondents may be reluctant
to complete surveys due to low interest in participation, resulting in decreased
response rates overall [18,28]. Internet-based questionnaires are also by nature
less interactive than face-to-face data collection, limiting researchers’ ability to
c© Springer Nature Switzerland AG 2020
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follow up participants’ answers in order to aid interpretation of results. In addi-
tion, while online questionnaires may be used to assess what populations find
acceptable and the inferences made from global percentages, it would be infor-
mative to analyse of each respondent’s answers to uncover fine-grained patterns
and (in)consistencies. That is, it would be worthwhile to measure the judgements
of individual participants rather than generalising over groups.

To overcome these restrictions on quality and quantity of information, it
is widely believed [2,5,12,27] that a more dynamic approach to questionnaires
would lead to a higher standard of data collected. One important factor in devel-
oping questionnaires is the order of the questions. Research methods in psychology
[8] argues that the most interesting questions should be ranked at the beginning
of the survey to catch a respondent’s attention, while less important questions
should be near the end.

Our previous work [31] proposes an architecture of knowledge driven intelli-
gent survey system. The idea is to use Knowledge Graph as a semantic bridge
between humans and computational systems, so as to facilitate customisability,
transmission, re-usability, explainability and extensibility. The system provides
three different components of exposure to relevant users: (1) the participants of
the survey, (2) the domain experts, and (3) the knowledge engineers. The partic-
ipants simply answer the questions: their role is to judge whether sentences are
acceptable or unacceptable. The domain experts, such as Linguists, customise
the knowledge structure to fit their needs, and knowledge engineers construct
the basis of the semantic structure. For example, a knowledge driven intelligent
survey system on linguistics provides information about syntactic relationships
and features of each sentence. Upon participant submissions, researchers are able
to see detailed information about these features and syntactic relationships. In
addition, using the data collected, researchers are able to use the tool to organ-
ise and analyse data using pattern features and syntactic relationships to either
confirm or refute their original hypotheses.

In this paper, we further develop the notion of knowledge graph based
dynamic survey system that responsively selects questions from a larger pool
provided by the researcher. Prioritisation of questions is based on interaction
of researcher hypotheses and participant input, allowing optimisation of data
quality and user responses. Although the proposed survey system is built for lin-
guistic judgements, for the sake of evaluation, such an explainable architecture
can in principle be applied to many other scenarios, such as one for monitoring
a local community’s opinion on whether an existing nuclear power plant should
resume its operations or not. To enable such domain adaptation, per-subject
optimisations or randomisation should be in place, in particular when the target
issue is sensitive in having manipulations from the researcher, such as the case
of nuclear power plant.

2 Background

2.1 Knowledge Graph

A knowledge graph G = (D , S ) consists of a data sub-graph D of interconnected
typed entities and their attributes as well as a schema sub-graph S that defines
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the vocabulary used to annotate entities and their properties in D . Facts in
D are represented as triples of the following two forms:

– property assertion (h, r, t), where h is the head entity, and r the property and
t the tail entity; e.g., (ACMilan, playInLeague, ItalianLeague) is a property
assertion.

– class assertion (e, rdf:type, C), where e is an entity, rdf:type is the instance-
of relation from the standard W3C RDF specification and C is a class; e.g.,
(ACMilan, rdf:type, FootballClub) is a class assertion.

A scheme sub-graph S includes Class Inclusion axioms C � D, where C and D
are class descriptions, such as the following ones: � | ⊥ | A | ¬C| C � D | ∃r.C |
≤ n r | =n r | ≥ n r , where � is the top class (representing all entities), ⊥
is the bottom class (representing an empty set), A is a named class r, r is a
property and n is a positive integer. For example, the types of River and City
being disjoint can be represented as River� ¬City, or River � City � ⊥. We
refer the reader to [25,26] for a more detailed introduction of knowledge graphs.

2.2 Linguistic Background

Theoretical linguists working on morphosyntax, the structure of words and sen-
tences, may use questionnaires to gather data needed to investigate grammatical
structure within a given language or dialect. Surveys of this type seek gram-
maticality judgements, determinations of how well-formed sentences are, based
on native speakers’ knowledge of the language [30]. Input of this type is espe-
cially useful for investigating Non-Standard morphosyntactic forms which differ
from more widely used Standard grammatical constructions. In addition, par-
ticipants’ judgements may cluster in particular patterns, but there may also be
a level of individual variation that is obscured by global measurements of gram-
maticality. Moreover, ‘naive’ native speaker respondents make judgements based
on acceptability, subject to the influence of factors such as pragmatic plausibil-
ity, rather than pure grammaticality, correctness of (morpho)syntactic structure
[13]. To find such individual variation, researchers may wish to seek clarifica-
tion through systematic follow-up questions, which can be complex to serve in
current approaches to Internet-based data collection.

Our proposed system was evaluated in a use case on the grammaticality of
the Alternative Embedded Passive (AEP) [7], which consists of a verb such as
need/want/like followed directly by a passive participle, in contrast to Standard
Embedded Passives (StEP), in which the passive participle is preceded by the
non-finite passive auxiliary to be.

– The dog needs walked (AEP)
– The dog needs to be walked (StEP)

Linguistic acceptability was tested by giving respondents a binary choice
over each question, where 0 stands for ‘this sentence sounds strange to me’ and
1 stands for ‘this sentence sounds good to me’.
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Previous linguistic studies on the AEP (without the presence of to be) point
to need being the most commonly used main verb, followed by want and like
[19]. Moreover, Inanimate subjects seem to be more acceptable with the use of
want and like in the AEP than the StEP [7]. However, these findings are based
on studies conducted only on the North American population using American
English, and therefore may not apply to Scottish and Northern Irish speakers
who use the AEP.

3 Requirements for an Informative and Dynamic System

Given the previous system, two main requirements emerged.

An Informative System. Respondents should be asked a sufficient and reason-
able number of relevant questions about their grammars and few irrelevant or
redundant questions. Sufficient means that we ask enough questions to address
our hypotheses, and reasonable means we limit the number of questions we ask
to about 30, consistent with other ‘dialect’ surveys [7,16]. Relevance here is:

– Testing the variables by using the researcher’s annotations to ask questions
including all linguistic features.

– Testing the hierarchy of acceptability of different linguistic features.
– Validation of grammatical points by checking responses about grammar

rather than extraneous factors such as pragmatic plausibility.
– Filtering of questions to avoid those that are known, from prior questions,

not to be appropriate to the speaker.

A Dynamic System. The dynamic system should serve the purposes of the infor-
mative system. In other words, the algorithms which deliver the questions to
respondents ought to do so in such a way as to realise the requirements which
make the system informative. This is in contrast to typical grammaticality judge-
ment questionnaires, where the same questions are asked in every survey, not
taking into account the participants’ responses. In these traditional static sur-
veys the order of the questions is predefined or entirely randomised in advance,
and therefore cannot be changed as the survey is conducted. The fixed presenta-
tion of questions does not allow for a more tailored experience for the respondent
and does not allow for user feedback in the form of comments to be taken into
account. Additionally, the number of questions is limited, which means that a
researcher may only be able to cover a select few variables of interest.

4 Knowledge Graph and Algorithms

In this section, we will present some knowledge graph based algorithms for infor-
mative and dynamic survey systems. Such survey systems are based on the notion
of responsive sentence selection. In other words, the proposed survey system is
able to dynamically select the next survey question, depending on the judgement
of the previous question. We will first present the two ontologies as the schema
of the knowledge graph of the survey system, which allows the kind of responsive
sentence selection to be presented in the algorithms in Sub-sect. 4.2.
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4.1 Knowledge Graph

Two key ontologies are designed for the proposed system: a general purpose
Survey Ontology and a domain specific ontology, such as a Linguistic Feature
Ontology.

The Survey Ontology contains classes such as SurveyQuestion, AnswerOp-
tion, SurveyAnswer and User, Participation, Hypothesis. It contains properties,
such as hasSurveyUser, hasSurveyQuestion and hasSurveyAnswer. We refer the
reader to [31] for more details of the Survey Ontology.

The Linguistic Feature Ontology has classes such as, Sentence, POS, Subject
(Subject � POS), AnimateSubject (AnimateSubject � Subject), InanimateSub-
ject (InanimateSubject � Subject), DefiniteSubject (DefiniteSubject � Subject),
IndefiniteSubject (IndefiniteSubject � Subject), Verb (Verb � POS), MainVerb
(with instances need/want/like, MainVerb � Verb), AEP (AEP � POS) and
StEP (StEP � POS). The Linguistic Feature Ontology has properties, such as
hasPOS and hasString.

When a linguistic researcher annotate survey questions (such as the one con-
taining Sentence S1, The dog needs walked), a set of statements will be con-
structed in the knowledge graph:

– (theDog, rdf:type, DefiniteSubject), (S1, hasPOS, theDog),
– (theDog, rdf:type, AnimateSubject)
– (need, rdf:type, MainVerb), (S1, hasPOS, need),
– (walked, rdf:type, AEP), (S1, hasPOS, walked).

Based on the Linguistic Feature Ontology and the above state-
ments, we can, e.g, classify the Sentence S1 as an instance of Sentence
� ∃hasPOS.DefiniteSubject � ∃hasPOS.AnimateSubject � ∃hasPOS.AEP (S1
is a Sentence that has a DefiniteSubject, an AnimateSubject and contains an
AEP).

If a User U1 accepts S1, the survey system will have the following extra
statements:

– (P1, rdf:type, Participation),
– (P1, hasSurveyUser, U1), (U1, rdf:type, User),
– (P1, hasSurveyQuestion, S1), (S1, rdf:type, Sentence),
– (P1, hasSurveyAnswer, accepted).

4.2 Algorithms

In this sub-section, we will present two algorithms that are able to responsively
select sentence for the next question, with the help of sentence classification
discussed in the previous sub-section (cf. the discussion of S1) .

Algorithm 1 considers the effects of linguistic features such as the choice
of the main verb, namely need, like, want, as well as whether the subject is
Animate/Inanimate or Definite/Indefinite. Along with these variables, the pres-
ence/absence of the non-finite passive auxiliary to be gives a total of 3∗2∗2∗2 =
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24 possible combinations of relationships between features. These variables have
been explored in previous work on this construction [7]. The linguistic researchers
design 6 sentences for each of the above 24 combinations, resulting in 24 * 6 = 144
sentences, which are grouped into 12 family groups, each one of them has an AEP
family of 6 sentences and a StEP family of 6 sentences.

Algorithm 1: Responsive Sentence Selection
Input:
g: current family group, which contains a set of ranked AEP sentences
g.aep and a set of ranked StEP sentences g.step;
x: the top percentage of sentences to be considered in the first attempt;
Output:
result: the set of judgement results of selected questions from g

1 result ← nil;
2 s1 ← random-top(g.aep,x); //randomly select a sentence from the top x%

of questions as the first question
3 result ← result ∪ (s1, judgement(s1));
4 if judgement(s1) = rejected then
5 s2 ← random-top(g.aep,x); //randomly select another sentence from

the top x% of questions as the second question
6 result ← result ∪ (s2, judgement(s2));
7 if judgement(s2) = accepted then
8 s3 ← random-bottom(g.aep,x); //randomly select a sentence from

the bottom (100 − x)% of questions as the third question
9 result ← result ∪ (s3, judgement(s3));

10 end
11 else
12 s2 ← random-bottom(g.aep,x); //randomly select a sentence from the

bottom (100 − x)% of questions as the second question
13 result ← result ∪ (s2, judgement(s2));
14 end
15 s ← random-top(g.step,x);//randomly select a sentence from the top x%

of questions as the final question from the StEP family
16 result ← result ∪ (s, judgement(s));
17 return result;

The key challenge is how to select some of the 144 sentences into a survey,
which typically includes about 30 questions. The main idea is to use results form
some baseline studies of these 144 sentences to learning the acceptability ranking
of these sentences and related families. Instead of covering every one of the 144
sentences, Algorithm 1 selects the next sentence based on user judgements of
the current sentence (lines 4 and 7), resulting in having 2–4 sentences per family
group.
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Algorithm 2: Responsive SentenceSelectionwithCommentUnderstanding
Input:
g: current family group, which contains a set of ranked AEP sentences
g.aep and a set of ranked StEP sentences g.step;
x: the top percentage of sentences to be considered in the first attempt;
SV : a queue of additional sentences with extra variables to be used;
SR: a queue of additional relaxed sentences to be used;
Output:
result: the set of judgement results of selected questions from g

1 result ← nil;
2 s1 ← random-top(g.aep,x); //randomly select a sentence from the top x%

of questions as the first question
3 result ← result ∪ (s1, judgement(s1));
4 if judgement(s1) = rejected then
5 s2 ← random-top(g.aep,x); result ← result ∪ (s2, judgement(s2));
6 // If both s1 and s2 are rejected for the same reason, the next

additional relaxed sentence
7 if judgement(s2) = rejected and commenttype(s1) =

commenttype(s2) then
8 s3 ← next(SR); result ← result ∪ (s3, judgement(s3));
9 if commenttype(s1)=’to be’ then

10 foreach sentence si in g.step do
result ← result ∪ (si, accepted);

11 end
12 if commenttype(s1) = other and commentMain(s1) �=

g.mainWord then
13 foreach sentence si in similar(g, commentMain(s1)) do

result ← result ∪ (si, accepted);
14 end
15 else
16 s3 ← random-top(g.aep,x);

result ← result ∪ (s3, judgement(s3));
17 end
18 else
19 s2 ← next(SV ); s3 ← next(SV ); //Present the next 2 sentences with

an additional variable
20 result ← result ∪ (s2, judgement(s2)) ∪ (s3, judgement(s3));
21 end
22 s ← random-top(g.step,x);//randomly select a sentence from the top x%

of questions as the final question from the StEP family
23 result ← result ∪ (s, judgement(s));
24 return result;
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In the setting of Algorithm 2, the linguistic researchers decide to drop the
distinction of Definite/Indefinite Subjects, resulting in having 6 family groups,
each of them has an AEP family of 12 sentences and a StEP family of 12 sen-
tences. In order to consider even more candidate sentences (such as those in SV
and SR of Algorithm 2) in surveys, Algorithm 2 allows the process of comments
(lines 9 and 12) provided by users, so as to speed up the decision process: each
family has 4 sentence slots; if some of these slots are not needed, additional
sentences from SV and SR will be used. Consequently, Algorithm 2 allows the
consideration of all the 144 sentences, as well as some additional sentences.

Note that some linguistic based optimisations and randomisation are used
in the two algorithms. In order to adapt these algorithms to another domain or
scenario, some per-subject optimisations and randomisation should be applied.

5 Case Studies and Evaluations

We present two case studies and associated evaluations of the algorithms.

5.1 Hypotheses

In order to address the requirements (informative and dynamic) and evaluate a
tool that attempts to address them, two versions of the survey were implemented
and conducted. The first version was found not to deliver sufficiently informative
results, leading to development of a second version with adjustments to the
algorithm employed; while the second version is an improvement over the first,
we later discuss further refinements.

As described above, our case study examines the use of Alternative Embed-
ded Passives, in which a verb such as need, want or like is followed directly by
a passive participle, without the non-finite auxiliary to be found in Standard
Embedded Passives.

– The cat needs fed (AEP)
– The cat needs to be fed (StEP)

The AEP has been claimed to be found among speakers in Scotland and
Northern Ireland, but there has been little investigation of this feature for these
populations. We therefore seek to investigate the following hypotheses:

– Hypothesis 1: Speakers who use AEP like will also use AEP want, and
speakers who use AEP want will also use AEP need.

– Hypothesis 2: Some subset of speakers will allow inanimate subjects with
AEP want and like, but not StEP want and like. Speakers who allow inani-
mate subjects with StEP want and like will also allow them with AEP want
and like.



234 P. Bansky et al.

5.2 Case Study 1

Experiment Setup. Based on the results from [31], a pool of 144 sentences were
divided into 24 families, paired into 12 groups comprising both AEP and StEP
sentences. The sentences in each group shared the same set of linguistic features:
main verb (need, want, like), subject (in)animacy, and subject (in)definiteness.
For instance, the group for need, animate subject, and definite subject included
the following sentences.1

– The trees need pruned
– The house needs painted
– The windows need cleaned
– The plant needs to be watered
– The garden needs to be tended
– This room needs to be tidied

The sentences were ranked according to their mean ratings in the baseline
results from [31], which had 50 participants over six versions, each consisting
of 24 sentences covering all combinations of the main verb, (in)definiteness,
(in)animacy, and [±to be] variables. They were presented to participants accord-
ing to Algorithm 1.

The family groups were ordered to present those with main verb need, fol-
lowed by those with main verb want, followed by those with main verb like. For
each rejected sentence participants were asked ‘What would you say instead?’.

Forty-six participants, who were recruited through word of mouth and social
media, completed the survey online. Each answered a minimum of 24 questions;
those who chose to continue could answer up to 30 questions. At the end of the
survey participants were provided with an individualised map comparing their
answers on one of the AEP sentences (without to be) with other users who had
made judgements on sentences with the same set of linguistic features. See Fig. 1.

Hypothesis Testing. The survey system has allowed examination of Hypothe-
sis 1 in relation to individual speakers, rather than just over global percentages.
Of 46 participants, 42 accepted AEP need. Thirty-eight of these participants
accepted AEP want. Ten of these 38 participants accepted AEP like. There were
no participants who accepted AEP like but not AEP want, or who accepted
AEP want but not AEP need. These results therefore confirm the hypothesis
that acceptance of want in this construction is a precondition for acceptance of
like, and acceptance of need is a precondition for acceptance of want.

The system also allows testing of Hypothesis 2. Fifteen participants were
asked to judge sentences with inanimate subjects for want and like in both the
AEP and StEP constructions; a further four were asked to judge sentences with
want in the AEP and StEP constructions, but not like.

1 While the sentences may vary in singular/plural subject, this is not a relevant exper-
imental variable, but provided only for variety.
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Fig. 1. Individualised map

Of these nineteen participants, four accepted an inanimate subject with AEP
want but not StEP want, while one accepted an inanimate subject with StEP
want but not AEP want, contrary to the expected pattern. The rest of the
speakers either accepted or rejected all inanimate subjects in both constructions.
For AEP like two speakers accepted StEP like with an inanimate subject, but
rejected AEP like with an inanimate subject, also contrary to the expected
pattern. Again, the rest either accepted or rejected inanimate subjects in both
types of construction.

Dynamicity and Informativity. The dynamic approach used in this survey
was effective in testing the need > want > like hierarchy of acceptance for the
AEP (Hypothesis 1), in that it allowed all speakers to be asked questions for
each of these main verbs, although the ordering of questions to prioritise need
over want and want over like means that speakers may have been asked fewer
questions overall about main verb want and especially like, as depending on their
answers they may have been questioned about as few as eight family groups.
For Hypothesis 1 we can therefore conclude that the survey was sufficiently
informative.

At the same time, the algorithm used in this iteration of the survey, along
with the limitation on the number of questions, meant that testing of Hypothesis
2 was limited. Several participants who did not use AEP like or want at all
were asked to give judgements on this construction with an inanimate subject,
resulting in the collection of data irrelevant to our hypothesis. Only 15 of the
31 participants who used AEP and StEP want were asked to give judgements
on this verb with inanimate subjects; some of them also gave judgements on
only a single sentence for the StEP or the AEP with an inanimate subject. The
algorithm used in this iteration of the survey therefore failed to collect optimal
data for testing Hypothesis 2, and was thus insufficiently informative.
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The dynamic aspect of the survey was therefore partially successful. It
allowed relatively strong confirmation of use of the AEP, as many speakers did
not accept all sentences for this construction; had they been asked only a single
sentence and rejected it the result would have been a false negative for use of the
AEP. In other instances, though, the dynamic presentation of questions meant
the survey collected superfluous or insufficient data.

The elicitation of superfluous judgements is a feature inherent to static sur-
veys (i.e. those with a fixed set of questions for all respondents), and so in this
respect the dynamic survey was still superior, as it eliminated these irrelevant
questions for at least some participants. Unintentionally insufficient coverage
of variables is a problem more easily avoided in a static survey, although by
nature having a fixed set of questions circumscribes how many linguistic fea-
tures a researcher can include in a questionnaire of this type. Below we will
discuss amendments intended to remedy this problem in a second iteration of
the dynamic survey.

5.3 Case Study 2

Experiment Setup. The same set of 144 sentences was used, divided into
12 families, paired into six groups, based on main verb and (in)animacy:
(in)definiteness was not used as a variable, as it was deemed irrelevant to any
hypotheses of interest.

A further 18 sentences were added to the set of possible questions in order to
test a number of additional variables: use of adverbs with the AEP (e.g. The books
need sorted alphabetically); use of by-phrases (e.g. My car needs checked by a
mechanic; use of purpose-clauses (e.g. The screws need tightened to hold the shelf
up); questions (e.g. Does the door need opened? ); negation (e.g. Those carpets
don’t need cleaned); and relative clauses (e.g. Those are the shirts that need
ironed). These additional linguistic features were included to measure a number
of other hypotheses examined in previous work, though which are tangential to
the hypotheses we address in this paper.

In this iteration the system was coded to recognise comments in response
to ‘What would you say instead?’, in particular, the use of to be or an alter-
native main verb need, want or like. The sentences were presented according to
Algorithm 2, again using participants’ judgements from the baseline survey for
ranking of the 144 original sentences.

Fifty-three participants were recruited through paid social media advertising
which targeted users in Scotland and Northern Ireland. Each participant gave
judgements on 24 sentences and, as in Case Study 1, was presented with an
individualised map upon completion of the questionnaire and encouraged to
share the survey on social media.

Hypothesis Testing. Again, the system allowed testing of Hypothesis 1, that
use of AEP need is a precondition for use of AEP want, and AEP want is a
precondition for AEP like. Forty-six participants of 53 accepted AEP need, and
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42 of these accepted AEP want. Of these 42, 17 accepted AEP like. A single
participant appeared to accept AEP want, but not AEP need. However, closer
inspection revealed that they did accept several of the sentences with additional
variables (e.g. use of by-phrases), all of which had AEP need, and so did not
contradict this hypothesis.

Of 35 participants who accepted both AEP and StEP want, 34 were asked
about these with inanimate subjects. Five accepted an inanimate subject with
AEP want, but not StEP want ; two rejected an inanimate subject with AEP
want but accepted one with StEP want. Of 15 participants who accepted both
AEP and StEP like, 13 were asked about these with inanimate subjects. Two
accepted an inanimate subject with AEP like, but not StEP like; one rejected an
inanimate subject with AEP like but accepted one with StEP like. The rest of the
speakers either accepted or rejected all inanimate subjects in both constructions
for want and like. These results therefore weakly support Hypothesis 2, that
inanimate subjects are more acceptable for want and like in AEP constructions
than StEP constructions.

Dynamicity and Informativity. Because the sentences were divided into
fewer families, and participants were not questioned about lower-ranked sen-
tences, this survey was more effective in testing both hypotheses. The addition
of comment understanding also meant that some questions could be eliminated,
as participants’ acceptance of StEP forms (with to be) and alternative main
verbs could be confirmed by their responses to ‘What would you say instead?’.
As a result, it was possible to include additional sentences, testing more variables
for many respondents.

While this iteration of the dynamic survey therefore addressed the problem
of insufficient coverage of variables, thereby increasing informativity, presenta-
tion of superfluous questions to some participants still remained a problem. In
particular, consistently ‘Standard’ speakers, i.e., those who do not use the AEP
at all, were repeatedly presented with AEP sentences because their input of to
be forms for ‘What would you say instead?’ meant that these StEP forms were
marked as grammatical, triggering the algorithm to bypass [3]. These speakers
were therefore never presented with StEP sentences. Instead, they were asked
questions about the sentences with additional variables, all of which were AEP
forms.

This issue was highlighted by a response left on social media by a partici-
pant that the questionnaire became ‘boring’ because all of the questions seemed
to require ‘the same grammatical addition’. Decreasing participant interest as
the survey progresses therefore remains a problem, although it is notable that
some ‘Standard’ speakers did complete the survey; this problem is potentially
remedied by reducing the overall number of questions for participants whose
answers indicate that they do not use the Non-Standard form, or introducing
new variables and/or constructions for such users in order to increase participant
engagement and level of informativity for researchers.
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6 Related Work

6.1 Intelligent Surveys

One of the intelligent surveys systems already implemented is the Dynamic Intel-
ligent Survey Engine DISE [29], which aims to have an as flexible as possible
approach to creating a survey while avoiding being restricted. Similarly to our
old system, it uses a wide variety of data methods and an advanced data collec-
tion approach with the intent to measure the consumer preferences. However, in
contrast to our system, which uses a drag and drop interface for creating surveys,
survey creating in their system is done by XML markup language, which may
have a rather steep learning curve and thus cumbersome to learn. Furthermore,
the system does not allow for conditional trigger for better user experience, nor
does it use its knowledge to prioritise the most significant questions first.

6.2 Psycholinguistic Surveys

MiniJudge [22] is a tool specifically designed for theoretical syntacticians to
help them design, run and analyse judgemental experiments in the minimum
amount of time with maximised efficiency and without any prior training. This
is achieved by ‘minimalist’ experimental syntax where experiments are conducted
on a small participant group, sets of questions and quick a survey. Moreover, it
offers automation of the statistical analysis of data, and thus is beginner friendly.

WebExp [17] is a software package to run psychological experiments over the
internet and measure the respondents reaction time (latency). The system shows
a nuance approach on collecting latency measurements and replicating lab-based
conditions accurately across multiple platforms. Similarly PsyToolkit2 has been
specifically designed to setup, run and analyse questionnaires and reaction time
experiments. Furthermore, the system links the experiments online, which can be
easily embedded in social media networks and used for participant recruitment
[33].

Other psycholinguistic tools include IBEX [6] Internet Based EXperiments
which focuses on grammatical judgements. The questionnaire is presenting the
sentences in a different variety of ways; FlashSentence method where sentences
are ‘flashed’ to the participant for only a limited amount of time and Dashed-
Sentence method where the sentences are presented either chunk-by-chunk or
word-by-word. On the other hand, in order to make the research feasible across
different groups with individual languages Wordlikeness allows to design ques-
tionnaires with text, audio, images and video files [4].

Lastly, many other popular survey system are used for information gathering
in a field of linguists. One of which is SurveyMonkey3 which allows people to
develop surveys online, deploy it and test it to the community and then analyse
collected data. Another one being Amazon’s Mechanical Turk (MTurk)4, where
2 https://www.psytoolkit.org/.
3 https://www.surveymonkey.com/.
4 https://www.mturk.com/.

https://www.psytoolkit.org/
https://www.surveymonkey.com/
https://www.mturk.com/
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people complete surveys for money. Johnson suggests that using such a platform
can provide a large participation-pool with necessary tools to build an exper-
iment in quick and efficient manner [14]. Turkolizer [11] and Turktools [9] are
two tools that run on this crowd sourcing platform. While this approach may
potentially present benefits in large-scale experiments, this platform presents
only a basic statistical analysis of the data. To do any form of knowledge pow-
ered services, for instance syntactic and semantic evaluation of the results, a
knowledge structure would have to be implicitly hard-coded. As a result of this,
the experiments data is hard to transmit, link or reuse.

6.3 Commercial Surveys

Whilst not as related to other intelligent/linguistic surveys, commercial surveys
can provide a great insight on other aspects of surveys such as: user interfaces,
security and distribution [3,32]. Many of which (aspects) are highly paramount
as their primary goal is to attract as many customers as possible.

6.4 Adaptive Questionnaires

The use of adaptive questionnaires is a widely used concept in identifying learn-
ing styles of students. The most popular approach of learning style recognition is
via the use of questionnaires. While they might be effective, they have disadvan-
tages: (1) filling a questionnaire is time-consuming since questionnaires usually
contain numerous questions; (2) learners may lack time and motivation to fill in
long questionnaires; and (3) a specialist needs to analyse the answers [1].

Several questionnaire systems have been proposed to mitigate the above
stated issues and automatically minimise the number of questions using vari-
ous algorithms. AH questionnaire [24] used decision trees as the main algorithm
and managed to reduce the number of questions by over 50% and achieved over
95% accuracy when predicting the students learning preference. A tool proposed
by Noke-lainenet al. [23] uses Bayesian modelling as well as abductive reason-
ing and accomplished similar question reduction of 50% as in previous system.
More relevant work to our system has been done with Q-SELECT [20] using
neural network and decision trees to decrease the number of questions by trying
to find the least influential question in the survey. Furthermore, it is capable
of reordering the questions and thus provide a personalised questionnaire to
the end-user. Recently, their system T-PREDICT has been further improved
from 35% reduction of questions to over 85% reduction, while keeping the error
rate comparable at only 12.1% [21]. However, none of these approaches address
how to responsively select the next question given the judgement of the current
question.

7 Conclusion

With the help of Knowledge Graph, we propose a dynamic approach to the
questionnaire component of the survey, yielding more informative results. The
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questions are ordered by a model based on their importance. Once the questions
are ordered, a set of conditional triggers are set to provide a more dynamic expe-
rience, which benefits the researcher in maximising the quality and quantity of
data collected, and the user in creating a more varied survey. Follow-up questions
are asked in a case of the user accepting or rejecting certain questions.

In the evaluation we have shown that the dynamic component can have
a positive impact on the quality of the data as well as limiting the number
of questions asked in the survey. The previous system performed 6 different
surveys, each of which had 24 questions; a total of 50 people participated in
those surveys. With our system we have managed to achieve the same results
as the previous study in the one iteration of the survey, asking 28.2 questions
on average with the same types of questions having only 25 participated in the
survey. Such improvement is based on the semantic understanding of survey
questions enabled by knowledge graphs.
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Abstract. In vivo experiments have had a great impact on the development of
biomedicine, and as a result, a variety of biomedical data is produced and provided
to researchers. Standardization and ontology design were carried out for the sys-
tematic management and effective sharing of these data. As results of their efforts,
useful ontologies such as theExperimental FactorOntology (EFO),DiseaseOntol-
ogy (DO), Gene Ontology (GO), Chemical Entities of Biological Interest (ChEBI)
were developed. However, these ontologies are not enough to provide knowledge
about the experiments to researchers conducting in vivo studies. Specifically, in
the experimental design process, the generation of cancer causes considerable
time and research costs. Researchers conducting animal experiments need ani-
mals with signs of carcinogenesis that fits their research interests. Therefore, our
study is intended to provide experimental data about inducing cancer in animals. In
order to provide this data, we collect experimental data about chemical substances
that cause cancer. After that, we design an ontology based on these data and link it
with the Disease Ontology. Our research focuses largely on two aspects. The first
is to create a knowledge graph that inter-links with other biomedical linked data.
The second is to provide practical knowledge to researchers conducting in vivo
experiments. In conclusion, our research is provided in the form of a web service,
which makes it easy to use the SPARQL endpoint and search service.

Keywords: Biomedical ontology · Carcinogenesis · Biomedical linked data

Resource: http://bike.cico.snu.ac.kr/

1 Introduction

1.1 Background

Over the past few decades, research has been done to better understand and treat cancer.
However, experiments on humans except for the purpose of treatment are impossible.
Therefore, research using themodel system, which is also known as amodel organism, is
actively conducted in biomedicine and biology, and as a result, vast amounts of disease-
drug and gene-disease data is being produced. Following this, standardization and data
structure design for effective data sharing and systematic management have emerged.
The Experimental Factor Ontology (EFO) [1], Disease Ontology (DO) [2, 3], Gene
Ontology (GO) [4], Chemical Entities of Biological Interest (ChEBI) [5] are examples
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of representative biomedical and biochemical ontologies. However, the above ontologies
provide information for analyzing the results of experiments or represent the taxonomy
of the domain. On the other hand, our study attempts to provide experimental data that
will aid in the process or design of animal experiments. In particular, we attempt to
support cancer research which is a major focus in academia and industry.

When designing cancer research, there are two main goals. It is to understand the
mechanism of cancer and to devise new treatment methods. As a common process for
studying these two goals, it is essential to have an experimental animal with a specific
cancer type in the desired tissue. However, obtaining animal specimens with cancer is
not as easy as it may seem, and is a costly process that requires a lot of effort and time.
In vivo testing is often employed for observing the overall effects of an experiment on
a living subject, usually animals, including plants. Many in vivo laboratories around
the world are studying specific cancers with their own protocols. Researchers in other
institutions or laboratories do a lot of work looking for protocols that meet experimental
conditions.

There are three methods for obtaining animal specimens with cancer. The first is
the most traditional way to produce the desired cancer by using chemicals to perform
continuous treatment on animal subjects. The next is to use gene knock-out technol-
ogy to totally inhibit the expression of a gene that is associated with the development
of specific cancer [6]. Finally, the xenograft is a method of transplanting a portion of
a human cancer tissue into a nude mouse so that the animal subject is cancerous [7].
The three ways have different economic costs and experimental procedures. It is dif-
ficult for the laboratories conducting animal experiments to obtain animal specimens
having a disease in a manner suited to the research requirements. Here, we can help
the economic and administrative aspects of animal experiment design. Our study aims
to provide experimental data related to chemically induced cancers. This is the most
economical, traditional method of experimental design. In addition, the chemicals used
for cancer development, the duration of the treatment and the duration of the experiment
are specified, which can greatly contribute to project time management. This knowledge
can be used to save time and expenses.

We collect data and design ontology from experiments related to cancer induced by
chemicals. Experimental data collected by us shows the TD50 as the amount of drug
that can be used to induce cancer as a chemical. In toxicology, the median toxic dose
(TD50) of a chemical substance or toxin is the dose at which toxicity occurs in 50% of
cases.

The contributions of our research are as follow: 1. We integrated three indepen-
dent databases about chemically induced cancer experiments into a knowledge graph.
In addition, we made a knowledge graph from the Human-Mouse Disease Connection
database that contains information about genes associated with specific cancer. 2. Can-
cers in the two knowledge graphs were then linked together using the Disease Ontology.
After integrating these knowledge graphs together it is possible to search for the genes
associated with the induced tumors. 3. We developed an application to share reusable
resources and provide services.
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1.2 Overview of Chemically Induced Carcinogenesis Ontology

Our study attempts to standardize and widely disseminate experimental data related to
chemically induced cancers. Figure 1 describes the schematic process of our system.
First, we collected experimental data from three source databases and disease-gene
pairs from the Human-Mouse Disease Connection database [8].We created a knowledge
graph by integrating the two different datasets using the Disease Ontology. Finally, we
developed the application and released the resource.

Fig. 1. The data lifecycle of chemically induced carcinogenesis ontology

The remainder of the paper is structured as follows. In the next section, we will
discuss prior studies related to our research. In Sect. 3, we describe the dataset of the
experiment and the chemical cause of carcinogenesis. Section 4 introduces our ontology
and examines the results of our ontology based on real scenario. Next, Sect. 5 demon-
strates an application that is reusable and allows users to easily access data. Finally,
Sect. 6 describes conclusion and future work.

2 Related Work

Initial studies that collect and provide data related to animal experiments using chemicals
include the Carcinogenic Potency Database (CPDB) [9], the National Toxicology Pro-
gram, and Toxicology Literature Online (TOXLINE) [10]. The above three studies are
provided in a structure designed by each person to experiment with chemically induced
cancer. In addition, each database differs in the way it collects data and is provided as
an independent system. First, TOXLINE features literature-based data collection and is
up to date. Next, NTP is a program administered by the National Cancer Institute. NTP
plays a critical role in generating, interpreting, and sharing toxicological information
about potentially hazardous substances in our environment. Finally, the CPDB collects
experimental data from the University of California, Berkeley and the Lawrence Berke-
ley National Laboratory. Unfortunately, these datasets existed separately even though
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they have the same purpose. In addition, the biggest problem is the simple search service
that reflects only a part of the researchers’ requirements and is difficult to access. For
example, all three studies collected experimental data independently on the likelihood
of developing cancer using chemicals and they are not integrated. All three systems are
only able to perform searches with chemicals. This paper presents an knowledge graph
called Chemically Induced Carcinogenesis Ontology (CICO). First, we integrate data
from three sources into a knowledge graph. This improves data reusability for effective
sharing and performs ontology modeling. In this paper we use knowledge graph to mean
the total set of entities, their attributes and their relations with other entities [11]. DBpe-
dia [12] is an example of a general-domain knowledge graph and KnowLife [13] is a
knowledge graph for biomedicine. In addition, we use the Disease Ontology (DO) to
map the experimental data to the Human-Mouse Disease Connection (HMDC) database
to provide experimental data as well as a list of notable genes in the study.

3 Dataset of Chemically Induced Carcinogenesis Experiments

We acquired experiment data related to chemically induced carcinogenesis from the car-
cinogenic potency database (CPDB), published literature, the National Cancer Institute,
and the National Toxicology Program. CPDB reports analysis of animal cancer tests
used in support of cancer risk assessments for humans. It was developed by the Car-
cinogenic Potency Project at the University of California, Berkeley and the Lawrence
Berkeley National Laboratory. It includes 6,540 chronic, long-term animal cancer tests
from the published literature as well as from NCI-NTP. Our collected data consist of a
total of 29,363 experiments. Some of the experimental data used a variety of chemical
substances or single chemical substance in an experiment. At this time, all animal spec-
imens are recognized as different individuals. Experimental data largely includes three
important concepts: chemicals, model systems, and experiments.

First, we describe the chemicals used in the experiment. We have information on
1,817 chemicals and the capacity used in each experiment. The dosage of the chemical
substance is adjusted according to the weight and dosing frequency of the test animal.
Experiments that use chemicals to generate cancer are not 100%accurate. This is because
all animals have a polymorphism in the gene and can induce different immune responses
depending on sex and species. The most used chemical among various substances is
‘Vinyl chloride’ in Fig. 2a. It is a gas that has been used as an aerosol propellant and is
the starting material for polyvinyl resins. Toxicity studies have shown various adverse
effects, particularly the occurrence of liver neoplasms. The next most frequently used
chemical is ‘1,3-butadiene’, which is butadiene with unsaturation at positions 1 and 3.
It has a role as a carcinogenic agent and a mutagen. As a final example of a chemical
substance, 2-Acetylaminofluorene has induced hepatocyte nodules in comparison to
normal liver. It is used to study the carcinogenicity and mutagenicity of aromatic amines
[14]. These various chemicals can be administered to animal test groups in a number of
routes. The way of routes is nine types such as diet, gavage, inhalation, intraperitoneal
injection, intravenous injection, gelatin capsule and etc. in Fig. 2b. In the administration
method, the experiments using diet and gavage accounted for half of the experiments.

Next, the model system refers to objects that are subject to experimental research
in the field of biology. We collected about 49% of the mouse model, 48% of the rat
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data, 2% of the hamsters, most of which consisted of the rodent model and 1% of the
primates model in Fig. 2c. These model systems have a strain name that corresponds
to a unique subtype of species. Our system contains a total of 221 strains, of which
the most commonly used strain is b6c for mouse models and the rat is used f34 strain
for rat models which can be seen in Fig. 2d. However, some experimental data do not
contain strain information. Nonetheless, depending on the strain of the mouse used, it is
important information for researchers because the capacity of the chemical and tolerance
of cancer may be different.

Fig. 2. Descriptive statistics. a, the distribution of 20 types of chemical substance and the number
of experiments used in the experiment. b, various routes and distributions of chemical agents. c,
distribution by various model systems. d, strain classification and distribution of model system.

Third, the concept of the experiment includes the above two factors together with the
type of carcinogenesis and affected tissue. Our collected data includes tissue information
from193 cancers. The formation of tumors occurredmost in liver tissue, followedby lung
tissue, kidney, uterus, brain, and skin. We looked at the site and type of cancer in more
detail. As a result, hepatocellular carcinoma, neoplastic nodule, and hepatoblastoma
were found in the same liver tissue in Table 1. However, because the data is generated
by various researchers, the names of the tumor types varied.
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Table 1. Top 10 experiments related specific tumor type and tissue

Tissue Tumor type Number of experiments

Liver Hepatocellular carcinoma 3,428

Liver Hepatocellular adenoma 2,907

Liver Neoplastic nodule 1,868

Lung Alveolar/bronchiolar adenoma 1,321

Zymbal’s gland Adenoma 1,282

Lung Alveolar/bronchiolar carcinoma 1,226

Liver Hepatoma 808

Forestomach Squamous-cell carcinoma 768

Rectum Adenocarcinoma 590

Zymbal’s gland Carcinoma 549

4 Methodology for Ontology Development

We developed the ontology after analyzing the collected data. First, in the previous
research, the information of three important objects was not structured and it was difficult
to utilize them.We then subdivided one experimental data into eight classes and defined a
new class (Human-Mouse Disease Connection) which has seen in Fig. 3. In this chapter,
we will look at the meaning of each class, the properties it contains, and scenarios for
our application.

Fig. 3. Schema of chemically induced carcinogenesis ontology

4.1 Ontology Description

Experiment. Experiment class is the most important concept in the ontology we
designed. :hasExperimentalModelSystem property has a link with the Model System
class, and the :potentiallyInducedCarcinogenesisChemical property indicates the rela-
tionship with the chemical class. In addition, the Experiment class includes properties
such as :dosingOfPossiblyInducedCarcinogenesis, :hasExperimentLowerConfidence,
:hasExperimentUpperConfidence, :hasExperimentTime, :hasExposureTime, :hasRefer-
enceOfExperiment, :hasRouteOfDose, :sourceOfExperiment, :xrefCPDBIdnum. The
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information that animal experimenters are curious about is the duration of the experiment,
the dosage of the chemical, and the way the chemical is administered.

Model System. The Model System class contains information about the animal spec-
imens used in the experiment. As described in Sect. 3, several species of animals are
included, and the majority of animals are mice and rats. This class has three DataProp-
erties and one ObjectProperty. First, DataProperty is :hasMutagencity, :hasSystemGen-
der, :hasSystemSpecies, and ObjectProperty is :relatedStrain. Mutagencity expresses
whether a chemical mutation occurred in a specific tissue or cell before conducting an
experiment. The gender of the model system can vary depending on the purpose of each
study. Therefore, the sex of the animal subjects used in the experiment can be important
information. Finally, the species of the model system seems similar to each other but
include genetic differences with different immune systems, which are considered essen-
tial for experimental research. Using information from the Model System, researchers
can find specific experiments with species, race, and gender.

Chemical. The chemical class has the name of the chemical and the CAS number. For
each piece of information, use the :hasChemicalsName property and the :hasCAS prop-
erty. Researchers can use the chemical name or CAS number to find the carcinogenesis
experiment.

Effect. There are four different tables associated to Effect class such as Tumor, Tissue,
Experiment and HMDC. First, tissue table is sets of record including name and abbrevi-
ation of occurred tissue which has abnormal change. Next, tumor table incorporate the
shape or the location of cancer at the tissue. Experiment table is described above and
HMDC table explain below.

HMDC. The HMDC class is data provided by Mouse Genome Informatics (MGI),
which provides genes related to specific diseases to human and mouse. Some genes
have the same function but can have different names depending on the species. This is an
important concept that must be considered when applied to humans using animal experi-
mental studies. Because of this need, it is important for researchers to know the genes that
are remarkable for specific cancers when conducting experimental studies. This class
has three properties related to the disease :hasDOID, :hasDiseaseName, :hasOMIMIds
properties and genes. There are EntrezGene ID,GeneSymbol, andHomologGene, which
represent genetic information, and we provide genetic information by selecting a widely
used GeneSymbol.

4.2 Scenario

The first scenario is to obtain relevant experiments using the chemical. The method of
finding the experiments is possible with the chemical name or the CAS number. For
example, a researcher uses a chemical called ‘1,3-BUTADIENE’ in a laboratory and can
use the following SPARQL query if you want to know the type and tissue of cancer that
can be caused by this substance, along with references.
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The chemical class of the ontology we have developed has the: hasChemicalsName
and :hasCAS properties. If the researcher knows the name of the chemical or the CAS
number, you can select the chemical used in the experiment.Next, the chemical class has a
relationship with the experimental class as :potentiallyInducedCarcinogenesisChemical
property. A reference to the experiment can be obtained with: hasReferenceOfExperi-
ment. The experiment class also links to theEffect classwith the :hasEffectOfExperiment
property. As you can see in the scenario, you can use the :affectedTumorType property
of the Effect class to find various types of tumors, and the :affectedTissue property to get
associated with tissue. Through SPARQL results, researchers are provided with knowl-
edge on various experiments using the desired chemical in Table 2. The results of the
chemical-based search show five of the experiments for Scenario 1. All five experiments
use the same chemical ‘1,3-BUTADIENE’ and the CAS number for this substance is
106-99-0. The first experiment has acinar-cell carcinoma type of tumor in mammary
gland tissue. This experiment is recorded in the NCI-NTP TR288 report. On the other
hand, 217024 describes an experiment in which a follicular-cell adenoma tumor type
of thyroid gland tissue was generated by the literature reference ‘P E: Owen; amih, 48,
407-413; 1987’.

Table 2. An example response from a search with chemical name

Experiment CAS Tissue name Tumor type Reference

207573 106-99-0 Mammary gland Acinar-cell carcinoma TR288

207574 106-99-0 Subcutaneous tissue Hemangiosarcoma TR288

207606 106-99-0 Lung Alveolar/bronchiolar
carcinoma

TR288

207607 106-99-0 Ovary Granulosa-cell tumor,
malignant

TR434

217024 106-99-0 Thyroid gland Follicular-cell adenoma P E :Owen;amih,

In the second scenario, the purpose of the study is to focus on specific cancers.
Firstly, the researcher finds the Disease Ontology (DO) ID or disease. Afterward, we
provide experimental information that generates cancer in the mouse system and genes
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associated with specific cancers. In addition, the researchers attempt to know how much
of the chemicals used in the experiment were used. For example, if the researcher is
interested in a disease called ‘hepatocellular carcinoma’, the disease name can be used to
search the list of experiments, or theDOID (DOID: 684) corresponding to ‘hepatocellular
carcinoma’ can be used. In this study, genes related to mouse disease are provided by
Human-Mouse Disease Connection (HMDC) class. This allows the researcher to give
the insight to look at the relationship between the disease that interact with the notable
genes when conducting experimental studies. Now, let’s look at the SPARQL query in
the second scenario.

Unlike the previous scenario, the second scenario includes disease-gene information
other than experimental data. The researcher finds the data of the HMDC using the name
of the target disease, and uses the: hasDOID property to obtain the DOID corresponding
to the disease name and link it with the experimental data. We set the value of the has-
SpeciesOfrelatedGene property to mouse to provide the disease-gene data related to the
mouse model. Throughout the process, we know the genes and DOID values associated
with the disease name. Next, you need to linkwith the effect class’s effect_sameAsDOID
property to find experiment data related to the disease. As a result, experimental data
and disease-gene data can be integrated.

The next step is to get experiment information with the: hasEffectOfExperiments
property. We obtained information about chemical dosage, model system information,
and chemical information through :dosageOfPossibleInducinogenesChemical, :has-
ExperimentalModelSystem, :potentiallyInducifiedCarcinogenesisChemical properties.
The above query results can be seen in the Table 3 below. The results of the search
using the disease name include the amount of chemicals and used substances, laboratory
animals, Disease Ontology ID, disease related genes, and experimental references. All
of the four results of the search were directed to the mouse system and experiments were
conducted using different chemicals and dosage. The list of genes included in the result
table is related to the mouse.
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Table 3. An example response from a search with disease name

Experiment Chemical Dosage Disease
Ontology

Gene Reference

222134 1’-HYDROXYESTRAGOLE 57.8 DOID:684 [IGF2R,
CTNNB1,
MET,
PDGFRL,
PIK3CA,
CASP8,
TP53,
AXIN1,
APC,
Nr1h4,
Plau,
Gnmt]

E C
:Miller;canr

206667 1,1,1,2-TETRACHLOROETHANE 124 DOID:684 TR237

208304 (2-CHLOROETHYL)TRIMETHYLAMMONIUM
CHLORIDE

599 DOID:684 TR158

217922 (2-CHLOROETHYL)TRIMETHYLAMMONIUM
CHLORIDE

11.4 DOID:684 J R M
:Innes;ntis

4.3 Mapping to Heterogeneous Classes

Our study involves two heterogeneous data sets. The first is experimental data using
chemicals and the other is collection of disease-gene associations. The two datasets
were generated independently so the disease names were annotated differently. Disease
Ontology (DO) is one solution to solve this problem. The Human-Mouse Disease Con-
nection (HMDC) has a unified name for each disease. On the other hand, integrated
experiment knowledge graph has no standardized name for each disease. We need to
generate a unified name for each disease in the experiment knowledge graph. First, we
unified the names in the “affected tissue” and “type of tumor” properties. Each property
can be obtained using the: affectedTissue and: affectedTumorType properties of the effect
class. We manually identified 67 “affected tissues” and 388 “types of tumors”. Table 4
shows some of the DOID results we created. The column “# of records” represent pairs
of “affected tissue” and “type of tumor”. We manually matched each pair of “affected
tissue” and “type of tumor” with DOID. The reason for pairing is because it is difficult
to determine the type of tumor without affected tissue. An example of this is when ade-
noma is the “type of tumor” as can be seen in Table 4. The tissue-tumor pair with the
most records is a pair of “all tumor-bearing animals” and “more than one tumor type”.
Unfortunately, “all tumor bearing animals” cannot assign DOIDs. The reason is that
there is no specific DOID that matches. The next largest set is hepatocellular carcinoma
in liver tissue, which includes a total of 3,428 rows.We refer to the DO and assignDOID:
684 to this result. Tissue-tumor pairs having the same affected tissue and different types
of cancer may be expressed with the same DOID since this is how Disease Ontology
defines them. For instance, “type of tumor” hepatocellular carcinoma and hepatoma in
Table 4. The next tissue with a lot of experimental records is lung. Experiments in lung
tissue are performed by inhaling the injected drug into the respiratory tract. We store the
generated DOID in the effect class as :sameAsDOID. We have seen how to utilize these
heterogeneous classes in this section.
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Table 4. The examples of curated Disease Ontology ID.

Affected tissue Type of tumor # of records DOID

All tumor bearing animals More than one tumor type;
tumor types specified in paper

5,477 x

Liver Hepatocellular carcinoma 3,428 DOID:684

Liver Hepatocellular adenoma 2,907 DOID:0050868

Liver Neoplastic nodule 1,868 DOID:1324

All tumor bearing animals Tumor or more than one tumor
type;
Tumor types not specified in
paper

1,645 x

Lung Alveolar/bronchiolar adenoma 1,321 DOID:8003

Zymbal’s gland Adenoma 1,282 DOID:833

Lung Alveolar/bronchiolar carcinoma 1,226 DOID:8003

Liver Hepatoma 808 DOID:684

Forestomach Squamous-cell carcinoma 768 DOID:5516

5 The CICO Resource in Use

Wewill discuss how to use resources through search and exploration. To demonstrate an
integrated animal experiment knowledge graph, we have created a visualization tool that
displays experimental data retrieved under various conditions. The visualization tool is
based on the d2rq framework, available at http://bike.cico.snu.ac.kr/. The application
of this study consists of 6 search categories (disease name, DOID, chemical name,
CAS number, tissue, type of tumor). The following introduces the examples of a search
term for each category: First, the disease name can be retrieved by the name of the
cancer present in the Disease Ontology. For example, Breast Cancer, Lung Cancer,
and hepatocellular carcinoma. Next, the search using the DOID is performed using the
disease ID value of the Disease Ontology. For example, DOID: 3910, DOID: 4450, and
DOID: 1324. The chemical name looks for various experiment data using the name
of the chemical to be used. For example, 1,1,1-TRICHLOROETHANE, TECHNICAL
GRADE, FUROSEMIDE, METHYLENE CHLORIDE, 1,2-DICHLOROBENZENE.
The CAS number is another search method using a chemical. For example, 75-09-
2, 106-99-0, and 95-50-1. Next, a tissue is a search method using the name of tissue
in which cancer has occurred. For example, liver, lung, and kidney. Finally, a type of
tumor can be detected by sarcoma, adenocarcinoma, adenocarcinoma, and adenoma. The
search results include the name of the chemical that can cause carcinogenesis, the dose
of use, mouse genes associated with cancer, and other additional information. Further
information on the retrieved experiments can be viewed in detail through the URI. In the
Resources tab, you can see instances of all classes. This application internally creates
a SPARQL query when the user searches for a request and provides information to the

http://bike.cico.snu.ac.kr/
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user through the web UI. In addition, some users can retrieve information directly using
SPARQL endpoints.

At the left of the UI, the menu bar allows the user to navigate search points and re-
sources in Chemically Induced Carcinogenesis Ontology (CICO). Figure 4 represents an
example of a search using a specific disease name which researches conducting in vivo
experiments are interested. The amount of chemical used in each experiment, remarkable
genes, and reference information are basically expressed.

Fig. 4. The detail of expression in CICO

6 Conclusion and Future Work

In this paper, we presented the Chemically Induced Carcinogenesis Ontology (CICO). It
is useful knowledge for the biomedical and chemistry domain developed for researchers
who conduct animal experiments, and semantic technician. Our research focuses largely
on two aspects. The first is to create a new ontology that interlinks with other biomedical
ontology. The second is to provide practical knowledge to researchers who conduct
in vivo experiments. In conclusion, our research is provided as a web service that makes
it easy to use SPARQL endpoints and resources.

The direction of our future research is divided into quantitative and qualitative
extensions. First, quantitative expansion involves supplementing experimental data with
chemicals and adding new experimental data using xenograft and gene knock-out tech-
niques. It will also increase the number of genes associated with various diseases. Next,
the need for qualitative expansion comes from researchers endeavoring to find objective
and more reliable experiments. That is why we recommend an impersonal and more
reliable experiment for researchers by introducing scoring techniques.
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Abstract. Recently, a significant number of studies have focused on
knowledge graph completion using rule-enhanced learning techniques,
supported by the mined soft rules in addition to the hard logic rules. How-
ever, due to the difficulty in determining the confidences of the soft rules
without the global semantics of knowledge graph such as the semantic
relatedness between relations, the knowledge representation may not be
optimal, leading to degraded effectiveness in its application to knowledge
graph completion tasks. To address this challenge, this paper proposes
a retrofit framework that iteratively enhances the knowledge represen-
tation and confidences of soft rules. Specifically, the soft rules guide the
learning of knowledge representation, and the representation, in turn,
provides global semantic of the knowledge graph to optimize the confi-
dences of soft rules. Extensive evaluation shows that our method achieves
new state-of-the-art results on link prediction and triple classification
tasks, brought by the fine-tuned confidences of soft rules.

Keywords: Knowledge representation · Soft rules · Link prediction

1 Introduction

Knowledge graph (KG) resources such as Freebase [1] and YAGO [2] are widely
used in many natural language processing (NLP) applications. Typically, a
knowledge graph consists of a set of triples {(h, r, t)}, where h, r, and t stand
for head entity, relation, and tail entity, respectively. Although with a very large
scale, coverage or completeness of knowledge graph is a critical issue. For exam-
ple, 75% persons in Freebase do not have their nationalities specified [3].

Recently, there has been increased interest in learning distributed represen-
tation of knowledge graph. By projecting all elements in a knowledge graph into
a dense vector space, the semantic distance between all elements can be easily
calculated, and thus enables many applications such as link prediction and triple
classification [4].

Translation-based models, including TransE [5], TransH [6], TransD [7], and
TransR [8], have obtained promising results in learning distributed representa-
tions of knowledge graph. Furthermore, ComplEx [9] achieves the state-of-the-
art performances on KG completion tasks, such as triple classification and link
prediction.
c© Springer Nature Switzerland AG 2020
X. Wang et al. (Eds.): JIST 2019, LNCS 12032, pp. 255–270, 2020.
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Despite the success of the above methods in KG completion, they learn knowl-
edge representation based on the triples in a given KG, which inevitably suffer
from the incompleteness issue. The logic rules in the form of first order logic con-
tain rich information, and useful for incomplete KG. For example, if the entity
‘Kampala’ appears only once in a KG as <Kampala, capitalOf, Uganda>, we
can inference the triple <Kampala, locatedIn, Uganda> based on the logic rule
<capitalOf ⇒ locatedIn>. In addition, the logic rules are the structural con-
strains for the learning representations of relations. For the above reasons, there
are a number of works encode the hard logic rules (defined by experts) into
knowledge representation learning [10,11]. However, the hard logic rules are dif-
ficult to collect and domain specific. Therefore, RUGE [12] firstly employs soft
logic rules which extracted automatically via modern rule mining systems [13] to
enhanced the knowledge representation. The confidences of the soft logic rules
are traditionally calculated based on the number of instances belonging or not
belonging to the knowledge graph. However, the relatedness between relations
and entities are ignored although they are critical to determining the confi-
dences of extracted rules. For example, the greater similarity between bornIn
and nationality is, the more likely the soft rule <bornIn ⇒ nationalityOf > is
valid. Unfortunately, such inference is not considered in existing rule-enhanced
methods for knowledge representation, which is the main difference with our
method.

Rule 1: <x,/language/human language/main country, y >⇒
<x,/language/human language/countries spoken in,y> ;Conf=0.68

....

Rules

m.03hkp, /language/../main country, m.03spz
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Fig. 1. Simple illustration of retrofitting soft rules for learning knowledge representa-
tion method.

To address the issue above, this paper proposes a retrofit model to
enhance the knowledge representation, by simultaneously fine-tuning the
confidences of soft rules. On the one hand, based on the intuition that
the knowledge representation should be consistent with existing triples
while be conform to the logic rules, the knowledge of soft rules is dis-
tilled into the distributed knowledge representation. More specifically, the
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learned knowledge representation is projected into a rule-regularized space,
which is utilized as another supervisor to enhance the knowledge repre-
sentation further. For example, as shown in Fig. 1, the vector of /lan-
guage/human language/main country is projected into the rule-regularized sub-
space θ′ based on the rule of < x, /language/human language/main country,
y > ⇒ <x,/language/human language/countries spoken in ,y>, where x and y
are variables that can be instantiated by entities. Note that the proposed method
only optimizes the scores of rules instead of mining new rules. After that, the
rule-regularized representation and the grounding of the rule (m.03hkp, /lan-
guage/../main country, m.03spz) is used as another supervisor for knowledge
representation learning.

On the other hand, the soft rules are in turn enhanced by the knowl-
edge representation based on the intuition that the confidences of soft rules
should conform to the semantic relatedness of knowledge graph. Specifically,
we update the confidences of the soft rules based on the semantic relatedness
provided by the distributed knowledge representation. For example, given a
soft rule <x, /language/human language/main country, y> ⇒ <x,/language/
human language/countries spoken in,y}> and the existing triples set {(x,
/language/human language/main country,y)}, if the more validated triples {(x,
/language/human language/countries spoken in,y)} are predicted based on
knowledge representation, then the higher confidence the rule should have.

Extensive experimental results demonstrate that our model outperforms the
state-of-the-art models, by fine-tuning the confidences of soft rules. The main
contributions of this paper are trifold:

(1) To the best of our knowledge, this is the first work to utilize the knowledge
representation to optimize the confidences of soft rules.

(2) The knowledge representation and soft rules are jointly optimized in our
model, which is shown to achieve the new state-of-the-art performances on
both the link prediction and triple classification tasks.

(3) Experimental results verify that the confidences of the soft rules are impor-
tant for enhancing the knowledge representation, and it is critical to optimize
the soft rules from current rule mining systems.

2 Related Work

Many structure-based knowledge representation learning methods have been
introduced, such as Neural Tensor Network [4] and Single Layer Model [4].
Recently, various translation-based methods are introduced, including TransE
and its extensions like TransH, TransD and TransR [5–8]. Trouillon [9] employed
complex-valued embeddings to fit the structural information.

There are a number of methods which utilize text descriptions to enhance
the knowledge representation, including entity names, wikipedia anchors,
entity/triple descriptions and text mention of relations. The entity descriptions
to enhance the knowledge representation [4]. [6] proposed a model which com-
bines the entity embeddings with word embeddings by the entity names and
Wikipedia anchors. Zhong [14] improved the model of [6] by aligning entity and
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text using entity descriptions. Zhang et al. (2015) proposed to model entities with
word embeddings of entity names or entity descriptions. Xie [15] introduced a
model to learn the embeddings of a knowledge graph by modelling both knowl-
edge triples and entity descriptions. [16] generated different representations for
entities based on the attention from the relation. [17] utilized relation mentions
and entity mentions to enhance the knowledge representations.

The universal schema based models [18,19] enhance the knowledge represen-
tation by incorporating the textual triples, which assume that all the extracted
triples express a relationship between the entity pair, and they treat each pattern
as a separate relation. However, this line of research assumes that all the relation
mentions express relationship between entity pairs, which inevitably introduces
a lot of noisy information. For example, the sentence ‘Miami Dolphins in 1966
and the Cincinnati Bengals in 1968’ does not express any relationship between
‘miami dolphins’ and ‘cincinnati bengals’. Even worse, the diversity of language
leads to the data sparsity problem. Xiao [20] proposed a generative model to han-
dle the ambiguity of relations. Wang [21] extended the translation-based models
by textual information, which assigns a relation with different representations
for different entity pairs.

The path information has been proved to be beneficial for learning knowl-
edge representation. PTransE [22] introduced path information between entities
for enhancing knowledge representation. [23] encoded the relation path and text
for learning knowledge representation. [24] first improved the knowledge embed-
dings based on reinforcement learning. [25] applied 2D convolution directly on
embeddings to model knowledge graph.

Recently, injecting human knowledge into the neural network has become
a new research hotspot, and the hard logic rules were exploited to enhance
the knowledge representation. The hard logic rules and type constraints were
introduced to enhance the knowledge embeddings [10,11,26,27]. [28] proposed to
generate adversarial triples which conform to the logic rules based on adversarial
neural network.

However, all of these models utilize hard logic rules, which are difficult to
extract and usually are KG specific. [12] first enhanced the knowledge repre-
sentation with soft rules extracted from the automatic rule mining system. But
despite its apparent success, there remains a major drawback: the performance
of this method is limited by the confidences of soft rules extracted by rule min-
ing system, which usually ignores the semantic relatedness between the relations
and entities. However, the semantic relatedness is critical to determine the log-
ical relationship among relations. The main difference of our paper is that our
model not only enhances the knowledge representation, but also optimizes the
soft rules jointly.

3 Retrofitting Soft Rules for Learning Knowledge
Representation

This section presents the basic concepts and our retrofit learning framework. We
first introduce the resource for our model and present the base model for learning
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knowledge representation. Secondly, we introduce the method of enhancing knowl-
edge representation with the soft rules based on the idea of knowledge distilling
[29,30]. Finally, the approach of retrofitting the confidences of soft rules is pre-
sented.

3.1 Learning Resources

Triples. Given a knowledge graph with a set of observed triples T =
{(hi, rj , tk)}N

1 , where hi, tk ∈ E and rj ∈ R. E and R are the sets of entities
and relations respectively.

Soft Rules. Further considering a set of logic rules with confidences, denoted
as F = (Rm, λm)M

m=1, where Rm is the m-th soft rule, and λm is the confidence
of the rule. Specifically, a logic rule R consists of body and head expressions,
which means that the head expression could be inferred by the body expression.
For example, given a rule (<x,bornIn,y> ⇒< x,nationalityOf,y>), it indicates
that ∀(x, bornIn, y) ∈ T , the triple (x,nationalityOf , y) could be inferred based
on the rule. Note that the proposed model can utilize both the hard rules and
soft rules.

Groundings. The groundings are the triples, which can be inferred based on the
given knowledge graph and soft rules, and are not observed in the KG. Formally,
given a rule < x, r1, y > ∧ < y, r2, z >⇒< x, r3, z >, the (x, r3, z) is a grounding
only if ∃y ∈ E : (x, r1, y) ∈ T ∧ (y, r2, z) ∈ T ∧ (x, r3, z) /∈ T. In this paper,
we encode the logic rules using t-norm fuzzy logics [31], and the groundings are
applied softly in the optimization procedure. The truth scores of any logic rules
are recursively calculated as:

[¬A] = 1 − [A]
[A ∧ B] = [A][B]
[A ∨ B] = [A] + [B] − [A][B]
[A ⇒ B] = [A][B] − [A] + 1

(1)

where A,B are logical expressions, which can either be a single triple or complex
triples connected by logical conjunctions, such as ¬,∧,∨,⇒; and [A] is the truth
score value of the expression A.

3.2 Triple Modeling

Intuitively, our proposed framework can employ any structure-based knowledge
representation methods as the base model, such as TransE [5] and ComplEx [9].
In this paper, we follow ComplEx to model triples for its simplicity, efficiency, and
state-of-the-art performances on knowledge graph completion tasks. Specifically,
we represent each entity and relation with a complex-value vector. For a given
triple (h, r, t), its score [(h, r, t)] is calculated based on a multi-linear dot product:
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score(h, r, t) = Re((h, r, t))

= Re(
∑

d

hiriti) (2)

where d is the dimension of the embedding space; h, r, t ∈ C are the complex-
valued representations for h, r and t respectively; Re(·) means keeping the real
part of a complex value. A sigmoid function is introduced to map the score to
the continuous truth value range (0, 1) as follows:

pθ(h, r, t) = σ(score(h, r, t))
= σ(Re((h, r, t)))

(3)

where σ is the sigmoid function as σ(x) = 1/(1 + exp(−x)); θ is the knowl-
edge representation which represents each relation and entity with a vector and
pθ(h, r, t) is the score function.

3.3 Distilling Soft Rules into Knowledge Representation

Our approach enables the knowledge representation to be learned from both
the triples and general logic rules. To integrate the information of soft rules, we
first construct a rule-regularized distribution qθ′(h, r, t) by projecting pθ(h, r, t)
with the constraints from soft rules. The intuition behind qθ′(h, r, t) is that the
knowledge representation should not only satisfy with the observed triples, but
also be consistent with the soft rules. Likewise in posterior regularization (PR)
[32] and knowledge distillation [29], pθ is projected into the regularized subspace
as follows:

min
q,ξ>0

KL(qθ′(h, r, t)||pθ(h, r, t)) + C
∑

l,gl

ξl,gl

s.t. λl(1 − Vq(h,r,t)[rl,gl
(h, r, t)]) ≤ ξl,gl

gl = 1, ..., |Gl|, l = 1, ...|R|

(4)

where KL(q||p) is the KL divergence of distribution q from p, which forces the
qθ′(h, r, t) to satisfy the observed triples; C is the regularization parameter; rl,gl

is
the groundings of rule l; Gl is all the groundings of l-th rule; and ξl,gl

is the slack
variable for respective logic constraint, which induces qθ′(h, r, t) to be consistent
with the constraints of rules. For each grounding (h, r, t) of a soft rule l, the value
of Vq(h,r,t)[rl,gl

(h, r, t)] is expect to be 1 with confidence of λl. The problem has
been proved to be convex by [30], such that it can be efficiently solved in its dual
form with closed-form solutions. We directly present the solution here:

q(h, r, t) ∝ pθ(h, r, t)exp
− ∑

l,gl
Cλl(1−rl,gl

(h,r,t))

In this way, the qθ′(h, r, t) is consistent with the existing triples while satisfies
the soft rules.

Secondly, to encode the soft rules information into the knowledge representa-
tion θ, we update θ based on both the existing triples and qθ′(h, r, t). The latter
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Algorithm 1. Retrofit Framework
Input: Triples T, Groundings G , Soft Rules F

Output: Knowledge Representation Embeddings θ, Confidences λ of the soft rules F

1: Initialize Representation θ with base ComplEx model
2: Initialize Confidences λ from AMIE+
3: while not converged do
4: Sample a minibatch {(h, r, t)} ∈ S

5: Projecting pθ into rule-regularized subspace qθ′ with soft rules
6: Update pθ with qθ′ to distill rule information into knowledge representation
7: Update λ with qθ′ , pθ and T, which forces the soft rules to be in consistent with

the semantic of KG

end While
8: return Knowledge Representation θ, Confidences λ

explicitly includes soft rules information as regularization. The new objective is
then formulated as a trade-off between imitating the rule-regularized function
and existing triples as:

L =
1
|S|

∑

S

(1 − π)�(pθ(h, r, t), 1)

+π�(pθ(h, r, t), q(h, r, t))
(5)

where S = T ∪ G; G is the groudings; |S| is the number of triples in S; π is the
imitation parameter calibrating the relative importance of the two factors range
[0, 1]; and � is the cross entropy loss function, and our model aims to minimize L.

3.4 Retrofitting Soft Rules

This section presents the approach of retrofitting the soft rules based on the
knowledge representation. We optimize the soft rules based on the intuition
that the confidences of soft rules should reflect the global semantics of knowl-
edge graph. Conventional rule mining systems generate the confidence of a rule
based on the number of head triples belonging and not belonging to the given
knowledge graph, which often suffer from the incompleteness of KG. Note that
the knowledge representation is an effective supplement to this issue, which
has achieved promising performances on the knowledge graph completion tasks.
Therefore, we propose a method that utilizes the knowledge representation to
retrofit the soft rules.

The soft rules are served as the constraints for generating qθ′(h, r, t) (see
Eq.(4)), intuitively, a rule with large confidence λ will induce a large truth scores
for groundings of the rule. As a result, we update the confidences of soft rules
by forcing the regularized model qθ′(h, r, t) to be consistent with the given KG
and the global semantics of knowledge graph from knowledge representation θ
as follows:

λt+1 = argmin

λ≥0

1
|S|

∑

S

�(qλt(h, r, t), y)
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where λt is the confidence of λ in the t-th iteration and y is calculated as:

y =

{
1, if(h, r, t) ∈ T

pθ(h, r, t), otherwise.

In this way, knowledge representation θ is optimized by the soft rules while the
soft rules are retrofitted based on the representation iteratively.

3.5 Training Procedure

Similar to the Expectation-Maximization (EM) algorithm, in the proposed
model, the knowledge representation learning and the soft rules optimization
are performed alternatively through iterations. The whole training procedure of
the our method is summarized in Algorithm 1. In this way, the logic information
can be encoded into the knowledge representation, and the semantic relatedness
information from knowledge representation can be transferred into soft rules.

4 Experiments

In this section, we describe the settings in our experiments and conduct extensive
experiments on link prediction and triple classification tasks.

4.1 Experimental Settings

In this paper, our model is evaluated on three benchmark datasets: FB13,
FB15K, and YAGO37 [4,8,12]. The statistics of the datasets are shown in
Table 1. For fair comparison with RUGE, we employ AMIE++ [13] to auto-
matically extract soft rules and their initial confidences from the data sets. In
addition, to verify that our model has the ability to learn meaningful soft rules,
we also conduct experiments using the same soft rules with all the confidences
being uniformly initialized at 0.5.

Table 1. Statistics of data sets.

Dataset FB13 FB15K YAGO37

# Entities 75,043 14,951 123,189

# Relations 13 1,345 37

#Train 316,232 483,142 989,132

#Valid 5,908 50,000 50,000

#Test 23,733 59,071 50,000

Implementation. Note that our proposed framework is model-free, which could
employ any structure-based knowledge representation learning method as the
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base model, such as TransE, TransH, and ComplEx. In this paper, we imple-
ment our framework based on ComplEx [9], which has achieved state-of-the-
art performances on knowledge graph completion tasks [9] in Python3.61 with
Pytorch2. To train the model, we generate negative triples using the local close
word assumption [3]. Specifically, for a given triple (h, r, t), we generate the nega-
tive instances (h, r, t′), (h, r′, t), and (h′, r, t) by replacing the entity and relation
with random entities and relations from E and R.

Hyper-Parameter. To reduce training time, and to avoid overfitting, we pre-
train the knowledge representation with ComplEx with the same parameters in
each experiment. In our experiments, for both tasks the hyper-parameters are set
by grid search as follows: the embedding dimension d in {50, 100, 150, 200, 300},
the learning rate η for SGD among {0.1, 0.001, 0.0001}, the margin λ among
{0.5, 1.0, 2.0}, the number of negatives is in {2, 5, 10} and the batch size among
{100, 500, 2000}. The regularization parameter C in {0.1, 0.001, 0.0001}.

Note that the RUGE-uniform refers to RUGE [12] model implemented based
on all the confidences of the soft rules are set at 0.5. The RUGE-AMIE refers
to RUGE model implemented based on all the confidences of the soft rules are
generated from AMIE++. The Our-uniform refers to our models implemented
based on all the confidences of the soft rules are set at 0.5. And Our-AMIE refers
to our model implemented based on the confidences of soft rules automatically
generated from AMIE++.

4.2 Link Prediction

The task of link prediction aims to predict the missing head or tail entity for a
triple, which is widely employed for evaluating the knowledge graph completion
models [21,33]. Given a head entity h (or tail entity t) and a relation r, the
system is asked to return a ranked list of candidate entities. Following [12], we
conduct the link prediction task on FB15k and YAGO37 datasets.

In the testing phase, for each triple (h, r, t), we replace the head/tail entity
by all entities to construct candidate triples, and calculate the scores of the can-
didate triples based on score function. We ranked all these entities in descending
order of the scores. Based on the entity ranking list, the evaluation protocols
include: (1) mean reciprocal rank of correct entities (MRR); (2) the median of
the ranks (MED), and (3) the proportion of correct entities in top-N rank enti-
ties (Hit@N). A useful link predictor should achieve low MED, and high MRR
or Hit@N. We tune the parameters on the validation sets. The best configura-
tions obtained on the validation sets are: d = 200, C = 0.01, π = 0.5, η = 0.01
and margin λ = 0.5 on FB15K, and d = 200, C = 0.015, π = 0.2, η = 0.01
and margin λ = 0.5 on YAGO37. Our model is compared to the state-of-the-art
base models, including TransE, DistMult, HolE, ComplEx, PTransE, KALE and
RUGE, whose results were reported in their papers [5,9,11,12,22,34,35].

1 https://www.python.org/.
2 https://pytorch.org/.

https://www.python.org/
https://pytorch.org/
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Table 2. Evaluation results of link prediction.

FB15K YAGO37

Hit@N Hit@N

Method MRR MED 1 3 5 10 MRR MED 1 3 5 10

TransE 0.400 4.0 0.246 0.495 0.576 0.662 0.303 13.0 0.218 0.336 0.387 0.475

DistMult 0.644 1.0 0.532 0.730 0.769 0.812 0.365 6.0 0.262 0.411 0.493 0.575

HolE 0.600 2.0 0.485 0.673 0.722 0.779 0.380 7.0 0.288 0.420 0.479 0.551

ComplEx 0.690 1.0 0.598 0.756 0.793 0.837 0.417 4.0 0.320 0.471 0.533 0.603

PTransE 0.679 1.0 0.565 0.768 0.810 0.855 0.403 9.0 0.339 0.444 0.473 0.506

KALE 0.523 2.0 0.383 0.616 0.683 0.762 0.321 9.0 0.215 0.372 0.438 0.522

RUGE-Uniform 0.713 1.0 0.641 0.768 0.792 0.821 0.423 4.0 0.337 0.471 0.536 0.596

RUGE-AMIE 0.768 1.0 0.70 0.815 0.836 0.865 0.431 4.0 0.340 0.482 0.541 0.603

Our-Uniform 0.773 1.0 0.717 0.823 0.840 0.867 0.435 4.0 0.353 0.481 0.542 0.605

Our-AMIE 0.774 1.0 0.709 0.821 0.842 0.871 0.433 4.0 0.345 0.483 0.545 0.606

From Table 2, it can be seen that:

(1) Our proposed approach outperforms the base model (ComplEx). This find-
ing supports our intuition that the soft rules are beneficial in the knowledge
representation learning.

(2) Our model outperforms RUGE. A likely cause for the improvement is that
the role of soft rules are further emphasized by the iterative optimization of
their confidences.

(3) Our model achieved competitive performances with the uniform initialized
confidences of soft rules, while the performances of RUGE had dropped
significantly with the same setting. We believe this is because our model
can optimize the confidences of soft rules to learn knowledge representation
learning, rather than relying entirely on the rules from other models.

(4) A remarkable observation to emerge from the results is that our proposed
model achieves state-of-the-art performance on the link prediction task, out-
performing various strong baselines.

4.3 Triple Classification

In this section, we assess different models on the triple classification task. Triple
classification, usually modeled as a binary classification task, aims to judge
whether a given triple (h, r, t) is a true fact [4,5,21]. The negative triples are
needed for evaluating various methods on this task. To fairly compared with
other methods, we conduct the task on FB13 and FB15K data sets, both of
which already have negative triples obtained by corrupting correct ones in test
sets.

Given a triple (h, r, t), if the score obtained by function f is below the relation-
specific threshold δr, then the triple will be classified as a true fact, otherwise, the
triple is classified as a false fact. The δr is optimized by maximizing classification
accuracy on validation dataset, and the values of δr of distinct relations are
different. The model with the best classification accuracy on validation data
is chosen, which ends up with the following parameter configuration: d = 100,
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C = 0.01, π = 0.2, η = 0.01 and margin γ = 0.5 on FB13; and d = 200, C = 0.01,
π = 0.5, η = 0.01 and margin γ = 0.5 on FB15K. Our model is compared to
the state-of-the-art base models, including TransE, TranH, TransR, ComplEx
and RUGE, whose results were reported in [5,6,8,9] and [12], respectively. The
results of various models on triple classification are listed in Table 3.

From Table 3, it can be seen that:

(1) Our model improves the accuracies on triple classification task over the base
models.

(2) Our method achieves better results than RUGE on both datasets. This find-
ing suggests that it is important to retrofit the confidences of the soft rules
to enhance knowledge representation.

(3) We find similar results as link prediction that our model achieves comparative
performances with different confidences settings. However, the performances
of RUGE dropped significantly with uniform initialized confidences. To make
the matter worse, they have achieved worse results than ComplEx model,
which means that the improper soft rules even weaken the performance.

(4) The improvement brought by our approach is slightly lower on FB13 than
on FB15K (+4.9 vs +6.3 based on ComplEx). A likely cause for the less
improvement on FB13 is that FB13 contains fewer number of relations than
FB15K, which causes AMIE++ to extract fewer useful soft rules.

Table 3. Evaluation results of triple classification.

Model FB13 FB15K

TransE 70.9 (+13.1) 79.6 (+15.1)

TransH 76.5 (+4.84) 80.2 (+14.2)

TransR 74.7 (+7.36) 81.7 (+12.1)

ComplEx 76.4 (+4.97) 86.2 (+6.26)

RUGE-Uniform 75.2 (+3.88) 87.5 (+4.68)

RUGE-AMIE 78.1 (+2.68) 90.2 (+1.55)

Our-Uniform 80.1 91.7

Our-AMIE 80.2 91.6

5 Detailed Analysis

To better understand the way the proposed method works, this section provides
a detailed analysis of the quality of the confidences of the soft rules, and their
influences on knowledge representation and link prediction tasks.
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5.1 Confidences of Soft Rules

In this section, we further analyze how the quality of the soft rules evolves
from the initial form, given by AMIE, to the final settings, updated by our
proposed method. Several illustrative examples with different confidence levels
from FB15K are listed in Table 4. The scores in the last column are learned by
our proposed method.

Table 4. Rules with different confidence from FB15K.

No Rule AMIE Our

1 /people/../marriage/type of union ⇒ /people/../marriage/spouse 0.97 1.0

2 /../location/.. ∧ /.../place of death ⇒ /../person/nationality 0.35 0.30

3 /language/../main country ⇒ /location/../languages spoken 0.69 0.77

4 /people/../people...profession ⇒. /people/person/profession 0.81 0.92

5 /people/../parents ∧ /../spouse ⇒ /people/person/children 0.80 0.91

From Table 4, it can be seen that the changes in confidences of the
soft rules are in line with the intuition that they should be consistent
with the semantic relatedness between entities. For example, the confidence
of rule </people/../marriage/type of union⇒ /people/../marriage/spouse> is
increased from 0.97 to 1.0, because they are indeed the same relation. By
contrast, there are no direct semantic relatedness between /../location/.. ∧
/place of death and /../person/nationality, thus the confidence of the second
rule in Table 4 is decreased from 0.35 to 0.30. In general, similar observation can
be made on other mined soft rules, which explains why our proposed method is
helpful in improving the quality of the knowledge representation.

Fig. 2. The MRR of link prediction for each soft rules with different confidence settings
on FB15K. (Color figure online)
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Furthermore, we investigate the influence of the confidences of soft rules on
the quality of the knowledge representation. To do so, we fix the confidences of
several soft rules (as listed in Table 4) at different values without updating. From
the test set, we collect the triples with the same head entities of those illustrative
rules, and plot the MRR obtained by our model with different confidences for
each rule, as presented in Fig. 2. In Fig. 2, lines 1–3 correspond to the first 3
rules in Table 4, respectively. It can be seen from Fig. 2 that the confidences of
rules have a great impact on the learned knowledge representation. Confidences
learned by our method have achieved the best result in all three cases. For
example, for rule 2 (see the red line), the best result, namely MRR = 0.75, is
obtained with our predicted confidence 0.3, whereas only obtain MRR = 0.735
with confidence 0.35 from AMIE. This finding suggests that our method can
learn fine-grained confidences of soft rules, leading to effective link prediction.

5.2 Failure Analysis

In this section, we present a failure analysis to explore possible limitations and
weaknesses of our model. In particular, several illustrative triples from the test
set of FB15K are listed in Table 5. The tail entities of those examples are failed
to be ranked in the top-5. In addition, we list the top-5 ranked tail candidates
for each triple.

Table 5. The triples whose tail entities were failed to be ranked in top 5 candidates.

No The triples in the test set Top-5 candidates

1 Justin Timberlak,
/people/people/profession,
Record producer

Film actor

Film

PAS Giannina F.C.

MTV movie award

Musician

2 Victoria Beckham,
/people/people/nationality,
England

Celebrity

Musical genre

Oboe

New York

USA Neitsisaared

3 Apache License,
/computer/software/license,
Gnu Public License

Oxford School Atlas

Thomas Mann

Doc Waston

American Idol

Bsd Licenses
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From Table 5, it can be seen that the first candidate entity predicted by our
model for the first triple is Film Actor. However, it is interesting to find out that
Film Actor, although not found in Freebase, is in fact a valid candidate according
to the Wikipedia page3. This is also supported by additional evidences: the triple
(Film Actor,/people/person/profession,Justin Timberlak) can be found in the
training set, and according to the 4th rule in Table 4, Film Actor should receive
a high score. Note that other top-ranked entities such as Musician are also valid
candidates. Therefore, it is likely the case that our model has mined some new
facts in addition to the ground-truth with high scores.

Indeed, the failures are mostly caused by the data sparsity problem, which
results in relatively small coverage of rules. For example, we find out that there are
no soft rule with /people/person/nationality or /film/film/language as the head
relation, which may lead to false predictions for the second and third triples in
Table 5. Furthermore, the entities in the triples only appear limited times in the
training data (Apache Licence one time). All the above findings suggest that the
data sparsity of relationsmaydegrade the effectiveness of ourmethod (andAMIE).
This problem can be partially solved by adding a small number of manually defined
hard logic rules, which can be easily incorporated into our model.

5.3 Learning Speed

To evaluate the efficiency of our proposed method, we compare our model with
ComplEx and RUGE, and we conduct experiments on FB15k dataset on the
same computer, with the configure as: CPU E5-2620, Memory 78G and GPU
Tesla K40m. The training time consuming of all the models are listed in Table 6.

Table 6. The training time of different models.

Model ComplEx RUGE Our Our-uniform

Time 2922 s 3231 s 7519 s 9457s

From Table 6, it can be seen that our model is slower than ComplEx and
RUGE model. But in most of the case, it is worthwhile to spend acceptable more
time on learning better knowledge embeddings and soft rules in the training
process. And in the test phase, all our models calculate the truth value of a
candidate triple as formula (2). Therefore, the time consumption of the three
models in the test phase should be basically the same.

6 Conclusions

In this paper, we have proposed a retrofit framework to enhance the knowledge
representation and soft rules with each other in an iterative fashion. The soft rules
are used as regularizations for learning knowledge representation, and the repre-
sentation provides semantic relatedness for retrofitting soft rules. Our final results
3 https://en.wikipedia.org/wiki/Justin Timberlake.

https://en.wikipedia.org/wiki/Justin_Timberlake
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have achieved new state-of-the-art performance on both link prediction and triple
classification tasks. The additional analysis suggests that our model can effectively
learn the appropriate confidences of the soft rules. Failure analysis shows that our
method may suffer from the data sparsity issue, even though useful rules can still
be extracted. In future work, we plan to extract soft rules in a uniform framework
without depending on current rule mining systems.
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dation of China under Grants no. 61433015, 61572477 and 61772505.

References

1. Bollacker, K., Evans, C., Paritosh, P., Sturge, T., Taylor, J.: Freebase:a collabora-
tively created graph database for structuring human knowledge. In: ACM SIGMOD
International Conference on Management of Data, SIGMOD 2008, Vancouver, Bc,
Canada, June, pp. 1247–1250 (2008)

2. Suchanek, F.M., Kasneci, G., Weikum, G.: Yago: a core of semantic knowledge.
In: International Conference on World Wide Web, WWW 2007, Banff, Alberta,
Canada, May, pp. 697–706 (2007)

3. Dong, X., et al.: Knowledge vault: a web-scale approach to probabilistic knowledge
fusion. In: ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining, pp. 601–610 (2014)

4. Socher, R., Chen, D., Manning, C.D., Ng, A.Y.: Reasoning with neural tensor
networks for knowledge base completion. In: International Conference on Intelligent
Control and Information Processing, pp. 464–469 (2013)

5. Bordes, A., Usunier, N., Garcia-Duran, A., Weston, J., Yakhnenko, O.: Translating
embeddings for modeling multi-relational data. In: NIPS, pp. 2787–2795 (2013)

6. Wang, Z., Zhang, J., Feng, J., Chen, Z.: Knowledge graph embedding by translating
on hyperplanes. In: AAAI, pp. 1112–1119 (2014)

7. Ji, G., He, S., Xu, L., Liu, K., Zhao, J.: Knowledge graph embedding via dynamic
mapping matrix. In: Meeting of the Association for Computational Linguistics and
the International Joint Conference on Natural Language Processing, pp. 687–696
(2015)

8. Lin, Y., Liu, Z., Sun, M., Liu, Y., Zhu, X.: Learning entity and relation embeddings
for knowledge graph completion. In: AAAI, pp. 2181–2187 (2015)

9. Trouillon, T., Welbl, J., Riedel, S., Gaussier, É., Bouchard, G.: Complex embed-
dings for simple link prediction. In: International Conference on Machine Learning,
pp. 2071–2080 (2016)
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Abstract. Entity synonym discovery is an important task, and it can
benefit many downstream applications, such as web search, question
answering and knowledge graph construction. Two types of approaches
are widely exploited to discover synonyms from a raw text corpus, includ-
ing the distributional based approaches and pattern based approaches.
However, they suffered from either low precision or low recall. In this
paper, we propose a novel framework SynMine to extract synonyms from
massive raw text corpora. The framework can integrate corpus-level
statistics and local contexts in a unified way via a multi-attention mech-
anism. Extensive experiments on a real-world dataset show the effective-
ness of our approach.

Keywords: Synonym discovery · Distant supervision · Multi-attention

1 Introduction

People often describe a real-world entity in a variety of ways, which makes the
text analysis and understanding more challenging. Thus, automatic entity syn-
onym discovery has become a considerable task, and it can benefit many down-
stream applications, such as web search [7,8], question answering [35], knowledge
graph construction [3], and social media analysis [1], etc.

One straightforward approach to obtain synonyms is from public knowledge
bases, such as WordNet [10], ConceptNet [30] and DBpedia [15]. For example,
WordBet groups terms into synsets, and DBpedia uses Redirects to URIs to
indicate synonyms. However, these synonyms are constructed manually, which
makes the coverage rather limited.

Many efforts have been made to discover synonyms automatically. Some
approaches discover synonyms from query logs [5,25] and web tables [11]. How-
ever, these approaches are limited to structured or semi-structured data. In order
to discover synonyms from massive raw text corpora, two types of approaches are
widely exploited, including the distributional based approaches [31] and pattern
based approaches [20].

The distributional based approaches assume that if two terms appear in sim-
ilar contexts, they are likely to be synonyms. For example, “USA” and “the
United States” are often mentioned in similar contexts, and they both refer
c© Springer Nature Switzerland AG 2020
X. Wang et al. (Eds.): JIST 2019, LNCS 12032, pp. 271–286, 2020.
https://doi.org/10.1007/978-3-030-41407-8_18
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to the same entity country “USA”. However, only using similar contexts may
bring in noises into synonym discovery. For instance, “USA” and “Canada” are
two countries but they have similar contexts in sentences. Different from the
distributional based approaches, which consider the corpus-level statistics, pat-
tern based approaches lay emphasis on the local contexts, which are the textual
sequences from sentences. For example, we can find the pattern “commonly
known as” from the sentence “The United States of America, commonly known
as the United States”, since “The United States of America” and “the United
States” are synonyms. With this pattern, we can find more synonyms from sen-
tences in which two synonymous terms co-occur. However, the pattern based
approaches are too strict, so they suffer from low recall.

In fact, in order to judge whether two terms are synonymous or not, there
is always a bag of sentences mentioning these two terms. Therefore, the task of
synonym discovery is mainly fed with a bag of sentences. However, there is a
challenge since sentences in a bag inescapably have many noises, which does not
reflect synonymous relations and would affect discovery performance. Thus, it
is crucial to select valuable sentences in a bag for synonym discovery. But the
approaches mentioned above only consider either corpus-level statistics or local
contexts.

Therefore, in this work, we propose a novel framework, SynMine, which aims
to extract synonyms from massive raw text corpora by leveraging existing syn-
onyms from encyclopedias as distant supervision. The framework can integrate
corpus-level statistics and local contexts in a unified way via a multi-attention
mechanism. Extensive experiments on a real-world text corpus show the effec-
tiveness of SynMine over many baseline approaches.

The rest of the paper is organized as follows. In Sect. 2, we review work related
to our framework. In Sect. 3, we formally define the problem and describe the
proposed framework in Sect. 4. In Sect. 5, we conduct experiments on a real-
world dataset to illustrate the effectiveness of the proposed approach. Finally,
we conclude our work with future directions in Sect. 6.

2 Related Work

Synonym discovery is a crucial task in NLP, and many efforts have been invested,
especially focus on detecting synonyms from structured or semi-structured data
such as query logs [5,6,25,33] and web table schemas [4,11]. While in this work,
we aim to mine synonyms from a raw text corpus, which is more sophisticated
and challenging.

There are various methods developed to deal with this kind of tasks. Tex-
tual pattern based methods aim at learning frequent textual patterns with seeds
and then use these patterns to discover more target pairs, which is introduced
to hypernym detection [29], relation extraction [24], and information extrac-
tion [16]. Distributional based methods attempt to detect synonyms [17,21] and
hypernyms [27] by utilizing distributional features and training a classifier. Fur-
thermore, Qu et al. [23] also proposed a combinational method for synonym
discovery. Our approach integrates these two types of methods as well.
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Our work is also related to the distant relation extraction task. Since
most relation extraction works focus on supervised methods, which are time-
consuming and need a great deal of manually annotated data. To address this
issue, distant supervision approaches are proposed to align plain texts with a
given KB and regard the alignment as supervision. Nevertheless, distant super-
vision suffers from the wrong label problem and may introduce lots of noises.
Mintz et al. [19] neglected the data noises, while Riedel et al. [26] adopted the
multi-instance method and at-least-one assumption. Zeng et al. [34] used piece-
wise convolution neural networks to model sentence-level features and selected
the most likely valid sentence to predict relations. Lin et al. [18] and Ji et al. [13]
employed two different attention mechanisms into PCNNs to make better use of
supervision information.

Inspired by these methods, our approach also adopts PCNNs with attention
to capture the most related information. In addition, we integrate context fea-
tures extracted by SetExpan model [28] as corpus-level supervision to improve
the effect of attention.

3 Problem Formulation

Given an encyclopedia E , we would like to build a synonym mining framework,
and then discover all synonyms from a given text corpus D.

For convenience, we list the main symbols used in this paper in Table 1.

Table 1. Meaning of symbols used.

Symbol Meaning

T A set of entity synonym pairs T = {〈ti1 , ti2〉|ti1 ≈ ti2}|T |
i=1, where

each entity synonym pair contains two terms (i.e. words or phrases)
that refers to the same real-world entity. Here, ≈ means two terms
are synonymous

Si A bag of sentences {s1, s2, ..., s|Si|} for synonym pair 〈ti1 , ti2〉 ∈ T ,
where each sentence sk ∈ Si contains two terms ti1 and ti2

C The context features C = {c1, c2, ..., c|F |}, where each context
feature ci ∈ C is a sequence of terms

wci The global attention weight for the context feature ci ∈ C

wsi The local attention weight for the sentence si ∈ S

Therefore, the problem could be formally defined as: Given an encyclopedia
E , we first extract a set of entity synonym pairs T = {pi = 〈ti, tj〉} from E , and
obtain a bag of sentences Si = {s1, s2, ..., s|Si|} for each entity synonym pair
pi ∈ T . The task of entity synonym mining aims to discover all synonyms from
a given text corpus D by using T and {Si|pi ∈ T}.
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4 The SynMine Framework

Our proposed SynMine integrates both local and global contexts to promote the
synonym extraction. It consists of three main steps (Fig. 1): (1) a training set
is constructed from encyclopedias as distant supervision, which includes a bag
of sentences for each synonym pair. (2) the global attention for each context
is calculated in the global attention module based on the above training set.
(3) a piecewise convolutional neural network (PCNN) with a global-and-local
attention is trained to predict whether a pair of terms refers to the same real-
world entity.

Distant Supervision

Syn ID Synonym Pair Sentences

S1
{The United 
States of America, 
the United States}

1. The United States of America, commonly 
known as the United States or America.
2. The United States of America (often called 
the United States, the U.S., the USA, or America) 
is a federal constitutional republic.
3. The United States of America, for short 
America or United States (U.S.) is the third or 
the fourth largest country in the world.
……

S2

{General 
relativity, the 
general theory of 
relativity}

1. General relativity (GR, also known as the 
general theory of relativity or GTR) is the 
geometric theory of gravitation published by 
Albert Einstein in 1915.
……

{The United States of America
the United States }

{General relativity, the general 
theory of relativity}

{Type-1 Diabetes, Insulin-
Dependent Diabetes}

{hypertension high blood 
pressure}

……

commonly 
known as

often called 

for short

also known 
as

……

Syn Pair Context

softmax

Local Attention
Global Attention

Bag Features

Global Context Module

Piecewise Convolutional Neural Networks

Fig. 1. Overview of the SynMine framework.

4.1 Distant Supervision Acquisition

In encyclopedias, we observed that if two articles have redirect relations, then the
titles of the two articles can be treated as synonyms. In addition, if an interlink
links to an article, then the link’s anchor text and the title of the article can also
be treated as synonyms.

Based on the assumptions, we obtain a set of synonym pairs, and then collect
a bag of sentences for each pair. Finally, all the synonym pairs with their bags of
sentences are collected as distant supervision. The table in the Fig. 1 shows an
example of synonyms pairs with their bags of sentences. For example, a synonym
pair 〈“United States”, “The United States of America”〉 ∈ T , and its corre-
sponding bag of sentences includes “The United States of America, commonly
known as the United States or America” and “The United States of America, for
short America or United States (U.S.) is the third or the fourth largest country
in the world”.
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4.2 Global Attention Module

We model the set of synonym pairs T and their corresponding bags of sentences
{Si|pi ∈ T} extracted from an encyclopedia E as a bipartite graph.

Given a sentence s = {t1, t2, ..., t|s|} ∈ Si, a context feature is extracted
by matching term ti1 and ti2 in the sentence, which is the term sequence
ti1+1, ti1+2, ..., ti2−1 between ti and tj . After extracting all context features from
{Si}, a bipartite graph is built, where the entity synonym pairs and the con-
text features are two types of nodes in the graph. Figure 2 is an example of the
bipartite graph.

{The United States of America the United States }

{General relativity, the general theory of relativity}

{Type-1 Diabetes, Insulin-Dependent Diabetes}

{hypertension high blood pressure}

commonly 
known as

often called 

for short

also known as

Syn Pairs Context features

Fig. 2. Illustration of the bipartite graph.

After building the bipartite graph, we assign the weight for each pair of
context features ck ∈ C and synonym pair pi = 〈ti1 , ti2〉 using the TF-IDF
transformation as in [28], which is calculated as:

fck,pi
= log(1 + Xck,pi

)[log |T | − log(
∑

pj∈T

Xck,pj
)]

where Xck,pi
is the co-occurrence count between the context feature c and the

synonym pair pi. Similar to TF-IDF, each context feature and synonym pair can
be considered as a “term” and “document” respectively.

Therefore, the global weight for context features ck can be calculated as:

wck = tanh(

∑
pi∈T fck,pi

|T | ) (1)

4.3 Piecewise CNN with Global and Local Attentions

When given a pair of terms ti1 and ti2 , we can retrieve a bag of sentences
Si = {s1, s2, ..., s|Si|} from a text corpus through IR technologies, where each
sentence sk ∈ Si contains these two terms, Then, the bag of sentences can be
encoded by the piecewise CNN with global and local attentions to form a bag
feature bi for the term pair 〈ti1 , ti2〉. Finally, bi is fed to a softmax classifier to
predict whether term ti1 and ti2 are synonyms. The procedure is shown in Fig. 3.
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softmax

Local Attention

Global AttentionBag Features

Sentence Encoder

-=

context feature

text corpus

Fig. 3. Piecewise CNN with global-and-local attention for synonym mining.

Sentence Encoder. For each sentence s ∈ Si, we use a piecewise convolutional
neural network [34] to encode it at first.

Specifically, suppose s = {w1, w2, ..., w|s|}, where wi is i-th word in s, each
word wi is represented by the concatenation of its word embedding w i and
the position embeddings [p1

i ,p
2
i ], denoted as v i = w i ⊕ p1

i ⊕ p2
i . w i ∈ R

dw is
pre-trained by the word2vec1, and p1

i ∈ R
dp and p2

i ∈ R
dp encode the relative

distances from word wi to term ti1 and ti2 respectively.
As a result, the sentence s is represented by a matrix s = [v1, v2, ..., v |s|] ∈

R
|s|×d, where d = dw + 2dp. Then, n filters W f = {W 1,W 2, ...,W n} (W i ∈

R
w×d) are used for the convolution operation on the sentence s. For each filter

Wi, the result of the convolution operation is ci ∈ R
|s|−w+1, where the j-th

element is cij = W i ⊗ s(j−w+1):j . When the sentence is divided into three
segments according to the given term pair 〈ti1 , ti2〉, ci can also be divided into
three parts {ci,1, ci,2, ci,3} correspondingly. Then, a vector pi = [pi,1, pi,2, pi,3] ∈
R

3 is obtained by the piecewise max pooling pi,j = max(ci,j) (j = 1, 2, 3).
Finally, a vector p ∈ R

3n is obtained by concatenating all pis (i = 1, 2, ..., n) to
represent the sentence.

Local Attention Mechanism. Since the sentences in each bag are obtained
through distant supervision, some sentences are invalid to prove the synonym
relation between two terms. Therefore, we apply the attention model to reduce
the impact of these invalid sentences.

Inspired by many knowledge graph embedding approaches, such as
TransE [2], the relation can be represented by the difference vector between

1 https://code.google.com/p/word2vec/.

https://code.google.com/p/word2vec/
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two entities. Thus, the synonym relation could also be represented by the two
synonym items vr = t i1 − t i2 . Consequently, if a sentence s expresses the syn-
onym relation, its embedding vector p should be similar to the vector vr, and
the sentence should have higher attention weight. We compute this intra-bag
attention weight using the following formulas:

wsi =
exp(qi)∑|S|
j=1 exp(qj)

(2)

qi = W T
a (tanh[pi; v r]) + ba

where pi is the embedding vector of sentence si ∈ S, and W a ∈ R
1×(3n+dw) and

ba are parameters.

Training with Global and Local Attentions. Given a bag of sentences
S = {s1, s2, ..., s|S|} for a term pair 〈ti1 , ti2〉, we calculate the local attention
weight ws = [ws1 , ws2 , ..., ws|S| ] for S using Formulas 2. Then, if sentence si ∈ S
matches the global context feature c(si) ∈ C, then its global attention weight
can be assigned as wc(si) using Formula 1. Therefore, the bag of sentences can
be represented by integrating the local and global attentions as follows: b =∑|S|

i=1(αwsi + (1 − α)wc(si))pi, where α is the trade-off parameter to tune the
balance between local and global attentions.

In order to predict whether two terms ti1 and ti2 are synonymous, we feed the
feature vector b into a softmax classifier. Thus, p(ti1 ≈ ti2 |S) = exp o1

exp o1+exp o2
,

and o = W sb + bs, where o ∈ R
2 is the output, W s ∈ R

2×3n and bs are
parameters.

Finally, we define the cross-entropy loss as follows.

J(θ) =
|T |∑

i=1

log p(ti1 ≈ ti2 |Si; θ)

where θ = {p1
i ,p

2
i ,W f ,W a, ba,W s, bs}. Then, we maximize J(θ) through

stochastic gradient descent over shuffled mini-batches with the Adam [14] and
the dropout strategy [12].

5 Experiments

5.1 Experimental Setup

Dataset. We evaluate SynMine and other baseline methods on a real-world
dataset which is developed from Baidu Baike2. Baidu Baike is a Chinese ency-
clopedia and contains more than 15M articles with abundant synonyms.

We collect existing synonym pairs as positive examples and randomly sam-
pled term pairs as negative examples. Then we align these pairs with articles in
2 https://baike.baidu.com/.

https://baike.baidu.com/
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Baidu Baike and obtain various bags of sentences. For evaluation, we randomly
partition them into training, validation and testing dataset. The statistics are
presented in Table 2.

Table 2. Dataset statistics

Train Validation Test

#Synonym pair 41179 2170 2039
#Sentences 262159 14728 14932
#Avg Sentences per Syn pair 6.37 6.79 7.32

Compared Methods. We select the following baseline methods to compare
with SynMine.

BMPM [32]: A matching-aggregation algorithm that applies a bilateral
multi-perspective matching method for sentence matching. We treat entities and
characters as “sentences” and “words” respectively and use a similar matching
method to estimate the similarity of term pairs.

PCNN [34]: A piecewise convolutional neural network is used to represent a
sentence, and then a bag is represented by the average of all sentence embeddings
in the bag. In our task, we only need to judge the synonym relation.

PCNN+ONE [34]: The sentence is represented by PCNN, but the bag is
represented by the most doubtless sentence.

PCNN+ATT [13]: PCNN is used as sentence encoder and an attention mech-
anism is employed to weight the sentences in the bag.

SetExpan [28]: An unsupervised approach for entity set expansion. In our
approach, we treat each term pair as an “entity” in SetExpan.

We use Precision, Recall and F1 as the evaluation metrics.

Implementation Details. In our experiments, we choose a Chinese NLP tool
HanLP3 for word segmentation, and pre-train the word embeddings on Baidu
Baike articles. Here, we set dw = 100 and dp = 5.

For PCNNs, we set the size of filters as 3 and the number of feature maps as
230. We use Adam with an initial learning rate of 0.001 to do optimization. We
also adopt the dropout strategy and set the dropout rate as 0.5. Parameter α is
set as 0.5, since it can reach the best performance.

During training, we set the iteration number as 50 and use the validation set
to select the best parameters.

5.2 Experimental Results

Effect of Global-and-Local Attention. Table 3 presents the performance of
our SynMine compared with baselines.
3 http://hanlp.com/.

http://hanlp.com/
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Table 3. The performance of different methods.

Method Precision Recall F1

BMPM 0.639 0.457 0.531
PCNN 0.901 0.654 0.758
PCNN+ONE 0.924 0.750 0.828
PCNN+ATT 0.872 0.786 0.826
SetExpand 0.868 0.753 0.806
SynMine 0.891 0.810 0.849

From Table 3, we have the following observations: (1) BMPM is inferior to other
methods on all evaluation metrics. It indicates that context features of term pairs
can provide a great deal of useful information for synonym predictions; (2) PCNN
and PCNN+ONE achieve a higher precision but a lower recall which denotes that
they tend to misclassify positive examples to negative. It shows that effective
sentence selection can alleviate the wrong label problem but only selecting one
sentence may lose lots of valuable information; (3) SynMine obtains the best
performance on Recall and F1 score, although it is a little inferior to PCNN+ONE in
Precision. This is because it integrates corpus-level statistics and local contexts,
and both of them are beneficial to sentence selection.

Figure 4 displays the aggregate precision/recall curves of all methods. We can
see that SynMine achieves the best performance. It verifies the effectiveness of
our proposed method and proves the reasonability of global-and-local attention.

We evaluate the precision of the top 100, top 200 and top 500 results in
Table 4. The results show that: (1) All methods except BMPM achieve high preci-
sion. This indicates that the surface strings of terms cannot reflect the synonym
relation well; (2) SynMine has a better ability to tolerate noises in sentences, so
it performs best in the top 500 results, because more noises would occur in the
latter results.

Influence of Hyper-parameters. The hyper-parameter α is the most impor-
tant parameter in our experiments. We calculate all the F1 scores with α from
0.0 to 1.0 to find the optimum value and the result is shown in Fig. 5. A smaller
α emphasizes global attention while a larger α emphasizes local attention. We
can clearly see from the curve that the F1 score rises first with the increment
of α, reaches a peak when α is 0.5, and then falls. It indicates that integrat-
ing both local and global attentions can tolerate more noises and achieve better
performance.
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Fig. 4. Performance comparison of
SynMine with baseline methods.
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Fig. 5. Influence of the parameter α on
the performance of synonym mining.

Table 4. The precision of the top 100, top 200, and top 500 extracted synonym pairs
upon manual evaluation.

Method Top 100 Top 200 Top 500 Average

BMPM 0.820 0.747 0.639 0.735
PCNN 1.000 0.980 0.904 0.961
PCNN+ONE 0.993 0.992 0.924 0.970
PCNN+ATT 0.997 0.987 0.909 0.964
SetExpan 0.987 0.972 0.890 0.949
SynMine 0.987 0.988 0.932 0.969

Influence of the Bag Size. To further analyze the impact of global-and-local
attention, we also evaluate the prediction results with different bag sizes, as
shown in Table 5. We can learn from the table: (1) All methods perform better
in large bags than in small bags. The reason may be that large bags contain
more sentences, which will bring more evidence for prediction, especially for the
methods that use attentions to denoise the sentences. (2) PCNN does not use
attention to denoise the sentences, so Recall decreases with larger bags, since
larger bags have more noises, which would result in false negatives. (3) The
Recall of SetExpan almost remains unchanged. This is because SetExpan uses
global statistics to denoise the sentences, so it is less influenced by the noises.
(4) PCNN+ONE, PCNN+ATT and SynMine all use attention to denoise the sentences,
so they have better performance on Recall, and the Recall increases with the
size of the bags. Because SynMine integrates both local and global attentions, it
achieves the best performance on F1 .
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Table 5. The performance of different methods with different number of sentences in
each bag (bs).

Method bs ∈ (0, 5] bs ∈ (5, 10] bs ∈ (10, 15] bs ∈ (15,∞)

P R F1 P R F1 P R F1 P R F1

PCNN 0.790 0.678 0.730 0.964 0.656 0.781 0.930 0.604 0.732 1.000 0.644 0.784

PCNN+ONE 0.874 0.653 0.747 0.906 0.726 0.806 0.937 0.800 0.863 0.986 0.867 0.923

PCNN+ATT 0.809 0.692 0.744 0.858 0.773 0.813 0.859 0.800 0.827 0.962 0.905 0.932

SetExpan 0.737 0.758 0.746 0.919 0.753 0.827 0.932 0.746 0.829 0.997 0.750 0.856

SynMine 0.809 0.755 0.781 0.886 0.785 0.832 0.933 0.808 0.866 0.978 0.903 0.939

5.3 Case Studies and Discussion

In this section, we provide some examples of synonym prediction with different
methods in Table 6, and then discuss the false-positive and false-negative errors
according to some examples shown in Tables 7 and 8.

Table 6 shows some examples of synonym prediction with SynExpan,
PCNN+ATT and SynMine. In the first case, there are obvious patterns which
indicate synonym relation in sentences, e.g. also known as. Thus, SynExpan
and SynMine both have a correct prediction. However, PCNN+ATT has a low
score for synonym relation prediction. While in the second case, because there
is a pattern ( , known as) between and

in the Sentence 1 of Case 2 in Table 6, which makes
SynExpan have a wrong prediction. Therefore, both the patterns and the context
in the sentences should be considered for prediction.

In order to better study our model, we further randomly selected 30 false
negatives and 30 false positives, and perform detailed error analysis.

The causes of false negatives can be summarized into four types as below,
and we list the typical cases in Table 7.

1. 33.3% errors are caused by a large number of noisy sentences. Distant super-
vision may bring in lots of noise, and some entity pairs almost have no valid
sentences. e.g., the semantics of and
in sentences are implicit.

2. 26.7% errors are caused by long-distance between two entities. CNN model
can not capture long-distance semantics very well. Therefore, entity pairs
with long-distance tend to be predicted as a negative example. For exam-
ple, has a distance more than ten words from

, which may dilute the semantics.
3. 23.3% errors are caused by the separation of coordinative synonym enti-

ties. It is difficult to identify the relation of two entities which have coor-
dinative relation, since there are few context between these entities. For
example, and are both the Chinese name

of sweet potato as shown in the Case 3 in Table 7, but and
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Table 6. Examples of synonym relation prediction with different methods, where
and are synonyms, while

and are not. † means correct

prediction.

Table 7. Cases of false negatives, where two terms for synonym prediction are under-
lined. In Case 3, since

and are all the Chinese name of sweet potato, so we use Pinyin to distinguish

them in sentences.

are not synonyms as shown in the Case 2 in Table 8. However,
they both have the coordinative relations.

4. 16.7% other errors.
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Table 8. Cases of false positives, where two terms for synonym prediction are under-
lined.

As for false positives, we categorize the causes into the following five types,
and several examples are listed in Table 8.

1. 50.0% errors are caused by related entity pairs. Entity pairs with
hypernym relation or causality relation are not distinguished well. e.g.,

is hypernym of , but our model
mispredicts it.

2. 20.0% errors are caused by coordinative entities as discussed for the false
negatives. This type of entity pairs often co-occurs with similar contexts,
such as and .

3. 16.7% errors are caused by a very short distance between two entities. For
instance, “ (Herbal Supplements)” is the source of “ (Hutu-

izi or Elaeagnus pungens thunb)”, so they are not synonymous. While,
in the sentence

, the entities

in parentheses are synonymous with the entities in front of them. For example,
is the common name of , so they are

synonyms.Thus, it is difficult to distinguish the relations only based on contexts
and patterns.

4. 10.0% errors are caused by incomplete entity name. Wrong entity recognition
in sentences will affect the results. For example, the first sentence of Case 2
in Table 8 shows that is synonymous with
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but not . The error is caused by
the wrong recognition of .

5. 3.3% other errors.

In order to address the issues above, we can bring in entity types to avoid false
predictions. Moreover, we will also attempt to introduce the transitive relation
of the synonyms to improve the accuracy in our future work.

6 Conclusion

In this paper, we propose a novel framework SynMine to extract synonyms from
massive raw text corpora. The framework can integrate corpus-level statistics
and local contexts in a unified way via a multi-attention mechanism. Extensive
experiments on a real-world dataset show the effectiveness of our approach.

In the future, we will explore reinforcement learning technologies [22] to fur-
ther reduce the noises in sentences, and utilize advanced pre-trained models such
as BERT [9] to improve the performance. In addition, entity type and transitive
relation of the synonyms can also be utilized in the synonym prediction. Further-
more, polysemy of words should also be considered in the synonym prediction.
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Abstract. Ontology alignment has been studied for over a decade,
and over that time many alignment systems have been developed by
researchers in order to find simple 1-to-1 equivalence alignments between
ontologies. However, finding complex alignments, i.e., alignments that are
not simple class or property equivalences, is a topic largely unexplored
but with growing significance. Currently, establishing a complex align-
ment requires domain experts to work together to manually generate
the alignment, which is extremely time-consuming and labor-intensive.
In this paper, we propose an automated method based on association
rule mining to detect not only simple alignments, but also more com-
plex alignments between ontologies. Our algorithm can also be used in
a semi-automated fashion to effectively assist users in finding potential
complex alignments which they can then validate or edit. In addition,
we evaluate the performance of our algorithm on the complex alignment
benchmark of the Ontology Alignment Evaluation Initiative (OAEI).

1 Introduction

Ontology alignment is an important step in enabling computers to query and
reason across the many linked datasets on the semantic web. This is a difficult
challenge because the ontologies underlying different linked datasets can vary in
terms of subject area coverage, level of abstraction, ontology modeling philos-
ophy, and even language. Due to the importance and difficulty of the ontology
alignment problem, it has been an active area of research for over a decade [21].

Ideally, alignment systems should be able to uncover any entity relationship
across two ontologies that can exist within a single ontology. Such relationships
have a wide range of complexity, from simple 1-to-1 equivalence, such as a Person
in one ontology being equivalent to a Human in another ontology, to arbitrary m-
to-n complex relationships, such as a Professor with a hasRank property value
of “Assistant” in one ontology being a subclass of the union of the Faculty
and TenureTrack classes in another. Unfortunately, the majority of the research
activities in the field of ontology alignment remains focused on the simplest
end of this scale – finding 1-to-1 equivalence alignments between ontologies.
Indeed, identifying arbitrarily complex alignment is known to be significantly
c© Springer Nature Switzerland AG 2020
X. Wang et al. (Eds.): JIST 2019, LNCS 12032, pp. 287–303, 2020.
https://doi.org/10.1007/978-3-030-41407-8_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41407-8_19&domain=pdf
https://doi.org/10.1007/978-3-030-41407-8_19


288 L. Zhou et al.

harder than finding 1-to-1 equivalences. In the latter case, a naive approach can
compare every entity from the source ontology against every entity in the target
ontology, which is feasible for small- and medium-sized ontologies. However, a
complex alignment can potentially involve many entities from both ontologies,
so pair-wise comparison is insufficient, and the search space become very large
even for small ontologies. It is indeed very difficult for either a human expert or
an automated system to evaluate all possible combinations [2,19].

In this paper, we propose a complex alignment algorithm based on asso-
ciation rule mining. Our algorithm automatically discovers potential complex
correspondences which can then be presented to human experts in order to
effectively generate complex alignment between two ontologies with populated
common instance data. We evaluate the performance of our system on one of the
benchmarks from the complex alignment track of the OAEI 2018,1 the GeoLink
benchmark, which contains around 74k instances from real-world datasets. Sig-
nificant instance data, which is required for the association rule mining approach,
is not available for the remaining benchmarks.2 The main contributions of this
paper are the following:

– The association rule-based algorithm automatically detects not only 1-to-1
equivalences, but also more complex alignment between two ontologies.

– A detailed analysis of the results provides a good understanding of the efficacy
of this approach and identifies further directions for advancement.

There is a side contribution when we analyze the results, which is that our
algorithm shows that shared instance data between two ontologies can be a
good resource to improve the performance of ontology alignment.

The rest of the paper is organized as follows. Section 2 discusses related work
in ontology alignment using association rule mining and instance data and com-
plex ontology alignment, including existing alignment algorithms and relevant
benchmarks. Section 3 gives background on the FP-growth association rule min-
ing algorithm. Section 4 illustrates the association rule-based alignment algo-
rithm in detail, along with the alignment patterns used to generate the alignment
between ontologies. The analysis of the performance of the system is discussed
in Sect. 5. Section 6 concludes with a discussion of potential future work in this
area.

2 Related Work

Association rule mining has already been used for finding 1:1 simple alignments.
AROMA [4] is a hybrid, extensional and asymmetric ontology alignment method
that makes use of association rules and a statistical measure. It relies on the idea
that “An entity A will be more specific than or equivalent to an entity B if the
vocabulary used to describe A and its instances tends to be included in that of B

1 http://oaei.ontologymatching.org/2018/complex/index.html.
2 It might be available for OAEI 2019.

http://oaei.ontologymatching.org/2018/complex/index.html


Towards Association Rule-Based Complex Ontology Alignment 289

and its instances.” In addition, association rule mining is also used in discovering
rules in ontological knowledge bases [10] and logical linked data compression [15].

There are also some instance-based ontology alignment systems that utilize
Abox information to generate 1:1 simple alignments between ontologies. GLUE
[6] uses joint probability distributions to describe the similarity of concepts in
two ontologies. For example, p(A,B) is the probability that an instance in the
domain belongs to both concept A and concept B. And then, if the instances of
concept A and concept B are in isolation, GLUE uses the instances of A to learn
a classifier for A, and then classifies instances of B according to that classifier,
and vice-versa. FCA MERGE also utilizes common instances between ontologies
[22]. FCA MERGE extracts instances from a given set of domain-specific text
documents by applying nature language processing techniques. Based on the
extracted instances, FCA MERGE applies mathematical techniques to derive a
lattice of concepts as a structural result of FCA MERGE. More instance-based
alignment systems have been discussed in the survey [26].

There are some related studies on creating algorithms to find complex align-
ment between ontologies. Early work on generating complex alignment is [19,20].
Therein, three complex alignment patterns were described, which are Class by
Attribute Type (CAT), Class by Attribute Value (CAV), and Property Chain
(PC). Based on these patterns, the authors generated complex alignments on
the Conference and Benchmark datasets from the OAEI. [13] identified com-
plex alignments by defining knowledge rules and using a probabilistic framework
to integrate a knowledge-based strategy with standard terminology-based and
structure-based strategies. More recent related work is currently being under-
taken by Thieblin et al. [24]. They propose a complex alignment approach that
relies on the notion of Competency Question for Alignment (CQA). The app-
roach translates a CQA into a SPARQL query and extracts a set of instance
data from the source ontology. Then the matching is performed by finding the
lexically similar surroundings between the set of instance data and the instances
in the target ontology. This approach resulted in the CANARD system [23].
However, the current version of the system is limited to finding complex corre-
spondences that only involve classes. More complex correspondences containing
properties are still not taken into account [23]. Another alignment system that
works on the detection of the complex alignment is the complex version of Agree-
mentMakerLight (AMLC) [9]. This system focuses on the complex Conference
benchmark to find alignments that follow the CAT and CAV patterns.

In OAEI 2018, the first version of the complex alignment track [25] opened
new perspectives in the field of ontology matching. It comprised four different
benchmarks containing complex relations. However, the results from the first
year were rather poor. Only 2 out of 15 systems, AMLC and CANARD, were
able to generate any correct complex correspondences on the complex Conference
and Taxon benchmarks, and the correct number of mappings found was quite
limited. The very limited performance of the two systems of course shows avenues
for improvement in the future. More details of evaluations and results can be
accessed on the OAEI 2018 website.3

3 http://oaei.ontologymatching.org/2018/complex/index.html.
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Our algorithm differs from the above methods in several aspects. First,
[9,13,19] focus on computing lexical or terminological similarity to decide on
complex alignments, while our system takes advantage of instance data to gener-
ate association rules between ontologies. While the CANARD system also relies
on the instance data, we use it in completely different ways. In addition, the
current version of CANARD is limited to finding complex correspondences that
involve only classes, while our algorithm does not have this limitation. Second,
our evaluation of results is more detailed, in order to provide insight into how
to improve the performance of complex alignment algorithms. Specifically, we
break the evaluation process down into two subtasks: entity identification and
relationship identification. We utilize a variation of traditional evaluation met-
rics called relaxed precision, recall, and f-measure [7] to present the final results
of the full complex alignment.

3 Background

In order to help the reader understand how we apply association rule mining
and the FP-growth algorithm on the ontology alignment task, we introduce here
some concepts that we frequently mention in the rest of the paper.

Association Rule Mining. Our alignment system mainly depends on a data
mining algorithm called association rule mining, which is a rule-based machine
learning method for discovering interesting relations between variables in large
databases [17]. Over the years, association rule mining has played an important
role in many data mining tasks, such as market basket analysis, web usage
mining, and bioinformatics. Many algorithms for generating association rules
have been proposed, like Apriori [1] and FP-growth algorithm [11]. In this paper,
we use FP-growth to generate association rules between ontologies, since the
FP-growth algorithm has been proven superior to other algorithms [11] and will
improve the algorithm in terms of run-time.

Transaction Database. Let I = {i1, i2, . . . , in} be a set of distinct attributes
called items. Let D = {t1, t2, . . . , tm} be a set of transactions where each trans-
action in D has a unique transaction ID and contains a subset of the items
in I. Table 1 shows a list of transactions corresponding to a list of triples. The
data in an ontology can be displayed as a set of triples, each consisting of sub-
ject, predicate, and object. Here, subjects represent the identifiers and the set
of corresponding properties with the objects represent transactions, which are
separated by the symbol “|”. I.e., a transaction is a set T = (s, Z) such that s
is a subject, and each member of Z is a pair (p, o) of a property and an object
such that (s, p, o) is a triple.

FP-growth. The FP stands for frequent pattern. The FP-growth algorithm is
run on the transaction database in order to determine which combinations of
items co-occur frequently. The algorithm first counts the number of occurrences
of all individual items in the database. Next, it builds an FP-tree structure by
inserting these instances. Items in each instance are sorted by descending order
of their frequency in the dataset, so that the tree can be processed quickly. Items



Towards Association Rule-Based Complex Ontology Alignment 291

Table 1. Triples and corresponding
transactions

s1 p1 o1
s1 p2 o2
s1 p4 o4
s2 p1 o1
s2 p2 o2
s2 p3 o3
s2 p4 o4
s3 p1 o1
s3 p2 o2

TID Itemsets

s1 p1|o1, p2|o2, p4|o4
s2 p1|o1, p2|o2, p3|o3, p4|o4
s3 p1|o1, p2|o2

Table 2. Examples of association rules

Antecedent Consequent

p4|o4, p1|o1 p2|o2
p2|o2 p1|o1
p4|o4 p1|o1

in each instance that do not meet the predefined thresholds, such as minimum
support and minimum confidence (see below for these terms), are discarded.
Once all large itemsets have been found, the association rule creation begins.

Association Rule. Every association rule is composed of two sides. The left-
hand-side is called the antecedent, and the right-hand-side is the consequent.
These rules indicate that whenever the antecedent is present, the consequent is
likely to be as well. Table 2 shows some examples of association rules generated
from the transaction database in Table 1.

Support. Support indicates how frequently an itemset appears in the dataset.
The FP-growth algorithm finds the frequent itemsets from the dataset based on
the minimum support threshold. In our alignment system, the minimum support
value is examined and set to 0.001 to guarantee the best performance.

Confidence. Confidence is an indication of how often an association rule has
been found to be true, i.e. how often the presence of the antecedent is associated
with the presence of the consequent. The minimum confidence can be tuned to
find relatively accurate rules. In this paper, we use the minimum confidence of
0.3 as default value. And we tune the value to 1 when we mine the association
rules that may contain complex relations, because our algorithm would focus on
precision-oriented results.

Lift. Lift is the ratio of the observed support to that expected if the antecedent
and consequent were independent. If the lift is greater than 1, it means that the
two items are dependent on one another, which indicates that the association rule
useful. In our approach, lift is used to choose between otherwise equal options
when detecting simple mappings. When the confidence values of two association
rules are the same, the one with higher lift value is selected as the basis for the
mapping.

4 Association Rule-Based Alignment Algorithm

In this section, we introduce the proposed ontology alignment algorithm based
on association rule mining in detail. Figure 1 illustrates the overview of our
proposed algorithm.
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Fig. 1. Overview of the proposed alignment algorithm

4.1 Data Preparation

We first extract all triples 〈Subject, Predicate, Object〉 from the source and
target ontologies. Each item in a triple is expressed as a web URI. After collecting
all of the triples, we prepare the data as follows: we only keep the triples that
contain at least one entity under the source or the target ontology namespace
and also the triples that contain rdf:type information, since our algorithm relies
on this information. After this, there are still some triples containing less useful
information for association rule mining, which follow this format: x rdf:type
owl:NamedIndividual. This triple is not very informative except stating the subject
x is an individual. But, it frequently occurs in the dataset and may lead to
noises when applying the FP-growth algorithm, since the frequency of occurrence
impacts the results of FP-growth. So, we filter out such noise from the dataset
as well.

After this filtering process, we generate the transaction database for the FP-
growth algorithm based on all of the remaining triples. The subjects serve as the
transaction IDs, and the predicates with the objects separated by the symbol “|”
are the items for each transaction. Then we replace the object in the triples with
its rdf:type,4 because we focus on generating schema-level (rather than instance-
level) mapping rules between two ontologies, and the type information of the
object is more meaningful than the original URI. If an object in a triple has
rdf:type of a class in the ontology, we replace the URI of the object with its
class. If the object is a data value, the URI of the object is replaced with the
datatype. If the object already is a class in the ontology, it remains unchanged.
Tables 3 and 4 show some examples of the conversion.

4.2 Association Rule and Alignment Generation

We run the FP-growth algorithm on the transaction database and generate a
set of association rules. Since we are trying to find the mappings between two
ontologies, we focus on mining the rules whose antecedent only contains entities

4 Our evaluation data has only single type. If there are multiple types of the object, it
can also combine the subject and predicate as additional information to determine
the correct type, or keep both types as two triples.
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Table 3. Original transaction database

TID Itemsets

x1 gbo:hasAward|y1, gmo:fundedBy|y2
x2 gbo:hasFullName|y3, gmo:hasPersonName|y4
x3 rdf:type|gbo:Cruise, rdf:type|gmo:Cruise

Table 4. Typed transaction database

TID Itemsets

x1 gbo:hasAward|gbo:Award, gmo:fundedBy|gmo:FundingAward

x2 gbo:hasFullName|xsd:string, gmo:hasPersonName|gmo:PersonName

x3 rdf:type|gbo:Cruise, rdf:type|gmo:Cruise

from the source ontology and whose consequent only contains entities from the
target ontology. The association rules tell us which source entities are related to
which target entities, but they do not give us information on how those entities
are related. In order to determine this, we analyze the output of the association
rule mining step in light of the common alignment patterns introduced in [19,
27]. In the following, we introduce how we leverage these alignment patterns
to filter the association rules and generate the corresponding alignment. The
following examples that we use in this paper are from the GeoLink benchmark
[27]. gbo: is the prefix of the namespace of the GeoLink Base Ontology (GBO),
and gmo: is the prefix of the namespace of the GeoLink Modular Ontology
(GMO). The alignment between the two ontologies contains both simple and
complex correspondences. To deal with the redundancy of generated association
rules, we always keep the simpler rule as the result. For example, there are two
association rules generated by our system. Cruise in the GBO is equivalent to
the domain of fundedBy with it range of FundingAward in the GMO. And Cruise
in the GBO is also equivalent to Cruise in the GMO, which is the domain of
fundedBy. Therefore, the two mapping rules are semantically equivalent. And we
only keep the second rule which is the simpler one as our result.

Simple Alignment. Simple alignment is a set of simple correspondences that
refer to basic 1-to-1 simple mappings between two ontologies, in which the enti-
ties involved may be either classes or properties.

1:1 Class Alignment. The first pattern is simple 1-to-1 class relationships.
Classes C1 and C2 are from ontology O1 and ontology O2, respectively. So,
we target the association rules with the following format:

Association Rule format: rdf:type|C1 → rdf:type|C2

Example: rdf:type|gbo:Award → rdf:type|gmo:FundingAward
Generated Alignment: gbo:Award(x) → gmo:FundingAward(x)



294 L. Zhou et al.

The left and right hand side of the arrow represent the antecedent and conse-
quent in the association rules, respectively. In the example, the association rule
implies that if an individual x has rdf:type of gbo:Award, then x also has rdf:type of
gmo:FundingAward. This means that gbo:Award is a subclass of gmo:FundingAward.
If there is another association rule containing the reverse information, which means
that gmo:FundingAward is also a subclass of gbo:Award then we can generate an
alignment based on the two association rules stating that gbo:Award is equivalent
to gmo:FundingAward. This method of choosing between subsumption and equiva-
lence relationships is used for all of the following types of correspondences as well.

1:1 Property Alignment. This pattern captures simple 1-to-1 property mappings.
The property can be either an object property or a data property.

(1) Object Property Alignment. Since we have the information of the type of the
object in the association rule, we can use the type information to filter the
mapping candidates. When we align two object properties, the range types
of the properties are usually either equivalent to each other or compatible
(because they are in a subclass or superclass relationship). In this paper, our
algorithm is precision-oriented. Therefore, we require the object properties
in the two ontologies to have equivalent (rather than compatible) ranges in
order to be considered equivalent. Range equivalence is determined through
the results of the simple class alignment introduced above. Object Property
op1 with its range type t1 and object property op2 with its range type t2
are from ontology O1 and ontology O2, respectively. In order to find this
alignment, we select the association rules with the following format:

Association Rule format: op1|t1 → op2|t2
Example: gbo:hasAward|gbo:Award → gmo:fundedBy|gmo:FundingAward
Generated Alignment: gbo:hasAward(x, y) → gmo:fundedBy(x, y)

We know from the results of the simple class alignment that gbo:Award is
equivalent to gmo:FundingAward. This association rule says that gbo:hasAward is
subsumed by gmo:fundedBy. If there is another association rule containing the
reverse relationship, we can generate the mapping that gbo:hasAward is equiva-
lent to gmo:fundedBy.

(2) Data Property Alignment. Similar to aligning object properties, when align-
ing two data properties, the range values of the two properties should be of a
compatible datatype. In this paper, we only investigate equivalent datatypes.
Data Property dp1 with its range value t1 and property dp2 with its range
value t2 are from ontology O1 and ontology O2, respectively.

Association Rule format: dp1|t1 → dp2|t2
Example:

gbo:hasIdentifierValue|xsd:string → gmo:hasIdentifierValue|xsd:string
Generated Alignment:

gbo:hasIdentifierValue(x, y) → gmo:hasIdentifierValue(x, y)
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(3) Data/Object to Object/Data Property Alignment. It is possible that two
ontologists may model the same property differently – e.g., there is an exam-
ple in the OAEI GeoLink complex alignment benchmark [27]. The entity
hasIdentifierScheme is modeled as an object property in the GBO with a
range of class IdentifierScheme. But, this entity is modeled as a data property
in the GMO with a range of the string datatype. In this case, we calculate
the Levenshtein string similarity between the labels of the two properties
and keep the pairs within a predefined threshold (0.9 is examined to get the
best performance). The association rule should have the following format:

Association Rule format: op1/dp1|t1 → dp2/op2|t2
Example:

gbo:hasIdentifierScheme|gbo:IdentifierScheme →
gmo:hasIdentifierScheme|xsd:string

Generated Alignment:
gbo:hasIdentifierScheme(x, y) → gmo:hasIdentifierScheme(x, y)

Complex Alignment. Complex alignment is a set of Complex correspondences
that refer to more complex patterns, such as 1-to-n equivalence, 1-to-n subsump-
tion, m-to-n equivalence, m-to-n subsumption, and m-to-n arbitrary relationship.

1:n Class Alignment. This type of pattern was first introduced in [19]. It contains
two different patterns: the Class by Attribute Type pattern (CAT) and the Class
by Attribute Value pattern (CAV). In addition, [27] introduced another pattern
called Class Typecasting.

(4) Class by Attribute Type. This pattern states that a class in the source
ontology is in some relationship to a complex construction in the target
ontology. This complex construction may comprise an object property and
its range type. Class C1 is from ontology O1, and object property op1 and
its range type t1 are from ontology O2.

Association Rule format: rdf:type|C1 → op1|t1
Example: rdf:type|gbo:PortCall → gmo:atPort|gmo:Place
Generated Alignment: gbo:PortCall(x) → gmo:atPort(x, y) ∧ gmo:Place(y)

In this example, this association rule implies that if the subject x is an
individual of class gbo:PortCall, then x is subsumed by the domain of gmo:atPort
with the range type of gmo:Place. The equivalence relationship can be generated
by combining another association rule holding the reverse information.

(5) Class by Attribute Value. This pattern is similar to the previous one. It just
replaces the object property with a data property. Class C1 is from ontology
O1, and data property dp1 and its datatype of the range value t1 are from
ontology O2.

Association Rule format: rdf:type|C1 → dp1|t1
Example: rdf:type|gbo:Identifier → gmo:hasIdentifierScheme|xsd:string
Generated Alignment: gbo:Identifier(x) → gmo:hasIdentifierScheme(x, y)
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(6) Class Typecasting. This pattern indicates that an individual x of type C1

in one ontology O1 is cast into a subclass of C2 in the other ontology O2.
Association Rule format: rdf:type|C1 → rdfs:subClassOf|C2

Example: gbo:PlaceType → rdfs:subClassOf|gmo:Place
Generated Alignment: gbo:PlaceType → rdfs:subClassOf(x, gmo:Place)

1:n Property Alignment. This pattern represents a Property Typecasting rela-
tionship that is defined in [27].

(7) 1:n Property Typecasting. This pattern is similar in spirit to the Class Type-
casting patterns mentioned above. However, in this case, a property from
one ontology is cast into a class assignment statement in the other ontology.

Association Rule format: p1|t1 → rdf:type|C2

Example: gbo:hasPlaceType|gbo:PlaceType → rdf:type|gmo:Place
Generated Alignment:

gbo:hasPlaceType(x, y) ∧ gbo:PlaceType(y) → gmo:Place(x)

m:n Complex Alignment. This group contains the most complex correspon-
dences.

(8) m:n Property Chain. This pattern applies, for example, when a property,
together with type restrictions on one or both of its fillers, in one ontology,
has been used to “flatten” the structure of the other ontology by short-
cutting a property chain in that ontology. The pattern also ensures that
the types of the property fillers involved in the property chain are typed
appropriately in the other ontology. The class C1 and property r1 with its
range restriction t1 are from ontology O1, and classes Bi and properties pi
with its range restriction di are from ontology O2.

Association Rule format:
rdf:type|C1, r1|t1 → rdf:type|B1, p1|d1, . . . , rdf:type|Bi, pi|di

Example:
gbo:Award, gbo:hasSponsor|gbo:Organization

→ rdf:type|gmo:FundingAward,
gmo:providesAgentRole|gmo:SponsorRole,
gmo:performedBy|gmo:Organization

Generated Alignment:

gbo:Award(x) ∧ gbo:hasSponsor(x, z) ∧ gbo:Organization(z)
→ rdf:type|gmo:FundingAward(x)∧

gmo:providesAgentRole(x, y) ∧ gmo:SponsorRole(y)∧
gmo:performedBy(y, z) ∧ gmo:Organization(z)

In this example, the association rule implies that in the GBO, the prop-
erty gbo:hasSponsor with the domain type of gbo:Award and the range type of
gbo:Organization has been used to “flatten” the complex structure in the GMO
by short-cutting a property chain. Note that in this pattern, C1 and any of the
Bi may be omitted (in which case they are essentially �).
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5 Evaluation

In this section, we show the experimental results of our proposed alignment
algorithm on the OAEI GeoLink benchmark and analyze the results in detail.
The GeoLink benchmark [27] is composed of two ontologies in the geosciences
domain. These two ontologies are both populated with 100% shared instance
data collected from the real-world GeoLink knowledge base [3], in order to help
the evaluation of alignment algorithms depending on instance data.5 The subset
used for this study contains around 74k triples, which is suitable for applying
association rule mining.

We originally planned to compare the performance of our system against
pattern based system in [19], CANARD, and AMLC. However, the GeoLink
benchmark is a property-oriented dataset which involves many object or data
properties in the complex correspondences. As we discussed in Sect. 2, CANARD
is currently limited to finding complex mappings that only involve classes. Even
though pattern based system in [19] can generate property-based complex corre-
spondences, like property chains, there are several rules that the system follows
that largely limit its results, and it ends without finding any complex alignment
on the GeoLink ontology pair. AMLC currently only works for the complex
Conference benchmark [2,9]. Therefore, there are no complex alignment sys-
tems against which we could compare the performance of our system. So in this
paper we are limited to reporting the performance of our system against the
reference alignment when it comes to the identification of complex alignment.
Performance on the identification of simple alignment is compared against that
of systems that participated in the OAEI 2018.

Because the systems we compare against are only capable of identifying sim-
ple correspondences, we present the results on the simple and complex portions
of the overall alignment separately.6 For simple correspondences, we use the tra-
ditional precision, recall and F-measure metrics, in order to compare against
other simple alignment systems. However, in order to provide more insight into
the underlying nature of the performance on complex correspondences, we take
a slightly different approach. Semantic precision and recall, which compare cor-
respondences based on their semantic meaning rather than their syntactic repre-
sentation [8]. This is done by applying a reasoner to determine when one mapping
is logically equivalent to another. Even though the semantic approaches solve
an important problem for evaluating alignments with complex correspondences,
they still have several limitations. One is that the reasoning takes a significant
amount of time, particularly for large ontologies. Furthermore, such reasoning is
not possible if the merged ontology is not in OWL DL. The GeoLink benchmark
is one example of this case, since there are many correspondences involving an
object property on one side and a data property on another side, which is not

5 https://doi.org/10.6084/m9.figshare.5907172.
6 We are aware that this may not be the most general way to evaluate complex align-

ments, but the community does not yet have any guidelines or tangible results which
could be used. And solving the evaluation problem is out of scope of this paper.

https://doi.org/10.6084/m9.figshare.5907172
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Table 5. The performance comparison of matchers on the simple alignment

Matcher # of 1:1 Class

Equiv.

# of 1:1 Class

Subsum.

# of 1:1

Property Equiv.

Precision Recall F-measure

Reference alignment 10 2 7 - - -

Our results 10 0 5 0.94 0.79 0.86

CANARD [18] 9 0 3 0.67 0.63 0.64

DOME [12] 9 0 4 0.41 0.68 0.51

LogMap [14] 9 0 1 0.77 0.53 0.63

LogMapKG [14] 9 0 1 0.77 0.53 0.63

LogMapLt [14] 9 0 5 0.63 0.73 0.68

POMAP++ [16] 9 0 0 0.89 0.47 0.62

XMap [5] 9 0 0 0.39 0.47 0.43

permissible in OWL DL. Instead, we utilize relaxed precision and recall [7]. More
specifically, a correspondence consists of two aspects: the entities involved, and
the relationship between them (e.g. equivalence, subsumption, disjunction). In
order to assess performance on both of these aspects, we evaluate them sepa-
rately. This roughly corresponds to the first and second subtasks described for
some of the test sets within the complex track of the OAEI.7 However, the types
of relationships we consider are limited to equivalence and subsumption rather
than the arbitrary OWL constructs considered there.

5.1 Simple Alignment Evaluation

In the GeoLink benchmark, there are 19 simple mappings, including 10 class
equivalences, 2 class subsumptions, and 7 property equivalences. Table 5 shows
the simple mapping comparison between our algorithm and the matchers that
participated in the OAEI 2018. We list the numbers of correctly identified map-
pings for each matcher and calculate the precision, recall, and f-measure. The
confidence value for picking association rules is set to 0.3, since we find it gen-
erates the best performance for simple alignments.

Based on the results, our algorithm outperforms other systems on finding the
simple mappings in this benchmark. We can argue that leveraging the instance
data is a contributing factor, since our algorithm takes advantages of the instance
data, while the other alignment systems do not use it. In addition, most tradi-
tional alignment systems focus on accurate detection only of 1:1 class equiva-
lences, which limits their performance on this benchmark. The only 1:1 class
equivalence that other alignment systems do not find, but our algorithm does,
is gbo:Award(x) ↔ gmo:FundingAward(x). This may also own to the populated
instance data. The reason that our algorithm does not achieve 100% precision
is that we mistakenly identify that gbo:PortCall is equivalent to gmo:Fix. The
correct relationship should be subsumption. This relation can be easily refined
by a semi-automated approach in the future.

7 http://oaei.ontologymatching.org/2018/complex/index.html#hydrography.

http://oaei.ontologymatching.org/2018/complex/index.html#hydrography
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Table 6. Similarity for relationship identification

Found relation Correct relation Similarity Comment

= = 1 Correct relation

⊂ ⊂ 1 Correct relation

⊃ ⊃ 1 Correct relation

⊂ = 0.8 Return less information, but correct

= ⊃ 0.8 Return less information, but correct

⊃ = 0.6 Return more information, but incorrect

= ⊂ 0.6 Return more information, but incorrect

⊂ ⊃ 0.3 Incorrect relation

⊃ ⊂ 0.3 Incorrect relation

5.2 Complex Alignment Evaluation

We set the confidence threshold to 1 when running the association rule mining
algorithm in order to generate the results described in this section. This is a
precision-oriented approach. However, these values can be tuned to fulfill various
purposes of alignment systems.

As mentioned previously, in order to assess the quality of a mapping, there
are two dimensions that we can look into. First, we can evaluate if the map-
ping contains the correct entities that should be involved based on the reference
alignment. Another dimension is the relationship between the entities, like equiv-
alence and subsumption. Based on this, we break the evaluation procedure down
into two subtasks.

(1) Entity Identification: For each entity in the source ontology, the alignment
systems will be asked to list all of the entities that are related in some way in
the target ontology. For example, referring to the example we used above,

Award(x) ∧ hasSponsor(x, z) ↔ FundingAward(x) ∧ providesAgentRole(x, y)
∧SponsorRole(y) ∧ performedBy(y, z),

the expected output from an alignment system is that hasSponsor in the GBO is
related to FundingAward, providesAgentRole, SponsorRole and performedBy
in the GMO and Award in the GBO. Based on the two lists of entities from
the reference alignment and the matcher, precision, recall, and f-measure can be
calculated.

(2) Relationship Identification: In terms of the example above, an align-
ment system needs to eventually determine that the relationship between the
two sides is equivalence. Based on our algorithm, if there is only one association
rule holding the information, we consider the relationship to be subsumption. If
there are two association rules containing the information for both directions,
an equivalence relationship is generated. At this stage, we do not further assess
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Table 7. Comparative performance of generating complex alignment

Matcher 1:n Property subsum. m:n Complex equiv. m:n Complex subsum.

Reference alignment 5 26 17

Our algorithm 3 15 7

Relaxed Precision 0.60 0.90 0.53

Relaxed Recall 0.36 0.36 0.16

Relaxed F-measure 0.45 0.51 0.24

other complex relationships. Table 6 shows the different similarities for differ-
ent situations. We slightly penalize differently for the situations in finding less
information, but all the information returned is correct, and finding more infor-
mation, but part of the information is incorrect. We do not penalize the incorrect
relationship by giving a ZERO value because that would completely neglect the
entity identification outputs without considering whether it is a reasonable result
or a completely incorrect one. In order to generate the final results, we multiply
the results from the entity identification by the penalty of the relations.8 The
formulas for computing the final results are as follows:

Relaxed precision = Precision entity × Relation similarity
Relaxed recall = Recall entity × Relation similarity
Relaxed f-measure = F-measure entity × Relation similarity

Table 7 shows the results of our algorithm. In total there are 48 complex
mappings in the reference alignment. For 1:n property subsumption, our algo-
rithm finds 3 mappings that fall into this category. For example, we find that the
domain of gbo:hasSampleType is equivalent to gmo:PhysicalSample. However, the
correct relationship should be subsumption. So, the final result should be penal-
ized based on Table 6. For m:n complex equivalence, since our default confidence
value for complex alignment is 1, the alignment that we found may miss some
entities that should exist in the alignment. For example, referring to the exam-
ple we use in the entity identification, the expected output from the alignment
system is that the property hasSponsor in the GBO is related to FundingAward,
providesAgentRole, SponsorRole, performedBy in the GMO and Award in the GBO.
However, our algorithm misses one entity which is performedBy in the GMO.
Errors such as this may of course be easily corrected by human interaction. For
m:n complex subsumption, our algorithm does not generate the correct relation-
ships for all the mappings we found. However, overall, our association rule-based
algorithm can effectively come up with rather high quality simple and complex
alignment automatically.9

8 To be accurate, it could also have been better aggregated with other aggregation
functions rather than multiplication [7]. But we would not focus on this question in
this paper.

9 All the data and alignment that we use and generate can be accessed via the link
http://tiny.cc/rojy4y. We utilize the Apache Spark frequent pattern mining library
to generate association rules.

http://tiny.cc/rojy4y
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6 Conclusion

Complex ontology alignment has been discussed for a long time, but relatively
little work has been done to advance the state of the art in this field. In this
paper, we proposed a complex ontology alignment algorithm based on association
rule mining. Our algorithm takes advantage of instance data to mine frequent
patterns, which show us which entities in one ontology are related to which
entities in the other. Then we apply common simple and complex patterns to
arrange these related entities into the formal alignment. We evaluated our system
on the complex alignment benchmark from the OAEI and analyzed the results
in detail to provide a better understanding of the challenges related to complex
ontology alignment research.

There are still some limitations of our algorithm. First, our system relies
on instance data for mining the association rules, which is not available for
all ontology pairs. However, this could possibly be resolved with automated
instance data generation to populate common instances into the ontologies or
instance matching techniques. Second, we incorporate some common patterns
that have been widely accepted in the ontology alignment community in this
paper. This could be another limitation, since the set of mapping patterns in our
system is likely not comprehensive. However, our algorithm is extensible, more
patterns can be easily added in the future as the need arises. Third, it is possible
that there are situations that the association rule would fail in term of finding
simple property alignment. For example, if there are two properties livesIn and
bornIn in source and target ontologies respectively, and the association rules
would say if livesIn|Place, then bornIn|Place if they occur frequently. livesIn and
bornIn would be considered as equivalent. In this case, there are many different
methods that could be applied to improve the performance, like using lexical-
based comparison or utilizing external knowledge base to annotate these entities.
Fourth, we are collaborating with other benchmark and system developers to
enable the comparison and prepare our alignment system to participate in the
complex alignment track of the OAEI.
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Abstract. The wide adoption of increasingly cheap and computation-
ally powerful single-board computers, has triggered the emergence of new
paradigms for collaborative data processing among IoT devices. Moti-
vated by the billions of ARM chips having been shipped as IoT gateways
so far, our paper proposes a novel continuous federation approach that
uses RDF Stream Processing (RSP) engines as autonomous processing
agents. These agents can coordinate their resources to distribute pro-
cessing pipelines by delegating partial workloads to their peers via sub-
scribing continuous queries. Our empirical study in “cooperative sens-
ing” scenarios with resourceful experiments on a cluster of Raspberry Pi
nodes shows that the scalability can be significantly improved by adding
more autonomous agents to a network of edge devices on demand. The
findings open several new interesting follow-up research challenges in
enabling semantic interoperability for the edge computing paradigm.

Keywords: Autonomous systems · Stream processing · Cooperative
sensing · Query federation

1 Introduction

Over the last few years, Semantic Web technologies have provided promising
solutions for achieving semantic interoperability in the IoT (Internet of Things)
domain. Ranging from ontologies for describing streams and devices [10,11],
to continuous query processors and stream reasoning agents [8], these efforts
constitute important milestones towards the integration of heterogeneous IoT
platforms and applications. While these different technologies enable the pub-
lication of streams using semantic technologies (e.g., RDF streams), and the
querying of streaming data over ontological representations, most of them tend
to centralise the processing, relegating interactions among IoT devices simply
to data transmission. This approach may be convenient in certain scenarios
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where the streams, typically time-annotated RDF data, are integrated following
a top-down approach, for instance using cloud-based solutions for RDF Stream
Processing (RSP). However, in the context of IoT, decentralised integration
paradigms fit better with the distributed nature of autonomous deployments
of smart devices [22]. Moreover, moving the computation closer to the edge net-
works, such as sensor nodes or IoT gateways, will not only create more chances
to improve performance and to reduce network overhead/bottlenecks, but also to
enable flexible and continuous integration of new IoT devices/data sources [19].

Thanks to recent developments in the design of embedded devices, e.g.,
ARM boards [23], single board computers are getting cheaper and smaller while
increasing their computational power. For example, a Raspberry computer costs
less than 40 EUR and its size is just roughly as big as the size of a credit card.
Despite the size, they are powerful enough to run a fully-functioning Linux dis-
tribution that provides both operational and deployment advantages. On the
one hand, they are both power efficient and cost-effective, while computation-
ally powerful. On the other hand, their small sizes make it easier to embed or
bundle them with other IoT devices (e.g., sensors and actuators) as a processing
gateway interfacing with outer networks, called edge devices.

RDF Stream Processing (RSP) [21] extends the RDF data model, enabling
to capture and to process heterogeneous streaming sensor sources under a uni-
fied data model. An RSP engine usually supports a continuous query language
based on SPARQL, e.g. C-SPARQL [3] and CQELS-QL [15]. Hence, an edge
device equipped with an RSP engine could play the role of an autonomous data
processing gateway. Such an autonomous gateway can coordinate the actions
with other peers connected to it to execute a data processing pipe in a collab-
orative fashion. However, to the best of our knowledge, there has not been any
in-depth study on how such a decentralised processing paradigm would work
with edge devices. In particular, an edge device has 10–100 times less resources
than those of a PC counter-part which is originally the expected execution set-
ting for an RSP engine. Hence, this raises two main questions: how feasible would
it be to enable such a paradigm for edge devices, and how it would affect the
performance and scalability. Putting our motivation in the context of 100 billion
ARM chips that have been shipped so far [4], enabling computational and pro-
cessing autonomy along with semantic interoperability will have a huge impact
even for a small fraction of this number of devices (e.g. 0.1% would account for
100s millions devices).

To this end, this paper investigates how to realise this edge computing
paradigm by extending an RSP engine (i.e., CQELS) as a continuous query feder-
ation engine to enable a decentralised computation architecture for edge devices.
A prototype engine was implemented to empirically study the performance and
scalability aspects on “cooperative sensing” scenarios. Our experiment results
on a realistic setup with the biggest network of its kind in Sect. 4 show that our
federation engine can considerably scale the processing throughput of a network
of edge devices by adding more nodes on demand. We believe this is the largest
experiment setup of its kind so far. The main contributions of the paper are
summarised below:
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1. We propose a novel federation mechanism based on autonomous RSP Engines
and distributed continuous queries.

2. We present technical details on how to realise such a federation mechanism
by integrating an RSP engine and an RDF Store for edge devices.

3. We carry out an empirical study on performance and scalability on “cooper-
ative sensing” that leads to various quantitative findings and then opens up
several interesting follow-up research challenges.

The paper is outlined as follows. The next section presents our approach on
continuous federation based on autonomous RSP. Section 3 describes the imple-
mentation details of our federated RSP engine for edge devices. The setup and
results of the experiments is reported in Sect. 4. We summarise related work in
Sects. 5 and 6 concludes the paper.

2 Continuous Federation with Autonomous RSP

2.1 Preliminaries: RDF Stream Processing with CQELS-QL

CQELS-QL is a continuous query language for RSP that extends SPARQL 1.1
with sliding windows [15]. As an example, the CQELS-QL query below continu-
ously provides the “updates for the locations of 10 weather stations which have
reported the highest temperatures in the last 5 min”. This query then is also
used as Query Q3 in the experiments of Sect. 4.

1 SELECT ?sensor ?maxTemp ?lat ?lon
2 SELECT {
3 {SELECT ?sensor (MAX(?temp) as ?maxTemp)
4 STREAM ?streamURI [RANGE 5m ON sosa:resultTime] {
5 ?observation sosa:hasSimpleResult ?temp.
6 ?sensor rdf:type <TempSensor>; made:Observation ?observation.}
7 GROUP BY ?sensor}
8 ?streamURI prov:wasGeneratedBy ?sensor. ?sensor sosa:isHostedBy ?station.
9 ?station wgs84:Point ?loc. ?loc wgs84:lat ?lat; wgs84:lon ?lon.}

10 ORDER BY ?maxTemp
11 LIMIT 10

Listing 1. Query Q3 in CQELS-QL (prefixes are omitted)

In the original centralised setting, the above query can be subscribed to a
CQELS engine installed in one processing node. Stream data in RDF formats (e.g
JSON-LD or Turtle) can be provided to it from data acquisition nodes, called
streaming nodes. These streaming nodes collect data from sensors of weather
stations that can be geographically distributed in different locations. In practice,
an edge device can host both a CQELS node and a streaming node, but we
can assume they communicate via an internal process. As soon as the data
is collected, the sensor data is pushed to the CQELS engine via a streaming
protocol such as Websocket or MQTT. The incoming data continuously triggers
the processing pipeline compiled from Query Q3. Consequently, the computing
node that hosts this CQELS engine needs to have enough resources (bandwidth,
CPU and memory) to deal with the workload regardless of how many stream
nodes exist in the network. Hence, if the CQELS engine is only hosted on an edge
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device, the physical limits of its hardware quickly becomes a bottleneck as shown
in Sect. 4. To create a more scalable processing system, we need to decentralise
the processing pipelines of similar queries to a network of edge devices connected
to these stream nodes. The following two sections describe our approach to enable
this type of network.

2.2 Dynamic Subscription and Discovery for Autonomous RSP
Engines

To enable a CQELS engine to work in a decentralised fashion, it would require
the capability to operate as an autonomous agent which can collaborate with
other peers to execute a distributed processing pipeline specified in CQELS-QL.
An autonomous CQELS node can dynamically join a network of existing peers
by subscribing itself to an existing node in the network, called a parent node, and
it then notifies the parent node about the query service and streaming service it
can provide to the network. These services can be semantically described by using
vocabularies provided by VoCaLS [27]. For instance, VoCaLS allows describing
the URIs of the streams and their related metadata (e.g. sensors that generated
the streams), which are used in the query patterns of the query Q3. Hence, a
subscription can be done by sending a RDF-based message via a REST API or
Websocket channel. Listing 2 illustrates a snippet of a subscription message in
RDF Turtle that is used in our experiments in Sect. 4.

1 <> a vocals:StreamDescriptor, vsd:CatalogService; dcat:dataset :NOAAWeather.
2 :NOAAWeather a vocals:RDFStream; prov:wasGeneratedBy :TemperatureSensor;
3 vocals:hasEndpoint :NOAAWeatherEndpoint; dct:title "Weather stream From Berlin".
4 :NOAAWeatherEndpoint a vocals:StreamEndpoint; dct:format frmt:JSON-LD;
5 dcat:accessURL "ws://192.168.178.5/noaa/berlin".

Listing 2. Example of subscription message in RDF

Based on the semantic description provided by the subscribed nodes, the
parent node can carry the stream discovery patterns which use a variable in the
stream pattern, as shown in line 4 of the query Q3. The variable ?streamURI then
can be matched in other metadata as shown in line 8. In this example, it is used
to link with the sensors that generated this stream. Recursively, the subscription
process can propagate the stream information upstream hierarchically, and vice
versa, the discovery process can be recursively delegated to downstream nodes
via sub-queries in CQELS-QL.

To this end, when an autonomous CQELS joins a network, it makes itself and
its connected nodes discoverable and queryable to other nodes of the network.
Moreover, each node can share its processing resources by executing a CQELS
query on it. This will help us treat the query similar to query Q3 as a query
to a sensor network whereby sensor nodes and network gateways collaborate as
a single system to answer the query of this kind. Next, we will discuss how to
federate such queries in “cooperative sensing” scenarios whereby such a network
of autonomous CQELS processing nodes will coordinate each other to answer a
CQELS-QL request in a decentralised fashion.
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2.3 Continuous Query Federation Mechanism

With the support of the above subscription and discovery operations, a stream
processing pipeline written in CQELS-QL can be deployed across several sites
distributed in different locations: e.g., weather stations provide environmental
sensory streams in various locations on earth. Each autonomous CQELS node
gives access to data streams fed from streaming nodes connecting to it. Such
stream nodes can ingest a range of sensors, such as air temperature, humidity
and carbon monoxide. When the stream data arrives, this CQELS node can
partially process the data at its processing site, and then forward the results as
mappings or RDF stream elements to its parent node.

In this context, when a query is subscribed to the top-most node, called
root node, it will divide this query to sub-query fragments and deploy at one or
more sites via its subscribed nodes. A query fragment consists of one or more
operators, and each fragment of the same query can be deployed on different
processing nodes. Recursively, a sub-query delegated to a node can be federated
to its subscribed nodes. All participant nodes of a processing pipeline can syn-
chronise their processing timeline via a timing stream that is propagated from
the root node. The execution process of sub-query fragments can use resources,
i.e. CPU, memory, disk space and network bandwidth of participant nodes to
process incoming RDF graphs or sets of solution mappings and generate output
RDF graphs/sets of solution mappings. Output streams may be further pro-
cessed by fragments of the same query, until results are sent to the query issuer
at the root node. For example, the sub-query of the query Q3 in below Listing 3
can be sent down to the nodes closer to the streaming nodes, then the results
will be recursively sent to upper nodes to carry out the partial top-k queries
in lines 10 and 11 until it reaches the root node to carry out final computation
steps to return the expected results.

1 SELECT ?sensor (MAX(?temp) as ?maxTemp)
2 WHERE{
3 STREAM ?streamURI [RANGE 5m ON sosa:resultTime]
4 { ?observation sosa:hasSimpleResult ?temp.
5 ?sensor rdf:type <TempSensor>; made:Observation ?observation.}
6 ?streamURI prov:wasGeneratedBy ?sensor.}
7 GROUP BY ?sensor

Listing 3. An example of the subquery of Q3

This federation process can be carried out dynamically thanks to the dynamic
subscription and discovery capability above. Moreover, the processing topology
of such as processing pipelines in our experiment scenarios of Sect. 4 can be
dynamically configured by changing where and how participant nodes subscribed
themselves to the processing networks. For example, we carried out five different
federation topologies in Sect. 4. The biggest advantage of this federation mecha-
nism is the ability to dynamically push some processing operations closer to the
streaming nodes to alleviate the network and processing bottlenecks which often
happen at edge devices. Moreover, this mechanism can significantly improve the
processing throughput by adding more processing nodes on demand as shown in
the experiments in Sect. 4.
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3 Design and Implementation

To enable the cooperative federation of RSP engines on edge devices, we built
a decentralised version of the CQELS engine, called Fed4Edge. Fed4Edge was
implemented by extending the algorithms and Java codebase of the original
open sourced version of CQELS [15]. Thanks to the platform-agnostic design
of its execution framework [14], the core components are abstract enough to be
seamlessly integrated with different RDF libraries in order to port to different
hardware platforms. To tailor the RDF-based data processing operations on
edge devices (e.g ARM CPU, Flash-storage and the likes), we integrated the
core components of CQELS with the counterparts of RDF4Led [17], a RISC
style RDF engine for lightweight edge devices. The Fed4Edge system will be
open-sourced at https://github.com/cqels/Fed4Edge.

Fig. 1. Overview architecture of Fed4Edge

The architectural overview of
the system is depicted in Fig. 1.
The core components of CQELS
and RDF4Led such as the
Dictionary, Encoder, Decoder,
Dynamic Execution, Adaptive
Query Optimiser, Buffer Man-
ager are reused in our Fed4Edge
implementation. And the exten-
sion plugins of them such Adap-
tive Federator, Thing Direc-
tory, Stream Input Handler and
Stream Output Handler are built
to facilitate the federation mech-
anism proposed in Sect. 2. The
technical details of these compo-
nents are discussed next.

CQELS and RDF4Led share
similar RDF data processing
flows due to the fact that both

systems apply the same RDF data encoding approach, which normalises RDF
nodes into a fixed-size integer. By encoding the RDF nodes, most of the opera-
tors on RDF data can be executed on a smaller data structure rather than large
variable-length strings. This approach is commonly used in many RDF data
processors in order to reduce memory footprint, I/O time, and improve cache
efficiency. The platform-agnostic design of CQELS allows the size of the encoded
node to be tuned to adapt to a targeted platform without changing the imple-
mentation of other core components. Therefore, the Encoder, Decoder and Dic-
tionary of RDF4Led can be easily integrated with CQELS for the RDF normal-
isation tasks. After receiving RDF data from RDF stream subscriptions via the
Stream Input Handler, the data is encoded by the Encoder. The encoded RDF
triples are then sent to the Buffer Manager for further processing. The Decoder
waits for the output from the Dynamic Executor, transforms the encoded nodes

https://github.com/cqels/Fed4Edge
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back to a lexical representation before sending them to the Stream Output Han-
dler. The Encoder and Decoder share the Dictionary for encoding and decoding.
Instead of using a 64-bit integer for encoding node as in the original version
of CQELS, the Dictionary of RDF4Led uses 32-bit integers, which entails less
memory footprint for cached data. Therefore, backed by RDF4Led, Fed4Edge
can process 30 million triples with only 80 MB of memory [17] on ARM comput-
ing architectures.

The Buffer Manager is responsible for managing the buffered data of windows
and then feeding the data to the Dynamic Executor. Furthermore, the Buffer
Manager also manages cached data for querying and writing the static data
in the Thing Directory. Stream data is evicted from the buffer by the data
invalidating policy defined by the window operators [12,15]. Meanwhile, the
flash-aware updating algorithms of RDF4Led are reused in order to achieve fast
updating for static data [17].

The Dynamic Executor employs a routing-based query execution algorithm
that provides dynamic execution strategies in each node [12,13]. During the
lifetime of a continuous query, the query plan can be changed by redirecting
data flow on the routing network. The Adaptive Optimiser continuously adjusts
the efficient query plan according to the data distribution in each execution
step [15,17]. RDF4Led and CQELS employ a similar query execution paradigm.
While CQELS uses routing-based query execution algorithms, RDF4Led exe-
cutes SPARQL with a one-tuple-at-a-time policy. Therefore, the same cost model
of the Adaptive Optimiser can be applied when calculating the best plan for a
query that has static data patterns. The Buffer Manager treats the buffer for
join results of the static patterns as a window, and depending on the available
memory, it will apply the fresh update or incremental update policy.

The Adaptive Federator acts as the query rewriter, which adaptively divides
the input query into subqueries. For the implementation used in our experiments
in Sect. 4, the rewriter will push down operators as close to the streaming nodes
as possible by following the predicate pushdown practice in common logical opti-
misation algorithms. The Thing Directory stores the metadata subscribed by the
other Fed4Edge engines (cf. Section 2) in the default graph. Similar to [7], such
metadata allows endpoint services of the Fed4Edge engines to be discovered via
the Adaptive Federator. When the Adaptive Federator sends out a subquery, it
notifies the Stream Input Handler to subscribe and listens to the results return-
ing from the subquery. On the other hand, the Stream Output Handler sends
out the subqueries to other nodes or sends back the results to the requester.

4 Evaluation and Analyses

4.1 Evaluation Setup

Datasets and Queries: To prepare the RDF Stream dataset for the evaluation,
we used the SSN/SOSA ontology [10] to map sensor readings of the NCDC
Integrated Surface Database (ISD) dataset1 to RDF. The ISD dataset is one of
1 https://www.ncdc.noaa.gov/.

https://www.ncdc.noaa.gov/
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the most prominent weather datasets, which contains weather observation data
from 1901 to present, from nearly 20 K stations over the world. A weather reading
of a station produces an observation that covers measurements for temperature,
wind speed, wind gust, etc. depending on the types of sensors equipped for
that station. Each observation needs approximately 87 RDF triples to map its
values and attributes to the schema illustrated in Fig. 2. The data from different
weather stations was split to multiple devices which acted as streaming nodes
(i.e., the white nodes in Fig. 4). Each streaming node hosts a Websocket server
which manages WebSocket stream endpoints. The data is read from CSV files in
local storage, then mapped to the RDF data schema in Fig. 2 before streaming
out.

Fig. 2. RDF stream schema for NCDC weather data

We designed the following queries in order to show the advantages of coop-
erative federation for querying streaming data over a network of edge devices.
Listings 4 and 5 respectively present the queries Q1 and Q2 that are used for
measuring the improvement of the streaming throughput in simple federation
cases. Q1 will return the updated temperature and the corresponding location
and Q2 will answer the location where the latest temperature is higher than 30◦.
The subquery of Q1 and Q2 contains only triple patterns for querying streaming
data. With these simple join patterns, the behaviour of the system is mostly
influenced by the behaviour of the network. The filter at line 7 of Q2 will reduce
the number of intermediate results sent from the lower node, and therefore, it
can highlight the benefit of pushing down processing operators closer to the data
sources.
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For the queries that can show the collaborative behaviour of the participant
edge nodes, we used the queries Q3 (as described in the example of Sect. 2) and
query Q4 in Listing 6. The query Q3 has aggregation and top-k operators and
the Q4 includes a complex join across windows.

1 SELECT ?temp ?lat ?lon ?resultTime
2 WHERE {
3 STREAM ?streamURI [LATEST ON ssn:resultTime] {
4 ?obs sosa:hasSimpleResult ?temp; sosa:resultTime ?resultTime.
5 ?sensor rdf:type iot:TempSensor; made:Observation ?obs.}
6 ?streamURI prov:wasGeneratedBy ?sensor. ?sensor sosa:isHostedBy ?station.
7 ?station wgs84:Point ?loc. ?loc wgs84:lat ?lat; wgs84:lon ?lon.}

Listing 4. Q1: Return updated temperature and the corresponding location.

1 SELECT ?lat ?lon
2 WHERE {
3 STREAM ?streamURI [LATEST ON ssn:resultTime] {
4 ?obs sosa:hasSimpleResult ?temp; sosa:resultTime ?resultTime.
5 ?sensor rdf:type iot:TempSensor; made:Observation ?obs.
6 FILTER (?temp > 30) }
7 ?streamURI prov:wasGeneratedBy ?sensor. ?sensor sosa:isHostedBy ?station.
8 ?station wgs84:Point ?loc. ?loc wgs84:lat ?lat; wgs84:lon ?lon.}

Listing 5. Q2: Return the location where the latest temperature is higher than 30
degree.

1 SELECT ?city ?temp ?windspeed
2 WHERE{
3 STREAM ?streamURI [RANGE 5m ON ssn:resultTime] {
4 ?obs1 sosa:hasSimpleResult ?temp; sosa:resultTime ?resultTime.
5 ?obs1 sosa:hasFeatureOfInterest ?foi1.
6 ?foi1 ssn:hasProperty iot:Temperature. ?foi1 :hasLocation ?loc.
7 FILTER (?temp > 30) }
8 STREAM \textcolor{v}{? streamURI} [RANGE 5m ON ssn:resultTime] {
9 ?obs2 sosa:hasSimpleResult ?windspeed; sosa:resultTime ?resultTime.

10 ?obs2 sosa:hasFeatureOfInterest ?foi2.
11 ?foi2 ssn:hasProperty iot:WindSpeed. ?foi2 :hasLocation ?loc.
12 FILTER (?windspeed > 15) }
13 ?streamURI prov:wasGeneratedBy ?sensor. ?sensor sosa:isHostedBy ?station.
14 ?station wgs84:Point ?loc. ?loc geo:city ?city.}

Listing 6. Q4: Return the city where the temperature is higher than 30◦ and the wind
speed is higher than 15 km in the last 5 min.

Hardware and Software: The hardware for the experiment is a cluster of 85
Raspberry Pi model B nodes, each one is equipped with: Quad Core 1.2 GHz
Broadcom BCM2837 64bit CPU, 1 GB RAM and 100 Mbps Ethernet. All nodes
are connected to five TP-LINK JetStream T2500-28TC switches. Each has
24 100 Mbps Ethernet ports 4 1000 Mbps uplinks shown in Fig. 3. As to the
switching capacity, T2500-28TC has a non-blocking aggregated bandwidth of
12.8 Gbps. Four switches for connecting streaming nodes will be connected to
the fifth one via the 1000 Mps links. This fifth switch is used to connected CQELS
processing nodes. Every node uses Raspbian Jessie as the operating system and
OpenJDK 1.7 for ARM as the JVM. We set 512 MB as the maximum heap size
for the Fed4Edge engine.
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4.2 Experiments

Fig. 3. The evaluation cluster of 85 Rasp-
berry PI nodes

Baseline Calibration (Exp1): In this
experiment, we calibrated the maxi-
mum processing capability of a process-
ing node as the baseline for the following
federation experiment. We increased the
number of stream nodes to observe the
bottleneck phenomena whereby increas-
ing more streaming nodes decreases the
processing throughput of the network.
Each streaming node will stream out
recorded data as its maximum capacity.
We will use Query 1 and its two variants
as the testing queries. These two vari-
ants are made by reducing four triple
patterns into 1 and 2 patterns respec-
tively. The throughput is measured by
using a timing stream whereby each
streaming nodes will send timing triples
indicating when each of them starts and
finishes sending their data. In each test
we will equally split 500 k–1 M obser-
vations among streaming nodes and
record how much time to process these

observations to calculate the average throughput. Note that we separated the
streaming and processing processes in different physical devices to avoid per-
formance and bandwidth interference which might have an impact on our
measurements.

Fan-out Federation (Exp2): To test the possibility of increasing the processing
throughput by increasing more edge nodes as autonomous agents to the network,
we carried out the tests on five topologies as shown in Fig. 4. The first topology
(1-hop) in Fig. 4a was the configuration that gave the peak throughput in Exp1.
Let k be the number of hops the data has travel to reach to the final destination,
we will increase k to add more intermediate nodes to this topology to create new
topologies. As a result, we can recursively add n nodes to the root node (k= 2,
namely 2-hop) and then n nodes to the root node’s children nodes (k = 3, namely
3-hop) whereby n is called the fanout factor (denoted as n-fanout). Then, we
have

∑k−1
i=0 ni as the number of nodes of a topology with k hops and fanout

factor n. We choose n = 2 and n = 4 (corresponding to the number of streaming
nodes at the maximum throughput reported in Exp1 below), thus, we have four
new topologies with 3, 5, 7 and 21 processing nodes in Figs. 4b, c, d, and e.
In each processing topology, the lowest processing nodes are connected with 4
streaming nodes. We will record the throughput and delay for processing three
queries (Q1, Q2, Q3 and Q4) on these five topologies in a similar fashion to
Exp1.
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(a) 1 node (1-
hop)

(b) 3 nodes (2 hop, 2-
fanout)

(c) 5 nodes (2 hop, 4-fanout)

(d) 7 nodes (3-hop, 2-
fanout)

(e) 21 nodes (3-hop,4-fanout)

Fig. 4. Federation topologies

4.3 Results and Discussions

Fig. 5. Baseline calibration (Color figure
online)

Figure 5 reports the results of the
experiment Exp1. The maximum pro-
cessing throughput for three variants
of Query 1 on one single edge device
is from 4200–5000 triples correspond-
ing to 4 streaming nodes. It is inter-
esting that increasing the number of
streaming nodes more than 4 will grad-
ually decrease the overall processing
throughput. The results are consistent
with different complexities of the vari-
ants of Query 1. We observed that the

CPU usages were around 60–70% and the memory consumption is around 270–
300 MB in all tests. Therefore, we can conclude that the bottleneck was caused
by the bandwidth limitations. We also carried out a similar test with Q1 on a PC
(Intel Core i7 i7-7700 K, 4 GHz, 1 GBb Ethernet and 16 GB RAM) as the root
node which has more than 10 times of processing power, memory and network
bandwidth than those of a Raspberry Pi model B. As we expected, the PC’s
maximum throughput is approximately 36k triples/second, around 8–10 times
the one with a Raspberry Pi. Note that this PC costs more than the price of 40
Raspberry Pi nodes.

Figure 6a shows the results of throughput improvements via federating the
processing workload on other intermediate nodes in four proposed topologies.
The results show that adding more nodes will increase the processing throughput
in general. Most queries have their processing throughput consistently boosted
up as a considerable amount of processing load were done at the intermediate
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nodes. However, the increase is not consistently correlated with the total number
of processing nodes. In fact, the topology with 5 nodes in Fig. 4d gives a slightly
higher throughput than those of the topology with 7 nodes in Fig. 4c. This can be
explained by the fact that both topologies have 4 processing nodes at the lowest
levels (called leaf processing nodes, i.e, connecting to streaming nodes) but the
data in the latter topology has to travel 1 more hop in comparison with the
former. Due to our pushing down rewriting strategy presented in Sect. 3, these
two upper blue nodes in Fig. 4c did not significantly contribute to the overall
throughput but on the other hand cause more communication overhead.

Look closer to the reported figures, we see a high correlation between the
number of leaf processing nodes, i.e. nk−1, and the processing throughput in
all topologies. This shows that our proposed approach is able to linearly scale
a network of IoT devices by adding the more devices on demand. In particu-
lar, a network of 21 Raspberry Pi nodes can collaboratively process up to 74 k
triples/seconds or equivalent to roughly 8500 sensor observations/second that
are streamed from other 64 streaming nodes. Hence, the above 20 K weather
stations across the globe of NCDC can be queried via such a network with the
update rate 20–30 observations per minute which are much faster than the high-
est update rate currently supported by NCDC2, i.e. ASOS 1-min data. Moreover,
the processing capacity of this network is twice more than that of the above PC
but it only costs roughly a half of the PC. Regarding the energy consumption,
each Raspberry Pi only consumes around 2 W in comparison of 240 W of the
above PC.

Fig. 6. Federation topologies

Figure 6b reports the average time for each observation to travel through a
processing pipeline specified by each query on different topologies, i.e., average
processing time. It shows that adding more intermediate nodes for query Q1
and Q2 can lower the average processing time as it can reduce queuing time at
some nodes. That means communication time might be a dominant factor for
the delay in these processing pipelines. In queries Q3 and Q4, we witness the

2 https://www.ncdc.noaa.gov/data-access/land-based-station-data.

https://www.ncdc.noaa.gov/data-access/land-based-station-data
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consistent increase in processing time wrt. the number of hops which explains
the nature of query Q3 and Q4 that needs more coordination among nodes.
However, it is interesting that increasing 1 hop in organising a network topology
just adds 10–15% delay while the maximum throughput gain is linear to nk−1.

4.4 Follow-Up Challenges

We observed the CPU, memory consumption and bandwidth in our experiments.
It is interesting that all tests used 60–70% of CPU (across 4 cores), 25–30%
of physical memory and 20–40% of Ethernet bandwidth (i.e., 100 Mbps). Our
reported performance figures show that edge devices have enough resources to
enable semantic interoperability for the edge computing paradigm. From our
analyses of hardware and software libraries, the most potential suspects for the
processing bottleneck are related to the communication among the nodes. Hence,
there is a lot of room to make our approach much more efficient and scalable.
In this context, to help 100 billions and more edge devices to reach their full
potential, we outline some interesting research challenges below.

The first challenge is how to address the multiple optimisation problems
that such a federated processing pipeline entails. The first one is how to opti-
mise an RSP engine for edge devices which have distinctive processing and I/O
behaviours from those of PC/workstations due to their own design philosophies.
The second challenge is about how to find optimal operator placements on very
dynamic execution settings. The subsequent challenge is how to define cost mod-
els which are no longer limited to processing time/throughput, but need to cover
several cost metrics such as bandwidth, power consumption and robustness.

Looking beyond database-oriented optimisation goals, another relevant
research challenge would be how to model socioeconomic aspects as the control
or optimisation scheme for such a cooperative system. In particular, autonomous
RSP processing nodes can be operated by different stakeholders which have dif-
ferent utility functions dictating when and how to join a network and to share
data and resources. To this end, the coordination strategies become related to
the game theory which inspired some relevant proposals in both the stream
processing and Web communities. For instance, [1] proposed a contract-based
coordination scheme based on mechanism design, a field in economics and game
theory that designs economic mechanisms or incentives toward desired objec-
tives. Similarly, [9] also proposed to use mechanism design for establishing an
incentive-driven coordination strategy among SPARQL endpoints. Inspired by
this line of work, we also proposed an architecture for in-cooperating blockchain
with RDF4Led [18] to pave the way to in-cooperate with such incentive and
contract-based coordination strategies.

Regarding cooperation and negotiation among RSP autonomous agents, a
potential research challenge is the study and exploration of protocols and strate-
gies that follow the multi-agent system paradigm. Although early works on the
topic [26] point at potential opportunities in this area, several aspects have not
been studied yet. These include the usage of individual contextual knowledge
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for local decision making (potentially through reasoning) and for a resource-
optimised distribution of tasks among a set of competing/associated nodes. The
dynamics of these federated processing networks would need to adapt to changing
conditions of load, membership, throughput, and other criteria, with emerging
behaviour patterns on the sensing and processing nodes.

5 Related Work

Semantic interoperability in the IoT domain has gained considerable attention
both in the academic and industrial spheres. Beyond syntactic standards such as
SensorML, semantically rich ontologies such as SSN-O/SOSA [10] have shown a
significant impact in different IoT projects and solutions, such as OpenIoT [24],
SymbIoTe [25], or BigIoT [5]. Other related vocabularies, such as the Things-
Description ontology, have also recently gained support from different IoT ven-
dors, aiming at consolidating it as a backbone representation model for generic
IoT devices and services. Regarding the representation of data streams them-
selves, the VoCaLS vocabulary [27] has been designed as a means for the pub-
lication, consumption, and shared processing of streams. Although these ontol-
ogy resources provide different and complementary ways to represent IoT and
streaming data, they require the necessary infrastructure and software compo-
nents (or agents) able to interpret the stream metadata, and apply coordina-
tion/cooperation mechanisms for federated/decentralised processing, as shown
in this paper.

The processing of continuous streaming data, structured according to Seman-
tic Web standards has been studied in the last decade, generally within the
fields of RDF Stream processing (RSP) and Stream Reasoning [8]. A number of
RSP engines have been developed in this period, focusing on different aspects
including incremental reasoning, continuous querying, complex event process-
ing, among others [3,6,15,20]. However, most of these RDF stream processors
lack the capability of interconnecting with each other, or to establish cooper-
ation patterns among them. The coordination among RDF stream processing
nodes is sometimes delegated to a generic cloud-based stream processing plat-
form such as Apache Storm (e.g [16]) or Apache Spark (e.g [20]). In contrast, in
this paper, we investigate a more decentralised environment whereby participant
nodes can be distributed across different organisations. Moreover, the hardware
capabilities of such processing nodes are different from the cloud-based setting,
i.e. resource-constraint edge devices.

Regarding the distributed processing and integration of RSP engines on a
truly decentralised architecture, different aspects and building blocks have sur-
faced in the latest years. Initial attempts to provide HTTP-based service inter-
faces for streaming data were explored in [3]. Other contributions in this line
are the RSP Service Interface3, and the SLD Revolution framework [2]. These
propose the establishment of distributed workflows of RSP engines, using lazy-
transformation techniques for optimised interactions among the engines. Further
3 http://streamreasoning.org/resources/rsp-services.

http://streamreasoning.org/resources/rsp-services
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conceptualisations of RDF stream processing over decentralised entities have
been presented in works such as WeSP [7]4, which advocates for a community-
driven definition of stream vocabularies and interoperable interfaces. Cooper-
ation strategies among RDF stream processors, or stream reasoning agents is
discussed in [26], introducing potential challenges and opportunities for feder-
ated processing through negotiation established across multi-agent systems.

6 Conclusion

This paper presented a continuous query federation approach that uses RSP
engines as autonomous processing agents. The approach enables the coordina-
tion of edge devices’ resources to process query processing pipelines by cooper-
atively delegating partial workload to their peer agents. We implemented our
approach as an open source engine, Fed4Edge, to conduct an empirical study in
“cooperative sensing” scenarios. The resourceful experiments of the study show
that the scalablity can be significantly improved by adding more edge devices
to a network of processing nodes on demand. This opens several interesting
follow-up research challenges in enabling semantic interoperability for the edge
computing paradigm. Our next step will be investigating on how to adaptively
optimise the distributed processing pipeline of Fed4Edge. Another interesting
step is studying how the communication will effect its performance and scala-
bility on an Internet-scale setting whereby the processing nodes are distributed
across different networks and countries.
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Abstract. Ontology-Mediated Query Answering (OMQA) is a well-
established framework to answer queries over an rdfs or owl Knowl-
edge Base (KB). OMQA was originally designed for unions of conjunctive
queries (UCQs), and based on certain answers. More recently, OMQA
has been extended to sparql queries, but to our knowledge, none of the
efforts made in this direction (either in the literature, or the so-called
sparql entailment regimes) is able to capture both certain answers for
UCQs and the standard interpretation of sparql over a plain graph. We
formalize these as requirements to be met by any semantics aiming at
conciliating certain answers and sparql answers, and define three addi-
tional requirements, which generalize to KBs some basic properties of
sparql answers. Then we show that a semantics can be defined that
satisfies all requirements for sparql queries with SELECT, UNION, and
OPTIONAL, and for DLs with the canonical model property. We also inves-
tigate combined complexity for query answering under such a semantics
over DL-LiteR KBs. In particular, we show for different fragments of
sparql that known upper-bounds for query answering over a plain graph
are matched.

1 Introduction

sparql is an expressive SQL-like query language designed for Semantic Web
data, exposed as rdf graphs. Recently, sparql has been extended with so-called
entailment regimes, which specify different semantics to query an rdfs or owl
Knowledge Base (KB), i.e. data enriched with a background theory. This allows
retrieving answers to a query not only over the facts explicitly stated in the KB,
but more generally over what can be inferred from the KB.

The sparql entailment regimes are in turn largely influenced by theoretical
work on Ontology Mediated Query Answering (OMQA), notably in the field of
Description Logics (DLs). However, OMQA was initially developed for unions of
conjunctive queries (UCQs), which have a limited expressivity when compared to
sparql. It turns out that conciliating the standard (compositional) semantics of
sparql on the one hand, and the semantics used for OMQA on the other hand,
called certain answers, is non-trivial.

As an illustration, Example 1 provides a simple KB and sparql query. The
dataset (a.k.a ABox ) A states that Alice is a driver, whereas the background theory
c© Springer Nature Switzerland AG 2020
X. Wang et al. (Eds.): JIST 2019, LNCS 12032, pp. 320–335, 2020.
https://doi.org/10.1007/978-3-030-41407-8_21
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(a.k.a. TBox ) T states that a driver must have a license (for conciseness, we use DLs
for the TBox, rather than some concrete syntax of owl). Finally, the sparql query q
retrieves all individuals that have a license.

Example 1

A = {Driver(Alice)}
T = {Driver � ∃hasLicense}
q = SELECT ?x WHERE { ?x hasLicense ?y }

Intuitively, one expects Alice to be retrieved as an answer to q. And it would indeed
be the case under certain answer semantics, if one considers the natural translation of
this query into a UCQ. On the other hand, under the standard semantics of sparql
1.1 [8], this query has no answer. This is expected, since the fact that Alice has a
driving license is not present in the ABox. More surprisingly though, under all sparql
entailment regimes [6], this query also has no answer.

This mismatch between certain answers and entailment regimes has already been
discussed in depth in [1], where the interpretation of the OPTIONAL operator of sparql
is identified as a challenge, when trying to define a suitable semantics for sparql that
complies with certain answers for UCQs. A concrete proposal is also made in [1] in this
direction. Unfortunately, this semantics does not comply with the standard semantics
of sparql when the TBox is empty. This means that a same query over a plain rdf
graph may yield different answers, depending on whether it is evaluated under this
semantics, or under the one defined in the sparql 1.1 specification [8].

We propose in this article to investigate whether and how this dilemma can be
solved, for the so-called set semantics of sparql and certain answers. To this end,
we first formulate in Sect. 4 some requirements to be met by any reasonable semantics
meant to conciliate certain answers and standard sparql answers. Then in Sect. 5, we
use these requirements to review different semantics. We also show that all requirements
can be satisfied, for the fragment of sparql with SELECT, UNION and OPTIONAL, and
for KBs that admit a unique canonical model. Finally, in Sect. 6, we provide combined
complexity results for query answering under this semantics, over KBs in DL-LiteR,
one of the most popular DLs tailored for query answering, which correspond to the
owl 2 ql standard. We show in particular that upper bounds for this problem match
results already known to hold for sparql over plain graphs, which means that under
this semantics, and as far as worst-case complexity is concerned, the presence of a
TBox does not introduce a computational overhead. Before this, Sect. 2 introduces
preliminary notions, and Sect. 3 reviews existing semantics for sparql over a KB.
Proofs can be found in the extended version of this paper (https://arxiv.org/abs/1911.
02668).

2 Preliminaries

We assume countably infinite and mutually disjoint sets NI, NC, NR, and NV of indi-
viduals (constants), concept names (unary predicates), role names (binary predicates),
and variables respectively. We also assume a countably infinite universe U, such that
NI ⊆ U. For clarity, we abstract away from concrete domains (as well as rdf term
types), since these are irrelevant to the content of this paper. We also assume that NI,
NC and NR do not contain any reserved term from the rdf/rdfs/owl vocabularies
(such as rdfs:subClassOf, owl:disjointWith, etc.)

https://arxiv.org/abs/1911.02668
https://arxiv.org/abs/1911.02668
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2.1 rdf and sparql

An (rdf) triple is an element of (NI ×{rdf:type}×NC)∪(NI ×NR ×NI). An rdf graph
A is a set of triples. For the concrete syntax of sparql, we refer to the specification [8].
Following [1], we focus on sparql queries whose triple patterns are either in (NV ∪
NI)× {rdf:type} × NC, or in (NV ∪ NI)× NR × (NV ∪ NI). For readability, we represent
triples and triple patterns as atoms in prefix notation, i.e. we use A(t) rather than
(t, rdf:type, A) and for r ∈ NR, we use r(t1, t2) rather than (t1, r, t2). If q is a sparql
query, we use vars(q) to denote the set of variables projected by q.

We adopt (roughly) the abstract syntax provided in [14] for the fragment of sparql
with the SELECT, UNION and OPTIONAL operators, using the following grammar, where
t is a sparql triple pattern, and X ⊆ NV:

q :: = t | selectX q | q union q | q join q | q opt q

In addition, if q = selectX q′, then X ⊆ vars(q′) must hold. In order to refer to
fragments of this language, we use the letters S, U, J and O (in this order), for select,
union, join, and opt respectively. E.g. “SUJO” stands for the full language, “UJ” for
the fragment with union and join only, etc.

If ω is a function, we use dom(ω) (resp. range(ω)) to designate its domain (resp.
range). Two functions ω1 and ω2 are compatible, denoted with ω1 ∼ ω2, iff ω1(x) =
ω2(x) for each x ∈ dom(ω1)∩dom(ω2). If ω1 and ω2 are compatible, then ω1 ∪ω2 is the
only function with domain dom(ω1) ∪ dom(ω2) that is compatible with ω1 and ω2. We
say that a function ω2 extends a function ω1, noted ω1 	 ω2, iff dom(ω1) ⊆ dom(ω2)
and ω1 ∼ ω2. Finally, we use ω|X (resp. ω‖X) to designate the restriction of function
ω to domain (resp. co-domain) X, i.e. ω|X is the only function compatible with ω that
verifies dom(ω|X) = dom(ω)∩X, and ω‖X is the only function compatible with ω that
verifies dom(ω‖X) = {v ∈ dom(ω) | ω(v) ∈ X}.

A solution mapping is a function from a finite subset of NV to U. If Ω1 and Ω2 are
sets of solutions mappings and X ⊆ V , then:

Ω1 �� Ω2 = {ω1 ∪ ω2 | (ω1, ω2) ∈ Ω1 × Ω2 and ω1 ∼ ω2}
Ω1 \ Ω2 = {ω1 | ω1 ∈ Ω1 and ω1 �∼ ω2 for all ω2 ∈ Ω2}
πXΩ = {ω|X | ω ∈ Ω}

If q is a sparql query and ω a solution mapping s.t. vars(q) ⊆ dom(ω), we use
ω(q) to designate the query identical to q, but where each occurrence of variable x in
a triple pattern is replaced by ω(x).

We now reproduce the inductive definition of answers to a sparql query q over a
graph A, denoted sparqlAns(q, A), provided in [14] for the SUJO fragment (and for set
semantics).

Definition 1 (sparql answers over a plain graph [14])

If q is a triple pattern, then sparqlAns(q, A) = {ω | dom(ω) = vars(q) and ω(q) ∈ A}
sparqlAns(q1 union q2, A) = sparqlAns(q1, A) ∪ sparqlAns(q2, A)
sparqlAns(q1 join q2, A) = sparqlAns(q1, A) �� sparqlAns(q2, A)
sparqlAns(q1 opt q2, A) = (sparqlAns(q1, A) �� sparqlAns(q2, A)) ∪

(sparqlAns(q1, A) \ sparqlAns(q2, A))
sparqlAns(selectX q, A) = πXsparqlAns(q, A)
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2.2 Description Logic KB, UCQs and Certain Answers

As is conventional in the Description Logics (DL) literature, we represent a KB K as
a pair K = 〈T , A〉, where A is called the ABox of K, which contains assertions about
individuals, and T is called the TBox of K, which contains more abstract knowledge.
An ABox is a finite set of atoms of the form A(c) or r(c1, c2), where A ∈ NC, r ∈ NR

and c, c1, c2 ∈ NI. A TBox is a finite set of logical axioms, whose form depends on the
particular DL. For a KB K = 〈T , A〉, the active domain of K, denoted with aDom(K),
is the set of elements of NI that appear (syntactically) in T or A.

The semantics of DL KBs is defined in terms of (first-order) interpretations. We
adopt in this article the standard name assumption: an interpretation is a structure I =
〈ΔI , ·I〉, where the domain ΔI of I is a non-empty subset of U, and the interpretation
function ·I of I maps each c ∈ NI to itself, and each A ∈ NC (resp. r ∈ NR) to a unary
(resp, binary) relation AI (resp. rI) over ΔI . An interpretation I is a model of a KB
K = 〈T , A〉 if it satisfies every assertion in A and axiom in T . For the formal definition
of “satisfies”, we refer to [4].

If K is a KB, we use mod(K) to denote the set of models of K. We focus on satisfiable
KBs only, i.e. KBs that admit at least one model, since any formula can be trivially
derived from an unsatisfiable KB. We also omit this precision for readability. So “any
KB” below is a shortcut for “any satisfiable KB”.

For a DL KB K, an interpretation Ic ∈ mod(K) is a canonical model of K if Ic can
be homomorphically mapped to any I ∈ mod(K). We say that a DL L has the canonical
model property if every KB in L has a unique canonical model up to isomorphism. This
is a key property of DLs tailored for query answering, and many DLs, e.g. DL-LiteR,
EL or Horn-SHIQ, have this property.

An interpretation (or an ABox) can also be viewed as a (possibly infinite) rdf
graph, with triples {A(d) | d ∈ AI , A ∈ NC} ∪ {r(d1, d2) | (d1, d2) ∈ rI , r ∈ NR}.
This is a slight abuse (the rdf standard does not admit infinite graphs), but we will
nonetheless use this convention throughout the article, in order to simplify notation.

A conjunctive query (CQ) h is a expression of the form:

h(x) ← p1(x1), . . . , pm(xm)

where h, pi are predicates and x,xi are tuple over NV. Abusing notation, we may use x
(resp. xi) below to designate the elements of x (resp. xi) viewed as a set. An additional
syntactic requirement on a CQ is that x ⊆ x1 ∪ .. ∪ xm. The variables in x are called
distinguished, and we use vars(h) to designate the distinguished variables of CQ h. We
focus in this article on CQs where each pi is unary or binary, i.e. pi ∈ NC ∪NR. A match
for h in an interpretation I is a total function ρ from x1 ∪ . . . ∪ xm to ΔI such that
ρ(xi)∈ (pi)

I for i ∈ {1..m}. A mapping ω is an answer to h over I iff there is a match
ρ for h in I s.t. ω = ρ|vars(h).

A union of conjunctive queries (UCQ) is a set q = {h1, . . . , hn} of CQs sharing the
same distinguished variables, and ω is an answer to q over I iff ω is an answer to some
hi over I. Finally, ω is a certain answer to q over a KB K iff range(ω) ⊆ aDom(K) and
ω is an answer to q over each I ∈ mod(K). We use certAns(q, K) to designate the set
of certain answers to q over K.

CQs and UCQs have a straightforward representation as sparql queries. The CQ
h(x) ← p1(x1), . . . , pm(xm) in sparql syntax is written:

selectx (p1(x1) join .. join pm(xm))
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And a UCQ in sparql syntax is of the form:

h1 union .. union hn

where each hi is a CQ in sparql syntax, and vars(hi) = vars(hj) for i, j ∈ {1..n}.

3 Querying a DL KB with sparql: Existing Semantics

In this section, we review existing semantics for sparql over a DL KB. We start by
briefly recalling some features of the W3C specification for the sparql 1.1 entailment
regimes [6]. This specification defines different ways to take into account the semantics
of rdf, rdfs or owl, in order to infer additional answers to a sparql query. We ignore
the aspects pertaining to querying blank nodes and concept/role names, which fall out
of the scope of this paper, and focus on the entailment regimes parameterized by an
owl profile, i.e. a DL L. In short, the L-entailment regime modifies the evaluation of
a sparql query q over an L-KB K = 〈T , A〉 as follows:

1. Triple patterns are not evaluated over the ABox A, but instead over the so-called
entailed graph, which consists of all ABox assertions entailed by K. This includes
assertions of the form C(a), where C is a complex concept expression allowed in
L. The semantics of other sparql operators is preserved.

2. The sparql query can use L-concepts in triple pattern, e.g. ∃hasLicense(x).

Consider again Example 1 under the owl 2 QL entailment regime for instance, which
corresponds (roughly) to the DL DL-LiteR. In this example, the query ∃hasLicense(x)
has {x �→ Alice} as unique answer: since the entailed graph contains all ABox asser-
tions entailed by K, it contains the assertion ∃hasLicense(Alice) (again, we use the
DL syntax rather than owl, for readability).

So the expressivity of the L-entailment regime is limited by the concepts that can
be expressed in L. This is why [10] proposed to extend the semantics of the owl 2 QL
profile, retrieving instances of concepts that cannot be expressed in DL-LiteR (e.g. con-
cepts of the form ∃r1.∃r2). Still, under this semantics as well as all entailment regimes
defined in the specification, the query select{x}hasLicense(x, y) has no answer over
the KB of Example 1, because the entailed graph does not contain any assertion of the
form hasLicense(Alice, e).

This point was discussed in depth in [1], for the SUJO fragment, and based on
remarks made earlier in [2]. The current paper essentially builds upon this discussion,
which is why we reproduce it below. A first remark made in [2] and [1] is that the opt
operator of sparql prevents the usage of certain answers, even when querying a plain
graph (or equivalently, a KB with empty TBox). This can be seen with Example 2.

Example 2
A = {Person(Alice)}
q = Person(x) opt hasLicense(x, y)

In this example, according to the sparql specification, the mapping ω = {x �→
Alice} is the only answer to q over A, i.e. sparqlAns(q, A) = {ω}. But ω is not
a certain answer to q over the KB 〈∅, A〉. Consider for instance the interpreta-
tion I defined by I = A ∪ {hasLicense(Alice, 12345)}. Then sparqlAns(q, I) =
{{x �→ Alice, y �→ 12345}}. So ω �∈ certAns(q, 〈∅, A〉).
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Then in [2] and [1] still, the authors remark that in this example, ω can nonetheless
be extended to an answer in every model of 〈∅, A〉. This is the main intuition used in [1]
to adapt the definition of certain answers to sparql queries with opt. If q is a query
and I an interpretation, let eAns(q, I) designate all mappings that can be extended to
an answer to q in I, i.e.:

eAns(q, I) = {ω | ω 	 ω′ for some ω′ ∈ sparqlAns(q, I)}

Then if K is a KB, the set eCertAns(q, K) of mappings that can be extended to an
answer in every model of K is defined as:

eCertAns(q, K) =
⋂

I∈mod(K)

eAns(q, I)

But as pointed out in [1], eCertAns(q, I) does not comply with sparql answers over
a plain graph (i.e. when the TBox is empty). Indeed, if some ω can be extended to
an answer in every model of the KB, then this is also the case of any mapping that
ω extends (e.g. trivially the empty mapping). So in Example 2, eCertAns(q, 〈∅, A〉) =
{{}, {x �→ Alice}}, whereas sparqlAns(q, A) = {{x �→ Alice}}.

The semantics proposed in [1] is designed to solve this issue. The precise scope of
the proposal is so-called well-designed SUJO queries (see [14] for a definition), in some
normal form (no union in the scope of select, join or opt, no select in the scope of
join or opt, and no opt in the scope of join).1 Given a KB K, the solution consists in
retaining, for each maximal SJO subquery q′, the maximal elements of eCertAns(q′, K)
w.r.t 	. An additional restriction is put on the domain of such solution mappings,
based on the so-called pattern-tree representation (defined in [12]) of well-designed
SJO queries. The union operator on the other hand is evaluated compositionally, as
in Definition 1.

But as illustrated by the authors, this proposal does not comply with the standard
semantics for sparql over plain graphs. Example 3 below reproduces the one given
in [1, Example 4]:

Example 3
A = {teachesTo(Alice, Bob), knows(Bob, Carol), teachesTo(Alice, Dan)}
q = select{x,z}(teachesTo(x, y) opt knows(y, z))

In this example, sparqlAns(q, A) = {{x �→ Alice, z �→ Carol}, {x �→ Alice}}.
Instead, the semantics proposed in [1] yields {{x �→ Alice, z �→ Carol}}.

Section 5.3 below defines a different semantics for evaluating a sparql query over a
KB, which coincides not only with certain answers for UCQs (as opposed to the sparql
entailment regimes and [10]), but also with the sparql specification in the case where
the TBox is empty (as opposed to the proposal made in [1]).

Before continuing, other works need to be mentioned, even though they are not
immediately related to the problem addressed in this paper. First, a modification of
the entailment regimes’ semantics was proposed in [11] for the SJO fragment extended
with the sparql FILTER operator. For DLs with negation, it consists in ruling out a
partial solution mappings if it cannot be extended to an answer in any model of the
KB. Finally, another topic of interest when it comes to sparql and certain answers,
but which falls out of the scope of this paper, is the treatment of blank nodes, discussed
in the specification of sparql entailment regimes [6], and more recently in [7] and [9].

1 This is without loss of expressivity, but normalization may cause an exponential
blowup.
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4 Requirements

As seen in the previous section, existing semantics for sparql answers over a KB fail
to comply either with certain answers (for the fragment of sparql that corresponds to
UCQs), or with sparql answers over a plain graph when the TBox is empty.

We will show in Sect. 5 that these two requirements are compatible for some DLs
and fragments of sparql. But first, in this section, we formalize these two require-
ments, as properties to met by any semantics whose purpose is to conciliate certain
answers and sparql answers. We also define three additional requirements (called opt
extension, variable binding and binding provenance), which generalizes to KBs some
basic properties of sparql answers over plain graphs. We note that these requirements
apply to arbitrary DLs, whereas Sect. 5 focuses instead on specific families of DLs.

If q is a sparql query and K a KB, we use ans(q, K) below to denote the answers
to q over K under some (underspecified) semantics. This allows us to define properties
to be met by such a semantics.

Requirement 1 states that ans(q, K) should coincide with certain answers for UCQs.

Requirement 1 (Certain answer compliance). For any UCQ q and KB K,

ans(q, K) = certAns(q, K)

Requirement 2 corresponds to the limitation of [1] identified in Sect. 3. It requires
that ans(q, 〈∅, A〉) coincide with answers over A, as defined in the sparql specification.

Requirement 2 (sparql answer compliance). For any query q and ABox A,

ans(q, 〈∅, A〉) = sparqlAns(q, A)

As will be seen in the next section, it is possible to define semantics that verify
Requirements 1 and 2, but fail to comply with basic properties of sparql answers over
a plain graph. This is why we define additional requirements.

First, as observed in [11] for instance, the opt operator of sparql was introduced
to “not reject the solutions because some part of the query pattern does not match” [8].
Or in other words, for each answer ω to the left operand of an opt, either ω or some
extension of ω is expected be present in the answers to the whole expression. Let
	g be the partial order over sets of solution mappings defined by Ω1 	g Ω2 iff, for
each ω1 ∈ Ω1, there is a ω2 ∈ Ω2 s.t. ω1 	 ω2. Then this property is expressed with
Requirement 3.

Requirement 3 (opt extension). For any queries q1, q2 and KB K:

ans(q1, K) 	g ans(q1 opt q2, K)

Another important property of sparql answers over plain graphs pertains to bound
variables. Indeed, a sparql query q (with union and/or opt) may allow partial solution
mappings, i.e. whose domain does not cover all variables projected by q. For instance, in
Example 2, ω = {x �→ Alice} ∈ sparqlAns(q, A), even though the variables projected
by q are x and y. In such a case, we say that variable x is bound by ω, whereas
variable y is not. Then a sparql query may only admit answers that bind certain sets
of variables. For instance the query A(x) opt (R(x, y) join R(y, z)) admits answers
that bind either {x} or {x, y, z}. But it does not admit answers that bind another
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set of variables ({y},{x, y}, etc.). So a natural requirement when generalizing sparql
answers to KBs is to respect such constraints. We say that a set X of variables is
admissible for a query q iff there exists a graph A and solution mapping ω s.t. ω ∈
sparqlAns(q, A) and dom(ω) = X. Unfortunately, for queries with OPTIONAL, whether
a given set of variables is admissible for a given query is undecidable. So we adopt
instead a relaxed notion of admissible bindings. For a SUJO query q, we use adm(q) to
denote the family of sets of variables defined inductively as follows:

Definition 2 (Definition of adm(q) for the SUJO fragment)

If q is a triple pattern, then adm(q) = {vars(q)}
adm(selectX q) = { X ′ ∩ X | X ′ ∈ adm(q) }
adm(q1 join q2) = { X1 ∪ X2 | (X1, X2) ∈ adm(q1) × adm(q2) }
adm(q1 opt q2) = adm(q1) ∪ adm(q1 join q2)
adm(q1 union q2) = adm(q1) ∪ adm(q2)

We can now formulate the corresponding requirement:

Requirement 4 (Variable binding). For any SUJO query q, KB K and ω ∈ ans(q, K):

dom(ω) ∈ adm(q)

This constraint on variable bindings is still arguably weak though, if one con-
sider queries with union. Take for instance the query q = A(x) union R(x, y). Then
adm(q) = {{x}, {x, y}}. But the semantics of sparql over plain graphs puts a stronger
requirement on variable bindings. If ω is a solution to q, then ω may bind {x} only if
ω is an answer to the left operand A(x), and ω may bind {x, y} only if ω is an answer
to the right operand R(x, y). It is immediate to see that Requirement 4 on variable
bindings does not enforce this property. So we add as a simple fifth requirement:

Requirement 5 (Binding provenance). For any SUJO queries q1, q2, KB K and
solution mapping ω:

if ω ∈ ans(q1 union q2) and ω �∈ ans(q2), then dom(ω) ∈ adm(q1)

if ω ∈ ans(q1 union q2) and ω �∈ ans(q1), then dom(ω) ∈ adm(q2)

5 Semantics

We now investigate different semantics for answering sparql queries over a KB, in view
of the requirements expressed in the previous section. We note that each semantics
is defined for a specific fragment of sparql only, and that this is also the case of
Requirements 1, 4 and 5 (the other two requirements are defined for arbitrary sparql
queries). So when we say below that a semantics defined for fragment L1 satisfies a
requirement defined for fragment L2, this means that the requirement holds for the
fragment L1 ∩ L2.

Section 5.1 shows that adopting a compositional interpretation or certain answers,
analogous to sparql entailment regimes (restricted to SUJO queries), is sufficient to
satisfy Requirement 2, but fails to satisfy Requirement 1 for the SJ and U fragments
already. Section 5.2 focuses on DLs with the canonical model property. For these, we
consider generalizing a well-known property of certain answers to UCQs: they are
equivalent to answers over the canonical model, but restricted to those that range over
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the active domain of the KB. We show that this solution satisfies Requirements 1 and 2
for the SUJO fragment, but fails to satisfy Requirement 3 for the O fragment already.
Finally, Sect. 5.3 builds upon this last observation, and shows that it is possible to
define a semantics that satisfies all requirements for the SUJO fragment.

Table 1 summarizes our observations (for KBs with the canonical model property
only), together with observations about the proposal made in [1] (discussed in Sect. 3).

Table 1. Requirements met by alternative semantics for sparql over a DL KB (with
the canonical model property). “A/B” stands for all fragments between A and B.

Semantics Fragment req1 req2 req3 req4 req5

Ahmetaj et al. [1] pwdPT (⊆ SJO) � x ? � �
Entailment regime (Definition 3) UJO � � � � �

SJ/SUJO x � � � �
Canonical (Definition 4) O/SUJO � � x � �
Restricted (Definition 5) SUJO � � � x x
Max. adm. can. (Definition 8) SUJO � � � � �

5.1 sparql Entailment Regimes

Example 2 above showed that certain answer to a query with opt may fail to com-
ply with the standard compositional semantics of sparql (Definition 1) over a plain
graph (i.e. when the TBox is empty). Then a natural attempt to conciliate the two
is to proceed “the other way around”: stick to the compositional semantics of sparql,
and use certain answers for the base case only. This is in essence what the sparql
entailment regimes propose for queries that correspond to the SUJO fragment (recall
the restrictions on reserved rdf/rdfs/owl keywords in triple patterns expressed in
Sect. 2).

Because the specification of sparql entailment regimes [6] is too low-level for the
scope of this paper, we provide a more abstract characterization of this approach for
the SUJO fragment. If q is a query and K a KB, we call the resulting set of solution
mapping the entailment regime answers to q over K, denoted with eRAns(q, K), defined
as follows:

Definition 3 (Entailment Regime Answers)

If q is a triple pattern, then eRAns(q, K) = certAns(q, K)
eRAns(q1 union q2, K) = eRAns(q1, K) ∪ eRAns(q2, K)
eRAns(q1 join q2, K) = eRAns(q1, K) �� eRAns(q2, K)
eRAns(q1 opt q2, K) = (eRAns(q1, K) �� eRAns(q2, K)) ∪

(eRAns(q1, K) \ eRAns(q2, K))
eRAns(selectX q, K) = πXeRAns(q, K)

It is immediate to see that entailment regime answers and sparql answers coin-
cide over a plain graph. Indeed, in the base case (i.e. when q is a triple pattern), for
any graph A, sparqlAns(q, A) = certAns(q, 〈∅, A〉). Then the inductive definitions of
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sparqlAns(q, A) (Definition 1) and eRAns(q, K) (Definition 3) coincide. So entailment
regime answers satisfy Requirement 2.

But they fail to comply with certain answers for UCQs (Requirement 1), for two
reasons. First, the union operator is not compositional for certain answers in some
DLs. Consider for instance Example 4 below:

Example 4
A = {Driver(Alice)}
T = {Driver � CarDriver � TruckDriver}
q = CarDriver(x) union TruckDriver(x)
Then certAns(q, 〈T , A〉) = {{x �→ Alice}}, but eRAns(q, 〈T , A〉) = ∅.

Second, the select operator is not compositional for certain answers, even for some
DLs that have the canonical model property. Consider for instance Example 5 below:

Example 5
A = {Driver(Alice)}
T = {Driver � ∃hasLicense}
q = select{x} (Driver(x) join hasLicense(x, y))
Then certAns(q, 〈T , A〉) = {{x �→ Alice}}, but eRAns(q, 〈T , A〉) = ∅.

So entailment regime answers fail to satisfy Requirement 1 for the U and SJ frag-
ments already.

5.2 Canonical Answers

We now focus on DLs with the canonical model property. We assume some underspec-
ified DL Lcan with the canonical model property, and use “an Lcan KB” to refer to a KB
in such DL. Then if K is an Lcan KB, we use can(K) to designate its canonical model
(up to isomorphism).

An equivalent definition of certain answers for DLs with the canonical model prop-
erty is the following: certain answers to a UCQ q over a KB K coincide with answers to
q over can(K), restricted to those that range over aDom(K). We show that extending
this definition to queries with opt is sufficient to satisfy Requirements 2 (in addition
to Requirement 1), but fails to satisfy Requirement 3.

If Ω is a set of solution mappings and B ⊆ NI, let Ω � B = {ω ∈ Ω | range(ω) ⊆ B}.
Then we define the canonical answers to a query q over an Lcan KB K, denoted with
canAns(q, K), as follows:

Definition 4 (Canonical Answers). For any SUJO query q and Lcan KB K:

canAns(q, K) = sparqlAns(q, can(K)) � aDom(K)

Proposition 1 states that canonical answers comply with sparql answers over a
plain graph (Requirement 2).

Proposition 1. For any SUJO query q and Lcan KB K, canAns(q, K) satisfies Require-
ment 2.

From the observation made above, canonical answers also comply with certain
answers for UCQs (Requirement 1). But they fail to satisfy opt extension (Require-
ment 3), as illustrated with Example 6.
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Example 6
A = {Driver(Alice)}
T = {Driver � ∃hasLicense}
q = Driver(x) opt hasLicense(x, y)

In this example, Let K = 〈T , A〉. Then canAns(Driver(x), K) = {{x �→ Alice}}.
However, sparqlAns(q, can(K)) = {{x �→ Alice, y �→ e}}, for some e �∈ aDom(K). There-
fore canAns(q, K) = sparqlAns(q, can(K)) � aDom(K) = ∅. So canAns(Driver(x), K) �	g

canAns(q, K), which immediately violates Requirement 3.

5.3 Maximal Admissible Canonical Answers

The canonical answers defined in the previous section fail to satisfy Requirement 3.
We show how this definition can be adapted to satisfy all requirements, for the whole
SUJO fragment.

Intuitively, in Definition 4, the restriction of sparqlAns(q, can(K)) to solution
mappings that range over can(K) is too strong. Consider again Example 6, where
sparqlAns(q, can(K)) = {{x �→ Alice, y �→ e}}. In this example, rather than filter-
ing out this solution mapping (because it does not range over aDom(K)), one would
want instead to restrict it to the active domain, which yields the desired mapping
{x �→ Alice}.

To formalize this intuition, if Ω is a set of solution mappings and B ⊆ NI, let
Ω � B = {ω‖B | ω ∈ Ω}. We can now define the restricted canonical answers
restCanAns(q, K) to a query q over an Lcan KB K, as follows:

Definition 5 (Restricted Canonical Answers). For any SUJO query q and Lcan

KB K:
restCanAns(q, K) = sparqlAns(q, can(K)) � aDom(K)

However, restricted canonical answers still fail to satisfy the above requirement on
admissible variable bindings (Requirement 4), as illustrated with Example 7 below:

Example 7
A = {Teacher(Alice)}
T = {Teacher � ∃teachesTo, teachesTo � hasTeacher−}
q = Teacher(x) opt (teachesTo(x, y) join hasTeacher(y, z))

In this example, sparqlAns(q, can(K)) = {{x �→ Alice, y �→ e, z �→ Alice}}, for
some e �∈ aDom(K). So restricting this solution mapping to aDom(K) would yield the
mapping {x �→ Alice, z �→ Alice}. However, {x, z} is not an admissible set of variables
for q, because q requires that whenever variable z is bound, variable y must be bound
as well.

We now propose to further constrain restricted canonical answers in order to satisfy
Requirements 4 and 5. We call the resulting solution mappings maximal admissible
canonical answers, noted mCanAns(q, K).

We start with the PJO fragment (i.e. queries without union) for simplicity, since for
this fragment, Requirement 5 is trivially satisfied. If S is a family of sets, let max⊆(S)
designate the set of maximal elements of S w.r.t. set inclusion. And if Ω is a set of
solution mappings and X a family of sets of variables, let:

Ω ⊗ X = {ω|X | ω ∈ Ω, X ∈ max⊆(X ∩ 2dom(ω))}

We can now define maximal admissible canonical answers for the SJO fragment, as
follows:
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Definition 6 (Maximal Admissible Canonical Answers (SJO))

mCanAns(q, K) = restCanAns(q, K) ⊗ adm(q)

In order to generalize this definition to queries with union, we need to enforce
Requirement 5. To this end, the provenance of each solution mapping needs to be taken
into account. We define the set of branches of a SUJO query q, denoted with branch(q),
as the set of SJO queries that may produce a solution to q, by intuitively “choosing”
one operand of each union. For instance, if q = A(x) opt (R1(x, y) union R2(x, z)),
then branch(q) = {A(x) opt R1(x, y), A(x) opt R2(x, z)}. The function branch(q) is
defined inductively over q as expected:

Definition 7 (Branches of a SUJO query q)

If q is a triple pattern, then branch(q) = {q}
branch(selectX q) = { selectX q′ | q′ ∈ branch(q) }
branch(q1 join q2) = { q′

1 join q′
2 | (q′

1, q
′
2) ∈ branch(q1) × branch(q2) }

branch(q1 opt q2) = { q′
1 opt q′

2 | (q′
1, q

′
2) ∈ branch(q1) × branch(q2) }

branch(q1 union q2) = branch(q1) ∪ branch(q2)

According to the semantics of sparql over plain graphs, an answer to a SUJO query q
must be an answer to some branch of q (the converse does not hold though; see e.g. [15,
Example 1]). Or formally, for any SUJO query q and graph A:

sparqlAns(q, A) ⊆
⋃

q′ ∈branch(q)

sparqlAns(q′, A)

So if q′ ∈ branch(q), we use sparqlAns(q, A, q′) to denote the answers to q over A that
may be obtained by evaluating branch q′, i.e.:

sparqlAns(q, A, q′) = sparqlAns(q, A) ∩ sparqlAns(q′, A)

Similarly, we adapt Definition 6 to a branch q′ of q:

mCanAns(q, K, q′) = (sparqlAns(q, can(K), q′) � aDom(K)) ⊗ adm(q′)

We can now generalize maximal admissible canonical answers to the SUJO fragment:

Definition 8 (Maximal Admissible Canonical Answers (SUJO))

mCanAns(q, K) =
⋃

q′∈branch(q)

mCanAns(q, K, q′)

It can be easily verified that Definitions 6 and 8 coincide for SJO queries, since
in this case branch(q) = {q}. Proposition 2 shows that maximal admissible canonical
answers satisfy all requirements expressed in the previous section.

Proposition 2. For any SUJO query q and Lcan KB K, mCanAns(q, K) satisfies
Requirements 1, 2, 3, 4 and 5.
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Table 2. Combined complexity of evalsparqlAns and evalmCanAns. “-c” stands for com-
plete, and “A/B” for all fragments between A and B.

Fragment evalsparqlAns evalmCanAns

UJ/SUJ NP-c NP-c
Well-designed JO coNP-c coNP-c
Well-designed SJO* ΣP

2-c ΣP
2-c

OJ/SUJO PSpace-c PSpace-c

6 Complexity

We now provide complexity results for query answering under the semantics defined
in Sect. 5.3, for different sub-fragments of the SUJO fragment, and focusing on KBs in
DL-LiteR [3], a DL tailored for query answering, which corresponds to the owl 2 ql
profile. As is conventional, we focus on the decision problem for query answering, i.e.
the problem evalmCanAns below. We also focus on combined complexity, i.e. measured in
the size of the whole input (KB and query), and leave data complexity (parameterized
either by the size of the query, or of the query and TBox) as future work.

evalmCanAns

Input: DL-LiteR KB K, query q, mapping ω
Decide: ω ∈ mCanAns(q, K)

Complexity of sparql query evaluation over plain graphs has been extensively
studied (see [13] for a recent overview). When these results are tight, they provide us
immediate lower bounds. Indeed, from Proposition 1, certain canonical answers satisfy
Requirement 2, so evalmCanAns is at least as hard as the problem evalsparqlAns below.

evalsparqlAns
Input: graph A, query q, mapping ω
Decide: ω ∈ sparqlAns(q, A)

Table 2 reproduces results for evalsparqlAns in several commonly studied fragments
that fall within the SUJO fragment. The opt operator has been the focus of a large
part of the literature, as evalsparqlAns has been shown to be PSpace-complete for the
OJ fragment already, in [15]. Particular attention has also been paid to so-called well-
designed SJO and JO queries (see [14] for a definition), which have a natural repre-
sentation as pattern trees [12], with a significant reduction from PSpace to ΣP

2 and
coNP-completeness respectively. For SJO, we follow [12] and focus on queries where
the select operator is terminal, i.e. where it does not appear in the scope of join or
opt. The corresponding fragment is called SJO*. Finally, another fragment of inter-
est is UJ, for which query answering is already intractable [15], thus contrasting with
projection-free UCQs.

So for each fragment, we investigate whether evalmCanAns matches the upper bounds
for evalsparqlAns. The results are summarized in Table 2. Interestingly, all upper bounds
are matched. This means that for these fragments, the presence of a TBox does not
induce an extra computational cost (as far as worst-case complexity is concerned) when
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compared to sparql answers over a plain graph. This observation is analogous to well-
known results for answering UCQs under certain-answer semantics over a DL-LiteR
KB [5], which matches the (NP) upper bound for UCQs over a plain graph.

Before explaining these results, we isolate a key observation:

Proposition 3. If q is a JO query and X1, X2 ⊆ vars(q), then it can be decided in
O(|q|2) whether X1 ∈ max⊆(adm(q) ∩ 2X2).

Proof. (Sketch.) If q is a JO query, we compute a family base(q) of sets of variables s.t.
|base(q)| = O(|q|), and s.t. each V ∈ adm(q) is the union of some elements of base(q)
and conversely, i.e. adm(q) = {

⋃
B | B ∈ 2base(q)}. The family base(q) can be computed

inductively as follows:

– if q is a triple pattern, then base(q) = {vars(q)}.
– if q = q1 join q2, then base(q) = {B1 ∪ B2 | B1 ∈ min⊆(base(q1)), B2 ∈ base(q2)}∪

{B1 ∪ B2 | B1 ∈ base(q1), B2 ∈ min⊆(base(q2))}
– if q = q1 opt q2, then base(q) = base(q1) ∪ base(q1 join q2)

The induction guarantees that |min⊆(base(q))| = 1, so that |base(q))| = O(|q|) must
hold. Then in order to decide X1 ∈ max⊆(adm(q) ∩ 2X2), it is sufficient to: (i) check
whether X1 ∈ adm(q), i.e. check whether X1 ⊆

⋃
{B ∈ base(q) | B ⊆ X1}, and (ii)

check whether there is an X ′ ∈ adm(q) ∩ 2X2 s.t. X � X ′. This is the case iff there is
a B ∈ base(q) s.t. X1 � X1∪B � X2. ��

We note that from the definition of adm(q), this property is independent from
the semantics under investigation, so it holds for sparql over a plain graph. It also
follows that deciding whether X ∈ adm(q) for an arbitrary X and JO query q is
tractable (consider the case where X1 = X2). Interestingly, this does not hold for the
UJ fragment already. Indeed, immediately from the reduction used in [15] for hardness
of evalsparqlAns in this fragment, deciding X ∈ adm(q) for any X and UJ query q is
NP-hard (we refer to the the extended version of this paper for details).

We now sketch the argument used to derive upper bounds for the SUJO, well-
designed SJO* and UJ fragments (proofs can be found in the extended version). For
simplicity, we focus on the well-designed SJO* fragment. The argument for queries with
union is similar, but with additional technicalities, because the definition of certain
canonical answers in this case is more involved (compare Definitions 6 and 8 above).
We also simplify the explanation by assuming that the Gaifman graph of the query is
connected. If G is a graph, we will use V (G) below to designate its vertices.

From the definition of evalmCanAns, 〈K, q, ω〉 is a positive instance iff ω ∈
mCanAns(q, K), i.e. iff there is an ω′ s.t. (i) ω = ω′|X for some X ∈ max⊆(adm(q) ∩
2dom(ω′‖aDom(K)))} and (ii) ω′ ∈ sparqlAns(q, K).

So a (non-deterministic) procedure to decide whether ω ∈ mCanAns(q, K) consists
in guessing an extension ω′ or ω, then verify (i), and then verify (ii). From Proposition 3
above, (i) can be verified in O(|q|2). For (ii), if ω′ ∈ sparqlAns(q, can(K)), from well-
known properties of can(K) for DL-LiteR, it can be shown that:

– there must exist a subgraph G of can(K) s.t. V (G)∩ V (A) �= ∅, and the size of the
subgraph of G induced by V (G) \ V (A) is linearly bounded by max(|q|, |T |).

– for each maximal connected subgraph G′ of G s.t. V (G′) ∩ V (A) = ∅, it can be
verified in O((|G′| + |T |) · |T |) whether G′ is a subgraph of can(K).
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So in order to decide (ii), it is sufficient to guess G, then verify that G is a subgraph
of can(K), and then decide whether ω′ ∈ sparqlAns(q, G). Since evalsparqlAns is in ΣP

2 ,
whether ω′ ∈ sparqlAns(q, G) can be nondeterministically decided in time in O(|q| +
|G|+|ω′|) = O(|q|+|K|+ω) by some algorithm with an oracle for coNP problems. And
a witness for this algorithm can be guessed together with G and ω′ (without gaining a
level in the polynomial hierarchy). We note that this last remark does not apply to the
well-designed JO fragment: since evalsparqlAns is coNP-hard, such a procedure would
instead imply a quantifier alternation.

The proof of coNP-membership for the well-designed JO fragment is significantly
simpler. First, because the fragment does not allow projection, for any JO query q,
mCanAns(q, K) = canAns(q, K) must hold. Then we consider the ABox A′ that contains
all atoms over the active domain that are entailed by K, i.e. A′ = {A(c) ∈ can(K) |
c ∈ aDom(K)} ∪ {r(c1, c2) ∈ can(K) | c1, c2 ∈ aDom(K)}. A′ can be computed in time
polynomial in K and, by immediate induction on q, it can be shown that canAns(q, K) =
sparqlAns(q, A′). Finally, from [14], deciding ω ∈ sparqlAns(q, A′) is in coNP.

7 Conclusion and Perspectives

We identified in this article simple properties to be met by a semantics meant to
conciliate certain answers to UCQs over a KB on the one hand, and sparql answers
over a plain graph on the other hand. We formalized these properties as requirements,
and evaluated different proposals (some of which were taken from the literature) against
these requirements.

We also showed that these requirements can be all satisfied for the fragment of
sparql with SELECT, UNION and OPTIONAL and DLs with the canonical model prop-
erty. More precisely, we defined a semantics that matches all requirements. We also
provided combined complexity results for query answering over a DL-LiteR KB under
this semantics.

This work is still at an early stage, for multiple reasons. First, the semantics we
defined is arguably ad-hoc, with a procedural flavor, and it would be interesting to
investigate whether it can be characterized in a more declarative fashion. It must
also be emphasized that if query answers defined by this semantics comply with all
requirements, whether the converse holds (i.e. whether there may be answers that
comply with all requirements, but are not returned under this semantics) is still an
open question.

Data complexity may also be investigated, as well as algorithmic aspects, in par-
ticular FO-rewritability, i.e. the possibility to rewrite a query over a KB into a query
over its ABox only, which is a key property for OMQA/OBDA [16]. Other DLs and/or
fragments of sparql may also be considered.

Finally, and more importantly, additional requirements may be identified, possibly
violated by the semantics we defined. If so, a key question is whether such an extended
set of requirements can still be matched, for reasonably expressive DLs and fragments
of sparql. A negative answer would constitute an argument for the sparql entailment
regimes (or the extension of the owl 2 ql regime proposed in [10]) as a default solution.
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Abstract. Automatic extraction of clinical named entities, such as body parts,
drugs and surgeries, has been of great significance to understand clinical texts.
Deep neural networks approaches have achieved remarkable success in named
entity recognition task recently. However, most of these approaches train models
from large, high-quality and labor-consuming labeled data. In order to reduce the
labeling costs, we propose aweakly supervised learningmethod for clinical named
entity recognition (CNER) tasks. We use a small amount of labeled data as seed
corpus, and propose a bootstrapping method integrating external knowledge to
iteratively generate the labels for unlabeled data. The external knowledge consists
of domain specific dictionaries as well as a bunch of handcraft rules. We con-
duct experiments on CCKS-2018 CNER task dataset and our approach achieves
competitive results comparing to the supervised approach with fully labeled data.

Keywords: Named entity recognition · Weakly supervised learning · External
knowledge

1 Introduction

Building named entity recognition system for clinical text could not only do great ben-
efit to medical workers in their daily work, but also help to construct the large scale
medical knowledge graph and perform other downstream tasks such as relation extrac-
tion, knowledge graph reasoning. Since electronic health record is a kind of text with
very strong domain features, the entity recognition task in clinical texts faces even more
challenge than that in other domains [1]. Firstly, rich labeled clinical corpus is relatively
difficult to obtain due to the lack of uniform standards on labeling Chinese clinical health
records [2] and medical data labeling costs vast human labor [3]. Secondly, clinical text
contains abundant medical professional knowledge, such as rules, dictionaries and so
on. Using external knowledge to guide the entity extraction has been proved an effective
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way to pursuit higher performance especially when the supervision signal is weak, and
many works [4–6] have carried out successful approaches.

Traditional named entity recognition (NER) approaches can be categorized as rule
based [7, 8], dictionary based [9, 10] and machine learning based [11–13] methods.
With the rapid progress on deep learning technology, NER systems based on deep neu-
ral networks (DNNs) achieved remarkable success. Some recurrent neural networks
(RNNs) based end-to-end models, especially bi-directional long short term memory-
conditional random fields (Bi-LSTM-CRF) models gained the state-of-the-art results
[14, 15]. To adapt these methods into a certain domain such as medical and health,
effective ways are domain specific feature engineering [16, 17], multi-model ensemble
[18] and incorporating external knowledge [19].

Most successful techniques, such as deep learning [20], require large scale ground-
truth labeled training data, however it can be difficult to obtain strong supervision inmany
tasks due to the high cost of data labeling process. Thus, it is desired to enable machine
learning techniques to work with weak supervision. Typically, weak supervision could
be classified into three types, incomplete supervision, inexact supervision and inaccurate
supervision [21]. However, it is difficult for a deep learning NERmodel to reach an ideal
performance with only weak supervision because of the lack of semantic knowledge and
insufficient domain information. At the same time, the lack of training data can easily
lead to over-fitting of themodel, which leads to low generalization ability. For example, a
sentence “患者出现恶心、呕吐、腹痛、腹泻, 间断服用奥美拉唑等药物。”, which
means “The patient had symptoms such as nausea, vomiting, abdominal pain, diarrhea,
and intermittently used omeprazole.” We use only a small amount of training data to
train a model, the corresponding entity recognition results are shown in Table 1.

Table 1. Recognition results of NER model with small amount training data.

symptom

body description body description

From Table 1 we can see “腹\body 痛\description” and “腹\body 泻\description”
are correctly predicted, “现恶心、\symptom” is wrongly predicted. And we can find
that “奥美拉唑” is a drug entity but the model failed to recognize it. In fact, the drug
entity “奥美拉唑” can be identified by domain dictionary, and the NER model can be
enhanced by external knowledge to recognize “恶心” as a symptom entity. In such way,
external knowledge is incorporated to enhance unlabeled data and consequently saves
labeling costs. This brings out the main idea of our work, using bootstrapping method
and the external knowledge to generate labels to reduce the labeling cost.

In this paper, we propose a weakly supervised learning approach for Chinese clinical
named entity recognition task. We start from a weakly supervised learning model and
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propose an external knowledge-based method to enhance training data. Our approach
save labeling cost by generating labels for unlabeled data automatically, andwe eliminate
noise using specific rules, supplement the labels with dictionaries. Our approach sharply
reduces the need for labeled corpus size, and effectively avoids the over-fitting problem
of weakly supervision trained model.

We conduct experiments on CCKS-2018 (China Conference on Knowledge Graph
and Semantic Computing 2018) CNER task dataset and our approach performs closely
to the trained model with fully labeled data.

The main contributions of our work are:

1. We propose an iterative weakly supervised learning architecture on Chinese clinical
named entity recognition task, and experimental results demonstrate the effectiveness
of our method.

2. We propose a method to automatically enhance training corpus utilizing the boot-
strapping method with external knowledge, and it solves the problem of difficult
acquisition of large-scale labeled training corpus.

2 Base Model

Named entity recognition can be regarded as a sequence labeling task. Different from
English texts, Chinese texts don’t have clearword boundary, and according to our statistic
on CCKS-2018 CNER dataset, the entity mismatch caused by word segmentation take
up more than 25% of all the labeled entities. So we perform the sequence labeling task
on character level to alleviate such mismatch errors.

We use BIO (Begin, Inside, Outside) tagging scheme to tag the data into sequences.
Our goal is to predict labels for a given sentence s = {w1, w2, · · · wn} on each character
with the same BIO tagging scheme that indicates the entity type and its boundary. The
tagging scheme is shown in Table 2.

Table 2. Tagging Scheme.

Text 上 腹 部 疼 痛
。

Label B-body I-body I-body B-description I-description O

The NERmodel consists of three key components: embedding layer, Bi-LSTM layer
and CRF layer. For embedding layer, we encode every Chinese character into a tensor
representation which is concatenated by a 768 length pre-training embedding denoted
as ebert , and a 100 length word2vec [22] embedding denoted as ew2v . In order to get
a better context model of texts, we use BERT [23] as pre-training embedding. Then
the sequence of tensors is fed into a Bi-LSTM neural network in order to capture the
contextual features. Finally, a conditional random field (CRF) layer is used to capture
the dependencies in tagging and determine the best tagging sequence for the sentence.
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Embedding layer turns each character into tensor et .

et = [ebert , ew2v] (1)

Since the powerful effect of Bert pre-training has already been proved, we use Bert
pre-training as part of the character embedding of the input tensor in our base model.
Besides, to make the performance better, we concatenate the 100 length word2vec tensor
to Bert pre-training. Such representation form is inspired by recently successful works
[24]. From our observation in experiments, we found this hybrid embedding carries out
better presentation performance than both the single pre-train embedding of Bert and
word2vec.

The Bi-LSTM network incorporates a gated memory-cell to capture long-range
dependencies within the input tensors along both forward and backward directions.
For each position t , LSTM computes ht with input et and previous state ht−1:

i t = σ(W i et + U iht−1 + bi ) (2)

f t = σ
(
W f et + U f ht−1 + b f

)
(3)

c̃t = tanh(W cet + Ucht−1 + bc) (4)

ct = f t � ct−1 + i t � c̃t (5)

ot = σ(Woet + Uoht−1 + bo) (6)

ht = ot � tanh(ct ) (7)

Where h, i, f , o ∈ R
dh are dh-dimensional hidden state, input gate, forget gate

and output gate. The trainable parameters of LSTM are W i ,W f ,W c,Wo ∈ R
4dh×de ,

U i ,U f ,Uc,Uo ∈ R
4dh×dh and bi , b f , bc, bo ∈ R

4dh . σ is the sigmoid function, and �
denotes elementwise production. Bi-LSTM computes both directions, left �ht and right
←
ht , the final output is:

ht = �ht ⊕ ←
ht (8)

The ⊕ symbol is the tensor concatenation operator.
The CRF layer connects with former output layers, parameters are presented as

a transition matrix. For the output of the Bi-LSTM, the matrix of scores denotes as
fθ

(
[x]T1

)
, the element [ fθ ]i,t of the matrix is the score output by the network with

parameters θ , for the sentence [x]T1 and for the i-th tag, at the t-th character. Transition
score [A]i, j models the transition from i-th state to j-th for a pair of consecutive time
steps. This transition matrix is position independent. Now denote the new parameters of
the whole network as θ̃ = θ ∪ {

[A]i, j∀i, j
}
. The score of [x]T1 along with a path of tags

[i]T1 is then given by the sum of transition scores and Bi-LSTM network scores:

S
(
[x]T1 , [i]T1 , θ̃

)
=

∑T

t=1

(
[A][i]t−1,[i]t + [ fθ ][i]t ,t

)
(9)
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Then a softmax function calculates the conditional probability:

p
(
[y]T1 |[x]T1 , θ̃

)
= e

S
(
[x]T1 ,[y]T1 ,θ̃

)

/
∑

j
e
S
(
[x]T1 ,[ j]T1 ,θ̃

)

(10)

Where
[
y
]T
1 is the true tag sequence and [ j]T1 is the set of all possible output

sequences. Then we use the maximum conditional likelihood estimation to train the
model:

logp
(
[y]T1 |[x]T1 , θ̃

)
= S

(
[x]T1 , [y]T1 , θ̃

)
− log

∑

∀[ j]T1
e
S
(
[x]T1 ,[ j]T1 ,θ̃

)

(11)

Here Viterbi algorithm [25] is used to compute [A]i, j and optimal tag sequences for
inference.

3 External Knowledge-Based Weakly Supervised Learning CNER

Figure 1 is the architecture of our approach. We start from a labeled seed corpus and
a weak supervision trained model. Because the supervision is rather weak at the initial
stage, the model can only partially predict the right entities from unlabeled data. Our
approach automatically and iteratively enhances the labels of unlabeled data with the
help of external knowledge, and the enhanced data is used to train a more generalized
model at the next iteration. At each iteration, we enhance a set of unlabeled data, update
the external knowledge and train a more generalized model.

Fig. 1. Architecture of our approach

In this section we will discuss our approach in details, it is organized as follows. In
Sect. 3.1 we introduce the acquisition of our external knowledge. In Sect. 3.2 we present
the details of weakly supervised learning data enhancement process. In Sect. 3.3 we
describe the training architecture of our CNER model.
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3.1 External Knowledge Acquisition

External knowledge can be a powerful complement to training data when the quality of
supervision is insufficient for themodel to achieve a satisfactory performance.We collect
extensive clinical domain knowledge from multiple sources and organize it into unified
structure in our approach. The external knowledge consists of two main parts, clinical
noise-eliminating rules and clinical entity dictionaries. The two parts are separately
introduced as following.

1. Rule Construction:

Based on the observation on clinical entity domain features and medical literatures
we design several kinds of rules to remove the noise from the weakly supervised model
output. Some of the example rules are presented in Table 3.

2. Dictionary mining:

To generate the clinical entity dictionaries we collect named entities from various
sources. Besides the seed corpus annotations, we also collect entity names frommedical

Table 3. Rule examples

Rules

Name Explanation Examples

Minimum length Any one character entity to be
a surgery or a drug

length(drug) > 1;
length(surgery) > 1;

Parentheses and quotation
marks mismatch

Entity with only one part of
parentheses or quotation
marks

“(” + . * + “)”;
“(” + . * + “)”;
“ + .* + ”;
‘ + .* + ’

Comma ending Entity should not end with
comma

ent[length(ent)-1] not in (“,”,
“,”);

Part-of-speech rule filter If the word part-of-speech
conflicts the entity type we
regard it as a noise word, for
example, drug type entity
should not be a verb or
adjective

POS(drug) ! = verb.;
POS(drug) ! = adj.;
POS(surgery) ! = adj.;
POS(body) ! = verb.;
…

Special context Some special cases are
determined by the context

Type(“手”) ! = body when in
“手术”;
Type(“口”) ! = body when in
“切口”;
Type(“心”) ! = body when in
“心律”;

… … …
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domain literatures such as《人体解剖学名词》(Chinese Terms in Human Anatomy),
open network resources such as “xywy.com”, and other medical texts crawled from the
internet. In order to make our dictionary as effective as possible, we generated the dic-
tionaries comparing to the scale of experiment dataset. The statistics of our dictionaries
is shown in Table 4.

Table 4. The statistics of five entity types

body symptom description drug surgery

Dictionary
Size

1637 9713 76 38828 19186

3.2 Weakly Supervised Learning Data Enhancement

At each iteration of ourweakly supervised learning approach, we apply the data enhance-
ment to training data. We pick a small set from unlabeled corpus as an unlabeled subset,
and output the labels, therefore update the labeled corpus and the dictionaries. For every
unlabeled subset, we generate the labels from two sources:

1. The output from the current CNER model, noise eliminated by rules. And the newly
learned entity words are added to the external dictionary;

2. For those entities that the current model didn’t recognize, we use external dictionary
to complete the labels;

The overview of data enhancement process is presented in Fig. 2.

Fig. 2. Data enhancement process
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When conducting external dictionary label completion, we use a string maximum
matching algorithm [26, 27], which is a greedy search routine that walks through a
sentence and find the longest string that matches the word in dictionary. The algorithm
is summarized in Algorithm 1.

If the model prediction conflicts with the dictionary complement results, we firstly
consider predictions of the current model output. And if dictionary labels one character
as multiple entity parts, we use the prior strategy to decide which label should be chosen.

In this label completion process, the shortest word length s is an important parameter
that should be properly adjusted.We initialize this parameter as 0, as the experiment goes
further, short entities appear to bring more and more wrong cases, and the performance
climbs slower. We gradually increased the shortest word length to 4, and this kind of
wrong cases get effectively removed.

Thus we finish unlabeled data enhancement at each iteration. As the iterative process
continues, the scale of the labeled corpus is enlarged and the performance of the CNER
model is improved.

3.3 CNER Model Training Architecture

Current deep neural network based approaches are mostly end-to-end, we propose an
iterative training method, and train a more generalized model by several iterations. The
outline of our CNER approach is described in Algorithm 2.
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Our approach starts from a seed corpus and a weakly supervised model. We denote
the dataset enhanced by our method as an increment corpus at each iteration, and we
append a subset from the unlabeled corpus into the increment corpus. With the model
trained at previous iteration, we enhance the increment corpus entirely, and obtain a new
model by training with the seed corpus along with the increment corpus. This process
ends till we make use of all the data in unlabeled corpus, and we get the final CNER
model.

4 Experiments

4.1 Dataset

We conducted experiments on CCKS-2018 (China Conference on Knowledge Graph
and Semantic Computing 2018) CNER task dataset.

CCKS-2018 CNER task dataset provides electronic health records data for clinical
named entity recognition. It contains 600 documents in training set and 400 documents
in testing set, labeled out 5 types of clinical named entities, body, symptom, description,
drug and surgery. The statistics of entity on different categories are listed in Table 5.

Table 5. Statistics of different entity types.

Dataset body symptom description drug surgery

Training 7048 2719 1866 913 1004

Validating 790 336 200 92 112

Testing 6339 1327 918 813 735
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From the 600 documents of training set, we randomly picked 60 documents as a
validating set. And we evenly separated the rest 540 documents into 10 subsets. We
reserved the labels of one subset and take it as the seed corpus, and remove the labels of
the left 9 subsets as the unlabeled corpus.

4.2 Experimental Settings

We implement all the evaluations on the 400 documents test dataset. We evaluate all the
model performance with a strict evaluating standard, which defines a correct prediction
as that the ground truth and extraction result share the samemention, the same boundaries
and the same entity type.We use precisions (P), recalls (R) and F1-scores (F1) to evaluate
the performance of every experimental model. True Positive, False Positive and False
Negative predictions are denoted as T P, FP, FN , and the P, R, F1 are calculated as
below.

P = T P

(T P + FP)
(12)

R = T P

(T P + FN )
(13)

F1 = 2 ∗ P ∗ R

(P + R)
(14)

Parameter configurations may influence the performance of the models. We depict
the parameter configurations in Table 6.

Table 6. Parameter configurations

Parameter Value

Size of Bert embedding 768

Size of word embedding 100

Drop-out 0.2

Loss function Cross Entropy

Adam learning rate 0.001

Early stopping patience 5 epochs

Shortest match length Initialize: 0; Final: 4

4.3 Overall Experimental Results

We denote the approach using all the labeled training data as Fully Supervised approach.
With the 10% labeled seed corpus we trained a baseline model and denote it as Seed
Corpus Supervised approach. In order to depict the effect of the dictionary, we also
did experiment without dictionary in our external knowledge, this is denoted as Our
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Table 7. Overall experiment results

Approaches P R F1

Fully Supervised 87.42 86.72 87.07

Seed Corpus Supervised 76.98 77.94 77.46

Our Approach (without dictionary) 87.13 78.89 82.80

Our Approach 85.34 86.15 85.74

Approach (without dictionary). Table 7 presents the comparisons of our approach to
other approaches.

The overall experimental results show that our approach outperforms the seed cor-
pus supervised model, and achieved 98% of the fully supervised model F1-score. We
can see that the dictionary brings benefit to recall (78.89 → 86.15) and F1-score
(82.80 → 85.74) of the model comparing to the seed corpus supervised model, but
decreases the precision (87.13 → 85.34).

To illustrate the details of performance during the experiment, we also record the
model performances at each iteration. The F1-scores are depicted in Fig. 3. The x axis
depicts the proportion of enhanced data in unlabeled corpus, the y-axis denotes the F1
score of the corresponding model.
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Fig. 3. Performances at each iteration

From Fig. 3 we can see that comparing to the fully labeled data trained model, our
approach has shown the trend of pursuit from the early stage. Although in mid-term
the improvement of performance slows down, benefiting from the reasonable control
of noise, we finally achieve a satisfactory result. Comparing to the without dictionary
approach, the role of dictionary is not obvious at early stage, but with the increase of the
corpus, our approach gradually widens the gap.
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4.4 Experiment Analysis

The overall experimental results show that our approach is an effective way to do the
CNER task with weak supervision, under the guide of external-knowledge, we achieved
over 98% of the fully labeled data trained model performance with only 10% of labeled
training data.

The detailed recognition performance of different methods is presented in Table 8.
By the analysis on performance statistics, we can see that the model without dictionary
returns a good precision but the recall is relatively low. After incorporating the external
dictionary, we get an obvious improvement on recall, but a little decline of the precision
as sacrifice.

Table 8. Performances for each entity type.

Fully Supervised body symptom description drug surgery

P 86.75 89.66 90.54 88.77 84.09

R 87.20 90.87 89.65 73.92 85.58

F1 86.98 90.26 90.09 80.67 84.83

Weakly Supervised

P 77.32 79.82 78.27 78.27 66.80

R 80.66 73.93 84.75 62.48 70.34

F1 78.95 76.76 81.38 69.49 68.52

Without Dictionary

P 86.17 92.65 89.04 89.38 82.12

R 80.53 78.82 84.97 60.02 78.10

F1 83.26 85.18 86.96 71.82 80.06

Our Approach

P 85.57 88.70 78.24 88.26 84.35

R 86.56 88.77 88.89 78.60 82.86

F1 86.06 88.74 83.22 83.15 83.60

Basedon the observation of experimental resultswefind that drug and surgery entities
gain most obvious improvements on F1-score by our approach comparing to the weakly
supervised method (drug: from 69.49 to 83.15, surgery: from 68.52 to 83.60), because
these entity types get more benefits from the external knowledge. Our approach even
outperforms the fully labeled model on drug type (our approach: 83.15, fully labeled
model: 80.67). Because drug names often contain transliterated words from English,
for example “吉西他滨” means “Gemcitabine” and “伊利替康” means “Irinotecan”,
such kind of entity is very hard to model only by word-embedding features, dictio-
nary completion is rather powerful on drug entity. Meanwhile, surgery entities often
appear in the form of long phrases, for example “腹腔镜下乙状结肠根治性切除术”
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means “laparoscopic radical resection of the sigmoid colon”, and the advantage of our
dictionary completion algorithm is revealed dealing with such long phrases since we
use the maximum matching algorithm. Description type, on the contrary, only gain a
slightly improvement by external knowledge comparing to the weakly supervised model
(weakly supervised: 81.38, our approach: 83.22), it even get a lower F1-score than the
without dictionary method (without dictionary method: 86.96, our approach: 83.22).
That’s because description entities are not easy to be defined by external knowledge.
For example, description entities “胀” means “inflation” and “痛” means “ache” can be
wrongly recognized as symptom. The meaning of these words is likely to be confused
with other kinds of entities and the none-entity phrases.

Dictionary completed data faces another problem. The external dictionary indicates
an entity as soon as the word appears and don’t take the context in consideration, which
introduces a lot ofwrong cases especiallywhen the entityword is very short. Our solution
is to adjust the shortest word length at the later iterations when conducting dictionary
completion, because the model has already learned these short entities well, and we use
dictionary mainly to label longer words, rather than introducing more noise.

5 Related Work

5.1 Clinical Named Entity Recognition

As the key area of artificial intelligence application, named entity recognition from
clinical text has attracted considerable and extensive attention. Researchers in this field
have proposed many effective solution approaches. These existing methods could be
categorized as rule-based approaches, dictionary-based approaches, machine learning
approaches and deep learning approaches.

In early time CNER research, rule based approaches used to take the dominant place.
Friedman [7], Zeng [28] and Savova [29]made some successful systems for named entity
recognition on medical texts. However rules are impossible to be enumerated, and the
making of the rules always takes vast engineering cost.

Dictionary based CNER systems could effectively locate the entities that appeared
in the dictionaries [30]. However the performance of this kind of method highly depend
on the quality of the dictionaries, they can’t handle entities that don’t appear in the
dictionaries. Meanwhile, in Chinese there are many characters or words have multiple
meanings, these entities should be determined by the context, which dictionary based
approaches could not solve and leads to a low precision result.

Machine learning based approaches usually consider CNER as a sequence labeling
problem. Classical methods are hidden Markov models [12, 30], maximum entropy
Markov models [11], conditional random fields [13, 31] and supported vector machine
[32]. This kind of approach requires heavy work on feature engineering process, and it’s
rather difficult to find the best set of features combination.

The use of deep neural network for NER was pioneered by Collobert [33] in 2011,
who proposed convolutional neural networks (CNNs) over the sequence ofwords. Huang
et al. [34] proposed bidirectional LSTM encoder to replace CNN encoder. Lample et al.
[35] introduced hierarchy in the architecture by replacing hand-engineered character-
level features in prior works with additional bidirectional LSTM. The sequential CRF
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on top of the recurrent layers ensures that the optimal sequence of tags over the entire
sentence is obtained.

5.2 Weakly Supervised Learning

Supervised learning techniques construct predictive models by learning from large scale
training examples. In many tasks it is difficult to get strong supervision information such
as fully ground-truth labels due to the high cost of data labeling. Weakly supervised
learning technology has gradually grabbed attention.

One of the earliest papers on bootstrapping for NLP problems is made by Yarowsky
[36], he presented an unsupervised learning algorithm for word sense disambiguation.
Blum and Mitchell [37] used different types of features and introduced co-training for
the problem of classifying Web pages.

Collins and Singer [38] used only 7 manually labeled “seed” examples to classify
entities into three classes plus “other”, they discussed the problem of using unlabeled
examples in named entity classification.

Kozareva [39] proposed the method to automatically generate gazetteer lists from
unlabeled data, and applied on Named Entity Recognition task using labeled and unla-
beled data, it extracted from unlabeled data rely on n-gram and could be adapted tomulti-
languages. Teixeira [40] introduced a conditional random fields-based bootstrapping
approach for NER.

Shen [41] carried out an active learning model for NER, and they achieved nearly
state-of-the-art performance with just 25% of the original training data. Active learning
method assumes that the ground-truth labels of unlabeled instances can be queried from
an oracle. Kim [42] used LSTM and CRFs architecture and proposed method to use
machine-labeled data to improve performance in clinical NER task. Their model obtains
higher performance in 23.69% than the model that trained only a small amount of
manually annotated corpus in F1-score.

6 Conclusion

In this work, we introduce an iterative weakly supervised learning architecture to per-
form the CNER task. We propose a bootstrapping CNER method integrating external
knowledge acquired from rule construction and dictionary mining, and achieve a close
performance comparing to the fully labeled data trainedmodel. Our approach effectively
reduces the need for the size of labeled training data, and properly takes the advantage
of external knowledge in performing CNER task.

In the future our work will focus on more effective methods on acquiring useful
external knowledge automatically, and make the iteratively bootstrapping process more
efficient.
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Abstract. Metadata application profiles (MAP) serve a critical role in
the of metadata interoperability. Singapore framework recommends pub-
lishing the application profiles as documentation, with detailed usage
guidelines aimed to maximize reusability and interoperability. Author-
ing, maintenance, versioning, and ensuring the availability of previous
versions along with changelogs are vital steps involved in MAP publish-
ing. The longevity of the schema is a critical part of metadata longevity.
MAP should provide sufficient administrative information and version-
ing to ensure the provenance and longevity as a record of changes of the
metadata instance. The authors propose to include actionable changelogs
and provenance information within an extensible MAP authoring format.
The proposal also includes a recommendation on MAP versioning and
publishing with PAV, a lightweight ontology for Provenance, Authoring,
and Versioning.
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1 Introduction

Metadata application profiles (MAP) are data element schemas from various
namespaces mixed and customized for a specific application [9]. MAPs are the
best mechanism to express consensus of any metadata instance by documenting
the elements, policies, guidelines, and vocabularies for that particular implemen-
tation along with the schemas, and applicable constraints. Application profiles
also provide the term usage specifications and support interoperability by rep-
resenting domain consensus, alignment, and the structure of the data [1,10].
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Provenance information is vital for application profiles. Changelogs of appli-
cation profile versions help to ensure the metadata instance’s longevity. The
longevity of the schema is essential for metadata longevity. Metadata schema
provenance should be documented and maintained for the preservation of meta-
data [13]. Application profile should provide sufficient administrative informa-
tion, such as creator, date of release, version, and usage rights. Versioning of the
application profile is crucial as it is a record of the application profile as well as
metadata changes. Keeping changelogs might help to migrate data-sets to new
profiles or create crosswalks to upgrade the instances. For Linked Open Data
(LOD), changelogs help to update linked datasets as well.

Through this paper, the authors are attempting to:

1. Extend and clarify a previously proposed [25] extensible authoring format
[24] to include structured and actionable changeset with a notion that the
source of the MAP can include an actionable timeline of its development.

2. Use a lightweight ontology to distinguish and point the source of the MAP
as well as the published MAP resources [4].

3. Use the same ontology to notate the provenance information with identifi-
able roles on authoring, publishing, and contributing for collaborative MAP
development.

The anticipated outcomes of these proposals are:

1. Distinguish the source of the application profile from the published versions
to baseline the concepts of authoring formats and expression formats for
application profiles.

2. Identifying and retrieving application profiles and its versions, including
changelogs, can be automated with the help of semantic linking of MAP
resources.

3. A source of MAP with an interoperable authoring format consists of an action-
able timeline can help to maintain the longevity of the schema. Declared roles
of contribution can act as a means of provenance for MAP resources.

1.1 Application Profile Expression Formats

Dublin Core Metadata Initiative (DCMI) defines one of the earliest guidelines
to express application profiles, which can be in various formats, as Description
Set Profiles (DSP). DSP is a constraint language for Dublin Core Application
Profiles (DCAP) based on the Singapore framework for application profiles [18].
XML or RDF can be used as an expression format for DSP.

Singapore framework recommends publishing the application profiles in
human- readable expression formats as a documentation, with detailed usage
guidelines aimed to maximize reusability and interoperability. Expressing appli-
cation profile in human readable formats require much more components than
textual descriptions of first-order elements such as properties and classes. As
a result, the expression of an application profile in human readable formats is
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expected to have schematic representation, changelogs as well as detailed admin-
istrative information.

For the machine-actionable expressions, other than the XML and RDF, new
standards are emerging and being widely accepted. Evolution of Linked Data
encourages to express the application profiles in semantic web friendly formats
like JSON-LD and OWL. Considering the developments in data linking and
reuse, compelling use cases for expressing application profiles in promising data
validation formats like ShEx or SHACL is increasing. Including these futuristic
expression formats in application profile publishing will expand the scope of its
usage as well as assures long-term usability.

1.2 Current Status and Availability of Application Profiles

Application profiles are not standardized in terms of availability, maintenance,
and distribution. It requires human involvement to identify MAPs [15]. Because
of this manual effort, curating and archiving MAPs is difficult and costly. In
addition to automated methods, numerous registry initiatives also rely on man-
ual contributions. Most of the application profiles are available only in human-
friendly formats, and to distinguish them from other types of documents; this
requires human involvement in the identification process. It is challenging to
extract structured application profile data from spreadsheets or PDF documents.
Lack of versioning, changes logs, and access to previous versions have a substan-
tial impact on metadata information’s longevity and provenance. The absence
of unified publication formats limits the automated processing of application
profiles, thereby limiting the number of application profiles accessible in vari-
ous attempts to register and curate them. The limited number of application
profiles also restricts the primary purpose of metadata registries in using appli-
cation profiles to promote interoperability and reuse [17]. There is also a lack of
a standardized way to link data to the MAP it is based on [21,22].

1.3 Challenges in Application Profile Development

To develop and manage application profiles, there are recommendations such as
Me4DCAP which provides a set of guidelines to define, construct, and validate
MAPs [14]. However, authoring tools and formats which are dedicated to MAP is
less in number. Usually, application profile maintainers have to use different tools
to create different expression formats, and this makes the whole process tedious
for most of the domain experts. As a result, a large number of application profiles
were authored and published only in the human-readable document formats.
Availability of previous versions is not ensured and most of the MAPs doesn’t
maintain older versions in a publicly accessible format.

Different communities have different levels of experience in the technical
aspects of application profile expression formats. There is a severe lack of guid-
ance for developing and publishing metadata application profiles. The barrier
is the limited number of well-defined samples and initiatives for archiving and
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curating application profiles. For creating application profiles, there are not many
well-accepted authoring formats or pre-processors.

1.4 Yet Another Metadata Application Profile (YAMA) as an
Application Profile Authoring Format

Source formats used for application profile publication can be considered as an
authoring format. This source formats can be processed with the help of pro-
cessing tools such as a format converter or a parsing system to generate different
expression formats of that application profile. A format to author the applica-
tion profile cannot be considered as an expression of the application profile in all
situations if the format is not a standard expression. The expression capabilities
of such formats are dependable to its processors or conversion tools. This clear
separation between authoring and expression formats is illustrated in Fig. 1.

Fig. 1. Authoring formats and expression formats for application profiles

For application profile, authors proposes Yet Another Metadata Application
Profile (YAMA) as an extensible authoring format to address shortcomings of
previous proposals [23]. Despite extensive knowledge of MAP, YAMA is meant
to be simple enough that domain experts can use it. YAMA uses YAML Ain’t
Markup Language (YAML), a robust human-friendly data serialization format
with various implementations in most popular programming languages and con-
sidered to be JSON’s superset [2]. Basic structure of YAMA MAP section is
explained in Fig. 2.

YAMA is also an attempt to resolve the lack of a workflow in authoring meta-
data application profiles. Given the increasing popularity of workflows based on
GitHub, different output formats, and extensibility to various proposals such as
ShEx, DCAT, PROV removes the need for repetitive tasks in the maintenance of
metadata application profiles. YAMA is an intermediate MAP format to produce
or convert different standard application profile expression formats.

YAMA is extensible with custom elements and structure. For example, cus-
tom elements can be added to the document tree, as per the demand of the
use case. The only restriction is that custom elements cannot be from reserved
element sets. Capabilities of YAMA could be extended without any large-scale
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Fig. 2. Structure of YAMA MAP

implementation changes within the scope of YAML specification. YAMA is based
on DC-DSP, and a minimal DC-DSP is mandatory to express a MAP in YAMA.
YAMA also includes a structured syntax to record modifications of a YAMA
document named as change-sets, in addition to extensible key-values and struc-
ture. YAMA change-sets can be used to record changes of a MAP over any other
versions. Change-sets are adapted from RFC 6902 JavaScript Object Notation
(JSON) Patch [19], with the changes marked as an action to a path. Every change
use ‘status’ as a reserved value to indicate status changes like ‘deprecation.’ This
extensible nature of YAMA documents is explained in Fig. 3.

Fig. 3. Extensibility of a YAMA application profile
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2 Related Work

As an application format, DCMI proposed a constrained language for Dublin
Core Application Profiles named Description Set Profile (DSP). As an author-
ing format for DSP, a MoinMoin wiki syntax was introduced to embed Appli-
cation Profiles in web pages. Later, Simple DSP (SDSP) [7]. A simplified form
of DSP using spreadsheets as an authoring format was developed as part of the
Metabridge project [17]. Recently, the DCMI application profile Special Inter-
est Group is working on improving DSP [6]. Library of Congress BIBFRAME
project developed a web-based editor for BibFrame Profiles [5]. Linked Data
for Production 2 (LD4P2) project modified and released BIBFRAME editor for
general application profile creation named Sinopia Profile Editor [11].

There is no extensibility of all these stated authoring formats. A format’s
extensibility is critical to its acceptance, which helps different communities to
adopt a simple base format and introduce specific domain requirements. It will
also help to create different standard formats from the same source document
without relying on the common elements. The authors previously proposed an
extensible authoring format named Yet Another Metadata Application Profile
(YAMA) [25] using YAML1 syntax and validated its extensibility over existing
similar proposals [24].

Li and Sugimoto proposed a provenance model named DSP-PROV [13] to
keep track of structural changes of metadata schemas. The DSP-PROV model
applies PROV to the Dublin Core Application Profile. Different from the above
proposal, this paper is treating application profile documents as a digital resource
and attempting to use a lightweight ontology to map different versions of the
published MAP and its provenance.

3 Methodology

The authors are attempting to extend a previously proposed MAP authoring
format with an actionable timeline [23]. With the consideration that the format is
to be a complete source of MAP authoring and versioning, a lightweight ontology
is introduced to notate the authoring and versioning of MAP. The ontology is
introduced with a notion that it can express different versions of the MAP as
well as stakeholders and authoring source of the MAP.

3.1 Actionable Changesets as Timeline of MAP

YAMA is extended with two different sets of change mapping options. An action-
able change record named ‘changesets’ - a collection of changes declared using a
custom adaptation of JSON-PATCH - along with minimal metadata for the set
of changes. Changesets are declared within the ‘changes’ path of the YAMA doc-
ument. JSON patch is originally intended to use as HTTP-PATCH method for

1 https://yaml.org.

https://yaml.org
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JavaScript Object Notation (JSON) [RFC4627]2 - a standard format for storing
and exchanging structured data. HTTP PATCH [RFC5789]3 method extends
the Hypertext Transfer Protocol (HTTP) [RFC2616]4 as a method to perform
partial modifications to resources. A simple JSON patch is shown in Fig. 4.

Adaption of JSON-Patch as a possible means of recording changes within the
application profile authoring environment helps to makes the changes action-
able without any lock-in as JSON-Patch is widely adapted and there are plenty
of implementations in every popular programming languages. This acceptance
helps the implementors to keep the format open for independent development
and tooling within the workflow of MAP development.

A JSON Patch consists of sequential operations applied to a JSON object
with one operation (op) element. As per RFC6902, valid operations are - add,
remove, replace, move, copy, and test. Each operation must declare one path
element which is a JSON Pointer - defined as per RFC6901 - points to a location
to modify within the given JSON document. A JSON Pointer composed of a
string of tokens separated by ‘/’ characters. These tokens can be a specific key
in objects or indexes of arrays.

The remaining part of a JSON Patch operation consists of more elements
depends on the specific type of operation.

1 {
2 "op": "remove",

3 "path": "/ statements/statement_id /"

4 }

Fig. 4. A basic JSON-Patch object indicating a removal operation

In theory, a YAMA document is a constrained YAML expression of a MAP
which can be abstracted or converted into a valid JSON structure. The JSON
patch is applied to this JSON structure instead of the YAML document. In order
to make the JSON patch actionable for generating the pre or post-change ver-
sions of a MAP, authors extended the JSON patch by including a new optional
elements previous_value which is applicable only for remove and replace oper-
ations. Another proposed additional element in the context of an application
profile is status - which can notate the changes in status, such as deprecation,
proposed, reserved, and obsolete. An example changeset expressed within YAMA
is shows in Fig. 5. Minimal mandatory metadata elemets for YAMA changeset
is given in Table 1.

Along with changesets, YAMA is extended with an optional changelog
section, which is a human-readable list of changes with minimal metadata.

2 https://tools.ietf.org/html/rfc6902.
3 https://tools.ietf.org/html/rfc5789.
4 https://tools.ietf.org/html/rfc2616.

https://tools.ietf.org/html/rfc6902
https://tools.ietf.org/html/rfc5789
https://tools.ietf.org/html/rfc2616
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1 # YAMA

2 changes:

3 cs_20181108_01:

4 version: 1.2

5 previous_version : 1.1

6 date: 2018-11-08

7 changeset:

8 ch_20181108_01:

9 op: replace # remove, add, replace, copy, test

10 path: /statements/pr_type/max

11 value: n

12 previous_value: 0

Fig. 5. Example of YAMA ChangeSet

Table 1. Metadata for the changeset

Element Usage

version Version of the MAP after the change

previous_version Version of the MAP, to which the change is applied

date Date of change in ISO 8601 (not the date of release)

Changelogs are not meant to be actionable but act as a structured collection
of human-readable descriptions of changes, which can be changes intended to be
documented but does not have any impact on the structure of the MAP docu-
ment. Also, this section can serve as an alternate but meaningful textual rep-
resentation of changes instead of utilizing the changeset. This changelog section
is proposed for authors prefer to utilize another means of change management,
such as a version control systems, or authors with minimal technical expertise
on creating an actionable JSON-patch. A schematic representation of YAMA’s
provenance components and their outcome is expressed in Fig. 6.

3.2 PAV Ontology as a Means of MAP Provenance

Provenance, Authoring and Versioning ontology (PAV)5 [4] is developed as a
lightweight ontology for notating minimal information which is essential for doc-
umenting the provenance, authoring, and versioning of resources published in
the web. PAV clearly distinguishes between contributors, authors and publishes
of digital resources. PAV is capable of representing the provenance of originating
resources that have been accessed, transformed, and consumed.

PAV utilizes the W3C provenance ontology PROV-O, in order to describe
authoring, publishing, and digital maintenance of online resources. PAV does not
define any explicit classes, domain, or ranges; instead, every property is meant to
be directly used in describing an online resource. This direct usage minimalizes

5 http://purl.org/pav.

http://purl.org/pav
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Fig. 6. YAMA with actionable changesets and changelogs mapped to their expected
outputs

the efforts required for expressing resources using an ontology. Being lightweight
over PROV-O is the main reason for considering PAV to be a means of expressing
MAP resources [4].

There are vocabularies similar to PAV such as Dublin Core Terms (DC
Terms) [3], PROV-O [12], OPM [16], and Provenance Vocabulary [8]. Among
that PROV-O is the most suitable and previously considered in many other
studies to express MAP provenance. PROV-O is similar to a generic framework
for describing provenance in a different range of applications. However, using
PROV-O alone may not be suitable in expressing necessary details for the spe-
cific provenance involving authoring and versioning. PAV can be considered as
a specialization of PROV-O by facilitating more straightforward relationships
for expressing common provenance for digital resources in the web [4]. PROV-O
implements terms useful in tracing the origin of a resource, its derivations, and
the relationship between these different resources. PROV-O is also capable of
expressing the different entities contributed to the resource. In short, PROV-O
can be considered as a general provenance data model extendable for domain-
specific provenance information. For example, PROV-O does not distinguish
between authors, editors, and contributors - which is a noticeable distinction
in use-cases like collaborative MAP authoring and publishing based on public
repositories such as GitHub.

PAV based framework is proposed in the context of MAP authoring and
publishing with these intentions.

1. Identify the persons and organizations or agents involved in the application
profile development. Also, distinguish their roles as contributor or creator of
the published MAP.
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Table 2. Subset of PAV authoring properties mapped to YAMA MAP metadata ele-
ments

YAMA PAV element Description

creator pav:authoredBy The author of the MAP (person or agent)

creator pav:createdBy The author of the MAP (person or agent)

publisher pav:curatedBy The Publisher, generally the organisation

contributors pav:contributedBy The collaborative agents, such as people who
are not a part of the authors but contributed
through GitHub etc

date pav:authoredOn The date of authoring the MAP

date pav:curatedOn The date of publishing the MAP

date pav:contributedOn Same as the date of publishing

Table 3. Subset of PAV provenance properties mapped to YAMA MAP metadata
elements

YAMA metadata PAV element Description

creator pav:createdBy The author of the MAP (person or agent)

publisher pav:createdWith The tool, software or authoring format of the
MAP. eg YAMA, Sinopia

date pav:createdOn The date of authoring the MAP

URL pav:retrievedFrom The published URL of the MAP

source pav:importedFrom The source of the MAP, eg: GitHub repository
URL, Google Docs URL etc

Table 4. Subset of PAV versioning properties mapped to YAMA MAP metadata
elements

YAMA metadata PAV element Description

version pav:version The version identifier of the MAP. A
semantic version (SemVer) is
recommended

previous_version pav:previousVersion Previous version identifier of the MAP.
Current version is assumed to be a
derived from this version

based_on pav:derivedFrom The base schema that the application
profile is derived from. Example, DCAP,
BibFrame, SDSP etc.

date pav:lastUpdatedOn The last updated date is expected, but
this update is meant for changes that
doesn’t break the MAP structure, such as
fixing a spelling

version pav:hasVersion MAP has accessible versions

version pav:hasCurrentVersion Current version of the MAP

version pav:hasEarlierVersion Earlier versions of the MAP
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2. Mapping of MAP versions, release, and updates by distinguishes between
published and last modified dates.

3. Track and distinguish the versions and source of the MAP, such as differenti-
ating the provenance for the published versions of the application profiles and
source repositories, the version control systems or authoring environment.

A detailed schematic explanation MAP versioning expression with PAV is
narrated in Fig. 7. Tables 2, 3 and 4 shows the possible mapping of YAMA meta-
data elements a subset of PAV ontology.

4 Validation

To validate the proposal, a popular public application profile, The DCAT Appli-
cation profile for data portals in Europe (DCAT-AP) can be used. DCAT-AP
an application profile based on W3C’s Data Catalogue vocabulary (DCAT).
DCAT is implemented for describing public sector datasets in Europe to enable
a cross-data portal search for open data sets and make them searchable. DCAT-
AP is published in Joinup portal6, but the sources are maintained in a GitHub
repository7. DCAT-AP repository does not use any authoring format or prepro-
cessors but maintains and releases the MAP in individual expression formats.

Fig. 7. MAP publication is expressed in PAV ontology

6 https://joinup.ec.europa.eu/solution/dcat-application-profile-data-portals-europe.
7 https://github.com/SEMICeu/DCAT-AP.

https://joinup.ec.europa.eu/solution/dcat-application-profile-data-portals-europe
https://github.com/SEMICeu/DCAT-AP
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As a well-maintained MAP, the repository holds three different versions - v1.1,
v1.2, and v1.2.1. RDF expression of the MAP points to the previous version, but
the whole versioning is not mapped within the RDF [20]. A minimal expression
of DCAT-AP provenance with PAV in RDF is demonstrated below.

1 @prefix xsd: <http :// www.w3.org /2001/ XMLSchema#> .

2 @prefix pav: <http :// purl.org/pav/> .

3 @prefix foaf: <http :// xmlns.com/foaf /0.1/> .

4

5 <https :// joinup.ec.europa.eu/solution/dcat -application -

profile -data -portals -europe >

6 pav:createdBy [

7 foaf:name "DCAT -AP Working Group" ;

8 foaf:homepage <https :// joinup.ec.europa.eu/node /64331 >

9 ] ;

10 pav:authoredBy [

11 foaf:name "Makx Dekkers" ;

12 foaf:homepage <http :// makxdekkers.com/>

13 ], [

14 foaf:name "Vassilios Peristeras" ;

15 foaf:homepage <http :// www.deri.ie/users/vassilios -

peristeras/>

16 ], [

17 foaf:Name "Nikolaos Loutas" ;

18 foaf:homepage <http :// nikosloutas.com/>

19 ];

20 pav:curatedBy <https :// joinup.ec.europa.eu/> ;

21 pav:providedBy [

22 foaf:name "European Commission" ;

23 foaf:homepage <http ://ec.europa.eu/>

24 ] ;

25

26 # GitHub contributors , need not to be authors or

editors

27 pav:contributedBy <https :// github.com/SEMICeu/DCAT -AP/

graphs/contributors >;

28

29 pav:version "1.2.1"^^xsd:string;

30 pav:hasCurrentVersion <https :// joinup.ec.europa.eu/

release/dcat -ap/121>;

31 pav:previousVersion <https :// joinup.ec.europa.eu/

release/dcat -ap/12>;

32 pav:hasErlierVersion <https :// joinup.ec.europa.eu/

release/dcat -ap/11>;

33 pav:hasVersion <https :// joinup.ec.europa.eu/release/

dcat -ap/121>;

34 pav:hasVersion <https :// joinup.ec.europa.eu/release/

dcat -ap/12>;

35 pav:hasVersion <https :// joinup.ec.europa.eu/release/

dcat -ap/11>;
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36 pav:hasVersion <https :// joinup.ec.europa.eu/node

/69559 >;

37 pav:wasDerivedFrom <https :// www.w3.org/TR/vocab -dcat

-2/>;

38 # GitHub main repository

39 pav:importedFrom <https :// github.com/SEMICeu/DCAT -AP >.

40

41 <https :// joinup.ec.europa.eu/release/dcat -ap/121>

42 pav:version "1.2.1"^^xsd:string;

43 pav:createdOn "2019 -05 -28"^^xsd:date;

44 pav:authoredOn "2019 -05 -28"^^xsd:date;

45 pav:importedOn "2019 -05 -28"^^xsd:date;

46 # GitHub repository versioned branch

47 pav:wasDerivedFrom <https :// github.com/SEMICeu/DCAT -AP

/tree /1.2.1 >;

48 # GitHub repository draft version branch

49 pav:sourceAccessedAt <https :// github.com/SEMICeu/DCAT -

AP/tree /1.2.1 - draft >;

50 pav:previousVersion <https :// joinup.ec.europa.eu/

release/dcat -ap/12>;

51 pav:hasErlierVersion <https :// joinup.ec.europa.eu/

release/dcat -ap/11>.

52

53 <https :// joinup.ec.europa.eu/release/dcat -ap/12>

54 pav:version "1.2"^^xsd:string;

55 pav:authoredOn "2018 -11 -08"^^xsd:date;

56 pav:wasDerivedFrom <https :// github.com/SEMICeu/DCAT -AP

/tree /1.2>;

57 pav:importedFrom <https :// github.com/SEMICeu/DCAT -AP/

tree/1.2-draft >;

58 pav:previousVersion <https :// joinup.ec.europa.eu/

release/dcat -ap/11>;

59 pav:hasErlierVersion <https :// joinup.ec.europa.eu/node

/69559 >.

60

61 <https :// joinup.ec.europa.eu/release/dcat -ap/11>

62 pav:version "1.1"^^xsd:string;

63 pav:authoredOn "2016 -06 -08"^^xsd:date;

64 pav:wasDerivedFrom <https :// github.com/SEMICeu/DCAT -AP

/tree /1.1>;

65 pav:previousVersion <https :// joinup.ec.europa.eu/node

/69559 >.

66

67 <https :// joinup.ec.europa.eu/node /69559 >

68 pav:version "1"^^xsd:string.
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5 Limitations and Future Work

As an authoring format, YAMA can be extended to include the actionable
changesets and parsable changelog. And PAV ontology can be used to point the
source of the MAP, in which the YAMA changeset can be exposed as the timeline
of the application profile. The main limitation of this approach is its inability in
pointing to a standard format of the actionable changeset. A processor or sys-
tem capable of understanding YAMA’s YAML format as well as JSON-Patch is
required to parse the changeset and develop the timeline of the application pro-
file from it. So it is recommended that the authors or publishes tender required
efforts to properly expose the changesets in other standard actionable formats
as well. Even though YAML and JSON-Patch are comparatively more uncom-
plicated concepts for structured data, they demand the authors to have the skill
sets and capabilities to deal with these formats. Mainly these formats need to
be generated or modified using a ‘real text editor’ as there is not yet any known
dedicated graphical editor implementation for YAMA.

PAV ontology is capable enough to point to versions and sources of the appli-
cation profiles. The authors made this recommendation purely on the notion that
MAPs are published as a package of expression formats and documentation. PAV
is not directly usable in differentiating these formats within the application pro-
file package or even pointing to individual format. For example, PAV may not
be sufficient enough in distinguishing and pointing to the individual files rep-
resenting the human-readable documentation or machine-actionable expressions
like RDF and ShEx. Also, PAV mapping needs to implemented in templates or
generators, used in producing expression formats from YAMA. Webpages liked
to the application profiles requires to use RDFa or JSON-LD to include the
ontology in expressing the versions and source with PAV.

The future work is to adopt ontologies to cover YAMA changesets with the
capability of mentioning changes within an actionable and semantic approach.
Notating the relation between individual expressions formats inside the publish-
able application profile package is also being investigated.

6 Conclusion

Providing a simplified authoring format can substantially promote the appli-
cation profile creation efforts. Utilizing extensibility of this authoring format
to include actionable changelog as the timeline of MAP creation can help in
ensuring longevity. The authors are attempted to explain the possibility of a
previously proposed extensible authoring format for application profiles with an
advanced changeset. This paper also demonstrates adopting a lightweight ontol-
ogy to notate the versioning of this application profiles with distinguishing its
source from the published expressions. Any attempts to ensure the provenance
and longevity of the metadata application profile will also help to ensure the
provenance of the schema. Schema maintenance will help to achieve better goals
in data interoperability and seamless linking of data with automated techniques.
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Abstract. This paper describes an ontology-based development of
activity knowledge on a domain and the system we developed to sup-
port it. To understand human activities, it is important to explicitly
describe the knowledge of each domain. However, there are some issues
of knowledge development: the establishment of the efficient method and
process, the improvement of the readability for humans and machines,
and the regular improvement of knowledge after development. We thus
introduced a process of knowledge development, which uses two different
types of knowledge representation (activity knowledge and domain ontol-
ogy) on a domain that requires technical skills. In this study, we prac-
ticed the process in the music field to investigate the effects of developing
activity knowledge based on a domain ontology. The results showed that
it enables deep understanding and extension of knowledge. Furthermore,
we designed a system to help the ontology-based development of activ-
ity knowledge. We rewrote the activity knowledge using the system and
received preliminary results on term control.

Keywords: Activity knowledge · Domain ontology · Knowledge
representation · kNeXaR

1 Introduction

Human activities are diversifying in ways that require appropriate knowledge
processing in accordance with the domain of each activity. In order to support
human activities using information technologies, it is necessary to come up with
a description form of knowledge that can be processed and with knowledge rep-
resentations that make understanding and reasoning easier. In the knowledge
engineering field, many domain ontologies have been developed to resolve these
issues. Domain ontology here is defined as the knowledge conceptualized and
hierarchized from a specific viewpoint in a specific domain. It enables not only
deeper understanding of domain knowledge but also the collection and utilization
of adequate information through multiple data integrations.
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The most pressing issue with domain ontologies is that it is difficult to (i) ver-
ify the validity by domain experts [1] and (ii) regularly improve the ontology on
pace with developments in the field. Collaboration between computer engineers
and domain experts is thus extremely important to build domain knowledge.
Previous works in the field of knowledge representation have pursued mainly
machine readability. We feel that workflow design to connect both experts and
a method for easily extracting and organizing knowledge is important. In par-
ticular, knowledge representation that is easy to understand for domain experts
and integration with a domain ontology would be helpful for our activities.

1.1 Motivations and Requirements

Our goal is to develop domain knowledge by collaboration with computer engi-
neers (ontology experts) and domain experts and to use it on-site. Therefore, we
recommend a process for knowledge development using two types of knowledge
representation, activity knowledge and the domain ontology. Activity knowl-
edge here means a knowledge representation of “how” to process the actionable
events like procedural knowledge. The reason we treat two types of knowledge
representation is that the activity knowledge expressing “how” and the ontology
specifying “what” complement each other. For instance, ontology helps maintain
consistency among the terms of activity knowledge and also helps deepen the
understanding of domain experts while allowing processing by machines.

Figure 1 shows a process of developing domain knowledge. First, both ontol-
ogy experts and domain experts collect knowledge from existing materials. Next,
domain experts structure knowledge using a description form suitable for the
domain and ontology experts develop and visualize a domain ontology. In the
case of dealing with a domain involving technical skill, such as musical instru-
ment performance, here we name the structured knowledge as activity knowl-
edge. After developing the two types of knowledge representation, both experts
improve knowledge representations repeatedly. Finally, domain experts acquire
implicit knowledge through improving the activity knowledge or computer engi-
neers utilize knowledge in various ways.

The features of this process are as below. This cycling process leads to extend
and improve knowledge appropriately by sharing the various contents of the
knowledge among both experts. The developed domain ontology provides prin-
ciples such as the structure of the knowledge and terms to activity knowledge.
Activity knowledge provides specific knowledge, which are described in each
domain only, to domain ontology.

1. Domain experts develop activity knowledge to facilitate knowledge expansion
and understanding.

2. Ontology experts develop a domain ontology with the same viewpoint as
activity knowledge for knowledge processing.

3. Both knowledge are repeatedly improved by a cycle that enables them to
expanded and for implicit knowledge to be acquired.
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Fig. 1. A process of developing domain knowledge using activity knowledge and a
domain ontology.

1.2 Contributions

In this study, we selected musical performance as a domain and implemented the
ontology-based development of activity knowledge by following process. First,
we introduced two types of knowledge representation we developed focusing on
classical guitar rendition. Then, we improved the activity knowledge based on
the domain ontology printed on paper and determined its effects. As a result,
we found that enables (1) the discovery of specific items, (2) the improvement
of knowledge and (3) deep understanding on the part of domain experts.

In order to enhance efficiency in ontology-based development of activity
knowledge, we have developed a system, named kNeXaR, that helps describe
activity knowledge by selecting the term of the ontology. In a preliminary inves-
tigation on the effect of this system, we compared the change before and after
the terminologies of activity knowledge. The results demonstrated that kNeXaR
can support the process and control the terms.

In summary, the main contributions of this paper are:

– A detailed practice of an ontology-based development of activity knowledge
and demonstration of its effects.

– A system to support the ontology-based development of activity knowledge,
and a simple demonstration about term control.

In Sect. 2 of this paper, we describe related works on the methodologies and
knowledge representations of knowledge development. In Section 3, we describe
the two types of knowledge representation we developed in the music field and
report the results of the ontology-based development of activity knowledge.
Then, we describe the system we developed and its effect in Sect. 4. We con-
clude with a brief summary and mention of future work in Sect. 5.
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2 Related Work

There seems to be a demand for studies that provide knowledge development and
guidelines. This section focuses on the relevance of representing domain knowl-
edge in ontologies in a way that is easier for the domain experts and machines
(collaborative development and consumption) with regard to readability. We
describe the existing approaches that would be suitable for this purpose.

2.1 Methodologies

In ontology development, SWEET Ontologies1 contains about 6,000 concepts
organized in 200 ontologies describing earth system science that were built by
ontology experts. The problem with SWEET Ontologies is that it is difficult
to verify the validity of the ontologies by domain experts. In contrast, Gene
Ontology is developed focusing on the is–a or part–of relationship by mainly
domain experts to provide common vocabularies [2]. In the field of agriculture,
Agriculture Activity Ontology2 (AAO) was built for data integration by ontol-
ogy experts and domain experts [7]. Such collaboration between experts is very
significant when is comes to treating domain knowledge, it can not only cultivate
collaboration among each experts but also achieve the development of reliable
knowledge.

The modeling of development processes has been attempting. In the field
of business, Uschold et al. generalized the process by which they developed the
Enterprise Ontology [20]. Their process is as follows: (1) identification of purpose
and scope, (2) Ontology building, (3) Evaluation, and (4) Documentation. This
methodology is an informal ontology development, and they defined concepts
using natural language in (2). In addition, there is a lot of discussion now about
development processes in the knowledge graph field [8].

In music field, there are several approaches to using the knowledge: orga-
nizing the knowledge related to musical instruments [12], creating a semantic
web of data on music-related information [21], linking music-specific vocabular-
ies [13], and conceptualizing about musical notation [17]. Our approach focuses
on to systematizing and representing the movements (actions) of a musical per-
formance.

2.2 Knowledge Representations

Ontology can comprehensively and systematically represent objects and their
relationships that are related to “what” in order to share and reuse knowl-
edge. On the other hand, domains that require skill consist of various types of
knowledge, and information related to “how” is especially important. Procedural
knowledge can represent how to perform a process in a certain scenario. However,
this knowledge requires (1) a machine-readable description in order to properly

1 https://github.com/ESIPFed/sweet.
2 http://cavoc.org/aao/ns/2/.

https://github.com/ESIPFed/sweet
http://cavoc.org/aao/ns/2/
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perform the process, (2) another knowledge that describes “what” like ontology
does to ensure the consistency of the terms. To develop activity knowledge, a
process that enables domain experts and ontology experts to represent domain
knowledge including “what” and “how” from the same perspective is necessary.

Many visualization tools have been developed to promote understanding of
ontologies. Visual Notation for OWL Ontologies (VOWL) can be customized to
preference [14]. The OntoGraph was developed to provide documentation on exist-
ing OWL ontologies. It can create separate graphs for the classes, object and data
properties, and individuals of an ontology [1]. Another approach to represent-
ing ontologies is Spreadsheets, which are used in a lot of domains. Populous has
been used for ontology development such as Kidney and Urinary Pathway Ontol-
ogy (KUPO)[9]. These tools cannot visualize complex structures that have blank
nodes, however, some works have addressed to solve it by skolemization which the
existing provides reliable tools support for customization [4,15]. For that reason,
we feel it is necessary to use another description form or tools. Activity knowledge
that provides high readability might help solve this problem.

The workflow proposed in some tools [3,18,19] allows domain experts to eas-
ily modify and scale ontologies as per the rapid need of the application. Further-
more, they also provide other features such as version control and visualization.

As a framework of knowledge representation in the product design field, the
Functional Ontology was developed [11]. This ontology deals with knowledge
about design rationale and can provide generality with high reusability by sepa-
rating function (what to achieve) from the way of function achievement (how to
achieve). In this study, we mitigate the notion and use it when developing the
activity knowledge.

3 Development of Domain Knowledge

In this section, we present the practice of the ontology-based development of
activity knowledge in a musical performance. We chose the classical guitar, as it
has more techniques than other instruments.

3.1 Activity Knowledge

The problem with classical guitar is that there are no general textbooks, which
tends to result in a lack of knowledge sharing among players or teachers and
hinders the understanding and progress of students. Therefore, our previous
work involved the collection and organization of knowledge related to classical
guitar techniques [5]. In this study, we revised that knowledge by utilizing the
Convincing Human Action Rationalized Model (CHARM)[16].

The basic components of CHARM are the action, which implies the change
of states, the instance of action, the doer, additional information, and the man-
ner. This model presents the action as a purpose and more detailed partial
actions, but we distinguished between them to deal with the abstract purpose.
In addition, there is an “achievement method” between the action layers that
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Fig. 2. An example of activity knowledge (Color figure online)

indicate the conceptualized principles of the physical law in state change [11].
We eased the idea of the achievement method (hereinafter called the “method”)
and defined it as “the technique for achieving the purpose.”

There are three main contents of our activity knowledge: purpose, action,
and method. In addition, we created items of detailed information as needed.
Figure 2 shows an example of the activity knowledge developed on the basis of
the above ideas. We adopted classical guitar renditions as the method. The green
rectangle indicates the purpose, the black squares and blue letters present the
method (guitar rendition), the blue rectangles indicate actions, and the orange
rectangles describe the detailed information. In this example, the “Artificial
harmonics” method is defined to achieve the purpose of “changing the timbre”
and is performed in the order of the following three actions: “press string,” “touch
string with right hand,” and “pluck sting.” When performing “touch string with
right hand,” the index finger would be used. We can clearly distinguish the
content of the knowledge in this way. However, in order to process this knowledge,
we have to control the terminologies. Ontology helps achieve this by drawing
from common concepts and conventions.



An Ontology-Based Development of Activity Knowledge and System Design 375

3.2 Domain Ontology: GRO

We developed a domain ontology, which is named Guitar Rendition Ontol-
ogy3(GRO), that conceptualizes the methods (guitar renditions) of activity
knowledge and classifies them with an is–a relationship [6] (Fig. 3). This ontol-
ogy consists of 96 primary concepts and 18 properties. The top concepts are as
follows: Percussive rendition imitating percussion instruments; Chord rendition
related to chord playing methods; Ornament rendition adding notes to deco-
rate sounds; Note value rendition, which changes the length of the note value;
Articulation rendition, which switches up the way of connecting between notes;
Timbre rendition, which changes the timbre using strings; Harmony rendition,
which changes the sounds; and Fingering rendition, which indicates the place-
ment of fingers, the form of figures, and the manner of plucking.

Fig. 3. Concepts (left) and properties (right)

To explain guitar renditions, we defined the following main properties: “target
sound,” which presents the kind of sound that is intended and/or imitated, such
as a percussion sound, gliding sound, or overtone; “symbol,” which indicates
the kinds of symbols written in the musical score, such as articulation symbol,
ornament symbol, or specific symbol; and action-related properties, as expressing
the processes of actions is essential in GRO. We also added various properties
3 We used the English version 2.3. https://github.com/guitar-san/Guitar-Rendition-

Ontology.

https://github.com/guitar-san/Guitar-Rendition-Ontology
https://github.com/guitar-san/Guitar-Rendition-Ontology
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as needed; for instance, “ornament tone” indicates added notes for decoration
in the Ornament rendition (Fig. 3).

The description rules of actions are as follows: describe the order of action
by “action+number,” express the simultaneity and continuity of an action such
as ‘perform action A being performed during action B’ by “primary-action” and
“conditional-action,” and explain the details of actions by several properties such
as “used finger” and “place of action.”

Figure 4 shows the description of Artificial harmonics. This rendition is
described as a sequence of two actions (action1 and action2). In action1, players
pluck a string with a finger on the body side of a guitar while pressing the same
string with a finger on the neck side and touching a string with the indice (index
finger) on the body side. The playing-action of the primary-action is “pluck
string body” with one of three fingers; anular (third finger), medio (middle fin-
ger), or pulgar (thumb), and two conditional-actions are “press string neck” and
“touch string body” with properties for usage of the fingers. Then, in action2,
they release the indice from a string. The playing-action of the primary-action
is described as “release finger from the string body,” and the conditional-action
is “press string neck.”

Fig. 4. An example of description of action
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3.3 Ontology-Based Development of Activity Knowledge

In order to determine the effects of the process in the field of musical perfor-
mance, we separately asked three domain experts (professional guitarists cum
instructors) to improve the activity knowledge. First, we visualized the Guitar
Rendition Ontology by using OWLAx [10] and presented the ontology and activ-
ity knowledge printed on paper. Then, the domain experts corrected or added to
the activity knowledge in handwriting. The renditions we selected were regarding
Timbre rendition and Percussion rendition of GRO.

Change in Knowledge. Table 1 shows the variation in knowledge for each
domain expert. For detailed information, we counted the number of items like
“used finger” and “place of action.” As the results show, all of them on average
were increased. The items of the detailed information were added to the knowl-
edge referring to the properties of GRO such as “part of hand or finger” and
“target sound.” Furthermore, domain experts modified the description form to
express the sustained actions referring to the GRO’s structures.

Table 1. Variations in knowledge. (a) and (b) are the name of purposes that correspond
to Timbre rendition and Percussion rendition of GRO.

Before Expert A Expert B Expert C Average

(a) Change the timbre

Method 5 +1 +1 +1 +1.00

Action 15 +3 +2 +0 +1.67

Details 28 +8 +9 +5 +7.33

(b) Make percussion sound

Method 11 +2 +3 +0 +1.67

Action 25 +3 +6 +0 +3.00

Details 24 +1 +9 +3 +4.33

Subjective Evaluation. We also asked the domain experts about their opin-
ions regarding the activity knowledge and GRO to examine the effects of the
ontology-based development of activity knowledge. Table 2 lists our questions
about readability (Q.1), appropriateness (Q.2), and usefulness (Q.3). Experts
gave scores on five-point scales, ranging from 1 (strongly disagree) to 5 (strongly
agree).

As shown in Table 3, all evaluations were positive. With regard to readability,
the score of activity knowledge was better than that of GRO, which means the
description form was easy for the domain experts to understand. On the other
hand, its adequacy scores were lower than GRO’s because the structures of
the ontology are clear. According to the evaluation of the usefulness and the



378 N. Iino et al.

Table 2. Questions.

(a) Activity knowledge

1.1 Do you understand about the activity knowledge?

1.2 Do you understand the differences between actions and
methods?

1.3 Do you understand the purpose of Artificial harmonics?

1.4 Do you understand the process of Artificial harmonics?

2.1 Are the purposes appropriate?

2.2 Are the classification of methods appropriate?

2.3 Are the descriptions of the action processes appropriate?

2.4 Are the items of detailed information appropriate?

3.1 Are activity knowledge useful for knowledge sharing among
players?

3.2 Are activity knowledge useful when you teach the guitar?

3.3 Are activity knowledge useful for deep understanding of
actions and processes?

3.4 Is it possible to add specific actions or information to
activity knowledge?

(b) Guitar Rendition Ontology (GRO)

1.1 Do you understand about the GRO?

1.2 Do you understand classes and properties?

1.3 Do you understand the classification of Artificial
harmonics?

1.4 Do you understand the action process of Artificial
harmonics?

2.1 Are the top concepts appropriate?

2.2 Are the classification of guitar renditions appropriate?

2.3 Are the descriptions of the action processes appropriate?

2.4 Are the properties other than the action appropriate?

3.1 Is GRO useful to understand activity knowledge?

3.2 Are the terms of GRO useful to improve the activity
knowledge?

3.3 Are the methods of the activity knowledge properly
classified in GRO?

3.4 Is GRO useful for deep understanding of actions and their
processes?
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Table 3. Scores.

(a) Activity knowledge (b) Guitar Rendition Ontology

Expert A Expert B Expert C Expert A Expert B Expert C

1.1 5 4 4 5 5 4

1.2 5 5 5 5 4 5

1.3 5 5 5 5 5 5

1.4 5 5 5 5 4 5

2.1 3 5 4 5 5 4

2.2 4 4 4 5 5 4

2.3 5 4 4 4 5 4

2.4 4 4 3 4 5 5

3.1 4 5 4 4 4 5

3.2 5 5 5 4 4 5

3.3 4 5 5 4 5 4

3.4 5 5 3 4 4 5

experts’ comments, we found that improving the activity knowledge with domain
ontology promoted understanding on the part of the domain experts. These
results demonstrate that the ontology-based development of activity knowledge
enables (1) the discovery of items in a domain, (2) the improvement of knowledge
representation, and (3) deep understanding on the part of domain experts.

4 System Design

This section describes the kNeXaR (kNowledge eXplication AugmenteR) sys-
tem we designed and developed to support the ontology-based development of
activity knowledge.

4.1 Architecture

kNeXaR was designed to describe activity knowledge based on the domain ontol-
ogy. In the beginning, we dealt with nursing care-related knowledge, but now
we intend to widen the domain to include instrument performance, education,
and the manufacturing industry. The system’s architecture, shown in Fig. 5, has
following components: Ontology, Declarative Knowledge, and Procedural knowl-
edge. Ontology is managed in OWL (Web Ontology Language) and all activity
knowledge are managed in XML. However, we must extend data availability for
RDF and SPARQL in order to process and reason knowledge. Declarative knowl-
edge here is an extension of ontology that is a platform for adding or linking all
kinds of informations (expertise, individual know-how, videos, etc.). Note that
we do not use declarative knowledge in this study. Here, procedural knowledge
indicates the activity knowledge and can be developed by various domain experts
in accordance with domains, facilities, communities and so on.
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Fig. 5. System general architecture.

4.2 Functions

Figure 6 shows the activity knowledge-related windows: the right one presents the
list of the ontology terms, the middle is the edit window for describing activity
knowledge, and the left one presents the described knowledge. The description
items of activity knowledge are based on the CHARM: Action, the Case for des-
ignating a case when an action performed, the Subject who performs an action,
the Object of an action, the Noun of an action, the Verb of an action, the Details
of verb to more fully explain the action, any Risk that is expected, the Instance

Fig. 6. Active windows used to describe the activity knowledge. The terms of the
ontology to be selected are on the right, the items to describe or edit knowledge are in
the middle, and lists of described knowledge are on the left.
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of noun, a Line, which is the option to change from a simple line to an arrow,
and ThisKey and JumpKey to link between actions. The Risk and Instance of
noun, allow for the description of long sentences forming paragraphs. Data such
as PDF and JPEG files can be attached to the Risk description item.

To ensure the terminology of activity knowledge, we recommend the ontology-
based development as follows: First, the user imports or describes an ontology.
Then, the user selects any concepts or properties of the ontology by clicking on
the magnifying glass icon to the right of each item on the edit window. In the
case shown in Fig. 6, the “select ontology” window of the Action item presents
the registered action-related concepts of the Guitar Rendition Ontology. “Pluck
string body” is selected and transcribed to the item in the edit window. And
then, it listed the activity knowledge.

We described the activity knowledge, that we improved in Sect. 3.3, by using
kNeXaR (Fig. 7). The top of the white rectangle presents the purpose of the
knowledge, the red letters indicate methods (guitar rendition), the white rectan-
gles (except the purpose) present actions, and the orange rectangles present the
detailed information described in Instance of noun. The usability of the infor-
mation system depends not only on the functions but also on a design that is
attractive to users. We need to modify the design according to each user’s or
facility’s preference.

Fig. 7. A part of activity knowledge expressed by kNeXaR (Color figure online)

4.3 Term Control

We performed a simple investigation into the effect of terminology using
kNeXaR. We used the Guitar Rendition Ontology and rewrote the improved
activity knowledge (Sect. 3.3) using the function for ontology selection. We
focused on the action-related terminology and checked changes before and after
(1) the matching rate with the ontology and (2) the number of kinds of action.
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Results showed that all terms were covered with the ontology’s one, so the
matching rate became 100% (Table 4). Also, the kinds of action were decreased,
which means it controlled by using limited ontological terminologies effectively.
Table 5 shows the details of the term changes. For example, “press string” was
modified to “press string body” and “press string neck” (the latter two are
subclasses of the former. “Place the right hand on the fingerboard side,” that
contained multiple information, was divided into two: the action was changed
to “move to position body” and the detailed information, “place of action: fin-
gerboard side,” was added. “Place of action” is the ontological term. We also
controlled the verbal representation, for instance, from “put a finger” to “touch
a string,” which express the same states.

Table 4. Changes of action in the activity knowledge for “Change the timbre”: These
are compared with the results of domain experts’ improvement (Before) and of one
that was rewrote by using the ontology selection function (After).

Before After

Number of action 19

Matching rate 52.6% 100.0%

Kinds of action 10 8

Table 5. Results of terminological change

Before After

Action Action Detailed information

place the right hand
on neck side

change position body place of action: neck
side

pluck string pluck string body,
pluck string neck

place the right hand
on bridge side

change position body place of action: bridge
side

touch string touch string body,
touch string neck

put the palm of right
hand

touch string body part of hand or hinger:
palm

put the little finger of
right hand

touch string body used finger: little
finger

press string press string body,
press string neck

touch string with left
hand

touch string neck

touch string with right
hand

touch string body

release the touched finger release finger from the string,
release finger from the string body
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These ambiguities of terminologies we found would be a significant issue for
knowledge processing and reasoning. Ontology-based development helps improve
the activity knowledge, and also the ontology. As such, we found that describing
activity knowledge using kNeXaR provides the following benefits: (1) support
of the ontology-based development of activity knowledge and (2) control of the
terms.

5 Conclusion

In this study, we have presented the process to develop a domain knowledge
using two type of knowledge representation: activity knowledge and a domain
ontology. We practiced an ontology-based development of activity knowledge
in detail on a musical instrument performance. Trough improving the activity
knowledge based on the Guitar Rendition Ontology by domain experts, we deter-
mined the following observations: (1) the discovery of items in a domain, (2) the
improvement of knowledge representation, and (3) deep understanding on the
part of domain experts. Furthermore, we developed a system named kNeXaR
(kNowledge eXplication AugmenteR) to help describe activity knowledge based
on ontological terms, and demonstrated that kNeXaR can control the terms. In
future works, we will test the process in different domains using kNeXaR.
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