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Preface

New information and communication technologies (ICT) have been developing at
a very rapid pace, and are having an impact on various policy areas within new
technologies, equipment, and smart devices. In particular, the use of these evolutions
to improve the welfare of the population is notorious.

In this book, we intend to gather valuable contributions to help the reader
understand the latest technological developments to help people with their various
daily activities. In this context, this book includes several examples that use ICT and
smart devices to target different domains of applications and segments of people.

The first two chapters introduce and contextualize the scope of this book by
addressing smart technologies and their relevance to achieving sustainable goals
as well as an analysis and classification of wearable device usability — equipment
nowadays critical in developing ICT solutions. The two following chapters focus on
the adoption of ICTs for specific segments of the population, namely, the ease of
currency detection by the visually impaired and also a proposal for smart systems
that help older people in their homes. Next is a chapter applied to agriculture and
how ICT can help. Finally, the last two chapters address security aspects that should
be considered in cloud environments and recommendation systems.

This book attracted contributors from several countries. Therefore, we would
like to thank all authors for their contributions and also thank all reviewers for
their review work. Last but not the least, we both express our sincerest thanks
to Dr. Imrich Chlamtac, Series Editor, and Ms. Mary E. James, Senior Editor,
EAI/Springer. We convey special thanks to Ms. Eliska VI¢kovd, Managing Editor,
European Alliance for Innovation (EAI), for all her support and cooperation
throughout the process of creating this book.

Viana do Castelo, Portugal Sara Paiva
Haldia, India Suman Paul
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Convergence of Open Data, Digital )
Libraries, and Smart Technologies for G
Accelerating Progress Toward

Sustainable Development Goals

Ibrahim Sidi Zakari

1 Introduction

The convergence of information and communication technologies is gaining
momentum as highlighted by several authors including Huang et al. [11].

During the last two to three decades, the boundaries between information
technology (IT), which refers to hardware and software used to store, retrieve,
and process data and communications technology (CT), which includes electronic
systems used for communication between individuals or groups, have become
increasingly indistinguishable.

For example, at the end of the 1990s, people used to gather in large computing
rooms for data processing purposes. Computing tasks are currently performed
thoughout networks of geographically separated but interconnected devices. The
use of massive datasets and advanced simulations and computation methods is
impacting positively scientific research and knowledge co-creation.

Moreover, in many places around the world, mobile Internet users (e.g., 3G
and 4G, or third-generation and fourth-generation, mobile phone subscribers)
outnumber fixed Internet users (e.g., personal computer users).

The convergence of information and communication technologies (ICT) and
smart devices is contributing to the production and dissemination of various types
of data including administrative data, commercially licensed data, geospatial data,
metadata (e.g., call detail records), official statistics, open data, photo or video
data, private sector data, qualitative data, satellite imagery, sensor data, survey data,
unstructured data, web or social media data and paradata (e.g., geographic location
of the respondents, used devices, browsers, and platforms; level of vocabulary in a
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text). Facts that are fostering synergies between communities of non-official data
(e.g. Academia, Industry and Open Street Map communities) and official statistics
producers (e.g. National Statistical Offices).

Furthermore, smartphones and tablets combine computer, maps, TV, GPS,
telephone, camera, projector, alarm clock, personal research assistant, music player,
newspaper, translator, flashlight, web browsing, data sharing, and data storage by
providing vast storage capacity and acting as a modem for Internet access to other
devices.

Moreover, we are currently living in the era of the Internet of Things (IoT)
where physical devices have the ability to collect data, exchange information,
make decisions, and control themselves or other devices. Combinations of sta-
tistical analysis, semantic technology, personal assistants, and advanced irtificial
intelligence are increasing human—machine interactions. The book! entitled Inter-
net of Things: Converging Technologies for Smart Environments and Integrated
Ecosystems (2013) provided an overview of various topics of the IoT including the
R&D priorities. Nowadays, many governments around the world are harnessing the
potential of ICT to build a more transparent, efficient, and inclusive relationship
with citizens. This new paradigm of open government (introduced in 2007), which
is interrelated with e-government, differs among countries due to many reasons
including technological and socioeconomic ones.

E-government systems allow citizens to receive government information,
provide feedback, and carry out needed transactions in real time. Fixed and
portable/wearable sensors and mesh networks are making cities and villages
smarter, able to diagnose and fix local problems.

The concept of open data was introduced in the middle of year 2000, and
which is closely related to open government, represents a more proactive data-based
communication and interaction with citizens and end users as well as an opportunity
of value-added services for private sector. The state of open data has been recently
investigated by Davies et al. [8].

Countries are updating their national strategies for ICT by adapting the cor-
responding institutional, legal, and regulatory frameworks related to electronic
communication for taking into account technological evolution, the convergences
of networks and systems, and information society requirements.

ICT are fundamental for accelerating the achievement of the 17 United Nations
Sustainable Development Goals (SDGs) to transform our world. Wu et al. [19]
recently investigated the landscape of ICT for SDGs with a focus on state-of-the-
art needs and perspectives, while Kostoska and Kocarev [12] proposed a novel ICT
framework for SDGs.

This chapter is a contribution for advancing knowledge related to the conver-
gence of open data portals, digital libraries, interactive whiteboards, and smart
devices widespread that conduct to emerging applications and data innovations
related to the United Nations Sustainable Development Goals (SDGs).

Thttps://www.riverpublishers.com/book _details.php?book_id=176
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The rest of the chapter is organized as follows: the first section dedicated to
general concepts and terminologies is followed by the research methodology, the
analysis of some illustrative case studies, and the concluding remarks.

2 General Concepts and Terminologies

The concept of convergence has many definitions as highlighted in the lines below.

2.1 What Is Convergence?

Convergence is the coming together of two different entities, and in the contexts of
computing and technology, is the integration of two or more different technologies in
a single device or system. A good example is the convergence of communication and
imaging technologies on a mobile device designed to make calls and take pictures -
two unrelated technologies that converge on a single device.”

Convergence is a deep integration of knowledge, tools, and all relevant activities
of human activity for a common goal, to allow society to answer new questions to
change the respective physical or social ecosystem. Such changes in the respective
ecosystem open new trends, pathways, and opportunities in the following divergent
phase of the process [3, 16].

2.2 What Is Technology Convergence and How Is It Possible?’

A convergence is when two or more distinct things come together. Technology
convergence is when different forms of technologies cohabitate in a single device,
sharing resources and interacting, creating new technology and convenience.

Borés et al. [6] define technological convergence as “a process by which the
telecommunications, broadcasting, information technologies and entertainment sec-
tors (collectively known as ICT — Information and Communications Technologies)
may be converging towards a unified market.” Technological convergence has
both technical and functional sides. The technical side refers to the ability of any
infrastructure to transport any type of data, whereas the functional side means
the ability of consumers to seamlessly integrate various functions (computation,
entertainment and voice) in unique devices.

https://www.techopedia.com/definition/769/convergence
3https://shape.att.com/blog/technology-convergence
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2.3 Examples of Convergence

Digital convergence occurs when the same multimedia content can be displayed on
different types of devices (due to digitilization), and this binary information can be
stored, published, and sent in an efficient manner. This is not possible for analog data
and other data types, which are modified during the copy or transmission processes.
This digital convergence is making technological convergence possible.

Technological Convergence in Education (EdTech)

Technology has brought about a revolution in the way knowledge is passed from
a teacher to a student. Various devices such as smartphones and tablets are being
introduced to work in conjunction with cloud-based models at the back end
for the easy sharing of content among knowledge seekers. Numerous platforms
are developed by universities for open discussions among researchers to better
decompose problems and identify more optimal solutions.

ICT can contribute to quality of education and universal access to lifelong
learning opportunities.

Despite the ability of technological advances to improve quality of education,
some barriers reduce the effectiveness of the use of ICT in the learning environment
(Blackwell et al. [5]).

Graham and Michael [9] and Annika and Ake [2] also highlighted the importance
of ICT integration when teaching literacy and mathematics.

Although M-Learning is contributing to track students’ progress in many areas
(thanks to mobile phone widespread use), smartphone penetration rate (by 2017)
was only expected to reach 20% (Agence Francaise de Développement [1]).

2.4 Technology Convergence Regulatory Issues

Access to intellectual property (IP) represents one of the biggest challenges in
the multimedia industry and regulation of digital data. However, solutions for
preventing copyright crimes include trademarking and copyrighting of creative
contents through mechanisms like the Digital Millennium Copyright Act (DMCA).#

2.5 Open Data

The relationships between different types of data were highlighted in Guyon et al.
[10] through Fig. 1.

“https://www.copyright.gov/legislation/dmca.pdf
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Fig. 1 The relationships between different types (Données = data; Données gouvernemen-
tales = Government data; Données privées = private data) of data © Sophie Czich (CC)
BY-NC-SA

Open data are public or third-party (private sector, NGO, research institutions,
etc.) data offered to users according to certain conditions.

Private data (in the sense of personal data) are data protected by the laws on the
protection of personal data and do not enter by principle in the world of open data.
Government data is potentially public data diffusable under the name of open data.

Other data are those held by companies or individuals which can potentially also
be offered as open data. Big data is all big data managed publicly or privately (in
the sense of third party), with open data included, but also a multitude of micro-data
collected by all applications primarily on the Internet.

These conditions were initially defined during a meeting in Sebastopol (Cali-
fornia), then completed in the article published by the Sunlight Foundation “Ten
Principles for Open Government Information,” that is, “ten principles for the
opening of government information.” Open data is the idea that certain data should
be freely available to everyone to use and republish as they wish, without restrictions
from copyright or any other restrictions (Ubaldi [18]).

2.6 Open Government Data®

According to the Open Government Data (OGD) website, “open” means data is
open, i.e., “free for anyone to use, re-use, and re-distribute,” and “Open Government

Shttps://sunlightfoundation.com/policy/documents/ten-open-data-principles/

60pen Government Data. (2015). Retrieved July 10, 2019 from http://opengovernmentdata.org/
about/
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Data” means “data and information produced or commissioned by government or
government controlled entities.” The government data shall be considered open if it
is publicly available in a way that complies with the following eight principles’:

(i) Complete

(1) Primary

(i) Timely

(iv) Accessible

(V) Machine processable
(vi) Nondiscriminatory
(vii) Nonproprietary
(viii) License-free.

According to Ubaldi [18], “a number of challenges may be associated with the
implementation of OGD initiatives which, if not properly tackled, might obstruct
or restrict the capture of benefits of national efforts aimed at spurring OGD.” The
challenges are:

(a) Harmonization of government data (multiple sources of data, different formats,
and standards).
(b) Interoperability.

The lack in guidelines for regulating and helping in the process of opening data
(for transparency and accountability of governments) has been raised by Nugroho
[15]. According to Braunschweig et al. [7], availability of the data online is not
sufficient; and some legal, administrative, and technical requirements need to be
fulfilled by publication platforms.

3 Research Methodology

We investigate the convergence of ICT and smart devices through the following
methodology which is based on our research on UN SDGs or the implementation
of open data projects and illustrative case studies from the integration of ICT in
education:

1. Understanding the linkages between ICT and the SDGs.

2. Analysis of digital convergence through an experimental open data portal for
promoting data innovations and visualizations related to SDGs.

3. Analysis of digital and technological convergences in the context of integration
of digital libraries for education in areas without the Internet.

4. Analysis of digital and technological convergences in the context of the integra-
tion of interactive whiteboard and smart microprojector for teaching statistics.

7Open Government Data Principles. (2015). Retrieved July 10, 2019 from https://public.resource.
org/8_principles.html
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The following sections will comment in more detail on these four different
strands to the research.

3.1 ICT and the UN Sustainable Development Goals (SDGs)

Huawei’s 2019 ICT Sustainable Development Goals Benchmark report® highlighted
(Fig. 2) the fact that ICT can make the most difference in achieving SDG #4 (Quality
Education), SDG #3 (Good Health and Well-being), SDG #9 (Industry, Innovation,
and Infrastructure), SDG #5 (Gender Equality), SDG #11 (Sustainable Cities and
Communities), and SDG #7 (Affordable and Clean Energy).

For example in the case of SDG #4 (72% correlation with ICT), the report stated
that “In the future, all development is inseparable from talents and culture. However,
there are currently more than 265 million children out of school worldwide, which
greatly hinders social and economic development. The high correlation between
SDG 4 and ICT skills indicates that a country’s overall education level is closely
related to its ICT education and training level. Only when the need for the required
skills is satisfied can we promote the fair development of the whole society.”

In the case of SDG #9 (63% correlation with ICT) it is mentioned that “16%
of the global population does not have access to mobile broadband networks.
Research has found that people and organizations’ ability to access and use ICT

oT%
42%
I 8%
1

Fig. 2 Highest correlations between SDGs and ICT. (Source: 2019 ICT Sustainable Development
Goals Benchmark report)

T

8https://www.huawei.com/en/about-huawei/sustainability/sdg, accessed on 22 July 2019.
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services is more likely to drive economic development than ICT education and
skills. Therefore, countries should focus on improving the access and use of ICTs,
increase investment in industry, innovation and infrastructure, promote industrial
development, and enable people to enjoy the social and economic dividends brought
about by ICT development and promote social equity development.”

The previous report also identified three critical pathways for ICT to drive sus-
tainable development: (a) increase access to information and services, (b) increase
connectivity between people and organizations, and (c) increase productivity and
resource efficiency.

Furthermore, as part of the data for climate action challenge,” organized in
2017, leading companies around the world provided data to researchers and cloud
computing support from Microsoft and/or data visualization support from Tableau.
These datasets anonymized to protect privacy allowed participants to generate
new solutions to help meet Sustainable Development Goal #13: Climate Action.
However, because the 2030 Agenda is integrated and indivisible and climate action
affects the attainment of its other goals, the challenge was also designed to support
achievement of the 2030 Agenda as a whole, including a specific thematic focus on
how climate action relates to the other goals.

3.2 Digital Convergence and Open Data Portals

This section highlights digital convergence through an award-winning open data
portal initiative (Fig. 3), implemented since September 2018 in Niger as part of
strategic projects identified by the Conference Afrique Francophone sur les Données
Ouvertes (CAFDO)!? in 2017.

In Niger, the right to information is a right guaranteed by the Constitution of the
Seventh Republic on 25 November 2010, which stipulates in Article 31 (in respect
of the rights and duties of the human person) that “Any person has the right to be
informed and to have access to information held by the public services under the
conditions determined by the law.”

This portal!! will not only federate existing open data sources on Niger but
also identify data needs to improve the ranking of Niger vis-a-vis of international
standards including the Global Open Data Index'? and the Open Data Barometer.'>

It should also be noted that most of the existing data sources are the result of
isolated initiatives that have not necessarily been the subject of wide-ranging con-
sultation between the different actors in the data ecosystem (public administrations,

%http://dataforclimateaction.org/
0https://www.donneesouvertes.africa
https://odn.datafordev.org/
2https://index.okfn.org
B3https://opendatabarometer.org


http://dataforclimateaction.org/
https://www.donneesouvertes.africa
https://odn.datafordev.org/
https://index.okfn.org
https://opendatabarometer.org

Convergence of Open Data, Digital Libraries, and Smart Technologies for. . . 9

— ()
NIGIR CONNDUON | INSCRFTION
-

ACCU, Y WOS  AMROROS  COMTACT Q scwrecmre

PORTAIL
DES DONNEES

OUVERTES

S ———

REJOINDRE NOTRE COMMUNAUTE - — 5

JEUX DE DONNEES PAR CATEGORIE

e Education, Sport, Culture

@ Gouvernement et secteur publique
> v

QUI SOMMES NOUS ?

CE QUE NOUS FAISONS

Fig. 3 Overview of the experimental open data portal (https://odn.datafordev.org/) highlighting
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sector private sector, civil society, technical and financial partners, universities and
research institutes, etc.).

On the other hand, achieving the Sustainable Development Goals (SDGs)
necessarily means producing (in a participatory manner) access (fair and at a lower
cost) and using (by all) quality and reliable data so that no one will be left behind
by 2030.

Indeed, in the age of the knowledge economy and SDGes, it is also important to
educate citizens about the importance of open data for:

— Enjoyment of fundamental human rights

— Better decision-making with a view to improving their living conditions

— Promotion of quality services

— The follow-up of the action of the executive, legislative, and judicial power
— The promotion of good governance and the consolidation of democracy

Finally, Niger’s accession to the Open Government Partnership (OGP) initiative
is still under discussion, and we hope to make the necessary advocacy to speed up
the process.

This experimental open data portal was developed under the CKAN platform,
and its key functional features include the publication of data, exploring datasets,
visualization of datasets, and access to data through an API. The interface was
customized based on the portal’s graphic charter and optimized for being responsive
on various devices (Fig. 4).

In terms of data format, the datasets from this portal can be represented in a
variety of formats such as PDF, XLS, CSV, JSON, RDF, LOD, and more. However,
the standard formats for open data are nonproprietary formats such as CSV, JSON,
and RDF. These formats enable the users to further reuse the datasets without having
to purchase software to process them. Formats such as the LOD promote the concept
of open linked data, which is the apex of the five-star rating.'*

Finally, for datasets published on the data portal to be reusable by users, it has
to be published under an open data license. The most recognized and commonly
used data licenses are Creative Commons (CC) licenses, CC zero (CC0), Open Data
Commons, and Open Government License.

Digital Content Diffusion Solutions in Area without the Internet
and Library Network Collective Catalog'>: The Case of the Culture Box

The CultureBox (Fig. 5) is an innovative project conceived and launched by the
media library of Franco-Nigerien Cultural Center (CCFN) of Niamey (Niger), with
the support of the Institut Frangais de Paris. The French company Mind & Go
ensures its development. In a context of digital divide, it is a mobile, autonomous

4https://5stardata.info/en/
Shttps://mediatheques-niger.org/index.php?lvl=index
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Fig. 6 Mapping of the CultureBox network in Niger © Eric Durel

file-sharing device that uses open-source software to create a wireless file-sharing
communication network, where users can exchange books, images, videos, audio
files, and more. CultureBox is a new way to make documents available in libraries,
with a philosophy of free sharing of common goods that symbolizes the public
domain.

The CultureBox was launched in Niger on September 27, 2016, and it is no less
than 22 Culture Boxes that were deployed on 19 sites in Niger (see Figs. 6 and 7
and Table 1).

Those Boxes constitute an Offline Digital Library with 22 stand-alone routers
deploying an offline digital file-sharing network in as many libraries across the
country.

CultureBox is very easy to access. It does not require an Internet connection:
just be within 50 meters of the device, connect to cultureBox by Wi-Fi, then type in
the browser www.culturebox.lan. The CultureBox page will open automatically, and
you will have immediate access to thousands of resources (books, movies, speeches,
games, etc.) free and downloadable in less than a minute.

Access to Digital Content for Areas Without the Internet: The Case
of the DataCup'¢

Accessible from smartphones, tablets, computers, or even televisions, DataCup
(Figs. 8 and 9) offers access to thousands of educational and cultural resources.

16https://datacup.io/-La-DataCup-
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Table 1 Places with CultureBox in Niger

1. Sidi Zakari

Sites ID Region
Centre Culturel Franco Nigérien CCFN de Niamey CCFN Niamey Niamey
Cafétéria du Centre Culturel Franco Nigérien CCFN de | Cafeteria CCFN Niamey | Niamey
Niamey

UAM-Bibliotheque Universitaire Centrale BUC Niamey Niamey
UAM-Campus Numérique Francophone CNF de CNF Niamey
Niamey

UAM- Ecole Normale supérieure de Niamey ENS Niamey
UAM-Faculté des lettres et Sciences Humaines (FLSH) | FLSH Niamey
UAM-Faculté d’ Agronomie Agro Niamey
UAM-Faculté des Sciences et Techniques (FST) FST Niamey
UAM-Faculté des Sciences de la Santé (FSS) FSS Niamey
UAM-Faculté des Sciences Economiques et juridiques FSEJ Niamey
(FSEJ)

UAM-IRSH Institut de Recherches en Sciences IRSH Niamey
Humaines

Centre Régional AGRHYMET AGRHYMET Niamey
Alliance Francaise d’Agadez AF Agadez Agadez
Alliance Francaise AF de Maradi AF Maradi Maradi
Bibliotheque du Point d’interrogation BPI BPI Maradi Maradi
Université de Maradi BUC Maradi Maradi
Université de Tahoua BUC Tahoua Tahoua
Centre Culturel Franco Nigérien CCFN de Zinder CCFN Zinder Zinder

Université de Zinder BUC Zinder Zinder

Fig. 8 Digital convergence
through the DataCup
deployed at Abdou
Moumouni University of
Niamey
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Fig. 9 Design and hardware aspects of the DataCup

Deployable in any public place, it offers access to royalty-free, interoperable, public
domain, or Creative Commons resources that can be consulted and downloaded:
encyclopedias, books, tales and audiobooks, podcasts, photo library, video library,
scores, tutorials, theses, games, etc.

No need for specific software, a simple browser is enough; additional features
include a powerful connectivity and high number of simultaneous consultations
through all existing media.

Powered by Mind And Go, a specialist in OpenSource management solutions
including library management solutions, the DataCup comes from a UNHCR’s
request for cultural animation in refugee camps in Niger.

On the bases of concrete needs users faced with problematic of stability of elec-
tricity and Internet networks in addition to the issues like so-called tropical climate,
Mind And Go has designed a simple solution, reliable and robust, distributed in
Open Hardware. Based on standard market components and accessible materials,
DataCup resists to intense use; it can be transported easily and repaired anywhere.

DataCup is thought to distribute documents offline (more than 250GB royalty-
free data) on all types of media available for users (a Wi-Fi access point is accessible
on tablets, smartphones, and computers for about 150 users).

Scheduled to be updated in terms of content, DataCup automatically connects
itself to a centralized platform available in France and offeris a common varied
catalog with many accessible documents.

Since 2017 and after 2 years of research and development, DataCup is present
in the camps of the UNHCR of Niger, within the antenna Humanity and Inclusion
(formerly Handicap International) in Niamey, and 14 prototypes are currently being
deployed at Abdou Moumouni University (UAM) in Niamey.

Refugees from UNHCR can thus discover documentaries, referring to their place
of origin just as the Abdou Moumouni University students will soon be able to
consult all the digitized theses of all their faculties, and this for free.

Coming soon, e-learning or mapping solutions will be easily deployable.
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3.3 Digital and Technological Convergences in the Context
of the Integration of Interactive Whiteboard and Smart
Microprojector for Statistical Education

In the award-winning video'” on innovation in pedagogy entitled Ressources
Numériques Pédagogiques et Apprentissage de la Statistique, Sidi Zakari illustrated
some of his innovations in the field of statistics education (bachelor level at Abdou
Moumouni University in Niamey, Niger) through:

. The use of the culture box digital library (previously discussed)

. The Use of an interactive whiteboard

. The use of brainstorming

. The use of a smart microprojector with electric autonomy (also integrating
multimedia, USB and HDMI ports, search engines, QR code, Wi-FI, and
Bluetooth technologies)

AW N =

Marzano and Haystead [13] indicated that the usage of interactive whiteboard
has risen student achievement by 16%.

Becta defined interactive whiteboard as “a large, touch-sensitive board, which is
connected to a digital projector and a computer. The projector displays the image
from the computer screen on the board. The computer can then be controlled by
touching the board, either directly or with a special pen” [4].

According to Moss et al. [14], “Combining touch sensitive screens with digital
projection opens up new possibilities. In terms of audience presentation, the
combination of digital projection and a touch sensitive screen allows the presenter
to operate from the screen itself without having to go to the computer. Using a
hand or pen on the screen like a mouse, the user can then move about within that
environment with exactly the same kind of functionality associated with mouse use
at a computer terminal: clicking, dropping and dragging, or scrolling. This makes it
possible to exploit different kinds of computer software and the choices they offer
whilst any presentation is in process, including making use of the internet by moving
around and between websites; as well as using the full potential of the tool bar and
its menus to zoom in and out on images, cut and paste within documents and open
up new windows. In this way, new texts can be created from the board as the display
proceeds.”

Smart Technologies Incorporation [17] listed several functions of Interactive
WhiteBoard in its White Paper as follows (Fig. 10).

Currently interactive whiteboards integrate simultaneous touch differentiation
function for multiuser collaboration which means many students can work simul-
taneously.

17 First prize of the Agence Universitaire de la Francophonie’s competition 2018 on innovation in
pedagogy entitled « Mon innovation en 120 secondes » available on Youtube via https://youtu.be/
v8uSGVz1-80


https://youtu.be/v8uSGVz1-80
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Convergence of Open Data, Digital Libraries, and Smart Technologies for. . . 17

Manipulating
text and
Demonstrating or images
using software at the
front of
a room without being
tied to a computer

Making notes
in digital ink

Creating digital lesson Saving nc_)tes for
activities with Iate_r review py
templates, images and using e—malll,
multimedia Interactive the Web or print
Whiteboard
in Learning
Using presentation tools o
that are included with the V|9W'“g
whiteboarding software to websites as a
enhance learning materials group

Writing notes over Showcasing

educational video student
clips presentation

Fig. 10 Several functions of Interactive WhiteBoard. (Source: https://sites.google.com/a/myport.
ac.uk/ict-and- the-secondary-classroom-esliarozhi/project-definition/interactive- white-board)

4 Concluding Remarks

In this chapter, we investigated recent advanced topics related to the convergence
of open data portals, digital libraries, interactive whiteboards, and smart devices
widespread that conduct to emerging applications and data innovations related to
the United Nations Sustainable Development Goals (SDGs).

Technological convergence plays a crucial role in society from sustainable
development perspectives and for bridging the digital divide and data gap.

Digital technologies provide solutions for more efficient ways to collect and
analyze large sets of data with the help of big data analytical tools, which have
wide-ranging implications for SDG’s progress.

Technological convergence, together with technological standardization, can
enable transparent and modular communication between diverse devices over
the network and provides advantages for service providers for coordinated and
more efficient service delivery. However, technological convergence has some
limitations related to interoperability, interconnection, consumer protection, and
universal access. Others include new regulatory frameworks related to intellectual
property, licensing and regulation of providers, bandwidth shortage, infrastructure
upgrades, strategic alignment by service providers, privacy, security, and reliability.


https://sites.google.com/a/myport.ac.uk/ict-and-the-secondary-classroom-esliarozhi/project-definition/interactive-white-board
https://sites.google.com/a/myport.ac.uk/ict-and-the-secondary-classroom-esliarozhi/project-definition/interactive-white-board
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Drawbacks also include lower quality of multiple task-converged devices and
possible waste of investments in separate technologies that were already made.

In this regard, continuous effort and collaboration are needed to better facilitate
technological development through convergence.

Acknowledgments The author wishes to thank Conférence Afrique Francophone pour les Don-
nées Ouvertes (CAFDO) for the small grant and the technical support during the implementation of
our open data project. Thanks also to Bemalera Toussaint Koura for the visuals on open data portal
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A Comprehensive Framework m)
of Usability Issues Related e
to the Wearable Devices

Jayden Khakurel, Jari Porras, Helini Melkas, and Bo Fu

1 Introduction

Continual innovation in hardware and software technologies, such as sensors,
displays, processors, storage memory, and algorithms, has been crucial in changing
the paradigm of computing devices. Mobile computing has advanced rapidly
over the past decade, and the components found in such computing devices are
becoming increasingly smaller while remaining extremely powerful. The emergence
of quantified-self technologies, including wearable devices, is one of the most
evident examples of this technological development.

Wearable devices can be defined as, “smart electronic devices available in various
forms; located near or on the human body to sense and analyze physiological and
psychological data such as feelings, movements, heart rate, blood pressure, and so
forth, via applications either installed on the device itself or on an external device
(i.e., smartphones that are connected to the cloud)” (p.2) [1]. According to Motti
and Caine [2], “since the first sensors were produced, the wearable device field
has evolved exponentially” and “is characterized by body-worn devices, such as
clothing and accessories” (p.1820). Humans use wearable devices in their daily
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activities to gather and assess a diverse range of data “from internal states (as
mood or glucose level in the blood) to performance values (as pace or kilometers
run), from habits (as food, sleep) to actions (as visited places)” (p.1) [3]. Lee et
al. [4] note that in many applications areas (“i.e. areas of wellness, healthcare,
assistance for the visually impaired, disaster relief, and public safety” (p.15), the
development of wearable devices has contributed significantly to enhancing the
quality of daily life of both individuals and society as a whole. It is expected that in
the upcoming year, virtual reality (VR) headsets, such as Samsung VR, will be used
as an alternative to conventional televisions, and Microsoft HoloLens and similar
devices will enhance human vision. In addition, it is anticipated that smartwatches
and mobile devices will assist users with health monitoring, for example, by making
it possible for patients to monitor a bacterial infection or their glucose levels. In
particular, wearable devices are more and more being seen as integral to a future in
which users will control devices remotely via the Internet.

Despite the potential benefits of wearable device usage, numerous researchers
have generally recognized that wearable technologies are failing to inspire long-
term adoption [5-7]. For example, Lazar et al. [6] find that their participants
abandoned almost 80% of their purchased wearable devices within the first 2 months
because of deficiencies in usability. Another study by Endeavor Partners [7] reports
that many wearable device users abandoned their devices within 6 months of initial
usage because of poor experiences. Clawson et al. [5] indicate that individuals
abandoned their wearable devices because (i) they were too complicated to use;
(i1) they were too complex to learn; or (iii) they failed to help the users achieve
their goals. Although the principal objective of these wearable devices is to provide
the user with higher levels of ease and flexibility [8] in data acquisition without
any degree of intrusiveness [9], usability is seen as one of the more influential
factors associated with device abundancy. Furthermore, Piwek et al. [10] state that
“wearable devices don’t add functional value that is already expected from personal
technology of that type, and they require too much effort, which breaks the seamless
user experience” (p.3). Moreover, Motti and Caine [2] assert that “by focusing on the
feasibility of an individual approach, often usability and wearability are neglected”
(p-1821) on wearable devices. As asserted by Abbas [11], “The outcome of good
usability is a greater likelihood of user acceptance. User acceptance is often the
difference between a product’s success or failure in the marketplace” (p.1764).
Trivedi [12] also states, “The user is concentrating on the usability of the device.
Therefore, usability has become an important parameter today” (p.69).

The term “usability” is derived from ISO standard 9241-11, where usability is
described as the “extent to which a product can be used by specified users to achieve
specified goals with effectiveness, efficiency and satisfaction in a specified context
of use” [13]. Usability can also be construed as the value that users derive from
using the technology or device. Gafni [14] states, “Usability is one of the most
important characteristics when targeting systems to wide audiences that need to
operate an intuitive system without direct training and support” (p.755). However,
inappropriate design, lack of context-awareness will affect the usability while
interacting with devices and interrupt individual to accomplish their goals [15, 16].
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Therefore, usability parameters are extremely important to the success of wearable
devices because they enable users to derive the full benefits of the device without
requiring specific training or additional guidance [11, 12, 16, 17].

We argue that to improve the usability of wearable devices and increase their
long-term use, it is first necessary to identify and then understand usability-
related issues, especially regarding in which wearable device categories previous
research has addressed these issues. Thus, the current study undertakes a systematic
literature review (SLR) that follows the method presented by Petersen et al. [18].
An SLR presents an opportunity to closely review the current state-of-the-art [19]
by synthesizing evidence to signify critical implications [20], identify unresolved
problems, discover research trends, and create a basis for novel intervention.

The present work seeks to identify, understand, evaluate, and synthesize usabil-
ity issues in the wearable device’s domain including which usability evaluation
methodology has been applied by the researchers. The time span considered begins
in 2000, when based on Google trends and Motti and Caine [2] report, wearable
devices were first introduced and marketed,! and ends in J anuary 2018.

The rest of the paper is organized as follows: Sect. 2 presents a brief synopsis
of the motivation and related work; Sect. 3 discusses how the research process was
carried out to provide definitive results for the research questions (RQs); Sect. 4
presents the findings and interprets the results; Sect. 5 discusses the significance of
the results and presents the limitations of the study; and Sect. 6 concludes the work
by restating the main points made in the study and indicating future areas of study.

2 Related Work

As the field of mobile technology has advanced, wearable sensors that collect
data from human activity have emerged [21]. Because these wearable devices
are completely different from mobile devices in terms of their size, functionality,
user interaction, and platform, their integration into people’s daily lives poses a
variety of challenges [22]. Finding the right balance between attributes such as
“accessibility, usability, and wearability” [23] in wearable device remains difficult.
One of the difficulties stems from the unique interaction modalities of these devices
compared with other computing devices, especially in terms of the input-output
mechanisms, which require a new design approach [2]. Because wearable devices
are a comparatively new field of study, there are inadequate number of studies
that have reviewed and analyzed usability and its relation to different types of
wearable devices. For example, Motti and Caine [2] literature review identifies
wearability principles. The study considers device characteristics, that is, hardware
and software, arguing that 20 human-centered principles could help designers

IThe history of wearable technology — Past, present and future. https://wtvox.com/featured-news/
history-of-wearable-technology-2/
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3

understand the design process and facilitate design with the focus on “users’
wishes, interests, and requirements.” The study concludes that even though these
principles could overcome some obstacles, helping designers focus more on design
than human factors when developing novel wearables, trade-offs such as technical
and ergonomics requirements still require careful analysis. Similarly, Dhawale and
Wellington [24] use an ethnographic study to identify the usability characteristics of
activity monitoring devices and how these characteristics encourage the prolonged
use of such devices. They focus on identifying the usability issues of these particular
monitoring devices versus a larger sample with multiple wearable devices. The
study identifies six key usability characteristics that play a vital role for device users:
“display size of the screen, weight of the device, battery life, multitasking, social
engagement, and ease of use.” Other authors, for example, Jiang et al. [25] reviewed
how and why wearable devices are developed and why they have gained popularity
in recent years. Their work includes a consideration of the classification standards of
wearable devices, focusing mainly on software-related device characteristics issues.
The study concludes that even though wearable devices have gained momentum in
recent years, they are still at an immature stage of development. The authors claim,
“Hardware materials and battery life still has not had a breakthrough: limited screen
space makes the product design difficult, and application software is still in an initial
stage” (p.597).

One observation from these studies is that wearable devices are available in
various form factors (size, shape, style, etc.) and that these various form factors
and the environments the wearables are used within can affect usability, which in
turn impacts on the user acceptance and engagement. Another observation from
prior research suggests that previous studies have examined wearable devices and
identified usability issues such as screen size, battery life, connection, software and
are scattered across the literature, and there are relatively no studies that focus on
review and analyze usability and its relation to which types of wearable devices and
thus, a need to fill this research gap. Therefore, this chapter aims to fill this research
gap by presenting an in-depth, formal, and inclusive review. To present a holistic
overview of studies on usability issues related to wearable devices, the present study
builds a categorization scheme to identify various types of usability issues and how
they have been identified in previous studies.

3 Methods

Based on the guidelines provided by Kitchenham and Charters [26], Engstrom and
Runeson [27], and Petersen et al. [18], an SLR approach was adopted and applied
for the current study; these guidelines describe a streamlined SLR approach that
researchers follow to gather the necessary data from a pool of scientific literature and
how to evaluate and categorize the data in an unbiased way based on the relevancy
of the formulated research problem (Kitchenham and Charters [26]). Steiger et al.
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[19] assert that “conducting a systematic literature review is an efficient way to
select the best available research and facilitates research approaches by identifying
current existing research gaps and study limitations” (p.21).

The main advantage of an SLR approach is that it provides information about the
effects of a phenomenon across a wide range of settings and empirical methods with
the possibility to combine data using meta-analytic techniques [28]. The adopted
process consists of the following phases:

* Define the research questions (RQs), based on research goals and objectives.

* Develop areview protocol that specifies the search, selection, data extraction, and
synthesis strategies [29].

* Conduct a scientific literature search to identify the primary literature by
using generated search strings on electronic databases that consists of articles
from conference proceedings, and journal publications. Search string generation
sometimes requires an iterative approach before suitable search terms and values
can be found.

e Screen the preliminary set of identified literature by utilizing inclusion and
exclusion criteria (i.e., find the papers that fulfill the objectives given by the
research questions, etc.).

* Categorize the selected literature based on the set of keywords which is crucial
in identifying relevant primary studies [1].

* Present the results in a visual form (i.e., in graphs, tables, or other informative
graphical representations).

Petersen et al. [18] recommend that researchers doing SLRs should use alter-
native ways to present and visualize their results. Following the advice and based
on extracted data from the selected articles, the current SLR presents the results in
graphs, tables, and figures.

3.1 Research Questions

Tosi and Morasca [29] state that “defining research questions is an essential part
of the SLR, as they drive the entire review methodology” (p.19). The current
SLR identifies usability-related issues and user interface-related issues in wearable
devices, investigating how these issues were discovered. Petticrew and Roberts [30]
and Kitchenham et al. [31] both suggest using the population, intervention/issue,
comparison, and outcome (PICO) framework to formulate the SLR research ques-
tion. The PICO framework defines research questions by providing the criteria for
defining keywords, structuring the final search string, and formulating the inclusion
and exclusion criteria. The overall principles of PICO are applicable to any search
strategy; however, some PICO elements can be discarded depending on the nature of
the research. In the current study, the aims do not include comparing issues related to
wearable devices; instead, the focus is on discovering the pertinent issues. Because a
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comparison is beyond the scope of the current work, this element was thus omitted.
Hence, the following four research questions (RQs) were formulated:

RQ1: To date, what categories of usability issues related to wearable devices have
been discussed in the past, and which issues relating to wearables still persist and
need further investigation?

Rationale: Defines the basis of the SLR, allows us to identify, evaluate, and
categorize the range of usability issues and get an overview of the usability issues
through a categorization framework (i.e., the issues that have been presented and
discussed, along with their implications). The results that answer RQ1 will enable
the researchers, practitioners, and application developers to understand and obtain a
more holistic overview on which issues currently exist, what caused those issues to
appear in the first place, and which issues are associated with which type of wearable
device categories. The sub-question of RQI1 provides detailed information on the
challenges that still remain and the improvements required to alleviate them, serving
as a basis for future research directions. Previous studies indicate that usability as
factor that influences abandonment of the devices of the wearable devices; this
paper identifies and presents a categorization framework that allows researchers,
practitioners, and application developers to understand and obtain a more holistic
overview on which usability issues are associated with which type of wearable
device categories that act as the barriers to user adoption, facilitating the adoption
of wearable device.

RQ2: How have usability evaluation methods (UEMs) been applied to wearable
device evaluation and in which device categories?

Rationale: Identifies the range of the most commonly used UEMs and their
subsets to obtain an overview on which UEMs have been employed to evaluate
the categories of wearable devices. The result obtained from RQ2 will enable
researchers, practitioners, and application developers to understand and make
decisions while selecting the UEM for a particular type of device evaluation.

3.2 Search Design and Process

The primary studies used in the current paper were identified using search strings on
scientific digital databases. In addition, a manual search was done through relevant
conference proceedings and journal publications, which is explained in detail below.
The automated search process was conducted on the following digital databases:
“IEEE Digital Library,” “ACM Digital Library,” “Springer Link,” “Science Direct,”
and “others: Google Scholar,” These databases were selected because they are the
preeminent sources of published research in the engineering field. The aim was to
find as many notable publications that discuss usability issues related to wearable
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Phase 1 Phase 2 Phase 3 Phase 4

Acquire the main keywords Connect all the major terms
Connect all the discovered

from the research questions Identify the synonyms and to form the final search string
synonyms and acronyms or

based on PICO acronyms or alternative words usin using the Boolean operators
(Population, Issue, Context, alternative words. 9 AND/OR, the other relevant
the Boolean OR/AND
and Outcome) criteria. terms

Fig. 1 Search string formulation process

devices as possible. Figure 1 shows the four phases of search string formulation
process presented by [1].

In Phase 1, the main keywords relating to the research questions (see Sect. 3.1)
were acquired using Population, Intervention, Comparison, and Outcome (PICO)
criteria® (i.e., “wearable device” and (“usability issue”). Kitchenham et al. [31]
recommend the use of keywords from the comparison and outcome criteria when
formulating the search string; this was not carried out in the current work because
it is only a common procedure in the field of medical science. Kitchenham et al.
[31] and Petersen et al. [18] also note that using keywords from the comparison
and outcome criteria is not always applicable. In the present case, the use of
a comparison was discarded when the research questions were formulated, and
the outcome was not taken into account because the current study does not aim
to measure effects. In Phase 2, the identification of synonyms and acronyms or
alternative words took place. One of the constraints when formulating a search
string is that the resulting set should have the maximum possible coverage but
should remain at a manageable size. Therefore, several synonyms (‘“‘wearable
devices,” “wearable computing,” and “wearable technology..”’) were used. In Phase
3, Boolean “OR” was applied to merge all the discovered synonyms and acronyms
or alternative words [1]. Lastly, in Phase 4, Boolean operator “AND” was applied to
connect all the keywords and to formulate the final search string for relevant articles
published after the year 2000 as (“wearable,” or “wearable device,” or “wearable
computing” or “wearable technology.”) AND (‘““‘usability issue,” or “usability”)
AND (“publication year >2000”).

In January 2018, an initial search was conducted utilizing the formulated search
string and the search utility of the selected digital databases. The final set of searches
was performed in February 2018. Additional search was also performed using online
web search engine “Google Scholar” to find if any further relevant articles exist and
“cross-check the final sets of retrieved papers to determine the relevance of each

paper” [2].

2PICO Criteria: http:/learntech.physiol.ox.ac.uk/cochrane_tutorial/cochlibd0e84.php
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3.3 Article Selection Process

The article selection process in the current study is defined as a process of extracting
the relevant publications with respect to the objective of the SLR based on inclusion
criteria (IC) and exclusion criteria (EC). Hence, in this context, the subsequent set
of IC and EC were formulated and applied to select the relevant publications:

e [CI: Publication is dated between 1/1/2000 and 02/2018.

e [C2: Tt comprises answers to at least one of the presented research questions,
which was determined by reading the title and abstracts.

* ]C3: Publication is written in English.

e [C4: If various similar papers are outlined by the same author, only the most
current publication is used.

e ECI: Publication lies outside the wearable devices domain.

e EC2: The publication does not cover the usability-related topic within the
domains of wearable devices.

e EC3: Technical documentation or reports.

Based on the above ICs and ECs, the article selection process was conducted in
four individual phases, as shown in Fig. 2. During Phase 1, an automated search was
performed using search strings to identify potential studies. This preliminary search
yielded 3271 papers.

In Phase 2, the articles (title, keywords, and abstract) obtained in Phase 1 were
reviewed, and the ICs and ECs were applied to select the articles for the next
phase of the process. As a result, 350 articles were selected, and 3271 articles were
excluded. In Phase 3, a review of the full text of the selected original articles from the
previous phase was conducted to determine the articles’ relevance and whether the
articles should be included for further analysis. Finally, 84 articles were considered
suitable, while 266 were excluded because they were not relevant to the RQs, had
too little in the way of content, or were not in English (i.e., the abstract, keywords,
and title were in English, but the body of the article was in another language). Thus,
84 articles were identified as relevant primary studies for data extraction. Of the
84 studies reviewed, 34 were published in the ACM digital library and rest on the
other electronic databases (i.e., Springer, Science Direct, IEEE, BioMed Central,
Hindawi, Taylor and Francis, Journal of Medical Internet Research, and Journal of
Computer-Mediated Communication), respectively.

Literature search Exclusion based
(Databases: IEEE, ACM, . N Exclusion based
Springer, Science Direct, [~ " 7777777 W Search Stringp - - - - - - - - - | on title, keywords, - - - - - - - - P o full text
others) Phase 1 Phase 2 abstract Phase 3

Fig. 2 Article selection process for choosing relevant primary studies
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3.4 Data Extraction and Synthesis

Because the results presented in the current paper are based on the qualitative
assessment of the previous literature, the process of data extraction and synthesis
is described below. According to Welsh [32], in a qualitative data analysis, to avoid
human errors and when organizing the data, “it is important that researchers do
not reify either electronic or manual methods and instead combine the best features
of each” (p.5). Following this recommendation, both computer-based and manual
analysis techniques were applied. Furthermore, the approach applied for the data
extraction and synthesis process consisted of six phases.

In the first phase, all the relevant articles were exported to the NVivo data analysis
tool (version 11) [33] for data analysis from the Mendeley reference management
tool [34]. NVivo data analysis tool was applied because it allows for sophisticated
data coding and helps map out diagrammatically how the themes relate to each
other [32, 35]. After the final set of relevant articles were transferred to NVivo, the
initial nodes were created on NVivo based on the main themes: usability issues;
usability evaluation method; target group; wearable device categories; wearing
position; geographical locations; application domain; and age group. Further nodes
were created under the usability evaluation method based on the taxonomy of Ivory
and Hearst [36], that is, the method class, method type, automation type, and effort
level.

In the second phase, each relevant article was read, and important sections of the
text were coded. During the coding process, either phrases, paragraphs, or single
words were highlighted and added with links to the initial nodes (i.e., themes) from
Phase 1. For example, text from one study that was coded and added within the
“usability issues” node could be as follows: “all of them experienced automatic loss
of synchronization, making it difficult or impossible to update data or resulting in
an incorrect report” [37] (p.8).

To improve accuracy, printed copies of articles were read, and themes were
highlighted. Coded data from the NVivo and the highlighted data from the printed
copied were compared to see if patterns remained the same on the computer-
based and manual method. Some data were missing when analyzed with NVivo.
Those data that were missing were added to NVivo. Following this, a node list was
generated for debriefing to other researchers. According to Impellizzeri and Bizzini
[38], “Data extraction must be accurate and unbiased and therefore, to reduce
possible errors, it should be performed by at least two reviewers” (p.499). Based on
this recommendation, in the third phase, the initial data sets were reviewed by two
members of the research team to confirm that the intended meaning was accurate and
appropriate for further analysis. Furthermore, there were no disagreements between
the initial datasets.

Because the main goal of the current study is to identify, evaluate, and categorize
(i) the usability issues related to wearable devices and (ii) the types of usability
evaluation methods that have been discussed in the literature, after the final
agreement, in the fourth phase, data related within the node to usability issues
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and the usability evaluation method were further coded. Nowell et al. [39] note,
“Sections of text can be coded in as many different themes as they fit, being
uncoded, coded once, or coded as many times as deemed relevant by the researcher”
(p.6). For example, for text from one study, “preliminary graphical icons was
cumbersome because the icons often .. .represent” (p.1125) [40] were coded under
theme iconography because it described the usability issues related to the icons.
For the manual approach, each text was coded on a printed list of usability issues
that were identified in Phase 2, and a theme was given to each identified usability
issue. The final sets of data were exported to excel. Data on excel and Nvivo were
compared, showing that some themes on Nvivo were missing during the coding of
the primary studies. To obtain the agreement among raters and assess intra-rater
reliability, we applied Cohen’s kappa, in which two raters separately rate the data.
The final percent agreement was 0.976, which we can interpret as almost perfect
agreement based on Cohen’s suggestion that “values <0 as indicating no agreement
and 0.01 — 0.20 as none to slight, 0.21 — 0.40 as fair, 0.41 — 0.60 as moderate,
0.61 — 0.80 as substantial, and 0.81 — 1.00 as almost perfect agreement”(p.6) [41].
A total of 14 data fields were created, which included the following data for each
primary source included in the study: study ID (S1, S2, ...), title of the paper,
citation, year of publication(s), research focus, type of publication, name of the
database where the publication was retrieved from. The data that were relevant to
what was obtained through the coding process were exported in excel for further
analysis and include the following: usability issues (if applicable), wearable device
categories (if applicable), wearing position (if applicable), usability evaluation
method (UEM) (if applicable), geographical locations (if applicable), application
domain (if applicable), and age group. Extracted data were recorded into data fields
and are described in more detail online (https://doi.org/10.5281/zenodo.1476457).

4 Results

This section presents the results that were consolidated from the final set of 84
articles (see Appendix A) based on the RQs formulated in Sect. 3.1. The results are
presented in the form of graphs, tables with analysis based on the recommendation
by Petersen et al. [18]. As shown in Fig. 3, out of 84 articles, 59 were from
conferences (70.23%), and the rest were from journals (29.76%). One reason for
this may be because the wearable topic has picked up momentum recently, and
conferences have a shorter time to publish when compared with an article. However,
the increase in the number of publications shows that the field is becoming more
important and that people are paying attention to these issues, which is in line
with [42], where they claim, “The significant number of papers in conferences and
journals is an indicator that the concept has started to get consolidated” (p.51).
Additionally, the study led to the identification of 19 types of wearable devices
utilized in the research articles. The identified devices and how they are distributed
are shown in Fig. 4. Most of the studies were carried out utilizing smartwatches,
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Fig. 3 Descriptive statistics of the publications, age group, and domains of the selected papers

activity tracker/monitor, and wristbands, which are followed by head-mounted
displays (HMD) with a binocular configuration (worn over both eyes), either
opaque or transparent, for example, virtual reality and smart glasses with AR,
and head-mounted displays (HMD) with a monocular configuration (worn over
one eye) that is transparent, for example, smart glasses. We speculate that using
both commercially off-the-shelf and prototype devices in the selected studies is the
reason for having numerous types of wearable device categories.

Additionally, as displayed in Appendix, these identified devices are worn on
the wrist (44/84), head (20/84), chest (4/84), finger (3/84), knee (1/84), and the
remaining on other parts of the body, such as arms, neck, waist, or feet. The current
trend of wearables is mostly wrist-worn and head-worn; however, other body-worn
devices are gaining momentum.

In the following section, we discuss how each research question was answered.
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Head-mounted display (HMD) with monocular configuration
Head-mounted display (HMD) with binocular configuration
Smart bracelet

Chest-mounted devices

Smart Headphones

Arm band

Smart shoe

Smart ring

Smart knee support

Head-worn terminal/body motion monitor

Wearable tele-echography robot

Inertial sensor pack

Smart headband

Smart jewelry

Smart wig

o
)
IS
o
o]
5
S
=
-
o
®

Fig. 4 Categories of wearable technology used in the study

4.1 RQI: To Date, What Categories of Usability Issues Related
to Wearable Devices Have Been Discussed in the Past,
and Which Issues Relating to Wearables Still Persist
and Need Further Investigation?

The overall aim of this research question was to identify, evaluate, and categorize
the set of usability issues related to wearable technologies that have been discussed
prior to 2018. The analysis of the primary studies prompted the identification of
20 different types of usability issues related to wearable devices. An example
of each in relation to the type of wearable device category is shown in Table
1. As shown in Table 1, most of the identified usability issues are related to
smartwatches (15/20), wristbands (12/20), activity trackers/monitors (18/20), head-
mounted displays (HMD) with a binocular (worn over both eyes), either opaque or
transparent (15/20), and head-mounted displays (HMD) with a monocular (worn
over one eye eyes), transparent (14/20). Therefore, we believe the issues related
to the devices need immediate attention because these are the most available
devices on the market. Similarly, Table 1 also shows that out of the 20 usability
issues, screen size, aesthetics (physical design, material, and color), interaction
techniques (auditory, visual, gesture, and haptic feedback), wearing position, and
motion artifacts were the most reported.

Based on [16, 43], the identified issues in Table 1 were further condensed into
device characteristics (see Sect. 4.1.1) and the deployment of wearable devices on
the body and external devices (see Sect. 4.1.2).
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Table 1 Identified issues in relation to the type of wearable device category
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Table 1 (continued)

Types of associated usability issues
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Wearable device categories
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Device Characteristics

Ally and Gardiner [43] specify that smart mobile computing device characteristics
can be classified mainly by two components: physical and user interface aspects.
Specifically, the physical component concerns product aesthetics that relate to the
external look and feel and internal components, such as sensors, processor, memory,
power supply, and transceiver [43, 44]. Lee et al. [4] define the user interface as the
way in which users interact with devices while managing their interactions with
other machines and the people who are connected to the device.

The categorization resulted in 15 issues related to the device characteristics (out
of which 20 were related to the user interface and four to the device’s physical
aspects). We further clustered the user interface issues based on the user interface
fundamentals explained by Dennis et al. [45], who state that “the user interface
includes three fundamental parts: the output mechanism (the way in which the
system provides the user with information), the input mechanism (the way in
which the system captures the information), and the navigation mechanism (the
way in which the user gives instructions to the system)” (p.314). The input and
navigation mechanisms are combined in the current work because both mechanisms
relate to receiving the instructions and system capturing from the user. Nine issues
regarding the input and navigation mechanisms were found, and five issues related
to the output mechanism were discovered. Moreover, two issues were found to
be associated with both the Output mechanism, input and navigation mechanism
aspects of the device. A summary of mapped usability issues associated with the
device characteristics is shown in Table 2.

Each of the usability issues relating to device characteristics (both user interface
and physical) are discussed below to clarify how they impacted the use of wearables
among individuals.

Screen size: Considering that most, if not all, other computing devices have
screens, wearables are an oddity in that many of them do not have screens.
Devices with screens play a vital role in providing better user-device interaction
and increase user engagement while delivering content such as quantified-self data,
online manuals, and training tools with augmenting devices [24, 46]. Dhawale and
Wellington [24] find that screen size was significantly important for participants
because “it makes the user interaction with the device easier, smoother and more
engaging” (p.41). However, to deliver the wearability, portability, and fashionable
characteristics required [47], wearables are designed with very limited display
size and shape. For example, head-mounted devices are designed with limited
display and shape, and the visual field is only a small central region (23 degrees)
[48]. Having such a limited display size and shape restricts the input, output, and
navigation capabilities of the devices. Wichrowski et al. [49] use head-mounted
display (HMD) with monocular (worn over one eye) configuration for example,
Google Glass as a wearable device and find that “screen size is too small to
convey a fairly substantial amount of information” (p.4). Similarly, Kim [50] find
that screen size and shape affects the information quality and inhibits the content-
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Table 2 Summary of the mapped usability and user interface issues associated with wearable
devices related to device characteristics (table representations)

Usability issues | Usability issues Associated usability
categories subcategories Fundamental issues

Device User interface | Output Screen size
characteristics mechanism Screen display

Lack of screen
Color contrast
Interaction techniques (visual, auditor,

and haptic feedback)
Input and Screen size
navigation Interaction techniques (gesture,
mechanism auditory)

Button location

Device vontext (text, time, and
visualization)

Navigation

Iconography

Elements (text/button)
Interaction with the application
Color contrast

Physical External look Aesthetics (physical design, material,
and feel color)
Weight
Internal Battery
component Memory size

relevant thoughts among users. For example, Kim [50] report, “The large screens
inhibited participants from generating thoughts about the specific contents of the
given information, such that the messages presented on the large screens elicited
fewer content-relevant thoughts than the messages presented on the small screens”
(p-131). Moreover, having a small screen size not only limits devices to delivering
information, but it also reduces the usability while interacting with the devices and
the individuals’ intended goals while performing certain tasks, such as reading the
messages, navigating within the application, and typing messages. For example,
Pulli et al. [51] note the issue of display size: “The display size was too small
for easy reading” (p.1125). This can increase the number of user errors, affect
efficiency, and alter the individual’s decision to continue using the device for a
longer period of time [24, 52].

Screen display: The screen display is one of the more influential factors that
causes usability issues among individual’s interactions with the device because of
the display’s size, position, or shape [49, 53], technology, such as small prismatic
crystal [49], or configuration, such as monocular (i.e., worn over one eye) and
transparent or binocular (i.e., worn over both eyes) and transparent [54-56]. For
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example, Delabrida et al. [54] report that the lenses of head-mounted wearables with
an opaque binocular display configuration increased the smartphone screen resolu-
tion, leading to higher image resolution and a usability issue among participants.
Similarly, Laramee and Ware [56] find that wearable devices with a transparent
monocular display configuration negatively impacted the task performance, such as
reading and viewing against anything other than uniform background. In addition,
McGill et al. [57] report that participants found the opaque view quite disruptive
while using HMD devices. Kaewkannate and Kim [37] find that for participants, it
was difficult to see the text in sunlight using the current wearable displays.

Lack of screen: To explore new possibilities when it comes to making devices
lighter, many device manufacturers have physically discarded the screen; only
sensors are used to track the users’ daily activities, such as sleep and physical
activity, and the data are presented through external devices, such as a smartphone
or computer. This state-of-the-art technique has the advantage of utilizing a non-
visual user interface (UI) in terms of (i) wearability, for example, being light weight;
and (ii) in reducing issues with remembering individuals, for example, charging
devices [58]; however, the study identifies that having a non-visual interface brings
additional usability challenges. For example, Kaewkannate and Kim [37] find that
there are issues related to interaction with the devices (i.e., the device does not
respond while tapping its surface); needing to use the apps on external devices to
view the information; and data inaccuracy because of the synchronization between
the external devices and the wearable.

Color contrast: Color contrast assists individuals in viewing and interacting with
content; it consists of elements (i.e., color, text, and graphics) in a dark and bright-
light environment. However, the current review indicates that (i) poor color contrast
between the background of the user interface and the color of the text affect
readability [59] and (ii) visual cues with a higher color contrast have less reaction
time among participants [60]. For instance, in the study by Holzinger et al. [59],
a participant commented: “Dark grey text? On a light grey background, it is very
difficult to read” (p.4). Similarly, Costanza et al. [60] find that when visual cues with
a bright color contrast were delivered on the eyewear display of the user, the reaction
time was quicker than when there were visual clues with a dim contrast. Wichrowski
et al. [49] also state, “All personal graphic elements must meet the requirements
of usability. For example: too detailed graphic elements or too many colors can
interfere with readability and may not be visible on Google Glass. Therefore, it is
necessary to create graphics from a limited number of elements and colors” (p.3).

Interaction technique: Jacob [61] state, “An interaction technique is a way of
using a physical input/output device to perform a generic task in a human—computer
dialogue and represents an abstraction of some common class of interactive tasks,
for example, choosing one of several objects shown on a display screen. Research
in this area studies the primitive elements of human—computer dialogues, which
apply across a wide variety of individual applications” (p.1). Many of the review
papers reveal that wearable devices, from smartwatches to the HMDs, provide many
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different ways of interaction through several in- and output modalities, including
auditory [62], visual [63], haptic feedback (i.e., tactile, kinesthetic) [64], and gesture
(i.e., touch, head) [65-68], to enhance the user experience.

Although these interaction techniques have bought new opportunities when it
comes to improving the user experience within the interaction domain, the current
study shows that it also opens up usability challenges. For example, Kaewkannate
and Kim [37] find kinesthetic feedback that relates to force feedback sensed from
muscles, joints, and nerves when the user receives output from the device, such
as vibrations caused irritation among users during evaluation. One of the causes
was because of excessive vibration before the device went into sleep mode. In
addition, both Lazar et al. [6] and Zhang and Rau [69] report concerns from
participants regarding receiving active feedback, that is, notifications from devices
while performing a task. For example, participants commented, “I don’t want to
receive messages when I am doing the exercise” [69].

Regarding the touch gesture, studies report the reasons why users encountered
problems while interacting with the device’s surface. For instance, the studies note
that maintaining touch [70] and touch sensitivity on the device [71, 72], which
require frequent tapping on the device surface [68], were some challenges users
encountered with tapping. In addition, Pulli et al. [51] analyze tap detection, finding
that when users selected a too low detection threshold on the device, they suffered
slight pain in their finger. Other studies show that there may be additional challenges
related to tapping. For instance, Wichrowski et al. [49] find some participants
reported swipe gestures caused challenges because of the placement of the device,
for example, “for many students it was not natural to use swipe gestures close to the
head” (p.9).

In line with the above challenges, studies indicate that poor speech recognition
[49, 62, 63] by the device and needing silence for speech input [62] were the main
challenges users discovered while conducting auditory interactions. For example,
Neto et al. [62] report that users experienced difficulties while interacting with
the device when starting the gear face recognition (GFR) system through speech
synthesis. Similarly, Lawo et al. [63] find that using voice as the interaction
technique was difficult for participants with an accent. Wichrowski et al. [49] also
observe that Google Glass sometimes incorrectly interpreted voice commands.

Button location: The button acts as the meditator between the user and wearable
devices, in this case being the item responsible for triggering actions. A user can
touch the button either to give instructions or navigate the content within the device.
The location of the buttons on both the hardware or on the screen of the wearable
devices can affect users’ actions and may lead to serious mistakes. Rasche et al.
[73] point out, “The activity tracker just had one button to interact with. Participants
reported this interaction design to be difficult and annoying. They had problems
feeling the button under the silicon tracker display wristband. The navigation of the
activity worked by pushing the button. For example, it was necessary to press the
button twice to get the actual time, which was reported to be annoying” (p.1414). Ye
et al. [74] also “observed participants feeling along the far side of the wrist to find
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the top edge of the “Select” button or along the near side to find the bottom edge
of the ‘Home’ button” (p.7). Holzinger et al. [59] assess the behavioral intention
and user acceptance of a wrist device. They find that the manual alarm button of
the device they study “tended to stick, requiring more pressure to activate than was
compatible with an elderly person in need of help” (p.4).

Device context (text, time, and visualization): The literature review indicates
that issues surrounding the context of the device were influenced by the text, time,
graphics, and visualizations during the interactions with wearables. For example,
Altenhoff et al. [75] observe that participants had issues using devices when they
realized that there was no option to input decimal amounts (e.g., 10.5 ounces of
water). Rasche et al. [73] find that participants would substitute their wrist watch
if the trackers permanently displayed the time of day. Ananthanarayan et al. [76]
observe that participants found circular LED displays were harder to count and
calculate. Device with the Knee-shaped visualizations received a mixed response.
The non-linear display was found to be complicated and aesthetically unpleasing
among participants.

Navigation: The literature review shows that navigation allows users to easily
access the information using (i) touch technologies, such as analog resistive and
capacitive, through swipe and tap to navigate within the user interface; (ii) a control
button on the side to navigate within the user interface; and (iii) capacitive touchpads
with or without light-emitting diode (LED) patterns in conjunction with external
devices [37, 75, 77, 78]. However, at the same time, small screen sizes, gesture,
buttons, or the lack of a screen, and the limits of user usage behavior [79] (i.e.,
keep their eyes locked on the device while conducting interactions) impact the
efficiency and usability, which includes swiping, difficulties locating settings, menus
or icons, and unintentional interruptions during interactions. For example, Thorpe
et al. [80] find that participants had difficulties “to know when to stop swiping
through the menu on wristwatch” (p.300). Altenhoff et al. [75] discover that several
of the Jawbone Up participants had trouble locating and understanding the alarm.
Furthermore, one participant was confused about the “smart sleep” setting: “. ...
but is that before or after?” (p.243). Wulf et al. [81] observe that “initiating the
speech interaction by pressing the physical button sometimes led to the problem
that the participants forgot to push the button and started speaking without the
system listening to them ... nor could receive the user’s command... Moreover,
the interaction was sometimes interrupted unintentionally by pressing the activation
button again so that the previous conversation and dialogue was erased and the
system got restarted” (p.204). In addition, Kaewkannate and Kim [37] show that
it is difficult to navigate simultaneously on an app installed on external devices and
one installed on wearable devices.

Iconography: The results from the previous studies [51, 75, 80] indicate that an
icon allows users to (i) launch an application on devices and (ii) navigate within a
user interface to locate functionalities. However, at the same time, the studies on
this point out that unintuitive application icons or a poor presentation of the icons
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on without a text label on an application has a negative impact on the usability.
For example, Thorpe et al. [80] show that it was difficult for participants to find
a functionality based on the icon’s name application on a device user interface.
Similarly, Pulli et al. [51] find graphical icons without a label give users more
problems when it comes to recognizing their clear association with the function
behind the icons in a first-time interaction with the application, for example, a
“mobile phone” icon was confused with a “door icon” [51] (p.1125).

Elements (font/button): The results show that the form factor of the devices, such
as smaller font size, made it harder for participants to read the devices’ screens. For
example, Holzinger et al. [59] report that participants wanted to adjust the size of
the text when they were not wearing their glasses. Wichrowski et al. [49] also show
the suggestions they received about using larger fonts for better readability.

Interaction with the application: According to Carter [82], the usability chal-
lenges associated with interactions with the application developed because of too
many steps that the user had to go through, which deterred the user from completing
the task. Other than issues caused by too many steps, Altenhoff et al. [75] note issues
that were influenced by the data provided by the wearable device, which affected
the users’ first experiences with the application; they further explain that users’ first
impressions of the application may have lasting effects on user engagement.

Battery life: All wearable devices require higher processing power to accumulate
and process data through multiple sensors. In addition, the devices consist of smaller
battery sizes that are bottlenecked by the wearable device’s shape, weight, and size
[23]. In addition, the devices are either integrated with a display or require external
devices with Bluetooth connectivity to show processed data. This results in higher
battery consumption and limited battery lifetime. Ahanathapillai et al. [83] state
that the “hardware used... is limited in battery life and offers between 5 and 8
hours when used continually . . . [this] is recognized as a significant limitation of the
hardware” (p.28). Similarly, Sultan [84] points out, “Battery life need to be longer
than what is currently available” (p.525). Yang et al. [85] find that an issue with
battery life is interrupting data collection, and as a result, devices showed lower
quantified-self data, for example, number of steps. Shih et al. [58] and Koskiméki
et al. [86] note that issues related to battery life required the user to partake in
an additional behavior, such as remembering to charge the device and putting the
device on after recharging. For example, Shih et al. [58] state how one participant
stated, “It was quite annoying for me remember to wear the device and also to
charge it every day” (p.6). Similarly, Thorpe et al. [80] find a higher consumption
of battery life impacted older users with dementia because of their challenges in
locating the charging port and inserting the cable. In another study, Albrecht et
al. [87] find the battery life of smart glasses drained quicker than other devices,
such as camera, which was used in parallel during the experiment. They point to
the concern of human battery interactions (HBI) [88]. For example, “In medical
settings, a cable running down from Glass to an external battery pack may raise
concerns with respect to hygiene as well as add potential for Glass to be pulled
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off the user’s nose if something (e.g., a fastener on the physician’s surgical gown)
inadvertently pulled on this cable” (p.11).

Weight: Although the main aim of wearable devices is to provide users with
wearability and portability, the current literature review identifies “weight” as one
of the influential usability issues for individuals. Furthermore, the results indicate
that the impact of the weight of the devices increased the feeling of attachment
among individuals which relates to discomfort [89]. It has also been shown that
weight influences device usage. For example, participants in the study of Dhawale
and Wellington [24] stated, “Smartwatches to be distracting and bit heavy after a
long day of using it” (p.42). Further, Spagnolli et al. [90] assess user acceptance of
wearable symbiotic devices and emphasize ... lighter and more discrete wearable
devices are better appreciated compared to bulkier and more noticeable ones” (p.96)
for individuals.

Memory size: The amount of memory required in wearable devices increases
when the device runs a more memory-intense operating system, more applications,
and performs heavy tasks (i.e., fetching and parsing data from a cloud or external
devices and background apps). Less memory means limitations on the type of
applications and tasks that can be performed. According to Oakley et al. [91],
when designing applications for low-end devices with slow central processing units
(CPU), manufacturers and content providers should consider utilizing comparative
textual feedback because these devices may not be able to smoothly process image
or video information. Delabrida et al. [54] state that memory events represent the
main bottleneck in their experiments.

Aesthetics: Wearable devices that are worn outside the body are considered high-
tech devices and fashion accessories [47]. The current literature review identifies,
irrespective of age, that this dual consideration impacted usability, which is mainly
influenced by aesthetic elements, that is, physical design, color, and materials of the
wearable devices during human—wearable interaction. For example, both Rodriguez
et al. [71] and Ananthanarayan et al. [76] find that the physical design of the device
caused difficulties for participants when attaching the devices to their bodies. Ju
and Spasojevic [92] also uncover that the design played an important role for the
acceptance of smart jewelry. Similarly, Shih et al. [58] show participants felt the
device was cumbersome and intrusive when worn during their daily activities. Ye et
al. [74] show how participants also suggested changes with the design, for example,
being easily customizable, after using the prototype wearable device. The wearable
device’s size ultimately determined the degree of daily use. Goto et al. [93] show
how participants stated that the size of the watch was one of the constraints that
affected its usability; the problem was that the size of the device was inconvenient
for users to wear in their daily activities. In agreement with Goto et al. [93], Kondo
et al. [94] find that the device size was too large for the participants to use. In other
study, Nirjon et al. [95] note how the participants commented that the size of the
used wearable ring was larger than a typical ring, making it uncomfortable for all-
day wear.
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In addition, Abbate et al. [96] show that the shape of the wearable device
impacted the usability among participants, here mainly because of the bulkiness
and shape of the devices during sleep, which initially made it almost impossible to
carry out sleep tests. Abbate et al. [96] state that when they repeatedly modified
the device and moved the battery/transmitter, elderly users enjoyed wearing the
wearable caps at night. Further, Abbate et al. [96] also suggest that ergonomic
and aesthetic modifications would be necessary for improving the level of usability
and acceptability, especially in an elderly user population: “... the elderly are
attached to a specific aesthetic dress code, characteristic of their likes/dislikes. . .
[they] prefer simple, loose, and comfortable dress, and therefore, the focus should
be on a retro style” (p.6). Abbate et al. [96] also find that providing devices in the
participants’ favorite colors made the wearable devices more acceptable.

Moreover, the current literature review shows that the material and color used
on the devices also impacted usability. For example, the wearable devices utilized
by [86] for early detection of migraine attacks caused skin irritation among the
participants. Similarly, Rodriguez et al. [71] discovers that materials and color
applied on the device also impacted usability. In their study, participants suggested
the use of different colors or plastic material on the devices. Rapp and Cena [4] find
that the color of the tracking devices made it difficult for participants to integrate
the device into their daily lives. For example, participants pointed out, “A light blue
bracelet could fit with a casual dress for going out with friends, but not with a night
dress for formal situations, where she liked more unnoticeable colors” (p.142). In
addition, Brun et al. [65] state, “due to the chosen material, the utility stretch straps
were judged too small not big enough for some heads, or it could stick with long
hair” (p.7), which caused the participants discomfort.

Deployment of Wearable Devices and External Devices

Liu et al. [16] classify each technology by its location on the body. According to
Liu et al. [16], “Technology can be on the body (such as wearables), inside the body
(such as implants), and carried next to the body (smart phones)” (p.2). Employing
a similar classification approach, the issues noted when reviewing the papers were
clustered into categories related to the deployment of wearable devices on the body
and the corresponding categories: external devices that are carried next to the body
(e.g., smartphones). The results of the classification summary are shown in Table 3.

Table 3 Summary of the mapped usability and user interface issues associated with wearable
devices related to external devices and deployment of wearable devices on the body (Table
representations)

Usability issues categories Usability issues subcategories

External devices and deployment of | Wearing position, motion artifacts, data accuracy, device
wearable devices on the body connectivity, applications installed on external devices
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Each of the usability issues related to the deployment of wearable devices,
including external devices, are discussed below to clarify how they impacted the
use rate.

Wearing position: Wearable devices are either worn on the outside of the body in
the form of a watch or on the inner part of the body as an implant. Although the goal
of the wearable device is to provide better wearability when the device is worn on
different parts of the body, Fang and Chang [97] show that the wearing position of
wearable devices impacts individuals’ interests, anxiety, visibility, and readability.
Similarly, Rodriguez et al. [71] report that when device was worn on the waist
during experiment, readability was low. In addition, other studies emphasize that
performing a task could be impacted by the wearing position. For example, Carter
et al. [82] note how it was difficult for participants to interact with an application to
type with the watch hand and difficult to lift the arm to view the screen. Additionally,
Chen et al. [79] say that although individuals had accurate results from their physical
activity while using wearable devices, such as pedometers and accelerometers,
when the devices were worn on the waist, they had difficulties during toileting and
dressing. Zhang and Rau [69] also report that many participants could not see the
content on the watch clearly when jogging because of body vibration and distortion.
Moreover, Nirjon et al. [95] state that when using a wearable ring, placing the fingers
and palm flat on a surface impacted the user while typing.

In addition, there are usability issues from the wearing position that are caused
by a halo-effect between the individual and device characteristics. For example, in
the study by Rodriguez et al. [71], participants indicated that where the device was
positioned on the waist did not adjust to meet heavier body types: “I am bigger
and fat” (p.8). Mizuno and Kume [98] observe a similar pattern while evaluating a
glasses-like wearable nasal skin temperature measurement device: “For some test
subjects, differences in the distance from the thermopile sensors attached to the
glasses and the nose or forehead caused by head or face shape variations prevented
appropriate measurements” (p.730). Similarly, Yoo et al. [99] note that devices such
as a watch or a wristband, which can be worn on the wrist or waist (e.g., abdominal
binder), are more easily accommodated than a head-worn device. For example, they
state “the head is hardly suitable for patients because they don’t frequently wear
even a hat” (p.364).

Motion artifacts: To recognize users’ activities while at a state of rest or in motion,
wearable devices are embedded with a network of sensors; here, designers make the
assumption that the device is worn in the predetermined orientation position relative
to the individual’s body [100]. However, the predetermined position may gradually
change because of an incorrect wearing position or wrong body movements while at
a state of rest or in motion. Although motion artifacts do not have a direct impact on
the individual, the current study shows that motion artifacts have a usability effect
through the quality of data delivered, that is, through inaccurate data. For example,
Ahanathapillai et al. [83] measure the parameters from an accelerometer on the wrist
as an indicator of wrist movements. The results show that the measurement changed
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from medium to high with lots of wrist movement, rather than a recording of low
activity data. Moreover, Ahanathapillai et al. [83] also report the presence of motion
artifacts because of the movement of the fingertip of the subject, which, in this case,
may have produced inaccurate heart rate measurements. Similarly, Klingeberg and
Schilling [101] also find arm movements caused distortion on pressure signals. In
other study, Chen et al. [79] report that the number of steps captured by wrist-worn
devices was more than the participants actually walked, stating that this may have
been “because that the wearable device used in this study took into account the arm
movements. Therefore, it is unclear how much counts come from walking” (p.37).

Data accuracy: Wearable devices capture and provide digital data, such as
quantified-self, image, location, audio, and video with the help of embedded sensors
and camera. Those data are either used by individuals to monitor their activities
or track their health conditions for their well-being or for entertainment purpose.
However, the literature review shows that usability is disrupted by a deluge of
inaccurate data caused by (i) motion artifacts; (ii) device connectivity; and (iii)
physical conditions. For example, in the study of Liang et al. [102], the participants
reported wrist-worn devices were shown to be “asleep” while “reading,” causing
“issue of trust” among users. Altenhoff et al. [75] observe that participants had
problems trusting sleep data after the first night a device failed to accurately report
the time they fell asleep. In the same study, one participant was surprised when
upon first syncing the band and app, the app displayed about 80 steps before she
had taken any actual steps, which she then commented on the third day, “I feel like
I would just use it when working out to figure out what I’d actually done and for
sleep but not walking because it’s not accurate” (p.244). One participant in a study
by Kaewkannate and Kim [37] responded, “the display to check the tracking status
requires a smart-phone. Sometimes, data are inaccurate because of lost syncing to
the smartphone” (p.8). Masai et al. [103] report that sensor data were saturated
when the sensors were exposed to ambient light, that is, sunlight, which caused a
smart eye wearable to deliver incorrect data of the wearer’s facial expression.

Device connectivity: Most wearable devices do not include a built-in global
system for mobile communications (GSM) or a global positioning system (GPS)
module; they often pair with external devices such as smartphones or a computer
using Bluetooth or Wi-Fi to exchange data and deliver relevant information.
However, the results from the review show that the initial pairing between devices
is either difficult, or when paired, the connectivity is unreliable. For example,
Wichrowski et al. [49] study Google Glass and had problems pairing the wearable
with smartphone devices via a Bluetooth connection. According to Wulf et al. [81],
a steady and reliable Internet connection could substantially increase the usability
for speech-only interactions for wearable systems; this unreliable connectivity
resulted in inaccurate data. Similarly, Kaewkannate and Kim [37] report that the
automatic loss of synchronization between wearable and external devices made
it difficult to update data or resulted in inaccurate data. This demand for a
connection impacted the usability of users. Moreover, Thorpe et al. [80] observe
that the Bluetooth connection between the wearable and external device dropped
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unexpectedly, requiring participants to reset the wearable device. Further, Rasche et
al. [73] observe that even though the necessary graphical interface was integrated
into the app, the installed application on external devices demanded a Bluetooth
connection, which was difficult to handle for most participants.

Application installed on an external device: The literature review shows that
because of technological and design challenges, the wearable devices used in the
previous study mostly work in parallel with mobile devices. For example, when
a certain action is performed on wearable devices, such as fitness tracking, the
reaction is displayed on an application installed on a mobile device. However,
the current analysis shows that having to use applications installed on external
devices imposes higher mental effort and stress for users because of concerns related
to interruption, installation, and actions that must be performed. For example,
Ananthanarayan et al. [76] find that with smartphones as the external device,
participants were concerned about being interrupted by texts and phone calls, losing
focus, and having to prop up the phone for a better viewing angle. Rasche et al. [73]
observe that participants needed to maintain a higher mental effort to install the app
on external devices and get the activity tracker to work. Rapp and Cena [22] show
that one participant became stressed about the action she had to perform to view the
data, for example, “take out the phone, open the app, and explore the graphs and
numbers, which she termed ‘a laborious task™ (p.141). In another study made by
Dhawale and Wellington [24], participants indicated concern regarding having an
application on the external devices and viewing this application while performing a
physical activity because of what the participants perceived as risk associated with
the device screen getting damaged. In addition to this, Kaewkannate and Kim [37]
evaluate wearable devices with an application installed on the external devices, and
they emphasize the usability concerns related to interacting with the application that
is installed on external devices, for example, difficulty with using the food log and
calorie tracking tool in the user interface (UI) of the application.

In summary, following Ally and Gardiner [43] and Liu et al. [16], the cat-
egorization resulted in 18 issues related to the device characteristics, including
shared issues between UI fundamentals, three issues related to the deployment of
wearable devices on the body, and three issues related to external devices, in which
data accuracy is added separately to each category. Although all categories were
important, analysis shows that issues associated with the deployment on the body,
external devices, and physical (i.e. aesthetics) have the most influences on user
interaction.

Combining the identified usability issues, it is useful to understand and assess
the relationship between the usability issues related to the device characteristics,
deployment of the wearables on the body, and the use of external devices; to do
this, the constructed categorization framework is given in Fig. 5, which combines
a total of 20 usability issues and gives the holistic view of overall usability issues
that currently exist in all type of wearable devices. Furthermore, the categorization
framework clearly shows that some of the usability issues related to the wearable
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devices share common themes across other categories (Fig. 5). For example, both
device connectivity and deployment share the cause of data inaccuracy.

However, the categorization framework does not show which type of issues
categories and subcategories is related to what type of wearable device. Therefore,
the categorization framework was further reviewed in relation to the wearable
device categories presented in Table 1. Table 4 provides the overview of each
type of wearable device category, usability issues categories, and subcategories and
associated usability issues.

4.2 Q2: How Have Usability Evaluation Methods (UEMs)
Been Applied to Wearable Device Evaluation and in which
Device Categories?

This section summarizes which evaluation methods have been applied to identify the
issues discussed in Sect. 4.1. To answer the first part of RQ2, the methods reported
in the primary studies were analyzed and grouped into a taxonomy, as proposed by



J. Khakurel et al.

48

$3L1033180 2014

sanssT A)TIqesn pajeIoossy

X X X 971s AIOWRA!
X X X X X X A1oneg
X X X X YSToM jusuodwo)[euIsiuy
X X X | X X X | X X | X X | X | X | X | (30700 ‘Terorews ‘uSisop [eo1sAyd) sonoylsay | [99F pue YOO J[eUINXH | [eIISAYJ | SONSHIBILYD 9ITAd(
X X XX XX X X X|X|X XX uonisod Surreopy
X X XX X X X S10BJ1IIE UOTIOIA
X X X X Koeanooe eleq Juowkordo(q
X X X X X KYIATIOOUU0D 901A
X X | X X X X suoneorddy
X X X Koemooe ejeq SOITASP [BUIAXE
= o Ol «» 5w wn i u n n nun
EEEEZEEE|ZEEEIEEEEEE gL
mama%umwmmuumwn,muuumu
5 = Mww. ,lfA[H.anBG..WM.u.PMM
= o =. S =2 o |0 =3~ I~
25 25 E8/ 3z E S EEFREREREFE
=2 |EZ |2 gz 8 5|2 8B g |3 5| |7
e |28 &5 Cla | 285 e < 0
c2 828 2 /2/gl8lr glB
5] e e 1=t S| o
a8 |Be |ag|g 5|2 2la 2
e g5 2/ * EIQ|g|l™
E] 8 25 <3 S| = 2.
T2 5% ¢ SAEAE)
5 58 &2
55 |25 213
g o E 2 g &
< 3 o > =%
LRl o N S
29 |22 !
8 B5 e
g e £
X g =

so11030180qNS puUE $ALI0T0)ed sansst AJITIqes)

G "1 UI YIoMOuIeI} UOTEZLIOSA)Ed ) UO Paseq sanssI A)[Iqesn oy Jo Arewuing ¢ d[qex,



49

A Comprehensive Framework of Usability Issues Related to the Wearable Devices

o
o

9ZIS USAIOS

o
o

o

Keydsip usarog

o

U108 JO Yor]

o

Isenuod I0[0)

X

(7orqpaey ondey ‘A1ojrpne ‘Tensia) sanbruyoo) uonoeINUY

wstueyoout IndinQ

(K1031pne/01n)sad) sonbruyoe) uonoeI)uy

XX R X

uoneoridde ayy yim uonoerouy

X X X

uoneoo[ uonng

(u01INQ/1X3)) SJUSWI[H

o

uonesiaeN

XX R )

XX R X X

(UONBZI[ENSIA/AWI] 1XA1) 1XAIUOD A

PR R X ) | )

QZIS U2AIOS

1SeNUOd I0[0D

o

Kydei3ouooy

wistueydow uonesiaeu pue jnduy

QoBJIAU 1S}




50 J. Khakurel et al.

Ivory and Hearst [36]. Accordingly, the UEMs can be grouped into four dimensions,
as follows:

Method class: This comprises the method, such as usability testing and simulation,
and is entirely conducted at a high level. This usability evaluation method can be
further classified into the following five classes [36]:

» Testing: With the intent of finding the usability issues, an evaluator watches user
while they are using the evaluated applications/devices.

» Inspection: An evaluator creates and utilizes a set of evaluation guidelines or
heuristics to assess the possible usability issues related to applications/devices.

e Inquiry: The extent to which users share their usability experiences with the
evaluators regarding the evaluated applications/devices via methods such as
interviews or surveys is examined.

* Analytical modeling: This is the degree to which an evaluator predicts the
usability issues of the evaluated applications through modeling tools.

» Simulation: This is the extent to which an evaluator discovers the usability issues
by deploying simulation tools of the applications as if the user is interacting in
reality.

Of these five method classes, “testing, inspection, and inquiry are suitable for
both formative evaluation” [36] (i.e., the evaluator identifies specific usability
problems that are already known before conducting the evaluation) and summative
evaluation (i.e., the evaluator obtains general evaluations of usability) purposes,
where there are “analytical modeling and simulation” are appropriate for the
performance evaluation of users.

Method type: This represents how the usability evaluation (UE) is performed
under the method class and with a range of UEMs, such as performance measure-
ment and think-aloud.

Automation type: This represents the use of highly automated techniques for the
UE in which a software tool is utilized to simulate the user’s action in capturing
the data, for example, the software tool automatically records the usability data by
logging the user interface usage [36], analyzing it (i.e., the software installed on the
devices automatically records usability issues), and critiquing it (i.e., the software
installed on the devices analyze the usability issues and suggest improvements).

Effort level: This is the level of human effort required while executing the UEM
dimension (method class and method type). The effort level can be (i) minimal
effort (MF) (i.e., does not require interface usage); (ii) formal use (F) (i.e.,
requires completion of specifically selected task); (iii) informal use (IF) (requires
the completion of a freely chosen task); or (iv) model development (requires the
evaluator to develop the UI model to employ the method) [36].

Table 5, which represents the answers to the second part of RQ2, contains
wearable categories, usability evaluation method type (UEMT), usability evaluation
method class (UEMC), automation type, and effort level. As shown in Table 5, a
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Table 5 Studies reporting the use of each evaluation method
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review of the 84 studies revealed that 78 studies did include a UE. In the studies, 14
different method types were applied to understand the usability of the 19 types of
wearable device categories. Regarding the automation type, three studies apply the
application to record the usability data (C), and others do this using an evaluator with
either freely chosen task or specific selected task without any level of automation
supported (N). The literature review indicates that the studies have adopted effort
level (i.e., formal use, and informal use, model use). To gain an overview of how the
UEM type was conducted within a method class, the obtained method types were
grouped based on five method classes. After grouping, three method classes were
identified: inquiry, inspection, and testing. However, the results show that none of
the studies applied analytical modeling.

More specifically, we can see from Table 5 that out of 14 obtained evaluation
method types, 41 studies adopt multiple evaluation methods to gather multiple
sources of data to get a better overview of wearable devices from the users’ perspec-
tive. In most of the studies, the interview UEM type was applied during usability
evaluation sessions. For example, Altenhoff et al. [75] apply multiple evaluation
methods, including think-aloud, post-survey, and interviews (i.e., unstructured), to
evaluate two different activity trackers and their associated applications. The think-
aloud protocol allowed participants to speak and perform the task by, for example,
setting up an activity tracker device and its associated application, allowing the
evaluator to collect data such as time-on-task and average error. To gather the overall
experience of the device usage, and eliminate the issues of reactivity, participant’s
verbal abilities, and validity [104], researchers further apply additional usability
methods, such as a through post-survey and interview.

Additionally, Rasche et al. [73] evaluate the usability of the activity trackers
by utilizing DIN ISO 20282-2 and applying the think-aloud protocol. Because
the think-aloud protocol itself cannot grasp the mental effort of the participants,
the researchers adopt the Rating Scale of Mental Effort (RSME) unidimensional
instrument. Moreover, Rasche et al. [73] use interviews and different questionnaires;
first, the Post Study System Usability Questionnaire (PSSUQ) is used at different
times to understand the participants’ attitudes about the product and changes in
perceived usability [105]; the MeCue questionnaire is also used “to evaluate the
perceived aesthetics of the activity tracker, the stigmatization of using it, the wearing
position, and the intention of usage” (p.1412); a technical affinity questionnaire
is used to understand if technical affinity changes during the process of getting
used to the application by participants. In summary, having different questionnaires
allowed the researchers to gather data from different angles and understand the
participants’ attitudes toward usability, requirements, motivation, mental effort, and
technical affinity of activity tracker. Additionally, Fang and Chang [97] use a pre-
test questionnaire to finalize the contents of the formal questionnaires.

On the other hand, the current study also identifies that the type of experimental
tasks and period of use of devices also influences how users perceive the hedonic
and pragmatic values of the evaluated devices or user interfaces [50]. In the reviewed
papers, the researchers who adopted longitudinal usability testing with informal
use collect more data to understand what effect the adoption of the device or user
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interface has. For example, Shih et al. [58] gather the logs of the usage data from
activity trackers, collecting the usage pattern and issues of remembering, physical
design and aesthetics, data management, integration and sharing, and data accuracy.
Lazar et al. [6] discuss the advantages of conducting a long-term usability evaluation
with a freely chosen task and selected device while conducting the interviews later,
here stating, “By allowing participants to choose devices and then interviewing them
several months later, we were able to see the ways people integrated devices into
their lives or abandoned them and the factors for doing so” (p.644).

Apart from the adoption of multiple usability evaluation approaches, not all the
usability evaluation method types are suited for individuals with impairments. For
example, Kashimoto et al. [106] apply the Wizard of Oz method with unstructured
interviews during the iterative usability test for the development of a smart glass
prototype. During the evaluation, Kashimoto et al. [106] find it was difficult for
older adults with dementia to stay in a stationary position for a long time, focus,
and accomplish the navigational task, which resulted in the researchers gathering
unsatisfactory data for further analysis. However, the qualitative data were gathered
through interviews. All the methods are also not suitable for participants with a
minimal education level. For example, Sin et al. [107] apply four usability constructs
that is, ease of use, efficiency, effectiveness, and user satisfaction, to evaluate their
prototype. While collecting the data to measure the system’s usability through a
system usability scale (SUS), the researchers find the participant’s had a lack of
formal education, and as a result, all the questions had to be read by “the researcher,
and they only were asked to point their answer on a graphical Likert scale” (p.124).

5 Findings and Recommendations

In addition to usability issues, the current study revealed additional findings,
especially regarding the (i) social-technical aspects, (ii) effect of usability, and (iii)
individual preferences of wearables. For example, the study conducted by Bower
and Sturman [108] finds that participants were concerned about the privacy of
people taking their photos and recording videos of them. Although, an interaction
technique facilitates the user experience, similarly, Ye et al. [74] show that the
interaction technique also brings social-technical challenges. For example, in their
study, participants had difficulties using speech as the interaction techniques in a
public environment because of privacy concerns. Similarly, in the study of Wulf et
al. [81], some of the older adults were concerned about using speech interaction
in public and felt uncomfortable doing so. We also found that a barrier, such as a
design flaw on the physical design of the device or implementation bug on the user
interface, causes frustration, fatigue among individuals with impairments at faster
rate than with individuals without impairments [62]. Similarly, in another study
conducted by Wulf et al. [81], the emotions of the users’ reactions changed when
the speech interaction did not function properly. Angelini et al. [109] also find that
older adults have different preferences of the devices, stating, “The medical feature
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should not emerge in the product and should be presented as an accessory feature,
which, however, will be appreciated by their relatives” (p.431). Similarly, Ye et al.
[74] show that the aesthetics aspect of the device is relatively important for visually
impaired participants.

Although we provided a comprehensive overview of the usability issues through
a categorization framework and category summary (see Table 4), the literature
review shows that these identified issues are still unsolved and need immediate
attention from technology designers, researchers, and application developers. In this
section, we discuss some of the obstacles, including design; individual preferences;
device usage; and data, that are causing the identified usability issues and have
been discussed and need further investigation. Furthermore, these challenges still
persist because some aspects of the characteristics of wearable devices, such as
the wearing position, do not satisfy an individual’s daily hedonic or utilitarian
(practical) needs, affecting their emotions, personal taste, self-expressive dimension
(social and altruistic value), aesthetic, and functionally related values [110-112].

The SLR shows that background of wearable devices is becoming increasingly
heterogeneous because of the rapid rise of (i) several categories of wearable devices,
such as smartwatches, pedometers, implants, and HMDs and (ii) an embracing of
the culture for monitoring, tracking, delivering, augmenting, and assisting purposes
in both one’s personal and work environment [1]. In addition, one of the insights
gained from the SLR is that the usability issues surrounding the user interface,
product aesthetics which can degrade user performance and user dissatisfaction
[113], are related to the attributes of the user’s characteristics, such as age and
the user’s background [74, 114]. Designing the user interface (i.e., visual interface
and non-visual wearable interface) and the product aesthetics for wearability,
accessibility, and readability which fulfills attributes of user’s characteristics poses
trade-off challenges to both device manufacturer and the application developers.
Although many researchers try to offset these issues through with user-centric
design approaches [67, 80] or by applying universal design principles and guidelines
[15, 23, 115, 116], challenges still persist. Gandy et al. [15] state, “making devices
that all individual can access at all times isn’t always possible” (p.19). For example,
we believe that these challenges persist because the design guidelines are usually
created based on the individual’s characteristics, such as age and disability, without
looking at the individual’s daily different use contexts and the device form factors.
Kim et al. [117] state that, “Different usability problems are experienced more often
according to different use contexts” (p.9). Because wearable devices can be utilized
in various use contexts within the work environment and home and because they
have versatile input systems in various form factors, including smart clothing, ring,
necklace, wristband, and on the body [118], it is critical for research community to
find ways to overcome future challenges.

Although one of the major goals of wearables that depend on sensors is to
mediate the experience of reality between the individual and data and develop an
intimate relationship between them [119], when either one or multiple wearables
are connected to a single hub, that is, an external device, and the information is
delivered using a single user interface on the external devices, a challenge arises
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regarding the data quality standard (i.e., availability, usability, reliability, relevance,
and presentation quality) [120]. For example, the SLR reveals that the data quality
standard is obstructed by suboptimal app crashes; poor synchronization of data
because of a lack of connectivity; and motion artifacts. Looking closer at this
challenge, the impact of data quality will have a significant implication for user
experiences [121], more negative and arousing subjective feelings of excessive self-
monitoring, a false sense of security, or may fuel a self-driven misdiagnosis [10] that
can demoralize users’ emotions, ability, and motivation, impacting the success of the
applications. For example, Fogg [122] asserts that for behavior to happen, a person
must have sufficient motivation, sufficient ability, and an effective trigger. Similarly,
Zadra and Clore [123] point out that emotions can routinely alter the perceptions of
individuals, here stating, “positive moods encourage one to maintain one’s current
way of looking at things, and that negative moods encourage a change” (p.10). To
improve the quality of the data from the app, utilizing the early prediction approach
for application crashes presented by Xia et al. [121], which is based on a naive Bayes
model, before releasing the apps to the individuals should be considered. Similarly,
the research community and technology designers should consider looking for
techniques to improve the usability challenges regarding the poor synchronization of
the data. One way is to use future complementary wireless networking techniques,
such as “light fidelity (Li-Fi)” or “data through illumination (D-light),” which
both provide additional free and vast wireless capacity, along with the ability to
enhance the spectrum efficiency of existing radio frequency (RF) networks [124].
Although Li-Fi requires light to pass through the device, this technique could be
implemented in wearable devices such as smartwatches and pedometers, which have
a user interface and could easily interact with the light for data transmission, hence
improving communication, speed, flexibility, and usability [125]. Similarly, another
way to improve the quality of the quantified data is by reducing the impact of the
time discrepancies in the data itself, which usually occur during the data fusion from
multiple wearable devices converging with the external devices. Here, either model
presented by Xu et al. [126] can be applied: a single-modal normal distribution
(SMND) model for devices in which the data are generated with static frequency,
for example, heart rate data, or a multi-modal normal distribution (MMND) model
for devices in which data are generated with a dynamic frequency, for example,
the step data collected by a smartwatch. Although we discussed improving the data
by reducing the time discrepancies and using complementary wireless technology,
looking closer, the main issue still remains when it comes to motion artifacts because
of predetermined and orientation positioning relative to the individual’s body [100],
sources of nuisance, such as measurement noise [127], and failure to recognize
activity by the sensors. We suggest that technology designers and researchers should
consider utilizing the K-nearest neighbor (KNN) and its ensemble classification
method with a proper choice of key parameters. This will have significant impact
on the recognition accuracy when it comes to designing a robust and responsive
machine learning in the wearables, as described by [40].

Beyond the user interface and data challenges, the additional major challenges
that the SLR shows with regards to current device manufacturers face in under-
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standing the individual preferences and device usage such as which sort of device
shape and size, material do individual prefer; preferred position to wear the
device, are those devices utilized for tracking physical activities, adopted as fashion
accessories or used for educational or entertainment purposes. Abbate et al. [96]
assert, “Ergonomic and aesthetic modifications are necessary to improve the level
of usability and acceptability” (p.231). One way to move forward is to improve the
design of the product’s aesthetics, making them unique in their design, keeping them
lightweight, choosing materials that depend less on the internal components and
instead using a modular-based approach where individuals can change the device’s
external look and feel based on their daily needs. The question is then how to design
a device that is more lightweight than what is available now. One possibility could
be reducing the battery size and increasing battery life by (i) utilizing the work
presented by Shen et al. [128], which is based on graphene-based supercapacitor
fabrics with a high energy density and load-bearing capability or by (ii) harvesting
energy from alternative sources, such as heat and motion from the body in the
form of kinetic or thermal energy [129]. In addition, implementing these techniques
would not only improve the weight, but also reduce the charging inconvenience
[130], improving wearing behavior and ultimately leading to long-term use.

In the future, when more wearable devices such as HMDs are utilized for
daily use purposes, more challenges with the visual interface design will appear,
especially with the “output,” that is, how much information will be delivered to
the user and for which type of devices. For example, delivering information on
the screen display of a HMD may not be the same as delivering information on
smartwatches or external devices because information on a HMD will create a
visual distraction and further complexity. In addition to delivering information, other
challenges are the usage modes with wearable devices, the user interface, and the
wearable’s associated applications on external devices. For example, when multiple
wearable devices become part of the user’s daily life, the user will have different
usage modes, such as sequential usage (i.e., moving from one device to another at
different times to accomplish a task) or simultaneous usage (i.e., using more than
one device at the same time for either a related or an unrelated activity) [131]. This
could cause challenges related to usability, learnability, effectiveness, efficiency,
memorability, errors, user satisfaction, task-technology fit, accessibility, orientation
clues, conciseness, and cognitive load [132-134].

To conclude, the categorization framework and category summary (see Table
4) show that the usability challenges related to wearable devices are well known
in the human—computer interaction (HCI) field; however, one could argue that
these challenges still persist because the research community within the HCI
field is focused on identifying and solving problems by conducting usability
evaluations, using less targeted participants who are within a specific geographic
location, rather than understanding the emotions and perceptions of larger groups
of individuals, applications from a demographic context (e.g., age, gender, impair-
ments, education level, employment status, and culture) [135]. Moreover, device
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manufacturers (i) are more focused on horizontal innovation, which solely implies
changes in the current product characteristics; and vertical innovation, where new
additional features are implemented, or the technical characteristics are improved
to compete with other device manufacturers [136]; (ii) sponsored validation tests
which may not be independently verified and may be difficult to understand and
replicate individually [70]. Additionally, application developers are more focused
on developing applications without understanding the users’ needs. For example,
commercial off-the-shelf (COTS) wearable devices are mostly designed by the
designer, who is located in a specific location, who does not have knowledge of
other culture, and who simply localized user interface based on the translation.
Similarly, application developers create an application in one geographic location
and target it to different locations through the application store. Although this allows
device manufacturers and application developers to release their products to be used
everywhere, sometimes with support and special features for use in a specific locale
[137], issues arise from the cultural context, including the “anthropological culture,”
“symbolic culture,” and “culture as community” [138]. Smith and Yetim [139] state,
“Effective strategies that address cultural issues in both the product and the process
of information systems development now often are critical to systems success” (p.2).
In considering how to increase the adoption of wearables by individuals, future
research should incorporate greater variations of larger groups of individuals to
analyze their emotions, and perceptions toward existing wearable devices within
a certain demographic context (e.g., age, gender, impairments, education level,
employment status, and culture) [135].

On the other hand, most of the reviewed papers perform usability evaluations
with devices that are in the prototype phase or with devices that are already
available on the market. Usability evaluations throughout the design cycle of product
development are critical to ensure that the products are usable. There is currently
no usability evaluation method for detecting and mapping usability issues from the
initial stage of the development process of wearable devices to their release. Because
wearable devices need to be reliable and wearable, the traceability of the usability
evaluation together with users from different demographic contexts is crucial during
each further stage of the development process to identify user needs and eliminate
usability issues. Further research should be oriented toward identifying possible
usability evaluation methods and integrating effective usability evaluations into the
wearable development process. The results obtained from each usability evaluation
can thus be effectively evaluated to ensure the reliability of the wearable devices
to create commercially viable devices. There are different categories of wearable
devices, as well as usability evaluation methods.

The limitations of the current study relate to its reliance on the articles from
previous research and the inclusion and exclusion criteria. In addition, the search
keywords were limited to “usability issues” when “wearable devices” was the
targeted keyword. However, access to relevant papers depends on the precision
of the search strings. Because the current study only concentrated on the above-
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listed search keywords, it is possible that other relevant articles could have been
retrieved with different sets of keywords. The search also produced non-relevant
articles and low-quality publications that were ignored. In addition, the main search
was conducted only in English, which limits the results and maximizes bias.

6 Conclusion

In different product forms, wearable devices are appearing rapidly in the market,
but the usability of them is challenging. Although many studies conduct a usability
evaluation, a comprehensive overview on which types of usability issues currently
exist for which types of devices is lacking. The uniqueness of the current work is in
it filling this gap by identifying, analyzing, and providing a comprehensive overview
of current trends of usability issues found in relevant studies. The review has
revealed that in current research, usability challenges related to wearable devices can
be categorized into device characteristics, deployment on the body, and the external
devices used to synch with the wearables. In many cases, the usability issues are
caused by a halo effect within device characteristics or device characteristics and
wearing position. For example, data inaccuracy is caused by motion artifacts or by
device connectivity.

Overall, the proposed categorization framework and category summary (see
Table 4), of the usability issues generated from prior studies shows researchers,
practitioners, and application developers in the wearable domain what challenges
they have to consider to improve the design of the various types of wearable devices.
Although the presented categorization framework, and category summary (see Table
4) provides an overview, there are still challenges that must be overcome in terms
of design; individual preferences [140]; device usage; and data, all of which are
causing the identified usability issues. Improving these open challenges will likely
improve the adoption of wearable devices, however requiring to strengthen coordi-
nation between researchers, practitioners, and application developers. Additionally,
the current study identified the most frequently used evaluation methods (i.e., types
and classes, automation, and simulations) utilized for measuring the usability of
wearable devices. It was found that experiments, surveys and questionnaires, and
interviews were the most employed UEMs type and that inquiry was the most
common UEM class. Moreover, the summary (see Table 5) provides an overview
that can be used by practitioners and application developers to understand and make
decisions while selecting the UEM for a particular type of device evaluation.

The present study can, however, be used as a basis for further studies to (i)
extend new usability issues for upcoming wearable devices; (ii) discover how a
categorization framework of usability issues varies across different demographics
(i.e., age, culture, and gender); (iii) quantitatively identify the predominant usability
issues from the proposed categorization framework; and (iv) extend usability
evaluation method for new type of wearable devices.
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Mobile-Based Indian Currency Detection @)
Model for the Visually Impaired e

Abhishek Pathak and Sagaya Aurelia

1 Introduction

In India, the crime rate is increasing at an alarming rate. It is common to hear
about scams all the time; every day you’ll find some innocent getting scammed
for money. Money is an important aspect of everyday life as nothing is free, but
the limits that people go to for attaining money is getting worse day by day. It is
hard to read and not think about what would be going on with the people suffering
specially if they are not physically or mentally fit. Like people try to scam people
with visual impairment by fooling them in way that utilizes the persons weakness, in
this instance visual impairment. The victim doesn’t even realize it until it’s too late,
and now there is nothing he could possibly do. If we consider Indian currency, it’s
poorly designed with respect to a visually impaired person as there is no provision
provided for judging the value of the currency, specially after the demonetization
of old notes of 500 and 1000 in India. The new currency notes were so similar in
size with all the other notes that the visually impaired people started it find it a lot
challenging as they were easily fooled by scammers who used to give them smaller
notes promising them to be of a higher value. For example, if the visually impaired
user took a cab and wants to pay the cab driver for his service and realizes that he
doesn’t have any change — in this case the visually impaired will give him a note of
higher value and would expect some cash in return; although, if the cab driver was
a scammer, the cab driver could give even smaller note than he is expected to give
or would deny that the previous note was the same amount that was expected to be
paid originally [1-2].
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Table 1 Input to output

: Input Output

comparison of currency 2000 2 vibrati Tondi

detection model rupees vibrations and audio
500 rupees 3 vibrations and audio
200 rupees 2 vibrations and audio
100 rupees 1 vibration and audio
Any other valid currency note | Only audio
Others Only audio

So, we are introducing the mobile-based Indian currency detection model which
would enable a visually impaired to check the value of a given currency. The mobile-
based Indian currency detection model is a mobile-based application where the user
clicks a picture of the currency note he is holding, then the data is sent to the online
server for preprocessing [3]. After receiving the data, which is apparently an image,
the server would process the data and give a suitable output to the mobile device
of the user. The mobile device would then receive the output, and depending upon
what output was received from the server, the device would manipulate it to the user.
The output would be in the form of audio and vibrations so the user gets to know
the output even if the mobile device is on silent mode, as shown in Table 1 [4].

The model is mobile based because we wanted it to be easy to carry and user-
friendly as possible; to make this possible, various facts and things were kept into
consideration while designing the model. The main factors taken into consideration
while designing this model were

(a) As visually impaired-friendly as possible
(b) Should be supported for all mobile devices
(c) Should be fast and accurate

(d) Both the faces of the notes are same

(e) Provision of reporting a wrong result

(a) As visually-impaired friendly as possible:

The model is being designed for a visually impaired person so it is kept in
mind that it supports audio output. This would allow the user to understand what
is going on in his mobile device. The application would be kept short and to the
point with just the provision of clicking and picture of a currency and getting
the value of the currency [5].

(b) Should be supported for all mobile devices:

Mobile devices come with various configurations to specifically design the
model to support all the different devices where specifically low-end devices
would be hassle, as we won’t be knowing how much memory they support and
if it would be enough for running our model. So, we are implementing an online
server to run our model, while the mobile device would be used to click an
image for the required resolution and send it to the online server. This would
not be possible without an Internet connection that’s why its compulsory for
the user to have an Internet connection enabled in his mobile device.
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Fig. 1 Showing two faces of the same note

(©)

(d

(e)

2

Should be fast and accurate:

The other reason the model is being hosted online and not kept inside
the user’s mobile device is because we want faster processing speed and we
wouldn’t want users with low-end configuration devices to be stuck and keep
on waiting for a possible result. Hosting the server would also allow the
convolutional neural network to get a bigger dataset and keep on improving.
Also, the user can report any wrong outputs, and we would have the original
image and the output, and we can analyze what went wrong with it.

Both the faces of the notes are same:

As you can see in Fig. 1, a visually impaired person doesn’t have any
idea whether they are holding the note front up or front down, so it’s a bit
of challenged, and the design keeps in mind that both of the given conditions
should be treated as a valid currency note and even specify the user about the not
being in face-down position so that the user can turn over the note and reverify
the previous result and get a much better surety of the value of the currency.
Provision of reporting a wrong result:

The model would also have a provision to allow the visually impaired person
to report a result if in case the output was wrong and he got to know about it
from some other sources. This would allow the convolutional neural network to
adapt to any and would improve its chances of getting wrong answers in future.

Proposed Model

The mobile-based Indian currency detection model is designed to be used in a
mobile device. In this model the mobile device would be used for taking a picture
of a person’s hand holding a currency note and then the image would be sent on
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the server where there will be basic steps taken for processing of the image and for
image segmentation. For this to happen, an Internet connection is needed; otherwise
the image won’t be processed. After receiving the image on the web server, the
server would start the preprocessing of the image so as to identify the currency and
to make the image ready to be sent to the neural network. While processing the
image, we would also make sure to resize the image so that it fits inside our neural
network perfectly. After doing all the preprocessing, we would like to send the data
to the convolutional neural network which would then check the input image and
tell the outcome by passing it over all its layers on neurons. The neural network we
are using is of a classifier type, which means that it would take an input, and after
processing the input, it would classify the input into one of the predefined categories.
For example, we are going to work on an image of a currency so the network will
take the image and classify it into what the value of the specific note is that the user
is holding in his hand.

The basic structure of the model can be seen in Fig. 2 where we can see that the
image would be sent for preprocessing and after the image is processed, then we
would try to segment the currency out of the user’s hand. After we have a separated
the image of the note, we could send it to the convolutional neural network for
classification. This would enable the neural network to only learn the features that
are actually related to features in an Indian currency and not something from the
background details. This could also possibly help us later on in determining the
difference between a counterfeit currency and an original currency note as the neural
network is trained on useful stuff and not on any extra features like hand color or
features related to a human palm.

2.1 Acquiring Image

The first step in mobile-based Indian currency detection model is the acquiring of
the image, and this is done by the mobile device’s camera, as depicted in Fig. 3,

Aquire Image

Pre Processing mp Segmentation

Analysis = Output

LA /

Audio Vibration

Fig. 2 Flow of currency detection model
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Fig. 3 A sample input image
for the model

where the user would be allowed to click a picture of the note he holding. This
would be done by the user opening the application and pointing the camera toward
his other hand with the money and clicking an image. The whole application would
be voice-based navigation so as to make it friendly to users who are suffering from
visual impairment. The image would then be sent to the online server for further
preprocessing and checking, and the application would wait for a response from the
server; in case no response is received, the application would notify the user that
something went wrong or maybe the server is down. This would allow the user to
always be informed of any scenario that happens [6, 7].

2.2 Preprocessing

This step helps the model to ready the image for segmentation. Basically, it’s
performing basic steps to change the image into something from which we can
easily identify what is what. As the input image would contain only three major
features, a hand, a note, and a background, to further classify the value of the
currency, the image of the note should be classified first. So, to recognize the value
of the currency, we need the image of the note extracted out of user’s hand and then
only we can perform any other classification techniques on the image. Extracting
the note out of the hand could become a hectic task, as if you go for features like
trying to extract the biggest rectangle out of the original image. It would fail as in
real-life scenarios, the corners could have been folded or just hidden under a figure,
hence generalizing the scenario and proceeding didn’t help. So, proceeding with
taking the color as the major differentiating point between the three was much more
feasible as all of the three are usually distinct and it provided much better results.
For the classification a K means segmentation technique is used where we take the
average of the major colors present in the image and all the colors that are similar
to our different averages; we replace the close-by color to the average color [8].
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Fig. 4 Extraction of a note
using k mean algorithm

The number of averages to be taken is taken as an input in K means algorithm; for
the required model, we took it as 3 as it depicts the number of unique items of the
image, and we have to just find the average color of the note inside the image, and
we could then easily classify our image from that. This was easily done by taking a
small circle at the center of the image and calculating which of the major colors had
the greatest number of pixels in the center of the image. As noticed that the note is
at the focus of the image, it usually occupies the maximum space or is at the center
of the image; after realizing the correct channel of the image, we can easily find the
biggest closed figure made by that color (which obviously is the note) and pass it for
further segmentation [9]. There are more steps being performed while performing
this preprocessing in a step-by-step way. Like, for example, we would first resize
the image so that all the images we get are of the same size each and use a Gaussian
blur filter which would allow us to blur out sharp edges and details. Normally, high-
resolution cameras tend to take a sharper image where a lot of minute details would
be mistaken for edges; blurring the image would basically smudge out all the details,
and only a kind of average color of the whole thing would be visible which would
then help us separate objects based on their color. Then we would apply the K means
segmentation algorithm, where we would specify the color’s channel count as 3.
Basically, this would allow to break the picture down in three different parts; then
we would extract the biggest and the centermost object in the whole of image as
shown in Fig. 4. This is then passed on to the next step of the model where the real
segmentation of the image would take place [10, 11].

2.3 Segmentation

This step deals with the real separation of the note out of the original image, to
extract the identified image of the currency out from the rest of the background by
using the K mean sample sent by after being preprocessed. This is easily performed
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Fig. 5 Note correctly
identified

by comparing the original image after resizing and finding the coordinates of the K
mean segmented image; that is why the image was resized and was kept common
at the start only. As now both the K mean segmented image and the original image
are of same size, a pixel of the same value in both of the images represents the same
thing. Now simply find all the pixels that enclose the image provided by the K mean
segmented image, and use them to enclose the note in the original image [12]. Once
this step is done, this means that we have successfully identified the note inside the
image. This step could be easily seen in Fig. 5 where the user is holding the same
note, but now we know where the note is inside this image; after knowing that much
we can easily extract out the image of the note by either copying all the values inside
the enclosed box into a new empty image or either emptying out all the pixels that
are not enclosed by the box. The extracted-out image would be then again resized
as per the requirement for our convolutional neural network and then converted into
black and white as we do not require colors for checking the value of the currency.
This would allow us to save space and computational power as a colored image
is treated as three images in computer with red, green, and blue images stacked
upon each other, while gray-scale images are simply shades of gray. This helps us
in sending neural network inputs as it would take only integer inputs, and if we
used a color image, we would have to create three times the input layer than we are
going to require in just a black and white image meaning it’s working like a row of
numbers. So, when we are trying to pass a two-dimensional sequence of number,
we flatten them into one single long row and send them to the neural network for
analysis, unless we are dealing with a colored image [13]. A colored image is not
just a sequence of two-dimensional number, but instead it could be treated as three
images of the same thing with different colors, one with shades of red, the other two
with blue and green, respectively. Hence, when attempting to send a colored image
to a neural network, we would have to perform the same process of flattering a two-
dimensional image into a single row of numbers, but this time we have to continue
this same process thrice to convert all the three color channel images into single
rows and then send a single row that is three times the size of the row when taken in
black and white case. This means that taking the same thing in as a colored image
would simply use up more resources and would even require more computational
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Fig. 6 Basic representation of a neural network

power. While dealing with a server-based model, we not only consider the accuracy
of the model, but also the speed and passing of black and white image would allow
us much faster speed of producing a result with the same accuracy [14, 15].

2.4 Analysis

The segmented image is then extracted and converted into black and white then sent
to the convolutional neural network for analyzing the value of the note extracted.
This simply works on the basis of imaging the whole image in a two-dimensional
matrix, and each container contains a pixel value which determines the color of the
image in shades of gray where 1 is black and 0 is white. So each of the pixels in the
image is an input for the neural network as depicted in Fig. 6 [16].

The whole input layer would consist of the values of the pixels flatted into a single
row of number where each and every pixel value represents the color of that pixel
in numbers, like, for example, if we have a pixel value of 1, it’s black; O is white,
but a pixel value of 0.5 would be considered to be gray; likewise, a value of 0.25 is
light-colored gray, and 0.75 is dark-colored gray. The other different layers inside
a neural network beside the input and output layer are known as hidden layers. A
hidden layer is a layer whose exact working we don’t know as it changes every time
the model predicts wrong output and it readjusts itself for the correct input [17, 18].

Two major things to consider while working with neural networks are

* Bias

A bias represents what is the neural network more inclined to do when stuck
in a tuff spot, meaning if the neural network is 50% sure it’s a 2000-rupee note
and 50% sure that the object is not a valid note, what will the network choose as
both the results are equally valid? Thus, for cases like this, a bias value is passed
to neural network that helps it decide what option to make when both the options
are equally likely. For our mobile-based Indian currency detection model, we are
considering not a valid currency as a bias. Meaning if the neural network is stuck
in deciding a single option at any time, it would automatically consider that the
currency is not valid.
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» Selection function

This is another major concept to take care as selection function represents
at what condition should it signal the next layer to proceed. Meaning it is the
condition that if satisfied, the neural network would say yes to the next layer.
As neural network works with number and there is always some integer value in
each of the node of the neural network for like is the network is 70% sure that
the given currency is a 2000-rupee note, that means it’s 30% sure that it’s some
other note than a 2000-rupee note. Hence, a selection fitness determines when
the node is fit enough to pass a confirmation output to the next node which would
then check its fitness and trigger its next note. This keeps on happening in the
whole network with the input of each and every input. For this current model, we
are using a sigmoid function which basically deals with values between 1 and O,
with 1 being yes and other being no [19].

Thus, after all the nodes are checked, the final probability is passed to the last
layer which is the output layer. This layer basically determines what exactly is the
output. Thus, it contains nodes with each and every possible outcome including a
node for the note being not valid. At last whichever node has the highest value is the
output of the neural network, and its value represents the accuracy of the result. Like
if the node of 500 rupee has a value of 0.6 at the last node, that means the model is
60% sure the input image had a note of 500 rupee in it. The maximum valued node
after calculation is the answer, which is then sent back to the device from where the
input came.

2.5 Output

Once we receive back a reply signal from the online server, we would then proceed
with convening the results to the user. This would be done in processing of the
received output by the mobile device and itself knowing about the result. The
received signal would be checked, and depending upon the value of the reply, we
will proceed on telling the user the output in the required format. The output is
produced in audio, vibration, or in both formats, which depends upon what was
the result of the analysis. Table 1 shows us a better view of whatever the possible
output could be for a given picture. The vibration feature was added to the system
for helping the user even if his mobile’s audio is turned off; hence we use it for big
amounts of money so that it doesn’t get scammed.

3 Result and Discussion

The discussion was done as a proposal for mobile-based Indian currency detection
model. There are multiple things that could be improved like while working with
low-quality cameras, this happens due to the usage of a Gaussian filter over an
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already blurred image as it would blur the details even more and make the edges
even harder to detect. Although if we didn’t use Gaussian filter at all, it would just
make it much harder as the main motive of using a Gaussian filter is used to remove
out the tiny details that come in because of using a highly pixelated camera. The
better the camera quality, the better the edges inside an image, and it would create
chaos during image segmentation. In this model the image segmentation works on
basically splitting the given image into three basic parts an outer background, a
hand, and a note, so it’s not necessary for us to check for all those minute details
on the currency. The other factor that contributes to the degradation of result is a
10-rupee note which has almost the same color as skin colors. This was the major
challenge we faced during the implementation of this model as some people have
almost the same skin color as of the 10-rupee note; otherwise, an easier option could
have been to black out all the skin-colored pixels and the we would have been left
with a note and a side background of the image. Normal images, where we just have
a single object over a background, could be easily detected with using contours and
its properties. But in implementing the model for real-life usage and scenarios, we
are supposed to provide more accurate results. Hence, we are using an approach of
extracting the image out of the hand separately and then trying to learn its features.

4 Limitation

The mobile-based Indian currency detection model works on the simple basis of
extracting the centermost contour, meaning it would find the biggest shape in the
center of the image. We are doing this with the help of K means clustering. K means
clustering allows us to extra three major components of the image using their color,
the note, hand, and background. After the K means clustering algorithm, we simply
extract the centermost distinct object based on the color. This helps us in segmenting
the note in a better way as the note isn’t always in rectangular shape and could
possibly have folded edges or some portion hidden by the hand. Hence, it’s no use
to look for a big rectangle in the image. So, for the model to work, it is necessary for
the note to be at the center of the image. If not, the model will not work and provide
an unexpected output which is not good. In real-life scenarios, it is not certain for
the image to be perfect as the user is someone with visual impairment, and it could
happen that the user didn’t realize that the image was imperfect and would blame
the other person for scamming. There have been special measures taken to help the
mobile-based Indian currency detection model detect the correct currency part of
the note.

Another major limitation for this model to work is that it needs Internet
connectivity to the online server to run the model which has a limitation of its
own, like the server needs to be fast in processing and responding. In case of the
server being too busy or the server being down, a visually impaired user won’t be
able to verify his currency. So, the runtime of the server and the performance of the
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server also play a keen factor in determining the outcome and should be of good
quality, although the user needs to have a proper Internet connection which is not
possible at every possible location. Thus, a module for offline classification should
be considered, but then the mobile device should be able to process all the data at
a very fast rate, which would not be possible in allowing configuration of device.
Counterfeit currency is also a major problem as the current model would not be able
to recognize counterfeit currency, which very closely resembles that of an original
note but with some very minute distinct features.

5 Future Enhancements

The mobile-based Indian currency detection model only works in recognizing
whether there is a currency note inside an image and recognizing the exactly the
value for it, but it could be easily fooled with a replica of the original currency.
Visually impaired people are smart enough to recognize whether the paper that is
handed to them is in fact from an Indian currency note or not, but a close replica
can fool them. A fully abled person with full eye vision could get fooled if he’s
not paying attention, so it’s fairly obvious a close replica would be hard to detect;
even banks use UV rays and other technologies that could not be embedded inside a
mobile device that’s why it’s hard to detect a counterfeit currency from an original
currency accurately. Although we shall try to increase the accuracy as much as
possible by implementing different image processing algorithms once we are sure
that the given image is a valid currency note of a specific value, which would be
the output of our current model. Future improvements will also include a neural
network just for checking if what is found is an original currency or a counterfeit
currency by comparing the various symbols and security markings provided inside
the currency by the Indian government.

Currently the model is designed to handle only a single currency at a time. The
model works properly, but it takes too much time in the case of need, as a person
could be holding more than one note at a particular instance of time. Thus, it would
take too long for a person to check each and every currency note one by one, which
not only is a waste of time for the user but also for the person who is offering the
currency in exchange. As someone who is trying to attempt a scam won’t simply
stand there and wait until for his deeds to get caught, the scammer would possibly
try to hurry things up and wouldn’t allow the visually impaired user to check each
and every currency note in the mobile-based Indian currency detection model. Thus,
this would make the model ineffective in real-life scenarios as it’s too slow for
usage at an instance like this, but in future implementation, we shall try to enable
it to work for multiple currency notes at a single instance of time. This would
allow a visually impaired person to not have to wait for checking and wait for a
response from the server one by one, but instead multiple notes can be clicked at
once, and the system will automatically detect the different notes checked for the



78 A. Pathak and S. Aurelia

original values and notify the user separately about each one of them. We know
that Internet connectivity is not possible at every possible location. Hence an offline
implementation of the model would also be provided. Although the offline variant
would only be supported on high-end mobile devices only, it would be better not to
implement it until the neural network has an accuracy of 95% at least. This would
allow a better and faster alternative system in the future which would not require
connectivity to the Internet.

6 Conclusion

The main motive for the creation of the mobile-based Indian currency detection
model was for helping the visually impaired people and giving them a chance of
defending themselves from scammers who try to take profit out of their disability. As
scamming and cheating are a punishable offense and people should be discouraged
not to do it, trying to scam someone who is specially abled is just inhuman and
makes us realize to what extent humanity has fallen. Thus, for the proposed model,
we are using OpenCV and TensorFlow library in Python; OpenCV is an image
processing library which allows us to do image processing. We used OpenCV
to ready the image before sending it to the neural network, while TensorFlow is
an Google-provided deep learning library which revolutionized the deep learning
industry. TensorFlow with the help of Keras is used to host deep learning models
where TensorFlow is the back end used for all the processing and running of the
model, while Keras is the front end of the model which is used to add layers and
design the network. This model utilizes a simple convolutional neural network for
image classification, while for hosting the model, a virtual hosting is required. There
is no highly specific need for the hosting, but a fast hosting service that is able to
run Python-based scripts and has a graphics processing unit would be great.
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Eleni Boumpa and Athanasios Kakarountas

1 Introduction

The aging of the population is a problem that concerns the society worldwide as a
global issue. The increase of the elderly population is a certainty that affects every
society, market, and industry, pushing them to adapt to a new reality. On the other
hand, the elderly themselves are seeking solutions for independent and supportive
living in their preferred setting. Thus, the so-called Silver Economy was surfaced,
which is related to supporting the well-being of older people, with the aim of health
and social care monitoring, health services, and self-health management of older
people [1]. In this chapter, the aim is to provide a survey for every researcher who
wants to understand and research in the topic of support systems for the elderly in
their home environment. Special effort was given to present in detail each work,
in order to facilitate understanding for researchers the historical evolution of the
research topic. Additionally, the associated technologies and the required technical
background as well as the techniques for interacting and assisting the elderly are
reported.

With the term Smart Home, we mean a home that has a communication network
which interconnects its basic electrical devices for remote control and approach. For
a home to become a smart one, it should have three basic features: (i) internal net-
work (wired or wireless), (ii) gateway for system control and management, and (iii)
the home’s automation, that is, the interconnection of the home appliances/products
with systems and services out of it [2]. Furthermore, it is required to integrate
sensors in order to measure (sense) environmental parameters and others related
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to living, and a system to report on status (as defined by the system or the user), and
actuators in order to react to events.

Apart from the basic electrical appliances, the evolution of technology has led to
the introduction of several specially designed devices that have been developed for
the further intelligence of the home. This kind of devices can be sensors, actuators,
and embedded systems. These devices have some common attributes, such as:

* Sense and Act: Sense ambient parameters and act under certain conditions.
e Memorize: Store the collected data.

e Process: Process the collected data.

e Communicate: Transfer data to/from the network.

More specifically, when smart devices detect events or changes in the environ-
ment parameters, then data is stored, and the actuators are activated. Additionally,
the gateway manages the communication between the smart devices over the
network. The communication is achieved via different existing protocols, like
Bluetooth, ZigBee, Wi-Fi, etc. The network can be (i) local (client-server model),
(i1) on the cloud (Software as Service, SaaS; Software as Platform, SaaP; etc.), or
(iii) combination of both (Edge Computing and Fog Computing). At last, a dedicated
system platform delivers services, such as connectivity support, actuation services,
data processing, device management application support, and solution provider
services, about use cases and user benefits [3].

In addition, smart homes may be distinguished based on their characteristics,
as:

1. The “Autonomous Home”, containing smart objects and generally autonomous
devices and objects that act in a smart way.

2. The “Network Home”, containing interconnected smart objects via the network
(wired or wireless) to exchange information between them.

3. The “Ubiquitous Home”, which has internal and external networks for interaction
and remote control of the systems, as well as access to services and information
inside and outside the home.

4. The “Learning Home”, which collects and records data from the residents’
activity and uses them to predict their needs.

5. The “Attentive Home”, which has the ability to continuously record the activity
and location of people and objects for the residents’ needs [4].

The desire of the elderly for Active and Assisted Living (AAL) has led to the
introduction of Smart Home for Elderly. Smart Home for Elderly could be described
as a subcategory of smart home that is mainly dedicated to meeting the needs of
the elderly. Thus, this kind of smart home is equipped with technological tools
that monitor, facilitate, and assist the independence of the elderly. It enhances
independent living; provides the physical and mental health-care monitoring, safety,
and security with non-intrusive way, and improves social contact of the elderly [5].
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The purpose of such a smart home is providing to the elderly:

* Support and assistance in their daily life activities, as well as in emergency cases.

* Remote support and follow-up by their physicians.

* Remote monitoring by their relatives, as well as their relatives’ notification in
case of need.

The rest of the chapter is organized as follows: in Sect. 2 the overall progress of
the research topic is presented in detail, and in Sect. 3 the challenges that need to
be addressed by new researchers are reported. In Sect. 4 the state-of-the art works
are discussed, as well as their contribution. In Sect. 5 the technical background that
is required is offered in terms of sensors technology, communication protocols, and
storage issues. In Sect. 6 the future trends are considered as they have been identified
so far. Finally, the chapter concludes in Sect. 7 with an extended discussion on the
presented material and specifically the knowledge on techniques and technologies
that are used by the researchers, as well as the promising works to achieve inclusion
of a support system in elders’ home.

2 Previous Work

The overall progress, in the smart home commercial solutions and research works,
has improved the everyday life of the smart home’s residents. But more specifically,
smart homes for elder people provide aid and care to them and extend their
independent living. In this section, commercial solutions for smart homes, as well
as various projects and applications that have been proposed throughout the world
to meet the needs of the elderly, are presented.

2.1 Commercial Solutions for Smart Homes

Security services for a smart home are presented in [6]. These services include
smart locks that provide alerts at the cell phone when a door opens, indoor cameras
for two-way communication, doorbell cameras that permit the home’s residents to
check and respond to a person at the door either they are at home or not, and
thermostats that adjust automatically home temperature to the preferences of the
home’s residents. Communication between all the smart devices of the home and its
residents is achieved through an intuitive touchscreen dashboard and a smart home
application and via Google’s smart speakers. Thus, this solution can provide elderly
people with safety and security, as well as personalized control of the conditions
prevailing within their home.

In [7] the services of another commercial smart home are presented. In this
smart home, the residents can control smart devices via voice control, and an
application for smartphones and tablets is offered. Every connected device of the
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smart home can be controlled remotely. Thus, the control of home devices can
provide monitoring, warnings, safety, and security for the elder residents of this
smart home.

The smart home that is presented in [8] provides to its elder residents remote
control on heating, remote monitoring of their home, measurement of the indoor and
outdoor conditions of the home environment, and optimization of their comfort and
well-being at home. All these are achieved with the use of smart thermostats, smart
radiator valves, smart door and window sensors, smart indoor siren, smart video
doorbell, smart smoke alarm, smart outdoor camera, smart indoor camera, smart
home weather station, and smart indoor sensors for humidity, air quality, noise, and
temperature measures.

The smart home’s solution in [9] provides smart home services via different kinds
of sensors and actuators that set up at home. These services are focused on safety
and security, with the use of alarms and door entry systems, and improvement of
the residents’ well-being, via the monitoring of home environment conditions, and
remotely lighting monitoring.

In [10], the presented smart home exploits smart devices, like actuators and
embedded systems, via a single button and an application for smartphones and
tablets, allowing the residents to get remote control through a wireless network.
This smart home through the control of the lighting, blinds, switches, heating, and
cameras provides to the older people well-being services, safety, and security.

We can notice that all the commercial solutions for smart homes cover partially
and support some of the needs and demands of older people. However, these smart
homes can provide comfort and autonomy to people of all ages. Therefore, it is
an imperative need to create commercial solutions for smart homes specifically
designed to meet the needs of the elderly. Smart homes will provide basic functions
— services to support the previously mentioned, such as assisting people on their
daily routine (i.e., reminders to run their daily program or reminders for their
medication, etc.), assuring security and safety.

2.2 Research Projects

A smart home system for elderly that introduces the integration of sensor tech-
nologies and the development of a framework for acquisition, processing, and
exchanging of extracted information from the residents’ living habits is presented in
[11]. The system’s operation succeeds using various types of sensors. Furthermore,
the smart home consists of an artificial intelligence (AI) expert system that correlates
information from the sensors and makes decisions regarding the elderly status and
their physiological condition.

Nourizadeh et al. [12] proposed a smart home for the patient-oriented dis-
tributed tele-home-care system. The system allows all the type of system’s users
to interact with it (e.g., health-care providers, doctors, caregivers, medical call
centers, patients, and familiars). The proposed system offers to all abovementioned
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activity monitoring of the elderly (via the home automation and sensors networks)
and tele-health-care services between the elderly, their doctors, and their family
(via a user-friendly video-conference system) and additionally offers the ability to
integrate with other home/health systems.

An experimental medical tele-surveillance system is proposed in [13]. The scope
of this system is to extend the time of living of individuals at their home. The
system consists of five levels, (i) the sensor level, (ii) the transmission level, (iii) the
software level, (iv) the network level, and (v) the human level. In the sensor level,
various measurements of parameters associated to the older person are collected. In
the transmission level, there are two types of circuits; one for the transmission and
one for receiving the data that have been collected by the sensors. In the software
level, there is a computer application for the older people and their familiars for
information acquisition, data recording and analysis. Additionally, at the same level,
another application for the medical center is found, from which the medical staff
has access to the display of the medication of the elderly. In the network level, the
transmission of the information from the elderly’s computer to the medical center
and vice versa is implemented, and in the human level, the four user profiles are
defined: the administrator, the physician, the familiar, and the elderly.

In [14] a U-Health smart home for the elderly is presented. The U-Health smart
home focuses on the use of an autonomic computing system based on a knowledge-
based (KB) architecture. Thus, the information that is gathered via the sensors (both
biosensors and environmental) is send to the autonomic system and then transferred
in the knowledge base, which finally makes decision, on its own, about the elderly’s
health (regardless it is needed from a caregiver or not).

Klack et al. [15] proposed a sensor-based floor for integration to home envi-
ronments, to assist older people living independently at their home. A grid of
piezoelectric sensors is embedded to the floor, allowing the detection of a user’s
position and some of the qualitative aspects of moving behaviors, like downfalls,
etc. The structure can determine parameters like the position of the user within the
room, the pose of the user (standing, sitting, laying), the weight of the user, the
entrance/exit of the user to the room, and users’ movement behavior like velocity of
pace, the movement direction, and user identification.

AmlVital [16] is a platform for health and well-being for ambient intelligent
(Aml) environment technological services for elderly, patients of chronic diseases,
and dependent people. This platform is developing personal environment services
and applications to control and improve health, life habits, and social state of the
elderly, etc. The architecture of the platform consists of fixed and mobile gateways
(functional, technological, and infrastructure services).

In [17] a wellness determination process of the elderly living independently in
a smart monitoring home is proposed. The presented novel framework can verify
the behavior of the elderly, such as the usage of appliances, activity recognition, and
forecast levels. The prototype that has been developed is easy to install and maintain
in the elderly’s home, while it is stable to execute multiple tasks, like data collection
and analysis in real time.
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Vuegen et al. [18] presented the validation of a distributed acoustic sensor
network that observes the daily living activities of the elderly at home. The sensors
that were used for recording the day-to-day life activities were both audio and
ultrasound receivers. The elderly’s daily living activities that were successfully
monitored were cooking and eating, reading, using of the laptop, vacuum cleaning,
walking around, and watching TV.

The bioAssist [19] is a home care platform that provides monitoring and
communication services between the patients and their health-care professionals,
relatives, and friends. The platform’s environment consists of (a) an application for
smart devices that incorporates the functions for the communication with the cloud-
based platform, with the sensors and the smartwatches, (b) a web-based application
that interacts with all the platform users, (c) a help-desk application that is accessible
by the health-care operators for receiving the emergency requests from the patient,
and (d) a back-end platform that is a set of cloud-based services and components.
Every patient uses a bio-signal recording smart device. His/her doctor can use the
platform tools to get access on the patient’s medical history, laboratory test results,
medication, allergies, and health condition and also define a specific monitoring and
treatment schedule.

UbiCare [20] is a low-cost Arduino-based AAL system. Its purpose is to support
activity and fall detection and promote well-being for the elderly at home. The
wireless sensor network that installed in the elderly’s home is responsible for
monitoring environmental parameters, like temperature, humidity, etc., and elderly’s
daily activities, like moving, sitting, sleeping, usage of electrical appliances, etc.
Also, UbiCare system provides alarms, like SMS, emails, and voice calls, to
elderly’s caregivers (e.g., relatives and/or doctors).

An open, low-cost, [oT-enabled home monitoring solution is presented in [21].
This solution provides wireless collection and storage of bio-signals data from
elderly; communication between elderly with relatives, carers, and doctors; and
monitoring of the elderly health status with real-time communication via video
conferencing and data sharing. The system consists of a Telecare Gateway, built
on Raspberry Pi, that is, the communication gateway between the patient and the
sensors, and a cloud-based communication platform that realizes the communication
between the elderly and their individuals.

In [22], the architecture for a home monitoring system is proposed, which is
based on sensors connected to the Internet through a Wi-Fi router. For this mon-
itoring system, special sensor prototypes were developed. The sensor prototypes
include passive infrared (PIR) sensors for monitoring the movements into the house,
toilet sensor monitoring the toilet access, and magnetic contact detecting doors and
windows closing/opening. The sensors’ data are sent to an IoT platform, in the
cloud. So, this work contributes to the elimination of the need for a dedicated home
gateway to implement a home monitoring system.

Yang et al. [23] developed a localization method for indoor tracking humans’
position based on PIR sensors, an accessibility map, and an A-star algorithm. This
method can track the person in a house and provide a solution for a home-robot
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localization. The steps of the system’s functionality are three. In the first step,
the grid-based accessibility map reflects the preferences of human visiting and the
physical layout of the home. In the second step, the PIR sensors provide an external
rough position of the human, according to the grid-based accessibility map. And, in
the third step, the A-star algorithm estimates the trajectory and reduces the errors,
after the fusion of the PIR sensors data and grid-based accessible map.

A human physical activity recognition system based on data collected from
smartphone sensors is proposed in [24]. Smartphone’s sensors, such as accelerome-
ter, gyroscope, and gravity sensor, via machine learning practices, are used to target
elderly’s tasks like walking, running, sitting, standing, ascending, and descending
stairs.

3 Challenges

The most challenging issues in the implementation of IoT environments, such as
the case of a smart home, are security and privacy. These two issues are a great
concern to the scientific community, because of the ever increase of devices and
objects that can be connected to the Internet (Internet of Things and the Internet of
Everything). More generally, it is an issue that requires a great deal of sensitivity
and attention from both the scientists and companies, as well as from the users
themselves. In particular, smart homes have raised important concerns about the
protection of people’s privacy, as their services manage very sensitive and personal
data.

Panwar et al. [25] recorded the basic specifications and requirements to turn a
smart home as secure and private as possible. These specifications are presented
and analyzed in Table 1.

Furthermore, several severe attacks to the networks threat the Wireless Sensor
Networks (WSNs), which are used for implementing a smart home. In an IoT-based
system using WSNss, the collected data must be securely and efficiently transmitted.
So, a smart home requires explicitly defined security constraints to become secure
and the destination nodes must be secured in data transmission.

Pirbhulal et al. [26] categorized all security constraints into two categories:

1. The network security that includes the secured localization, non-repudiation,
availability, access control, trustworthiness, and authentication.

Traditional network security principles also apply to the IoT domain. Authen-
tication and access control mechanisms are required in order to prevent malicious
access to installed devices. Additionally, other security properties such as non-
repudiation or availability have to be served, in order to provide a more robust
service. The main difference with respect to traditional computing is that
resources of devices are significantly limited, while it is not always feasible to
apply the same countermeasures in the constraint environment of an IoT system.
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Table 1 Basic specifications and requirements for a smart home

Requirement
Authentication

Authorization

Confidentiality

Integrity

Availability

Non-repudiation

Accountability
or Auditing

Deniable
communication

Unlinkability

Non-
transferability

Forward secrecy

Description

The confirmation of the identity of the participants in a communication
Means: Digital signatures, secure identity transmission, physically
unclonable functions (PUF), and secure key

The Provision of rights to a certified user

Means: Fine-grained policy management and different access-control
methods

The disclosure of the messages to an authorized user and hide them from
an “opponent”

Means: Encryption, secret-sharing, traffic padding, zero-knowledge
proofs, proof-of-knowledge, group signatures, pseudonym systems

The ensure of consistency and identity of messages

Means: Cryptographic hashing, watermarking, holographic proofs,
multi-party computations, timestamping, nonce, and sequence numbers
The guarantee of fair operation, resources, and services to the authorized
user

Means: Anomaly detection, firewalls, and special communication
hardware preventing external malicious traffic to reach the network

The obstruction of the sender and/or the recipient to deny a message
Means: Digital signatures

The process of keeping any sender’s, recipient’s, or network’s action to
verify the action in the future

The authorization of a prover to plausibly deny that a protocol instance
was ever executed, for which the same prover was an active participant
The user has the ability to use multiple aliases, but it is not possible to
connect two pseudonyms used by the same homeowner for two different
services

Only one user of the house is the administrator, who has unique privileges

The guarantee that a session key derived from a long-term public-private
key pair is secure

2. The data security that includes confidentiality, privacy, integrity, and data

freshness.

IoT devices mainly process personal data of the subjects present at the instal-
lation location. Health measurements, location, or activity data are characteristic
cases of personal data captured by IoT devices and processed by IoT systems.
Handling such data requires confidentiality and integrity measures in order to
not affect subjects’ privacy and at the same time to provide a useful service.
Cryptographic techniques shall be applied in order to ensure that no unauthorized
party will access subjects’ personal data and that data is immutable through the
whole workflow of the IoT system.
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4 State of the Art

In Sect.2 several different home supporting projects for elderly people that have
been proposed over the years were presented. The aim of all these projects is
to support the elderly at home through different approaches and using different
technologies and technological means. However, the state of the art of home
supporting smart systems for elderly people seems to be moving toward ubiquitous
and disappearing computing systems with physical interaction with the users.

The Sthenos project [27] develops a reliable system of environment awareness for
human behavior recognition and performing to offer support to elderly and chronic
patients at their home. This work aims to develop methodologies and tools to com-
pose pervasive human-centered systems, to understand the human state in assistive
environments, by using audiovisual and biological signals. This project proposed a
successful way for human behavior recognition from audiovisual content, using the
fusion of noninvasive sensors, tools for identification of affect and emotion from
audiovisual data in a noninvasive way, tools to analyze neurophysiological data, and
tools for dynamic multimodal human-machine interaction.

Maglogiannis et al. [28] presented an electronic reminder system for smart
devices, like Pebble smartwatch and Android devices. Its functionality is to notify
the patients at the chosen time, with audio and visual alerts, to adhere to their
treatment. The reminder notifications for the patients are pushed to their Pebble
smartwatch. Also, the patients’ relatives, physician, and/or pharmacist can use a
web application to create or update reminders and monitoring the adherence of
patients’ treatment. The proposed system is a cloud-based service that consists of
three software modules: (a) a web-based application for the creation of reminders
and monitor patients’ adherence; (b) an Android application for the patients, to
manage the reminders; and (c) an application for the Pebble smartwatch, which
handles the notifications that are received from the Android device.

In [29] a disappearing computing system for older adult-assisted living is
presented. This system was designed based on commercial off-the-shelf (COTS)
products. The innovation of this system is that modified home appliances with which
the elderly are already familiar with, like TV and phone, are used as the human-
computer interface (HCI). This is an open system that transforms typical home
appliances and enables older people to communicate with their relatives, caregivers,
and doctors through teleconference, to read the news, and to send and read their
emails, just by selecting a dedicated TV channel. So, it succeeds in elderly’s assisted
living with low training and decreases the degree of their depression and loneliness.

A User Location Discovery (ULD) home system is proposed in [30]. The
innovation of this system is that the user is not forced to carry a device. Also,
the devices used for the system’s implementation are limited to simple sensors and
no devices like camera and microphone that affect directly the privacy of the user.
When any of the sensors detects the user in the house, it sends the appropriate signal
to the Home Gateway. Then, a User Location Discovery Context Broker in the Home
Gateway processes all the information and stores the user’s location information
in the Context Information Repository of the Home Gateway. Finally, the Main



90 E. Boumpa and A. Kakarountas

Context Broker decides about the service that will be offered to the user via the
home communication network.

Bafhtiar et al. [31] examine the feasibility of a cloud-based voice recognition
technology as the means of home care, with the use of clinical decision support.
For the support of home care, a custom application, with the use of Amazon Echo
service, was implemented. The operation of the system is as follows: The patient
activates the Amazon Echo device with his/her voice. The patient’s input message
uploads it to a cloud service, which is processed and converted, and then used by the
custom application and decides if it will give feedback to the patient or will trigger
interventions. Also, the application can offer dashboards of data to the patient.

A middleware service for the supervision of elderly health risk based on
their activity and location at home is presented in [32]. The system provides
home monitoring biometric and environment sensing data, via sensors, zone-
aware location monitoring, context-aware activity monitoring, and decision-making
treatment using the health risk ratio of the elderly. A cloud-based smart home
server collects the data from sensors (bio-sensors and environmental), monitors the
activity, locates the elderly’s position, and analyzes and makes the decision based
on various machine learning algorithms.

In project [33], a decision support cyber-physical system for assisted living and
home monitoring is proposed. The system provides ambient monitoring and location
detection of the supervised person and real-time alerting to the supervised person
and his/her relatives. The system consists of two subsystems. The first subsystem
monitors, via wireless sensors, the home’s indoor conditions, for threshold vio-
lations. Then it communicates with a server, which in turn sends the real-time
alerts, to the supervised person and his/her relatives. The second subsystem detects
the monitored person’s future locations, with the use of machine learning. The
purpose of the implementation of this system is to assist older adults to maintain
an autonomous lifestyle.

The design and implementation of a cyber-physical system for home monitoring
for the elderly are presented in [34]. The system consists of an ambient tracking net-
work of sensors and hardware devices and multi-platform software applications. The
system’s components provide advanced features like elderly’s continuous indoor
supervision, monitoring of home conditions, real-time alerts and notifications for
the under-monitoring people and their caregivers, and interoperability with medical
devices for tele-health purposes. The advantage of the system compared to other
systems is the use of luminaire bulbs. These bulbs can be either smart or dummy and
can provide information about indoor localization and home environment sensing,
as well as receiving data from medical devices.

In [35] an IoT-based platform for smart homes is proposed. The aim of this
platform is to provide elderly assistance to live longer in their home. This succeeds
with the use of different technologies like radio-frequency identification (RFID),
wearable electronics, wireless sensor networks, and Al. Thus, this platform is
implemented with the use of sensors, actuators, and devices. These devices are
wall lights for indoor localization, armchairs for sitting posture monitoring, belt
for movement information, and wall panels and mobile devices as user interface.
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A disappearing ubiquitous computing system to assist elderly people with
dementia is proposed in [36]. The system exploits the acoustic stimulus to assist
the sufferers of dementia to recognize their familiars. The innovation of this system
is found on the non-intrusive way that integrates with the home and interacts
with the elderly. With the use of smart devices, like smart speakers, smartphones,
smartwatches, and smart-wristbands, the system identifies when a familiar person
enters to the elderly’s home, via the carried smart device. Then a sound, which has
been correlated with that person, is reproduced via the smart speaker in order to
stimulate the sufferer’s memory.

It is noticed that the state of the art in home supporting smart systems for elderly
people is moving toward human-centric systems. These systems are tailored to the
needs of the human-user requirements and not vice-versa. Furthermore, another
trend dictates adding intelligence to the home environment. This may be achieved
with the exploitation of machine learning (ML), deep learning (DL), and artificial
intelligent (AI) technologies and their integration to the support system. Also,
technologies that add and evolve the intelligence of the home environment systems,
while releasing the human-user from bearing many different devices onto him/her,
are in need. In addition, the user physical interaction with the system is enhanced,
turning the experience to interact with the system more natural. This eliminates
the typical HCI, thus moving to a physical interaction approach. The benefits are
the absence of need for special training of the user or home organization and
furniture intervention that may upset the elders. Finally, it makes these solutions
more appealing to older people since they adapt to their needs instead of the
requirement for them to follow new rules in their households.

5 Technologies

As it was mentioned above, in order to implement a smart home, the use of different
technologies is required. There are, however, three main ingredients that without
them no home supporting systems may be implemented. These ingredients include
the smart sensors, the communication equipment and protocols, and the storage that
form the basic infrastructure for a smart home.

5.1 Sensors

A sensor is defined as any object that has the ability to detect and measure events
and/or changes in the environment in which it is located. There are various types
of capabilities of sensors, which can be integrated into a smart home infrastructure.
In Fig. 1, a categorization of the sensors is presented as it was reported by Ahvar
et al. [30]. Sensors are initially categorized into two main groups, static and mobile
sensors. In the category of static sensors, sensors are embedded in the smart home
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Sensors
Static Mobile
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Fig. 1 The categorization of sensors

environment (e.g., thermostat), while, in the category of mobile sensors, sensors are
usually used in wearable devices (e.g. smartwatch). At next, there is an additional
categorization of the two main groups, based on the type of collected data from each
type of sensor.

A further categorization of the sensors can be made based on their ability to
communicate for the transfer of the collected data. There may be two categories.
The smart sensors, which have the ability to communicate directly with the rest
of smart home’s infrastructure, while the second category of sensors requires the
mediation of a platform to achieve the sensors’ communication with the rest of the
infrastructure.

5.2 Communication

The communication in a smart home is composed of two types of operations, as
shown in Fig. 2. The first type is the communication of the objects within the house.
While the second type of communication is related to the interconnection of the
home with the outside world.

The communication within a smart home is divided into four different area
networks.

* The BAN (body area network), which is the wireless network for wearable
devices (or other devices on a user’s body). They are mainly used for health-care
purposes. Some of the technologies that apply to this type of network include
NFC, RFID, and Ultra-WideBand (UWB - the wireless version of the USB).
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Fig. 2 The categorization of
communication in a smart
home

e The LAN (local area network) may be said to be the network that covers a
range of approximately 1 km. Some of the technologies that are applicable to
this type of network include Wi-Fi and Wi-Fi HaLow, ETSI HyperLAN, and
WirelessHART.

e The PAN (personal area network). Some of the technologies that are applicable
to this type of network include Bluetooth and Bluetooth Low Energy (BLE),
ZigBee, Z-Wave, and 6LoWPAN.

e The WSN (wireless sensor network) is an alternative and most cost-effective way
of interfacing sensors. They have quite low energy requirements compared to the
other networks. Furthermore, WSN is the most common way of communicating
for smart living purposes, as it is used in the surveillance and security systems,
and for the energy management of a smart home.

In addition, the communication of the home with the outside world is also divided
into two different area networks.

e The MAN (metropolitan area network) can transmit information within a radius
of up to 20 km. Some of the technologies that are applicable to this type of
network include WiMAX, ETSI HiperMAN, ZigBee-NAN (6LoWPAN), Wi-
SUN (6LoWPAN), and NWave.

e The wide area network (WAN) is capable of transmitting the information
over a wide geographical distance. Thus, the Internet may be considered as a
WAN. In addition, the following are including in this category: 2G/3G/4G/5G,
NarrowBand-IoT (NB-IoT), Low-Power Wide-Area Network (LPWAN), Wire-
less Regional Area Network (WRAN — IEEE 802.22), and Satellite communica-
tion and Radio cognitive [37-39].
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5.3 Storage

One of the most important and valuable issue in smart homes is data. The collected
data should be stored and used with an intelligent way toward the elderly’s
monitoring and supporting. In a smart infrastructure, such as a smart home, data
storage can be implemented in two ways, either locally or as a cloud-based
infrastructure.

1. A local infrastructure for the management and the storage of collected data
contributes to the availability, reliability, security, and privacy of the data. This
selection contributes generally to the security and safety of the whole home
system. Examples of local infrastructure include Mobile Cloud Computing
(MCC), Mobile Edge Computing (MEC), Cloudlet, and Fog Computing. This
kind of infrastructure has the ability to process raw data, and reduce the data
traffic and congestion that will eventually be transferred to the Internet.

2. The ever-increasing number of Internet-connected devices has as a result the
ever-increasing volume of data that we are required to manage and store. Cloud
technology seems to be the ideal solution to meet these requirements, since
it offers low-cost, scalability options, user-friendly interfaces, a good degree
of security, and, under certain circumstances, high level of availability and
reliability. Thus, for managing and storing the collected big data, various Cloud-
based platforms have been developed. These platforms may be categorized
based on three models of cloud services: (i) Software-as-a-Service (SaaS),
(i1) Infrastructure-as-a-Service (IaaS), and (iii) Platform-as-a-Service (PaaS).
Some of these platforms include OpenloT, Amazon, Google Cloud, Libellium,
IBM Watson, FIWARE, Arkessa, OnePlatform, SensorCloud, SmartThings,
ThinkWorx, Oracle IoT, Piotly, Nimbits, ThinkSpeak, Xively, etc. [39].

6 Future Trends

Many researchers have dealt with issues on designing and implementing various
home supporting systems for elderly people. In addition, there are several other
trends and challenges that future researchers need to face and propose solutions.
In this section, future trends, hot topics, and challenges issues regarding the home
supporting smart systems for elderly people are indicatively presented.

6.1 Robotics

Robots are a trend of automatic systems that are inserted in home environments
to gather information, assist and interact with the elderly, and perform actions
instead of the older people. The design, development, and extensive use of robots
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are quite promising for home assistance and support of the elderly. Robots can
perform several tasks, like cooking, cleaning, etc., but also can serve as intelligent
agents. Agents provide assistance to the elderly’s daily life activities and act like
companions, thus decreasing the degree of elderly’s loneliness.

6.2 Machine Learning

Nowadays, machine learning (ML) is a very promising topic for research, attracting
more and more researchers worldwide. It is a method used widely in many different
disciplines and in a variety of services and applications. Regarding the scope of this
chapter, ML is specifically popular in the smart home industry. With the employment
of the ML to devices and systems of a smart home, personalized services (such as
the recognition of daily-life activities and the supervision of the residents) may be
achieved [40]. Therefore, ML method is imperative in the implementation for home
support systems for the elderly, as through it the home will “learn” its residents. In
this way, the constant support of the elderly in their daily routine can be achieved, as
well as the intervention and decision-making from the home itself, in case of need.

6.3 Artificial Intelligence

Another current and future challenge is artificial intelligence (AI). Al is the way in
which a computer system acquires intelligence. So, a smart home, and especially
one, which is dedicated to supporting vulnerable groups of people like the elderly,
is required to possess intelligence. Thus, it should be able to learn and adapt to
the needs and demands of the elderly, to infer conclusions, and to understand their
behavior and reaction, even solve problems. The integration of Al into physical
environments created the topic of Aml [41]. Thus, a home supporting smart system
should integrate Aml, allowing the continuous learning of human behavior and
executing actions triggered by recognized events. This type of system can assist and
support the elderly both in their activities and their routine, as well as emotionally.

7 Discussion

In this chapter, an overview of the research topic of home support systems for elders,
exploiting smart technology was presented. The aim was to offer a survey for every
researcher who wants to get involved in this topic and find in one place the state-
of-the-art research results until now. Furthermore, we want to motivate researchers
toward the topic of Silver Economy that urges for innovative solutions due to the
population of the older people.
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Focusing on smart home monitoring for the elders, the research results and the
available commercial solutions were given. The overview revealed that few works
have been presented by the academia and the industry toward this target group,
although technology and the main components for designing a smart support home
system for the elderly is quite mature. To facilitate a researcher discover easily the
required knowledge to develop such systems, the chapter was divided into five main
sections.

The first section (introduction is excluded) was dedicated to the historical
evolution of the research topic, enabling a researcher to understand the requirements
that led the research toward the proposed solutions. A thorough exploration of
previous works is offered and detailed in order to depict the steps that were followed,
mainly by academia, for achieving the development of home support systems. This
section includes also commercially available solutions, highlighting that this topic
is already mature to produce commercial products.

The second section is presenting the challenges that face the researchers nowa-
days. This is considered a critical part of the chapter, since it is significant for a
researcher to understand the problems that need a solution. The most challenging
issues in the implementation of IoT environments, such as the case of a smart home,
are security and privacy. These two issues are presented in this section, and more
details are given for the specifications and requirements that are associated to them.

In the next section, the state-of-the-art research is presented. Addressing partially
the challenges that were mentioned in a previous section, researchers have proposed
some solutions, which are considered to be the best at the moment of the writing
of this chapter. The chapter presented a thorough overview of the state-of-the-
art research on the topic, revealing that research tend to adopt solutions that do
not affect significantly the day-to-day lives of the older people. The services that
are identified by all works as important are those of position monitoring, fall
detection, medication support, communication with the familiars and the caregivers,
and services regarding well-being.

A very important section was the one that focused on the technologies that are
used for developing the smart home system. In fact, three main ingredients include
the smart sensors, the communication equipment and protocols, and the storage. A
taxonomy of the sensors and the communication networks found in a smart home
is given. The storage requirements are reported, and mature solutions are listed for
use by the researcher.

The chapter closes with the report of three trends in research, which try to find
their way to solve challenging issues. Namely, robotics, Al, and ML are the trends
of high interest on the topic, with several solutions (of high cost) already available
to the market. The most critical task of them all is to monitor the older person,
without interfering to his/her life, and at the same time analyze the behavior as
normal (expected) or not, and all of that without violating the resident’s privacy,
safety, and security.

It is the authors’ belief that this overview of the literature and the market
on this critical topic on Silver Economy will assist the future researchers to get
involved more efficiently with the topic. The challenges for research are in some
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cases uncountable, but the potential for developing smart homes for the elders is
unlimited, considering the number of the disciplines and the topics involved in this
critical issue for our older fellows.
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guidance on security issues.
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F. Pradeep, Neena Boneyfus, Shilpa Theres, S. Gokul, and Sagaya Aurelia

1 Introduction

Agriculture is defined as the premise for life for the humans as it’s the principle
wellspring of raw materials and other food grains. It plays an important role
in the development of the economy of the country. As occupation is the major
crisis, through agriculture, it provides a greater opportunity to many people.
Development in agriculture is essential for the improvement of the financial state of
the nation. Shockingly, numerous farmers still utilize the conventional techniques
for cultivating due to which the results in yield are low. Agriculture is said to be the
basic of life for humans since it is the one and only important source of raw materials
and other food grains. It is an important part in the development of a nation’s
economy. It additionally gives huge work chances to the general population who are
in need for the job. Development in farming part is essential for the advancement
of financial state of the nation. Replacing humans by automated machines has
definitely improved the yield. Therefore, there has to be a technology that needs
to be implemented in the agriculture division to expand the yield of the harvest. The
utilization of wireless sensor is arranged so that it gathers data from various kinds of
sensors and therefore sends it to the server utilizing wireless protocol. The data from
the environmental factors are collected, and this helps in monitoring the system.
The irrigation scenario is divided due to greater demand for a better productivity,
poor performance, and because the water that is used in agriculture is reduced. These
problems can be solved by using an automated system that can be used in irrigation.

F. Pradeep (P<) - N. Boneyfus - S. Theres - S. Gokul - S. Aurelia

Department of Computer Science, Christ University, Bengaluru, India

e-mail: pradeep.f@cs.christuniversity.in; neena.arakkal @cs.christuniversity.in;
shilpa.theres @cs.christuniversity.in; gokul.s @cs.christuniversity.in;
sagaya.aurelia@christuniversity.in

© Springer Nature Switzerland AG 2020 99
S. Paiva, S. Paul (eds.), Convergence of ICT and Smart Devices for Emerging

Applications, EAl/Springer Innovations in Communication and Computing,
https://doi.org/10.1007/978-3-030-41368-2_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41368-2_5&domain=pdf
mailto:pradeep.f@cs.christuniversity.in
mailto:neena.arakkal@cs.christuniversity.in
mailto:shilpa.theres@cs.christuniversity.in
mailto:gokul.s@cs.christuniversity.in
mailto:sagaya.aurelia@christuniversity.in
https://doi.org/10.1007/978-3-030-41368-2_5

100 F. Pradeep et al.

Automatic irrigation is required because

* Itis easy and very simple to configure and also in installing.

» It also saves a huge amount of resources and energy so it can be used efficiently.

e Farmers also will maintain correct amount of water at the right time if the
irrigation is automatic.

e If irrigation is avoided from the wrong time of day, it will decrease the
runoff from overwatering the saturated soil that will automatically improve the
performance of the crops.

* This automated system uses valves that are used for the turning ON and OFF of
the motor. Therefore, there is no labor required for the turning ON and OFF of
the motor.

e There is also a manual system that is developed in which the user according to
the requirement of water of the crop, he himself can ON and OFF the motor.

» This system is very valuable for controlling the moisture content in the soil in a
highly specialized greenhouse vegetable production.

» It also saves time and the chances for human errors are also eliminated.

* This system helps in supporting the water management system; it uses a GSM
module for monitoring the whole system.

* The system will monitor the water content in tank and provide accurate quantity
of water as per the requirement of the crop.

e The system will keep track of the temperature and humidity of the soil which
help to maintain the composition of nutrients that is used for the growth of the
crop.

e It is very effective and of lower cost with less consumption of power by using
sensors that are used for controlling as well as monitoring the devices that can be
controlled by SMS by using a GSM (Android mobile).

* The sun tracking solar panel is used to save energy. (LDRs move in the direction
of the sun, and the energy is stored within the batteries, and this can be used in
the motor pump that uses electricity to pump water to the crops.)

* This system conserves electricity and also water.

1.1 Irrigation Using IoT

Checking only with the factors of the environment is not sufficient, and it is not
enough to improve yield of the harvests. The productivity is influenced to a greater
extent due to different components. These components can be bugs and insects
or pests, which can be constrained by showering the harvest with bug spray and
pesticides, also due to birds and animals at the point when the yield grows up.
There is additionally a probability of theft at the point when yield is at the phase
of reaping. Indeed, even after harvesting, farmers additionally face issues of harvest
that has been collected and stored. Along these factors, so as to give answers for
the issues that are being faced, it’s important to create an integrated system that will
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deal with all variables influencing the production in each stage like, development,
gathering, and, furthermore, postharvest and its storage.

Therefore, this chapter provides a system which is useful in controlling several
operations that have to be performed in the field that give flexibility and also in
maintaining and monitoring the field data. The main motive of this chapter is to
make agriculture smart by making use of IoT techniques as well as automation.

The main motive of an IOT smart irrigation model is to make the work of the
farmers easier. There are several sensors that are used. The sensors are used to sense
the soil moisture, temperature, and humidity, and if the moisture content is very low,
then the motor is automatically switched on and will be turned off after getting the
required water to the soil. The notifications are also sent based on the respective
tasks. For this, there is a GSM that is used to send the notification to the farmers.

Figures 1 and 2 depict how different technologies are being used in smart
irrigation.

1.2 Sun Tracking Solar Panel

Solar energy is ending up progressively rewarding with the expanding cost and
consistent exhaustion of nonrenewable sources and the developing interest of the
other renewable power sources, for example, solar wind, geothermal, and tidal wave.

Fig. 1 IoT in agriculture
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Fig. 2 Technology used in agriculture

Be that as it may, despite the various advantages of solar energy, solar boards which
catch light are stationary (solar exhibit has a fixed direction to the sky). These
stationary just-as-costly solar boards will not be able to extract a good amount of
solar energy as the weather conditions are not stable.

The power outcome of solar panel is most extreme when it is situated oppositely
to the bearing of sun beams as both the zone of brightening of daylight on solar
panels and force of sun beams are greatest for this situation. It has been discovered
that the proficiency of solar panels improves by 30-60% when we utilize a portable
solar following framework rather than a stationary cluster of solar panel.

The plan and execution of a power productive solar tracker are along these lines
a test attributable to the stability of the solar panels. The edge of tendency of sun
beams with the solar panels changes continuously because of the development of
the sun from east to west in light of the world’s rotation. Also, during the days that
are cloudy, the circumstance absolutely gets wild. Moreover, the Earth’s revolution
adjusts the separation among the Earth and the sun, which presents change of,
for example, approaching sun beams. Every one of these elements ought to be
remembered for structuring the solar tracking for electricity to accomplish greatest
productivity (Fig. 3).

This chapter discusses about the solar tracking system that has been designed
using four LDRs and two servo motors. The main aim of this model is to sense the
intensity of the sun rays that is sensed by LDRs. There is also a microcontroller by
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Senses the sun and
passes the information
to the motor.

Drive motor drives turns

Drive Motor panels to face the sun

Fig. 3 Introduction to solar panel

which the motor will be rotated based on the direction of the light that is falling
on the LDR. The intensity of the sunlight will change depending on the weather
conditions and also the position of the device, for which there is a way by which the
threshold values can be changed by using variable resistance.

The system has been proposed to support water management in agriculture. Since
there is scarcity of water everywhere, it has to be used efficiently. The sun tracking
solar panel will also help to save electricity, and thus it will reduce the power
consumption too. It can be used in areas which need proper water management in
irrigation. This system will have a huge demand in the future. This mainly reduces
the human errors in adjusting the moisture in the soil levels, and it also helps to
maximize the net profits according to the quality, sales, as well as the future growth
of the product.

In this chapter Sect. 2 discusses the literature review; Sect. 3 has the pictorial
block diagram of the whole smart irrigation system; Sect. 4 discusses about the
various components required to build the system; Sect. 5 discusses about how the
components are connected to the Arduino, and the circuit diagram of the same is also
represented; Sect. 6 explains the working of the smart irrigation and sun tracking
solar panel model; Sect. 7 discusses how the project is tested and evaluated; Sect. 8
depicts the results obtained from the system; Sect. 9 discusses about the limitations
of this project; and Sect. 10 elaborates the future scope and conclusion of the project.
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2 Literature Review

In paper [1] the authors have discussed about the smart irrigation project which
has moisture and temperature sensors which have en-cooperated both Arduino and
breadboard connections to make this model work.

In paper [2] the authors have discussed about the smart irrigation using GSM.
Here the automated system is designed to make the tank refill system so that water
level can be checked in the tank and then water can be used for irrigation process.
In paper [3] the author discusses about the sound and alarm system in the home
automation system; from this paper we learn about how GSM can be implemented
and how to implement in this model.

In paper [4] the author uses the Arduino-based smart irrigation to check the water
level, to check the water level of the sink, rainfall automation system and this can be
used for the smart irrigation project so that the yield of the farmers can be increased
and the conservation water can be more.

In paper [5] the author discusses about the smart irrigation project and how the
water pump can be used for manually turning the water pump on/off.

In paper [6] the author discusses about smart irrigation project and how the water
can be drip irrigated using the GPRS and GSM modules by connecting it to Arduino
board.

From this website [7], they discusses about implementing sun tracking solar
panel using four LDRs; how this model can be implemented and other uses by this
model are also being discussed.

In paper [8] in this paper, the author discusses about the sun tracking solar panel,
but in this model, the author has used two LDRs and one servo motor so that the sun
cannot track in all directions; it will be difficult to conserve more energy from it.

In paper [9] the authors have discussed the importance of solar energy and how
this can be conserved and used for various applications. In this case they have used
four LDRs and servo motors so that the solar panel can track the sunlight in all
directions; this model is being developed using Arduino and breadboard connections
in it.

In website [10], the website discusses about how the smart irrigation has
improved the farmer’s life and how this smart irrigation is more beneficial for
farmers.

In website [11], this site discusses about the importance of smart irrigation and
how it is making farmers’ life easy and how this can be used to increase the profit
of the farmers. In website [12], they discuss about the sky sprinkler methodology
for irrigation system so that the water conservation can be made more efficient; this
is one of the best technologies so that it can be water can be saved and there is
no wastage of water; by using this technology there are various technologies. In
paper [13] the authors have discussed about an array of sensors, that is, humidity
sensors, methane sensors, and various other sensors which can help the farmers to
get approximate result regarding the environment. In paper [14] the authors have
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discussed about the various ways the wireless technology can be used for smart
irrigation project and also have discussed about having a wireless communication
system in any model which is being developed. In paper [15] the authors have
discussed about how the solar energy can be used for multiple uses. In this model,
the author has saved the solar energy and used that to pump water from the bore well
and other outlets. So by this model, the water can be conserved and used efficiently.

In paper [16] the author discusses about the working of the solar sun tracking
panel using Arduino and the different servo motors. In the model the solar panel
which is obtained is being preserved and used for future use. In paper [17]
the author has explained about the ANSI programming language, which is very
important for the Arduino programming. In paper [18] the author discusses how the
microcontroller can be used for sun tracking, and the model is being demonstrated
and tested. In paper [19] the author discusses about the wireless controlling of drip
irrigation system; uses of drip irrigation system are also being mentioned in the
paper. In paper [20] the author discusses about how drip irrigation can be used to
save water and how this can be modeled with the use of Arduino so that wireless
connection among them can be made.

3 Block Diagram of the Model

Figure 4 depicts a block diagram of the whole model which is implemented.

4 Components Required

Figure 5 illustrates the components that are required to develop this whole smart
irrigation and solar tracking panel.

4.1 Arduino Board

An Arduino as shown in the Fig. 6 is an open hardware which is used to build
devices that interact with the real world. An Arduino board uses various controllers
and microcontrollers. These are basically designed with sets of analog and digital
input and output pins that can be used for developing any devices and can also
be interfaced to other circuits and boards. It can interact with LEDs, GPS units,
television, smartphones, etc.
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Fig. 6 Arduino board

Fig. 7 Soil moisture sensor

4.2 Soil Moisture Sensor

The soil moisture sensor as depicted in Fig. 7 uses capacitance to check the
volumetric water content of the soil. Just by inserting the rugged sensor into the
soil which is to be tested, the result of the same is being displayed as the percentage
of the water content in the soil. A dielectric permittivity function is used to measure
the water content in the soil. The dielectric constant can be thought of as the soil’s
ability to transmit electricity. As the water content of the soil increases gradually,
the dielectric constant of the soil also increases accordingly.

4.3 Temperature Sensor

Temperature is the most regularly checked or measured parameter in the world. This
sensor as shown in Fig. 8 is used in our households items like ovens, refrigerators,
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Fig. 8 Temperature sensor

and air conditioners. This is mostly used in all fields of engineering works. It
measures the heat and cold (temperature) of the object to which the temperature
sensor is connected. It generates a current or voltage output which is then measured
or processed as per the application is designed.

Here in this model, we use the LM35 sensor to measure the temperature. This
LM35 produces a linear output with 10 mV/degree scale, and these outputs can
be given to different circuits, so after these outputs are being given, it can alert
according to the inputs which are being taken, or it can be also connected to a relay
to controller the temperature accordingly.

4.4 Humidity Sensor

Humidity can be defined as the amount of water content present in the air,
according to the climate. This sensor as shown in Fig. 9 is used for measuring and
monitoring humidity. These sensors are most widely used in different applications
like industrial, biomedical, environment, and etc.

4.5 Relay

Relay as seen in Fig. 10 is a switch that is electrically operated. The main advantage
of using the relay is that it takes a small amount of current to operate the relay coil.
These relay can be used to control heaters, lamps, circuits, or any motors. There are
various versions of relay which are available; they have their own applications in
the circuits which they are used in. Basically these relays can be operated in two
ways: firstly, it is used as an electromagnet to mechanically operate the switch and
secondly, it can be used as a solid state relay.
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Fig. 9 Humidity sensor

Fig. 10 Relay

Fig. 11 LDR

4.6 LDR

The main impulsion is to design a high-quality solar tracker. This basically works
on the principle of photoconductivity. The resistance value decreases as the intensity
of the light decreases. The basic passive component is the resistor in the LDR. It
can simply be defined as the photosensor. These are very useful in dark and light
sensor applications or circuits. This LDR measures the physical quantity of the light
and then converts it into a signal it can read by the observer, or it can be sent to
other circuits which operate further on it. It has a simple structure and low cost too.
Figure 11 shows how the LDR looks.
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Fig. 12 Servo motor 9g

4.7 Servo Motor 9g

This servo motor as shown in the Fig. 12 are small and lightweight motors, which
are controlled with help of the servomechanism. A single servo motor can rotate
180° approximately. It can program using servo codes or hardware to control these
servo motors. It uses servomechanism, and also it uses DC motor mechanism for
controlling the rotation of the motor in a certain angular position. The main use of
the servo motor is that it has angular precision, that is, it can stop at the certain
position and can wait in the same position until the next signal is being obtained.

4.8 GSM Module

It is a cellular communication module which communicates between the GSM
module and to the mobile which is connected too. It stands for global system for
mobile communication. This module consists of base station, mobile station, and
network subsystem. The main use of this module is for sending messages from the
GSM to the mobile station. There is a SIM which is being attached within this
module, so this acts as the main source for the communication between the two
entities (Fig. 13).

5 Circuit Connection

5.1 Smart Irrigation System

The whole project is controlled and developed using the Arduino. The soil moisture
is used to check the moisture of the soil, the output of the soil moisture sensor is
connected to the digital pin D7 of the Arduino, and the humidity and the temperature
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Fig. 13 GSM module

sensors are being connected to the digital pin of D2 and D3 of the Arduino,
respectively. It uses an LED at the soil sensor circuit; this indicates that if the LED’s
on, then there is absence of soil moisture; if the LED’s off then there is presence of
soil moisture in the soil.

To communicate the output from the Arduino to the farmer, we use a GSM
module. This is used for sending messages from the Arduino board. In developing
this smart irrigation model, we use SIM800, which can give and take TTL logic
directly. This also uses a voltage regulator, to power the SIM800 GSM module.

User can use two types of GSM module. It can use either use SIM900 TTL
module, then 5 V power supply must be used, or it can use SIM900 module, then it
applies 12 V power in the DC jack slot of the Arduino board.

12 V relay is used to control water pump which is deployed in the smart irrigation
model. It is driven by a BC547 transistor which is again connected to the Pin 11 on
the Arduino board. Figure 14 represents the circuit diagram of the smart irrigation
project.

5.2 Sun Tracking Solar Panel

This model use 4 LDRs and two servo motors. Each LDR is connected to 100 k2
resistors, and voltage divider fashion is used for the connection between LDRs. The
outputs are being given to four analog inputs of the Arduino. Figure 15 has only
two LDRs in it; in this project we use four LDRs so the same circuit diagram can be
referred for the same.

After the inputs are being received from the LDRs, it’s processed; these outputs
are being given as the PWM inputs of the two servo motors from the digital pins 9
and 10 of the Arduino.
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Fig. 15 Circuit diagram of sun tracking solar panel

6 Working

6.1 Smart Irrigation

Arduino is connected to different sensors like humidity sensor, temperature sensor,
and soil moisture sensor. These sensors are used to check the soil moisture content of
the soil, the humidity of the air, and the temperature of the environment, respectively.
The outputs obtained from each sensor are being sent to the Arduino and are being
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analyzed accordingly. The GSM module that is connected to the Arduino is used
to send a message to the mobile phone about the data that is collected. The GSM
module can also be used to manually operate the water pump. After the analysis the
GSM module is used to send the information to the mobile phone.

The soil moisture sensor, humidity sensor, and temperature sensor are connected
to the analog pins of the Arduino board as showed in the circuit diagram. The USB
cable generates 5 V that is connected to the Arduino. First of all the GSM module
is initialized, and it waits until it connected to the network. The data that is sensed
from the sensors are sent to the microcontroller. There is threshold value already set,
so if the moisture content in the soil is below the threshold value, then automatically
the water pump is on. The water pump can also be controlled by sending messages
to the GSM module.

6.2 Sun Tracking Solar Panel

As the solar panel is fixed, it decreases the efficiency. The efficiency can only be
increased when the intensity of light is perpendicular to the solar panel. In order
to increase the efficiency of the solar panel, we use LDR that is used to detect
the sunlight and also motors for the movement of the solar panel according to the
direction of sunlight. The orientation of the solar panel is determined by the changes
in LDRs when the sunlight falls on them. LDRs are used as the main light sensors.
Two servo motors are fixed to the structure that holds the solar panel. The program
for Arduino is uploaded to the microcontroller. LDRs sense the amount of sunlight
falling on them. Four LDRs are divided into top, bottom, left, and right.

For east-west tracking, the analog values from the two top LDRs and two
LDRs at the bottom are taken and are analyzed. The solar panel would move in
the direction where more light is falling on the LDR. If the set of LRDs that is
connected to the bottom receive more light, then the solar panel will move in that
direction. The left set of LDR is used for angular deflection. When the left set of
LDR receives more light compared to the right set, then the horizontal servo motor
will start moving, and if right set of LDR receives more light compared to left set of
LDR, then the servo motor will move in that direction.

7 Testing

The model was developed with all the components which were listed above. The
same circuit model as shown in Fig. 14 above was developed and as shown in
Fig. 16. The model developed was tested with all constrains that are related to the
model. Whenever the soil moisture is low, a message is sent to the number which is
being deployed in the GSM module, so accordingly the water pump is in on state.
As soon as the soil moisture reaches 100%, the water pump is in the off state after
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Fig. 16 Implementation model of smart irrigation

5 seconds. To control the water pump manually, we use Bluetooth to control the
water pump from the location where the user is located. But this works only when
the user is 200-250 meters far.

The output screen after testing is being shown in Fig. 17 below. Here AT+CMGF
represents that the GSM module is ready to send the message. It is a binary value as
it either takes it as 1 or 0. AT+CMGS has the 10-digit number to which the message
has to be sent. These numbers are being predefined in the program.

As shown in Fig. 18, sun tracking solar panel model is also being developed.
This model was tested with the torch light. It is working as it was described in the
working module; it rotates approximately 360° to track the sun rays.

8 Results and Discussion

This project was mainly designed to overcome the difficulties faced by the farmers.
The result obtained from the model is that whenever the soil moisture, humidity
sensors, temperature sensors output of the sensors are being sent to the Arduino. The
result is being verified according to the given range, and then the output obtained
is being sent to the GSM module; message or SMS is being sent to the farmer’s
mobile for every instance of time. Then if the moisture in the soil is low, then the
water will be automatically pumped. Once the soil moisture is obtained, then the
pump is turned off. Accordingly different plants have natures; some plants takes
more water and some take less water, so by taking this into consideration, the water
on/off can be also handled from the mobile itself.

The sun tracking solar panel is also added as a part to this smart irrigation project.
The designed tracker works successfully in all the directions. The sun tracking solar
panel can track the rays of the sun, meaning the sun rays, by using microcontroller
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Fig. 17 Output screen of
smart irrigation project

Fig. 18 Sun tracking solar
panel model
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and servo motor. Irrespective of the fluctuating conditions in weather and locations,
this system can work properly. It can also initialize the starting position once the
sun sets. Moreover, the solar panel goes to its starting position during the night. The
number of LDRs can be increased for more accurate output.

The basic idea between implementing this sun tracking solar panel is to absorb
the sun rays and convert this solar energy into electrical energy and then it can be
used for turning on/off the water pump or so on.

9 Limitations

9.1 Smart Irrigation

1. If there is no network, then using GSM would be of no use.

2. The data are not stored in it, that is, output which is obtained is not getting stored
in the database.

3. The automating on/off of the system through Bluetooth is only for a minimum
distance.

9.2 Sun Tracking Solar Panel

. When the atmosphere is cloudy, it will be difficult to track the sun.

. Placing the LDR in a perpendicular degree to sunlight is troublesome.

3. LDRs are delicate elements and therefore can get harmed during severe climatic
conditions.

4. We can save the solar energy into batteries, but they are heavy and will occupy
more space. It will be troublesome to change it from time to time. Solar panels
are usually expensive.

5. Micro servo motor should be replaced by other motors for external application

for large energy production.

DN =

10 Future Scope and Conclusion

There is always a scope for improvement. In the future we will have more new
technologies coming up which we can implement. Right now the things we can
think of for future improvement are

1. Replacing the GSM with Wi-Fi module for better working.
2. Introducing an app for the same; therefore, the work can be done quickly and
easily.
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3. From the sun tracking solar panel, we can trap the sun’s rays and convert it into
electrical energy and that can be preserved and can be used for other works.

The world is growing into new advances, and it is necessary to trend up in
agriculture. Numerous researches are done in the field of agriculture. The gathered
information gives the data about the different environmental factors. Observing
the ecological elements is not the complete answer for incrementing the yield of
crops. There are a number of other factors that decrease the productivity to a greater
extent. The IoT agricultural applications are making it possible for farmers to collect
significant data. Small farmers must know the potential of IoT for agriculture by
implementing smart technologies to grow the competitiveness and sustainability in
the making. With the population growing quickly, the demand can be successfully
met if the small farmers execute agricultural IoT solutions in a good manner. Hence
automation can be implemented in agricultural sectors to overcome problems.
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HCI Authentication to Prevent Internal m)
Threats in Cloud Computing e

Hyeon Choe and Sagaya Aurelia

1 Introduction

1.1 Background

Recently, due to various and rapid developments in IT technology and development
of highly specialized devices, information sharing and data use are freely performed
anytime and anywhere. Currently, cloud computing services that provide virtualized
data can be seen as key technologies that represent these changes in IT technology.

A cloud computing service is a type of computing service that stores large
data resources in a virtual space, serves data resources with distributed processing
technology, and pays for the services received [1]. These services are time and
space independent and have the advantage of being easy to use even without special
infrastructure expertise or IT skills. However, these factors can be vulnerabilities
that can cause big problems if viewed from a security point of view.

Currently, solution vendor companies developing and delivering cloud services
are mobilizing staff and releasing new security service offerings for billions of
dollars in annual costs and maintenance due to security issues. Importantly, the
focus is on strengthening security for virtual machines and networks. However, in
addition to outside intrusion, the threat of information taking by insiders is also
serious. In order to fully protect personal information and company secrets, it is
urgent to prepare defenses against insiders.
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1.2 Necessity and Purpose

The malicious insider of cloud computing can exist for both cloud service providers
and customers using cloud computing. If the threat is judged based on the
accessibility of the information, the malicious insider of the provider will be a
greater threat. Technical reinforcement of manager certification is required to play
the role of provider to protect vast data.

HCI technology should basically provide convenience to the user and allow
easy access to the computer. With the development of technology, many new HCI
technologies have been born, which have been developed not only for convenience
but also for strengthening user authentication.

Unlike the existing computing services, cloud computing services have a huge
amount of personal information and data resources. Therefore, it is time for a
security authentication system service suitable for a cloud computing environment
rather than supplementing existing service security functions. In addition, security
management systems, such as data protection, availability, and privacy protection,
are important because they are applied in various service areas due to the develop-
ment of cloud computing technology and various implementations [2].

The steps of the security management system must be realized from personal
authentication. Due to the characteristics of cloud environment, it is necessary to
strengthen authentication of providers and administrators who need more security.
The most effective method for personal authentication will be the multiple utiliza-
tion of HCI technology. The use of this enhanced personal authentication method
is expected to lead to greater trust between vendors and users of cloud computing
services and further expansion of cloud computing services.

2 Malicious Insider Threats

Cloud services are a form of outsourcing some or all without ownership of IT
resources, so security issues are inevitable. The security concerns of using cloud
services include security and data leakage, service reliability and availability,
interworking with existing application services, stability of service providers,
compliance, and service costs.

Table 1 shows which threats are important issues in cloud computing. Recent
examples show that information leaks by malicious insiders are extremely fatal [3].
In 2017, a US carrier, Verizon, reported a security breach that leaked 14 million
customer data. Key information from tens of millions of customers was located
on Amazon’s public cloud servers; it was reported that access to the entire data
was available for download because there was no control over access rights [4].
The public cloud service was Shadow IT, which was not checked or managed by
IT staff and is known as an insider threat. Similarly, insider threats involving the
Republican National Committee in 2017 resulted in the disclosure of 198 million
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Table 1 Top threats to cloud computing

Classification Explanation

Abuse and nefarious use ‘When people with malicious intentions use the cloud, it can
be harder and more difficult to find than traditional botnets
because all information is virtual.

Insecure interfaces and APIs If someone reuses or synthesizes existing code to expedite
application building, there will be weak spot in security.

Malicious insider If we hire people quickly, we are more likely to hire people
who are not morally fit.

Shared technology issues Failure to properly manage a virtual machine can threaten the
entire system with a single small mistake.

Data loss or leakage Existing controls to protect data may not be suitable in a new
cloud environment and are harder to monitor.

Account or service hijacking | It is vulnerable to many hijacking techniques already used to
redirect to various malicious sites.

Unknown risk profile Often, service providers are less transparent, and customers do
not know if they need to run a system configuration or a
software patch.

Distributed denial of services | There is an increasing number of ways to attack specific sites
by distributing and deploying multiple attackers
simultaneously.

personal and election-related information, which accounts for more than 60% of the
US population [5].

As such, if the cloud service does not consider the security of the insider, it can
be seen that the amount of data that can be leaked due to one security incident and
the magnitude of the damage are not limited.

3 Internal Security Characteristics

Reliability Reliability is the most important in the certification scheme. It is a
belief that other entities can assume the same behavior as they expect. This trust
can only be applied to some specific functions. The main role of this trust in the
authentication framework is to describe the relationship between the entity to be
authenticated and the authentication system. The entity to be authenticated must be
able to believe that the authentication system produces valid and reliable results.

Multimodality Today, computer and human communication are being done in
various ways. In addition to simple keyboards and mice, there are techniques
through natural voices, human eyes, and finger movements. This can be one of the
ways to authenticate a person’s identity as well as the convenience of each person.

Robustness There must be no mistake in authentication. Depending on the envi-
ronmental factors or the condition of the user on that day, the result should not be
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different. Unpredictable authentication systems will leave concerns about security
threats intact. In the event of an emergency such as a fire, the environment of
the server management room should be changed so that the authentication is not
possible or the administrator is not mistaken for authentication due to illness.

Reaction speed and ease of use It is also very important whether it is advantageous
to use as well as authentication problems. Because many cloud services are used,
the server management for problem-solving should be done in a short time. The
purpose of HCI technology is to make it easy for users to use the computer. Cloud
managers should avoid wasting effort on certification.

By combining the above characteristics, security technology to prevent the threat
of malicious insider should be obtained. There is a need to take advantage of the
latest HCI technology to improve ease of use and reliability. In addition, there is a
need for models that utilize various HCI technologies to improve multimodality.

4 Existing Models

4.1 CERT

CERT is the most commonly used model. It’s not specifically used in cloud
computing but in all computing that manages servers.

The CERT performs authentication in three steps, as in Fig. 1. The steps can
be classified in the order of preventive, detective, and corrective. If a malicious
insider is not prevented for the first time, it should at least be detected. Corrective
control is the appropriate response to detected insiders. The core of this model is

HR, Legal, Physical
Non-tech indicators

=] 3 >

Timeline

Fig. 1 CERT model diagram [6]
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the convergence of technical and nontechnical methods. Policies are integrated into
the model to enhance security. In principle, the cert model does not address specific
technologies but rather the direction of overall security. Therefore, it is the job of
each organization to specify what skills and policies will apply.

4.2 Model-Based Prediction

This model analyzes users’ patterns and raises issues when they are not expected
behavior. As Fig. 2 shows, the first step is to collect data. This data is obtained
through user actions. The problem arises at this stage: noise data. Proper control
of the noise data is required. Since this algorithm changes according to the usage
environment, a high level of application technology should be used. Once the
technology is applied, it will be possible to filter out the wrong insider in a dynamic
environment. The model presented in this paper will further strengthen and refine
the existing model using HCI technology. Basically, the concept of cert remains
the same. In addition, by applying HCI’s advanced technology to model-based
prediction, data collection for behavior detection will be applied more widely.
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Fig. 2 Model-based prediction [7]
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5 HCI Authentication Analysis

The management of the cloud is the role of the server that controls the virtual
network. This device authentication should create a multi-authentication-based
environment that performs identification and authentication with authorized users.
Device authentication is a function basically required to prevent information leakage
of customers stored in a cloud server and prevent access to a control system
disguised as an authorized user. HCI technology is diverse. What each technology
needs is different. Knowing each ability is necessary to make an appropriate model.

5.1 PKI (Public Key Infrastructure)

Symmetric algorithm authentication is a method of mutual authentication between
devices by proving an authenticated secret key by mutually exchanging authen-
tication values based on a pre-shared secret key between two devices. This
authentication is suitable for small-scale networks with a static structure rather than
a large-scale network because of the restriction of sharing a pre-shared secret key
for data integrity and confidentiality.

Asymmetric algorithm authentication is suitable for environments where there
are many devices in a large network and communication between devices is
dynamic. Asymmetric digital signatures are also made up of ID/password authenti-
cation, which means that if user information is hacked on a vulnerable website, all
authentication information is vulnerable. To solve this problem, an electronic signa-
ture authentication system combining biometric information is being developed.

The biometric PKI authentication system using fingerprints has a FAR (false
acceptance rate) of about 2% and accuracy of 95% [8]. Further research is needed
to increase accuracy.

5.2 ID/Password Authentication

ID/password authentication, well known to the public, is vulnerable to key log
attacks and stealth attacks. In order to respond to a key log attack, ID/password
can be randomly placed through a virtual keyboard to respond to a key log attack.
However, a stealth attack can have a password obtained if a random attack is
continuously performed [8].
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5.3 Biometrics Authentication

Futurists predict that all identification and authentication of the world is done
through biometric information and further that all economic activity can be done
in biometrics. In 2015, Alibaba CEO, Jack Ma, announced Alibaba’s e-commerce
authentication solution and demonstrated e-commerce authentication through face
recognition to publicize the idea that the simple payment service using biometric
information will be used as a new business model of Alibaba [9].

Biometrics technology has been actively used by the US Department of Home-
land Security for terrorist detection since the September 11 attacks and has been
using biometrics technology at international airports around the world. The reason
why the biometrics technology has become popular all over the world is because the
uniqueness of human biometrics information is superior to any other authentication
methods and has convenience and simplicity than other authentication methods.

Biotechnology can be divided into physical and behavioral characteristics.
Physical characteristics can be divided into face, iris, fingerprint, and vein areas.
Behavioral characteristics can be verified by voice, signature, keyboarding habit,
and gait. The characteristics of each factor are different as shown in Table 2.
A biometric authentication system has strong security, but there is still a risk of
counterfeiting. This threat increases even more with a single biometric recognition
system.

Currently, fingerprint recognition technology, which is widely used in the field of
biometrics recognition, is being used most actively because of its low development
cost and excellent security. However, fingerprinting technology also poses a risk
of counterfeiting, and research has shown that 2% of the world’s population is not
fingerprinted [10].

One of the fastest-growing areas of biometric technology is in the fintech (finance
technology) sector. Consumers are increasingly interested in easy payment, and as
the development speed of smart devices increases, they are used in currency, stock,
and finance. In the field of cloud, if it is applied to various authentication methods

Table 2 HCI authentication features

Factor Type Action Factor Type Action
PIN code K A Hand geometry BI A/P
Password K A Vein recognition BI A/P
Voice BI/BE A/P Thermal image BI/BE P
Facial BI A/P Behavior patterns BE P
Fingerprint BI A/P Electrocardiographic BI/BE P

K knowledge, BI biometric, BE behavior, A action, P passive



126 H. Choe and S. Aurelia

that utilize biometric authentication system that enhances security, it can be utilized
as an alternative to security measures for device.

Fingerprint recognition technology It has become the most widely used bio-
metrics technology since it is actively used in access control systems, fintech,
and mobile. At present, 80% of the biometric market is reported as fingerprint
recognition technology [10]. As a result, it has become the most exposed to hacking
threats. Especially, it started to be used for self-certification at the time of simple
settlement or Internet banking payment, and it has become the most targeted attacker
of crackers who are looking for monetary compensation.

Fingerprint forgery can easily be done by the general public, and since the
technique is not difficult, there is a problem that the recognition rate and the forgery
can be easily made. Especially, it is easy for ordinary people to risk forgery and
falsification because it is possible to counterfeit through materials that can be easily
obtained. Compared to the counterfeit fingerprint technology that is currently being
developed, the corresponding manual and countermeasures are insufficient.

Vascular technology It is a means of authentication using blood vessels. The
human body consists of arteries and veins. Arteries vary in number depending on
the characteristics of the human body, but the veins are formed during childhood
and are not changed afterward. Using this part, we use the second node of the finger
which does not change very much, and it irradiates the near-infrared to the target
finger. In the vein, hemoglobin has a property of absorbing near infrared rays. Near-
infrared rays absorbed from veins leave a black pattern through oxygen and store
the characteristics of the pattern, thereby performing authentication of the user.
Because of this feature, the possibility of counterfeiting is very low. In addition,
it has the advantage of being less influenced by deformation or damage of biometric
information [11].

Iris recognition technology The importance of iris recognition is increasing due to
the error rate and the risk of fingerprint recognition. The iris recognition technology
has the advantage of lowering the error rate than conventional face recognition or
fingerprint recognition. The biggest feature of iris recognition is that it is impossible
for forgery.

The machine segments the information from the pupillary boundary to the limbus
boundary in Fig. 3. Segmentation is the most important step in authentication, where
the images the machine gets are different for every person [12]. The recognition
speed is less than 1 second, and the error rate (false recognition rate) is low as
1072 because the forgery or damage rate of iris is low [13]. The iris is the most
complex and elaborate fibrous tissue in the human body. It is located between the
cornea and the crystalline lens and serves to control the amount of light entering the
pupil, such as the iris of a camera.

Although the security is high, there is a problem that the error rate is increased
due to deformation or various ocular implants (such as circle lens) in the eyes of
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the person to be identified. In addition, there are cases of misrecognition due to the
illuminance of light [13].

Signature recognition In the signature recognition technology, there is an offline
method of recognizing an already created signature and a method of acquiring a
signing process online. Of these, a dynamic method is known to be superior in terms
of security.

The type of information collected at the time of signing to perform authentication
varies from system to system, usually including signature time, speed, number of
times the pen has fallen from the paper, and the time at which it occurred [14]. As
Fig. 4 shows, divide the signature into parts, and analyze them according to each
element.

Facial recognition system Currently, it is widely used for crime investigation
and physical access control. In recent years, face recognition has been applied
to smartphones and smart TVs, and applications have been expanded to simple
payment and financial applications. In recent years, face recognition technology
has developed into identification technology for determining who is a person,
attribute recognition technology for recognizing face gender and age, and emotion
recognition technology for recognizing facial emotion state.

Face recognition technology has been developed for a short time. The probability
of misrecognition based on stationary front face photographs lowered from 79%
in 1993 to 0.29% in 2010 [15]. As shown in Fig. 5, face recognition technology
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Fig. 5 Major milestones in the history of face recognition. (Source: Researchgate.net)

has been applied to a wide variety of applications such as mobile camera, CCTV,
and black box. There are few restrictions on image acquisition compared to other
biometric technologies such as fingerprint and iris. Also, people feel less rejection.
However, face recognition technology also has a disadvantage in that it has higher
risk of forgery and alteration of the subject’s face or random change due to
plastic surgery than other biometrics technologies, such as fingerprint recognition
technology [16].

Voice recognition system The speech recognition system depends on the char-
acteristics of the individual’s unique voice. These characteristics are formed by
the combination of behavioral and physiological factors. Most speech recognition
systems rely on text that a particular word has to be spoken for recognition.
Speech recognition technology identifies a person’s voice by sampling once every
1/100 second and storing it in the form of a voice frequency graph [17].

Speech recognition systems are the most natural form of biometric technology
without physical contact. Convenient, but less reliable. Problems can arise when
using speech recognition systems for patients with colds or laryngitis. This technol-
ogy is the trickiest and most inaccurate.

Hand shape recognition Since the shapes of the hands and fingers are unique to
each person, the geometric information obtained by measuring the length and shape
of the finger in three dimensions is relatively easy to collect and process. Figure 6
shows what points the machine checks and measures length and width.

However, it is mainly used in places where security is not so important because
it is relatively inaccurate. It is used mainly in construction sites or outdoors because
it operates stably even in a harsh environment and has less information storage than
a system using fingerprint or eye [18].
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Fig. 6 Pointing a hand to
measure length and width.
(Source: uos.ac.kr)

5.4 FIDO (Fast IDentity Online) Authentication

With the development of the IT infrastructure, access to information has also
become faster than ever before. The basic authentication methods for the operation
and use of the information system service include a password and a PIN number.
Passwords are the most common means of authentication, but they can cause
security incidents if they are exploited by hacking or intentional attacks, such as
malicious code.

Recognition of the problem of passwords has existed for a long time, and
many studies have begun to solve them. In 2014, The FIDO alliance has comple-
mented these issues with a technology called FIDO. This technology has separated
authentication protocol and method. It is a technology that improves user’s conve-
nience while increasing authentication strength without password. Unlike password
databases, FIDO stores personally identifying information (PII), such as biometric
authentication data, locally on the user’s device to protect it. This can overcome the
problem of passwords.

As shown in the Fig. 7, FIDO proposes two protocols. First, UAF (universal
authentication framework) is a technology that authenticates a user by linking an
authentication method provided by a user’s device with an online service [19].

The second is the U2F (Universal 2nd Factor) Protocol, which is a protocol that
allows strong authentication to be added at user login as the second authentication
factor in the online service that uses the existing password. FIDO can distinguish the
part of the authentication token that the user authenticates and the authentication
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Fig. 7 Multifactor authentication using FIDO. (Source: techxplore.com)

protocol used by the client and the server, thereby diversifying the authentication
method without using a password [19].

The user can experience convenience by logging in to the service using bio-
based authentication or pattern recognition and can secure more stability than the
password by authenticating the user based on the public key between the client
and the server. With the introduction of FIDO authentication technology, security of
cloud control system can be strengthened, and simple authentication can be realized.

6 Proposed Model

Biometrics is a method for identifying and authenticating authorized users of bio-
metric information based on physical and behavioral characteristics. The previously
mentioned iris, vein, fingerprint, and face recognition technologies have advantages
and disadvantages depending on the usage environment and the modification of the
collected information when using a single authentication, which causes problems in
authentication reliability and safety.

Therefore, multiple biometric authentication is a way to overcome the limitation
of reliability and safety of single biometric authentication. This helps improve FAR
(false acceptance rate) and FRR (false recognition rate).
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Fig. 8 Gain through the use of multiple recognition systems [20]

As Fig. 8 is seen, Aleksandr Ometov et al. announced that it can reduce the error
rate of up to 108 when using multiple recognition system [20].

Implementation of multiple authentication systems requires proper sharing of
multimodal-based sensor recognition algorithms and efficiency by integration level.

Multiple biometric systems require the following requirements [21]:

¢ Utilizing multiple heterogeneous sensor for the same person

¢ Utilizing multiple heterogeneous sensor for heterogeneous people
¢ Utilizing multiple recognition information for the same person

¢ Utilizing multi-snapshot information of the same person

¢ Utilizing multiple matching information for the same person

The process of biometrics is shown in Fig. 9. General biometric systems consist
of biometric sensors, image processing algorithms, data storage modules, matching
algorithms, and decision modules. The biometric data collected by the sensor
converts the acquired information into digital data. The system can adopt a plurality
of heterogeneous sensors. The imaging processing algorithm extracts significant
information from the output image of the sensor and develops a biometric index. The
matching algorithm consists of comparing biometric indices based on the generated
reference data to generate matching scores and finally using the matching results to
determine system level awareness.

By replacing existing knowledge base (password, etc.), authentication with HCI
biometric technology, security, and convenience can be improved. Since internal
control plays an important role in cloud computing, countermeasures are needed
to prevent insider malfunction and system destruction. For this, an authentication
model combining two or more biometric technologies is proposed. However, simply
combining multiple biometric data can waste unnecessary time. The collected data
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are classified according to the characteristics and transmitted to FIDO authentication
or biometrics DB.

As shown in Fig. 10, physical authentication is used where the security level is
low, taking advantage of the minimization of user inconvenience. However, this is
linked to FIDO to further enhance security. Low-level authentication allows access
and monitoring of files, but no modification or control is possible.
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A higher level of authentication should be handled multiple times with physical
authentication plus behavioral or device authentication. This information should
be authenticated according to the process in Fig. 10. In addition, the information
log is recorded through unstructured data analysis such as classification, clustering,
machine learning, and sentiment analysis, which are big data analysis techniques,
and authentication is rejected for suspicious behavior.

7 Result and Discussion

Managing an effective cloud network environment requires thorough authentication
control. Network attacks in the external environment are becoming increasingly
difficult due to the development of technology. However, APT (advanced persistent
threat) and insider attacks are relatively vulnerable because they are aimed at human
beings. The cloud administrator, who is the target of the authentication, will need
not only the user authentication but also the authentication of the device.

It is necessary to introduce and build an integrated intelligent authentication
system that detects abnormal signs and analyzes human characteristics through
human actions. This paper investigated whether biometric technology of HCI and
FIDO could solve the problem and also proposed a model in which the control
system is appropriate by combining the above technologies. The standard for cloud
administrator privileges is not formalized. Therefore, no model has been derived
here that meets the standards and regulations.

There are limitations of biometrics as well as the above problems. Usually
biometric information has unchanging uniqueness; it is said to use a lot because
it has a strong character. However, in fact, biometric information can be changed
by various natural and social factors. Therefore, it is a wrong idea to judge that
biometric information is the only information that does not change. One example is
that the face type changes with age. Therefore, we need to find ways to overcome
these problems. It is necessary to develop an Al system that periodically recognizes
that the biometric information update or biometric information difference is a
natural change.

8 Conclusion

Reliability and complete security are the most important factors in how the future
cloud will evolve. From the first concept of cloud to the present, security concerns
have been continuing, and many security incidents have come true. But for this
reason, abandoning cloud technology is a waste of its strength and appeal.
Currently, research on cloud security is continuing in various aspects. The
results of the research on network and antivirus have achieved not only great
quantitative results but also many visible results. However, there is no standardized
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authentication process model or related policy for insiders. As a result, emerging
cloud providers can easily be exposed to security threats with little experience.
The currently offered model is CERT. This model will be the most basic concept.
To defend against advanced attack techniques, advanced defense techniques are
needed.

Although HCI technology was developed for human convenience, its reliability
is high enough to be used for human recognition authentication. Among them, the
development using biotechnology has been the most remarkable growth in recent
years. Using this biometric technology, it would be possible for machines to judge
and filter people.

The proposed model is to collect human behavior data through biometric tech-
nology and to adjust the authentication stage of a person by probabilistic judgment.
Probability algorithms have not been specified, but I believe that future research
under these concepts will enable the development of enhanced authentication
systems that can be used in practice.

There is no end to security. As the attack method changes, the defense method
also needs to be improved. In order for cloud computing, the core technology of the
Fourth Industrial Revolution, to be widely utilized, security fears must be addressed
first, and research on insider control programs must continue to improve reliability.
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A Study and Analysis of Issues )
and Attacks Related to Recommender Crechie
System

Taushif Anwar and V. Uma

1 Introduction

Recommender systems (RSs) are responsible for providing users with personalized
recommendations for services or products. Nowadays, rapid growth of information
system and increase in the number of users and data have become big problems in
accessing essential information. RS is a widely accepted approach for information
overhead and retrieval problem. Through the assistance of RSs, users can effort-
lessly get interested items from the enormous amount of products. In RSs, user
preference data is stored as rating profiles in a database, and they are used in finding
their preferences [1].

RSs are widely applied in numerous application domains, including tourism,
e-learning, e-commerce, healthcare, sports, etc. RSs are mainly established and
designed on the basis of data mining techniques [2], heuristics-based approaches
[3], association rule, and similarity measure-based pattern mining techniques [4].

A big challenge for RSs is that data exists in various patterns, viz., user likes,
purchased items, most viewed, URL logs, and multimedia elements of web pages.
Filtering approaches remove redundant and undesirable information from the large
information space and provide only those information that the user is interested. RSs
are generally categorized into three types, viz., collaborative filtering (CF), content-
based filtering (CBF), and hybrid filtering (HF) as shown in Fig. 1, on the basis of
how recommendations are made.

CF approach works depend on both the user’s previous ratings and the ratings
given by users having similar preferences for an item [5, 6]. CF approaches are
classified into two different classes: user-based CF and item-based CF. Mainly, these
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Fig. 1 Types of recommender system

filtering approaches are being used in most of the e-commerce sites and as well as
social networking sites. The main disadvantage of this type of recommendation is
the cold start problem. Initially, when systems don’t have sufficient information for
recommending items, cold start problem arises. For effective filtering using CF, a
huge amount of information regarding the items is required [7, §].

CBF recommendation approach works based on user’s past preferences and also
based on most viewed, liked, bought, and positively ranked items. Basically, this
approach initiates from the information filtering and information retrieval domains.
CBF system can recommend items as soon as information about items is available.
CBEF is also used as a supporting system for CF approaches in overcoming some
CF issues. In this approach, cold start problem is solved. In CBF, the problem arises
when there are potentially few users which may result in very lesser preferences and
various unrated items causing sparsity problem. In this situation, finding users with
similar interest is a very challenging problem [9].

HF approach endeavors to merge several recommendation approaches for elim-
inating the cold start, data sparsity, and overspecialization problem [10]. In various
ways, different filtering approaches can be merged. HF approach is presented to
overcome the traditional RS problems. Netflix uses HF approach. Mostly, HF is
used for hybridization techniques such as feature combining, features augmentation,
weighted, switching, mixed, and cascade approaches.

RSs are helpful for both users and service providers. RSs are commonly
accepted, and they play a significant role in analyzing and observing user’s
behaviors and generate recommendations as per their interest. This approach also
decreases the time and transaction expenses of selecting and searching items in an
online shopping domain. They also enhance revenues by means of selling more
products by providing users with their most likely subsequent page.
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The improvement of information and communication technology (ICT) has
transformed the world and has moved us into the Information Age. However, the
access and dealing with this huge amount of information are causing precious time
losses. Especially, teachers in higher education use the Internet as a medium to
seek advice from materials and content for the improvement of the knowledge
over the topics. The Internet has very vast services, and sometimes it is miles
hard for users to discover the contents easily and rapidly. ICT includes several
applications and services such as e-learning, e-health, e-tourism, e-banking, e-
government, etc. [11], which play a remarkable role in the development of new
media ways for interaction among people. Mobile learning is one of the trends
that expand exponentially, even in developing countries. In general, if students
have a multimedia mobile and Internet connection, even if the school lacks ICT
support, students can easily have access to online materials. Handling large amount
of information and getting accurate information within the stipulated time are a
difficult problem. In this scenario, the recommender system helps us and provides
accurate information within a short span of time using our past and demographic
information.

The remainder of the paper is organized as follows. Section 2 describes the
recommender system model, followed by the explanations regarding collaborative
and content-based filtering. Section 3 describes the matrices for recommendations.
Section 4 presents issues related to recommender systems. Section 5 reviews some
related work that was carried on issues of the recommender system. Section 6
presents a comparative analysis of collaborative and content-based filtering. Section
7 describes common attacks related to recommender system. Section 8 provides
details about applications of ICT in context of recommendation. Section 9 evaluates
the proposed approach using MovieLens datasets, and Sect. 10 concludes the book
chapter.

2 Recommender System Model

Recommender system suggests items to users based on their interests and behaviors
[12]. Figure 2 shows the simple model of a traditional recommender process. This
figure shows that user’s profiles and item features are obtained by profile and item
manipulation. Profile-item matching is performed and top-N-items are suggested
based on filtering. CF works based on the profile and ratings given by users. CBF
works based on user past preferences and profile attributes of users.

3 Metrics for Recommendation

Ranking of items plays important role in recommender systems. Ranking measures
are used widely when a list of ordered items given to the user is on the basis of
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Table 1 Confusion matrix
Recommended/ Not recommended/
positive prediction negative prediction Total

Used (relevant) True positive (TP)

False negative (FN)

Total relevant

Unused (irrelevant) | False positive (FP)

True negative (TN)

Total irrelevant

their interest. The order format can be as follows: the least relevant items are at the

bottom, and the most suitable and similar items are at the top.

In the field of information filtering, selecting good items from the background of
bad items can be viewed as refining relevant (used) and irrelevant (unused) items.
So, recommender system provides the items that users may like and the standard
way to measure. It is based on classification metrics like precision, accuracy, recall,
and false positive rate [13]. These metrics have been widely used in several domains
to incorporate recommendations as indicated in Table 1.

The classification metrics like accuracy, precision, recall, and specificity are

briefly explained as below.
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3.1 Accuracy

Accuracy as in Eq. 1 indicates how close a calculated value is to the real (true) value.

Accuracy = (P + TN) (1)
Y= TP+ TN + EP + FN)

3.2 Precision

Precision is defined as how close the measured values are to each other, or it may
denote the relevancy of the selected items [14]. For example, when an e-commerce
site recommends 20 mobiles and only 10 mobiles are relevant while failing to return
30 additional relevant mobiles, its precision as per Eq. 2 is 0.5 (TP = 10, FP = 10).

. TP
Precision = —— 2)
(TP + FP)

3.3 Recall

Recall denotes the number of relevant or positive items the model returns. It is also
known as the true positive rate or sensitivity [15]. For example, when e-commerce
sites recommend 20 mobiles and if only 10 were relevant while failing to return 30
additional relevant mobiles, then its recall as per Eq. 3 is 0.25 (TP = 10, FN = 30).

TP
Recall = ———— 3
(TP + FN)

3.4 Specificity

Specificity is also called true negative rate. It is used for measuring the number of
negative items that are correctly identified. The said formula is in Eq. 4.

TN

Speciﬁcity = TI\I——|—FP

“)
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4 Issues in Recommender System

4.1 Types of Issues in Collaborative Filtering
Data Sparsity Problems

The problem arises when there are potentially few users which may result in very
lesser preferences and various unrated items causing sparsity problem. In this
situation, finding users with similar interest is a very challenging problem [15].
The system becomes very ineffective, and it reduces the neighbor transitivity and
coverage. Neighbor transitivity problem occurs through sparse databases in which
users with related interest identification are difficult if they have not given the rating
to the same items.

Cold Start Problem

It is also known as ramp-up or start-up problem. There are mainly two related issues
in cold start problem: new user and new item problem. Cold start problem arises
when the new user and new item enter the system and when enough data/information
has not yet been gathered [16]. This is because these systems require a huge volume
of data regarding users or items for making appropriate recommendations. New
items cannot be suggested by the system until some users rate them. Cold start
problems can be solved by (a) explicitly asking the users about his interest, (b)
recommending item based on demographics, and (c) asking the user to rate some
items at the beginning information.

Scalability

If the number of users, items, and evaluations is too large for the system, the time
taken for processing real-time relations may be very high leading to very high
response time and may require some resources that are unavailable. This problem
exists in both collaborative and content-based filtering approaches. For example,
Amazon.com has approximately 20 million users and recommends more than 18
million items. For overcoming this problem and speeding up recommendations,
dimensionality reduction, clustering, matrix factorization, and using Bayesian
network were used. Generally single-value decomposition (SVD) [17] is used for
dimensionality reduction. Clustering increases the performance of recommendation
but decreases the accuracy because clustering algorithm finds users/items in small
clusters instead of the entire database. Matrix factorization methods are not suitable
for e-commerce recommendations with big datasets.
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Gray Sheep

Gray sheep problem occurs if users have the rare taste. In this case, the recom-
mendation may not be accurate, as there are no close neighbors. This problem can
be resolved by pure content-based filtering in which items are recommended by
manipulation of the description of items and user personal profile [18]. For example,
if the system identifies that users are interested in oceanography and technology, the
related items will be easily recommended to the user, even if unpopular items are
considered.

Early Rater Problem

Collaborative filtering system cannot provide the recommendation about newly
added items because there is no rating available at that time. When the user starts to
give the rating and even if the item has gathered enough rating, providing accurate
recommendation is difficult. Similarly, recommendations will not be accurate for
new users who have rated only a few items [19].

Synonymy

This problem occurs when similar or the same items have various names and the RS
fails to predict accurate items [20]. In these situations, the RS cannot find whether
the terms presented denote same items or different items. For example, memory-
based BF system will treat “Hollywood film” and “Hollywood movie” differently.
To resolve the synonymy problem, different approaches including SVD (single-
value decomposition, ontologies, and LSI (latent semantic indexing) are used.

Shilling Attack

It mainly concerns with collaborative filtering but has a minor threat compared to the
item-based CF approach. This problem arises mainly when a malicious user enters
the system and provides negative rating for their competitors and a lot of positive
rating for their own items. Its main target is to either decrease or increase item’s
popularity [21]. This type of attack decreases the quality and performance of the
recommender system and can become a barrier to the trust of the recommender [22].

Latency Problem
Latency problem is mainly related to cold start new item problem. This problem

arises when frequently new items are added to the database. Collaborative filtering
approach suffers from this problem because recommender systems recommend only
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those items which have been sufficiently rated and hence the newly added items will
not be recommended till sufficient rating has been gathered. The waiting time can
be reduced by using content-based filtering, but it may lead to overspecialization.
To overcome this problem, the category-based approach merged with the user
stereotype can be used [23].

Privacy

For providing better recommendation, i.e., what user wants or needs, recommender
system generally relies on the large amount of user data gathered from user interest
[24]. It may lead to data security and privacy concern issues. User data either col-
lected explicitly (product rating, comments, likes) or implicitly (purchase history)
also brings about privacy concern as this data also contains some demographic data
which can point to singular identity (social security number, email), product-related
information, and footprints that the user leaves online regarding the web browsing
information such as purchasing and search habits.

User’s data is stored generally in the centralized repository in collaborative
filtering which may result in data misuse. For overcoming this, cryptographic
techniques and semantic web technologies (ontologies) with natural language
processing (NLP) are used to diminish nonessential exposure of information [25].

4.2 Types of Issues in Content-Based Filtering
Limited Content Analysis

Limited content analysis problem arises when two different types of products
are defined using the same set of attributes. Hence, they become very difficult
to identify. The availability of content is limited, and hence it leads to the
overspecialization problem [26]. Items are generally represented and selected based
on subjective attributes. To get a satisfactory set of attributes, the attributes should
be assigned manually, or content is to be parsed automatically. Automatic parsing is
very easy for text features but not for videos and images.

Overspecialization

Content-based filtering approach will not select or recommend items if the previous
user activities do not provide any evidence. Sometimes, the user attempts to try
something related to new and novel items, but the system would never provide the
details. It prevents the user from knowing other options and discovering new items,
and so diversity of recommender system decreases. Diversity is a desirable feature
of recommendation approach.
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For recommending serendipitous items (accidentally suggests items unexpected
but useful) [27] and novel items along with known items, some randomness can be
added.

Learning Algorithm Problem

Choosing a learning algorithm is also an issue because the efficiency of a learning
method does play a vital role in decision-making. Storage space and computational
complexity of the algorithm can also become an issue in managing user profiles.
Genetic algorithm and neural network are slower compared to other learning
methods because several iterations are required to determine the relevancy of the
document. Relevance feedback and Bayesian classifier are used for increasing the
speed and performance.

5 Related Work Regarding Recommender System Issues

The root of the RSs began with research papers on CF by W. Hill et al. [28] and
Resnick et al. [29]. Numerous methods such as clustering, regression, decision tree,
neural network, and k-NN are applied in RSs. There are some issues such as shilling
attack, data sparsity, cold start, scalability, gray sheep, latency, and privacy problems
which are faced by RSs.

Sh. Asadi et al. [30] presented a course recommender system using clustering
and fuzzy association rule mining. In general, through ICT, student is getting the
course list, and selecting an appropriate course is a difficult problem. The main goal
of this work is to develop a course recommender system that takes the student’s
information into account to suggest proper courses. Clustering is used for finding
the students having similar skills, interest, and behavior. Fuzzy association rule
mining is applied for analyzing patterns in course selections by students as well as
the associations between them. The mined rule helps in decision-making regarding
course selection.

Some researchers like Yongfeng Qian et al. [31] presented an emotion-aware
RS using hybrid information fusion. The author tried to consider user’s emotional
changes, which play an imperative task in consumption activity. For hybrid infor-
mation fusion, three types of information are analyzed, viz., user social network
data, user rating data, and user reviews. The experimental evaluation is done
by watercress datasets, and results prove that the presented model significantly
increases the recommendation accuracy and provides a higher prediction rating.

Jingwei Xu et al. [32] presented a solution for the cold start problem by using
generic RAPARE strategy. This allowed the system to provide faster recommenda-
tion with linear scalability and also gives special treatment for both new users and
new items problems. MovieLens and real dataset are used for experimental testing.
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Andy Yuan Xue et al. [33] have given a solution for data sparsity problem.
The solution is related to destination prediction using SubSyn (Sub-Trajectory
Synthesis), SubSynE (E for Efficiency), and SubSynEA (A for Accuracy), and the
procedure is expressed on the basis of the Markov model. For improvement in
accuracy, this algorithm uses the space partitioning techniques and second-order
Markov model. In this paper, real-world T-drive taxi trajectory project dataset is
used for experimental testing. The result shows improvement in prediction accuracy
and run time accuracy.

Ke Ji et al. [34] presented a solution for scalability problem wherein the recom-
mendation is made on the basis of tag—keyword relation matrix as a replacement for
user—item matrix. Three-factor matrix factorization and neighborhood method are
used for building the tag—keyword relation matrix on the basis of observed rating.
For experimental testing, KDD Cup 2012 real dataset is used. Through this, increase
in scalability is achieved on the incremental processing of new data.

Benjamin Gras et al. [35] proposed a solution for gray sheep users (GSU)
problem wherein new distribution-based GSU identification technique is used. The
MovieLens dataset is used for experimental testing. The result shows that accuracy
achieved is slightly higher.

Karthikeyan P. et al. [36] presented solutions for shilling attack problem where
discrete wavelet transform is used to perform the rating series and support vector
machine is used for classification. The MovieLens dataset is used for experimental
testing. Specificity (true negative rate) and sensitivity (recall) around 90% and
precision over 90% are achieved using the proposed technique.

Shahriar Badsha et al. [37] proposed solutions for privacy problem wherein the
main motive is to hide user’s private information from the RSs. In this work, privacy-
preserving protocol and cryptography-based approach are used. GroupLens dataset
is used for experimental testing. In this paper, experimental result shows that other
users and servers cannot learn about users and accuracy is also maintained (Table 2).

6 Comparative Analysis of Collaborative and Content-Based
Filtering Approaches

From Table 3, it is found that the data sparsity problem is present in both
collaborative filtering and content-based filtering. New user problem is present
in both the filtering approaches, but new item problem has been solved in CBF.
Scalability issue is present in both, but gray sheep problem is solved in CBF. Early
rater problem is present in CF but solved in CBF. Synonymy issue is present in both,
and shilling attack is present in CF and solved in CBF. Latency problem is present
in CF but partially solved in CBF. The limited content analysis is present in CBF
but partially solved in CF. Overspecialization and learning algorithm problems are
present in both filtering approaches.
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Table 3 Comparative analysis of content-based and collaborative filtering approaches

Issue name Collaborative filtering | Content-based filtering
Data sparsity

New item problem (cold start problem)
New user problem (cold start problem)
Scalability

Gray sheep

Early rater problem

Synonymy

Shilling sttack

Latency problem

olowalaluslvwlv =
X NIX XN N XN

Partially solved
Privacy

— | =
- O

Limited content analysis

—
[\S)

Overspecialization

SANANANANENENENENANENENEN

>
NSNS S

Learning algorithm problem

7 Common Attacks Related to Recommender System

In RS, recommending some bogus item by an attacker is called attack. Attacks are
classified by how attackers create profile. Generally, shilling attack is classified as
push attack and nuke attack. In push attack, attackers provide the highest rating to
targeted items for increasing the popularity, and in the nuke attack, attackers give the
lowest rating to target items for decreasing the popularity. We are mainly focusing
on push attacks such as random attack, average attack, probe attack, bandwagon
attack, reverse bandwagon attack, segment attack, and love—hate attack.

7.1 Random Attack

The random attack is caused due to low information and low knowledge [36].
Attack-generated profile is chosen randomly, and it is rated based on the mean
rating and standard deviation of the system. The targeted sets of items are rated with
maximum and minimum values depending on the nature of the attack, i.e., push
or nuke, for example, if the rating is between 1 and 5, where 1 and 5 correspond
to disliked and liked items, respectively. Implementation of this attack is generally
easy, but effectiveness is poor.

7.2 Average Attack

This attack is complicated than other attacks because it requires more information
about the system, recommendation algorithm, and datasets for practical imple-



A Study and Analysis of Issues and Attacks Related to Recommender System 149

mentation [41]. Generally, it uses particular average rating of the individual item
rather than the global average of the system. For attacking, an attacker randomly
chooses the items and uses the standard deviation of the particular item and normal
distribution with mean.

7.3 Bandwagon

Bandwagon attack is also called as popular attack. Items which are rated by various
users are known as popular items. Here, the attacker gets benefits out of Zipf’s low
distribution of popularity and thereby results in biased outlines that include the most
famous items. Hence, there is a high probability that attackers switch to the role of
real users [36].

7.4 Reverse Bandwagon Attack

It is an extension of the bandwagon attack. Generally, in this type of attack, the
chosen items are to be less rated by various users. The attack gives less rating to
these items and the goal item. This technique is related to widely disliked items
with the goal item, raising the chance that the system will produce the less-predicted
rating for them [42].

7.5 Segment Attack

In segment attack, the attacker changes the goal of attacking from the whole user set
to only a section of portraits with a particular interest. The attacks on the segmented
way are usually considered more robust and also have a vital impact on the item-
based algorithm. It is also more effective on the user-based algorithm [36].

7.6 Probe Attack

In this attack, attackers give the rating to a small number of selected items and can
gradually develop an attack profile which will nearly match ratings given by the
real users of the system. So, there is a chance of more similarities between real and
attack profiles. Less domain knowledge is needed as compared to other attacks.
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7.7 Love-Hate Attack

In this attack, knowledge requirements are absent. It works based on the attack
profile where the goal item gets less rating while filler items get more rating.
Especially, this profile generation approach is much powerful in a nuke attack [43].

The main goal of recognizing the attack profile and eliminate them from the RS
before producing the recommendation. There are mainly two types of approaches,
namely, item-based and profile-based. Item-based approach selects items whose
predictions are beyond the boundaries. This approach depends upon the statistical
process control (SPC) technique, where anomaly ratings detect for each items. The
boundary created the lower and upper limits which are estimated by two horizontal
lines with the use of historical ratings. This approach unfortunately alerts of the
presence of the attack, but it is unable to spot the culpable rater. The profile-
based approach can be classified into two classes, namely, principal component
analysis-based method and classification-based approach. Principal component
analysis-based method transforms the user—item matrix to a hyperplane, then it will
be identified as an attacker. The classification-based approach exploits a model that
was built previously to predict whether a new profile is a genuine user or an attacker.

8 Application of ICT in Context of Recommendation

ICT includes several applications and services, namely, videoconferencing and
distance learning. ICT plays a remarkable role in the development of modern ways
of interaction among people.

ICTs are playing an important role in the education field. Teachers use ICTs to
participate in the online conference and search for teaching materials that can aid
in teaching. For students, ICT is used as a reference tool. In the e-learning system,
students can access class notes, submit assignments, and also join a discussion group
with the help of ICTs [44]. Nowadays, we have a large number of books, articles,
materials, etc. in the Internet. So, finding the right materials at the right time is
difficult. RS helps us in finding the right materials quickly [45]. Through RS, we
can save our time, effort, and money.

In the banking sector, ICTs play a remarkable role and help in controlling the
entire banking system which involves electronic banking services. Users use ICTs
to make transactions 24*7 (anytime anywhere) and save their time as well as money.
For controlling the whole banking system, bank administrators use ICTs. In the field
of banking, various types of schemes exist. Selecting suitable schemes is a difficult
problem. In this case, RS recommends schemes according to user needs, and it helps
to get more benefits [46].

Selling and buying goods using the Internet is known as e-commerce. E-
commerce makes buying and selling activities easier and faster. In an e-commerce
sector, suppliers, employees, and customers get benefits from the usage of ICT.
Buyers use ICTs to connect online with suppliers to purchase products, and
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suppliers use ICTs to keep track of their transactions [47]. Selecting an accurate
product from a large number of products is a difficult task. In this case, the
recommender system plays an important role. RS recommends products based on
past buying behavior or demographic information of the user.

ICT applications had been precious resources inside the medical area. They
assist the green exchange of facts among health professionals. They facilitate the
transfer of patient records and can improve the quality of care provided by health
professionals [11]. Ultrasound, CT scan, and ECG are achieved with the aid of ICTs
in prognosis of different diseases. The advantage of combining information and
communication technologies (ICTs) with recommender systems and health sector
is apparent as not only patients but also healthcare personnel and the fitness care
system are benefited. In this field, RS helps the doctor and recommends what types
of tests are required and what types of diagnoses are required based on patient past
information. Through this we can save money, time, and lives also.

9 Proposed System Architecture

In this proposed recommender system, recommendation is done using collaborative

filtering and intention mining. For finding similarity, cosine similarity is used. After

that prediction matrix is generated. The recommendation is done using intention

merged with the prediction matrix [45]. The proposed approach will overcome new

user problem and improve recommendation accuracy. The inferred intention will

also help the RS to enhance the user experiences and provide better services.
Proposed recommender system is split into five modules:

» Data preprocessing
In data preprocessing, data is transformed into efficient and useful format, and
also missing values are identified.
¢ Calculating similarity between items and users using cosine similarity techniques
Similarity is calculated using cosine similarity in which more similar items
have more chance of recommendation.
* Finding prediction matrix
The rating of items is calculated using prediction matrix. Through the
prediction matrix, missing rating is also predicted.
 Identifying the intentions of the user
From the user profile, intentions such as age, gender, and time are identified.
¢ Recommendation based on collaborative filtering and intentions
Combining collaborative filtering and intentions will increase the recommen-
dation accuracy.

IM is a technique that aims to identify user’s intentions from their contextual
information or historical interactions. It has been widely applied and studied in
various research areas such as web search, social media, multimedia, robotics,
etc. The intentions of the users are correlated with user—item interactions, user’s
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Fig. 3 Proposed model for recommendation using collaborative filtering and intention mining

social influence, and user’s social influence. This proposed approach will result in
improved recommendation accuracy because it gathers intentions of the user from
various sources of raw data [48].

9.1 Datasets and Result Discussion

In this work, for generating intentions, we have used the publicly obtainable dataset
for movie domain from MovieLens 1M datasets which contain 6040 users, 3900
movies, and 1,000,209 ratings. From the MovieLens datasets, we have taken users
dataset (user ID, gender, age), rating datasets (user ID, movie ID, rating), and movies
dataset (movie ID, title, genres).

In this proposed approach, we tried to generate user intention based on the
category of movies using the gender and age of the user. At first, we identified
the number of male and female users based on age. Age group is divided into
seven categories (under 18, 18-24, 25-34, 3544, 45-49, 50-55, 56+). Figure 4
shows that people in age group 25-34 gave more ratings in both genders. Figure 5
shows the percentage of male users in different age groups based on movie genres.
Figure 6 shows the percentage of female users in different age group based on
movie genres. The ratings and the intentions present in the datasets will increase
the recommendation accuracy.
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Comparison graph of different category of movies for female users
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10 Conclusion

In the field of recommender system, much research has been done over the
last few decades. This book chapter has introduced the RS approaches such as
collaborative, content-based, and hybrid filtering approaches that are mainly used
for recommendations. Each approach has its own issues and challenges, and much
research is being done actively to solve them. We have also surveyed the issues
and challenges related to collaborative and content-based filtering. In this work,
literature analysis is provided on the basis of issues, techniques used for solving
these issues, datasets used for experimental testing, and advantages gained by the
researcher.

Various interesting approaches have been developed in this research field.
However, there are various challenges and issues that are to be handled. Firstly,
there is a demand to analyze and distinguish the various approaches of RS with
a standard evaluation platform and to develop and embellish plan guidelines.
Secondly, purpose of the research such as reducing and alleviation of the data
sparsity, the new item or the new user (cold start), scalability, gray sheep, early
rater, synonymy, shilling attack, and privacy problems of recommendations are still
under-explored. The chapter concludes by highlighting the issues, challenges, and
application of recommender systems.
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