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Preface

We are delighted to introduce the proceedings of the 14th European Alliance for
Innovation (EAI) International Conference on Communications and Networking in
China (ChinaCom 2019). This conference brought together researchers, developers,
and practitioners from around the world, who are interested in the field of communi-
cations, networks, image processing, and internet applications.

The technical program of ChinaCom 2019 consisted of 92 papers, including 80 full
papers and 12 workshop papers in oral presentation sessions at the main conference
tracks. The conference sessions were: Session 1 - Internet of Things, Edge and Fog;
Session 2 - Antenna, Microwave and Cellular Communication; Session 3 - Wireless
Communications and Networking; Session 4 - Network and Information Security;
Session 5 - Communication QoS, Reliability & Modeling; Session 6 - Pattern
Recognition and Signal Processing; Session 7 - Information Processing; and Session 8 -
DISA Workshop. Apart from high quality technical paper presentations, the technical
program also featured four keynote speeches which were delivered by Prof. Jun Yu
from Hangzhou Dianzi University, Prof. Yang Yang from Shanghai Tech University,
Prof. Xinheng Wang from Xi’an Jiaotong - Liverpool University, and Prof. Haijun
Zhang from the University of Science and Technology Beijing.

Coordination with the steering chair, Prof. Imrich Chlamtac, and honorary chairs,
Prof. Changjun Jiang, Prof. Qing Nie, and Prof. R. K. Shyamasundar, was essential for
the success of the conference. We sincerely appreciate their constant support and
guidance. It was also a great pleasure to work with such an excellent Organizing
Committee and we thank them for their hard work in organizing and supporting the
conference. In particular we would like to thank, the Technical Program Committee
(TPC), led by our TPC co-chairs, Honghao Gao, Guangjie Han, Jun Wu, and Wei Xi,
who completed the peer-review process of technical papers and made a high-quality
technical program. We are also grateful to conference manager, Kristina Lappyova, for
her support, and all the authors who submitted their papers to the ChinaCom 2019
conference and workshops.

We strongly believe that the ChinaCom conference series provides a good forum for
all researcher, developers, and practitioners to discuss all science and technology
aspects that are relevant to communications and networking. We also expect that the
future ChinaCom conferences will be as successful and stimulating, as indicated by the
contributions presented in this volume.

November 2019 Honghao Gao
Jizhong Zhao
Zhiyong Feng

Jun Yu
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Abstract. Image aesthetic assessment is a challenging problem in the
field of computer vision. Recently, the input size of images is often limited
by the network of aesthetic problems. The methods of cropping, wrap-
ping and padding unify images to the same size, which will destroy the
aesthetic quality of the images and affect their aesthetic rating labels.
In this paper, we present an end-to-end deep Multi-Task Spatial Pyra-
mid Pooling Fully Convolutional Neural NasNet (MTP-NasNet) method
for image aesthetic assessment that can directly manipulate the original
size of the image without destroying its beauty. Our method is developed
based on Fully Convolutional Network (FCN) and Spatial Pyramid Pool-
ing (SPP). In addition, existing studies regards aesthetic assessment as
a two-category task, a distribution predicting task or a style predicting
task, but ignore the correlation between these tasks. To address this issue,
we adopt the multi-task learning method that fuses two-category task,
style task and score distribution task. Moreover, this paper also explores
the reference of information such as variance in the score distribution
for image reliability. Our experiment results show that our approach has
significant performance on the large-scale aesthetic assessment datasets
(AVA [1]), and demonstrate the importance of multi-task learning and
size preserving. Our study provides a powerful tool for image aesthetic
assessment, which can be applied to photography and image optimization
field.

Keywords: Multi-task learning · Image aesthetic assessment · Fully
convolutional neural networks · Spatial pooling layer

1 Introduction

Image aesthetic assessment is a challenging issue in the field of computer vision
in recent years, and has a wide range of application scenarios. For example, image
aesthetic quality assessment can give certain guidance and help to photography
[2]; it can be used as a loss function for image beautification or optimization [3];
iterative artificial intelligence can make pictures and optimization [4].
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Recently, the most models for aesthetic assessment have to fix the size of
the input image, thus destroying the aesthetic elements of the image, affecting
its aesthetic score, and affecting the subsequent training. Figure 1 shows the
three common methods that divert images to the fixed size. The original image
(640 × 480) is taken by three operations: cropping, wrapping and padding that
transforms the image to the specified size (224 × 224). These operations will
obviously damage the beauty of the picture. To address this problem, this paper
proposes the MTP-NasNet for images of arbitrary size input, which has achieved
outstanding experimental results. The main work are introducing the modified
FCN of image segmentation and the SPP layer of image classification to our
aesthetic models. In addition, for the convenience and efficiency of training,
three different treatments were performed to speed up the training and increase
the convergence speed for three different aspect ratio pictures.

(a) cropping to (224 x 224) (b) padding to (224 x 224)

(c) the original image (640 x 480) (d) wrapping to (224 x 224)

Fig. 1. The original image and three images that transformed to (224× 224)

In addition, early image aesthetic assessments were judged based on two
classifications, that is, the image was divided into high and low quality according
to the threshold of the rating score (usually 5 points). Usually, a single and simple
label (i.e.,good or bad) is attached to image to indicate its aesthetic quality [5].
However, due to the subjectivity of aesthetic assessment, a simple label might be
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insufficient to indicate the divergence among different rater’ aesthetic. In recent
years, the researches on aesthetic assessment have gradually changed from simple
two-category prediction to complex score distribution prediction and image style
prediction [6–9]. Nevertheless, the correlation between these tasks is ignored. In
fact, these tasks can promote each other and learn together.

In this paper, we introduce a method based on multi-task learning that
learned score distributed prediction, two-category prediction and style prediction
at the same time. The two classification of images reflects the overall aesthetic
quality of a photo, but for aesthetic problems, the amount of information in train-
ing times is too small, it is difficult for computer learning to get better results,
and it cannot reflect the difference of human views. At present, the relationship
between the two-category prediction task and the score distribution prediction
task is not effectively utilized. In addition, style prediction is also helpful for the
two-category prediction tasks and score distribution prediction tasks. Above all,
multi-task learning is an inductive migration mechanism that uses additional
sources of information to improve the learning performance of current tasks
[10–12]. Based on the above points, this paper proposes a new multi-task method
combining distributed prediction, two-category prediction and style prediction.

Furthermore, we discovery that the distribution of each image rating score of
our AVA dataset has different variances. Figure 2 is the variance histogram and
standard deviation histogram of all the image scores distributions of the AVA
dataset. The abscissa is the magnitude of the variance and the standard devia-
tion, and the ordinate is the number of images. The large variance distribution
indicates that the scorers’ opinions have large divergence and therefore its refer-
ence is quite doubtful. So the significance of such training data onto predicting
the high and low quality binary classification is relative smaller. Based on this
problem, this paper provides a corresponding weight for each training data to
indicate its reliability.

Fig. 2. Variance and Standard deviation histogram of the score distribution.

Our main contributions can be summarized as the following three points:

In order to solve the problem that the picture input into the network is unified
to a fixed size and thus the image aesthetics is damaged, we introduce the full
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convolutional network and the spatial pyramid pooling layer, and propose a new
aesthetic evaluation network that can process image input of any size.

In order to improve the experimental results, we adopted the multi-task learn-
ing method, and jointly studied the three tasks of two-category prediction, style
prediction and score distribution prediction.

Finally, considering the variance information in the score distribution to help
determine the reliability of the score, we added the weight of the distribution
variance to each image to optimize the learning efficiency.

The rest of this paper is organized as follows: The second part reviews the
related work in this field in recent years, and the third part elaborates the details
and implementation details of the new model proposed in this paper. The fourth
part shows the experimental results and experimental analysis. The final fifth
section summarizes the overall work and looks ahead to future work.

2 Related Work

In this section, we first review the existing research on image aesthetic assessment
and then demonstrate a short overview of two interrelated of our work: multi-
task learning and our MTP-NasNet.

2.1 Image Aesthetic Assessment

Detecting and measuring different distortions, e.g. block, noise and blur to mea-
sure image quality might be the earliest methods for the image quality assess-
ment [13]. Although these methods always have an outstanding effect on those
issues caused by storage, transmission and acquisition, they often reflect people’s
subjective perception of image aesthetic quality not well [14].

Image aesthetic quality evaluation has attracted the attention of many
researchers because of its wide application [4]. The common image aesthetic
quality evaluation system is divided into two stages: feature extraction and
decision making. Feature extraction is divided into manual design features and
deep learning automatic learning features [3]. Classifiers or regressions such as
Bayesian classifiers, support vector regression or convolutional neural networks
are generally used in the decision process. Initial research often designs aesthetic
features that match it by analyzing some of the adopted photography rules and
common perceptual criteria. Datta et al. [15] was the first to start researching
this aspect. Sun et al. [16] estimates the distribution of the focus of the visual
person based on the global significance region. Luo et al. [5] extracts geometric
composition, color harmony, texture definition, illumination and other features
in the extracted target area to represent the image. Most of the subsequent
manual extraction features are based on content and significantly improve the
accuracy of image aesthetic quality assessment.

With the development of deep learning the research work on image aesthetic
classification and scoring has entered a new era: the aesthetic characteristics of
images are automatically extracted. The researchers applied a variety of volumes
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and neural networks for image recognition to aesthetic scores, and the accuracy
was much higher than that of hand-designed features. Peng et al. [17] proposed
to improve the network structure of AlexNet for emotional classification, style
classification and other tasks.

But most deep neural network models require fixed-size inputs, and recent
studies have tried to solve this problem. Lu et al. [8] proposes the method that
the images of the same picture with different cuts are input into the network in
order to obtain global features and local features. Argyriou et al. [18] implements
the prediction of any size input by applying a full convolutional neural network,
but the training is still fixed in two sizes. Although some recent studies want to
eliminate the effects of fixed size, their improvement actually hasn’t sufficient
effect.

For this issue, we propose our MTP-NasNet method for image aesthetic
assessment that can directly manipulate the original size of the image with-
out destroying its beauty. In addition, we introduced multitasking and variance
weights into our model to improve predictions. Specifically, our approach mod-
ified the NasNet to a double-column CNN that one column handle the full-
convolution network and another column adopts the spatial pyramid pooling
layer. In order to improve accuracy, we adopted multi-task learning, joint learn-
ing of two-category prediction task, style prediction task and scoring distribution
prediction task. Furthermore, we consider the influence of variance information
on the distribution reliability, and add variance weights to each group of distri-
butions. The experimental results also illustrate the effectiveness of our work.

2.2 Multi-task Learning

For complex problems, they can be divided into simple and independent sub-
problems, and then merged to finally get the results of complex problems. But
in the real world, many problems cannot be broken down into multiple sub-
problems. In addition, if we treat a real problem as a stand-alone single task,
we will ignore the rich information between the questions. Multitasking is born
to solve this problem [19]. The associated multitasking learning is better than
the single task learning. Since all tasks have more or less noise, for example,
when we train the model on task A, our goal is to get a good representation
of task A, ignoring data-related noise and generalization performance [19–21].
Since different tasks have different noise modes, learning different tasks at the
same time can get a more general representation. Tang et al. [12] proposes a deep
identification-verification features for joint training of face recognition loss and
face classification loss. Lu et al. [8] has found that there is a close relationship
between style and image classification. In this paper, we propose to use multi-task
learning to learn the two-category, score distribution and style simultaneously
and achieved good results.
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2.3 FCN and SPP

In order to avoid the influence of image sizes change, this paper proposes a deep
MTP-NasNet method that can handle the issue of different pixel images, thus
retain the quality of original images. The design of our MTP-NasNet is inspired
by the success of the FCN [13,22] in image semantic segmentation filed and SPP
[23] in visual recognition filed.

At present, FCN [13] in the field of image segmentation and SPP [23] in the
field of image recognition can theoretically process images of any size input, but
they all have their own problems. By increasing the deconvolution layer of the
data size, the FCN can output fine results and can feel the details of the picture.
However, since FCN only classifies individual pixels and does not fully consider
the relationship between pixels and pixels, it lacks spatial consistency. Since
SPP uses a plurality of windows to extract features, it is possible to effectively
consider spatial information of an image. However, since SPP divides the image
from the fine space to the coarse space, it is easy to lack the perception of the
detailed information of the image (the theoretical division is very fine and the
detailed information can be perceived, but the calculation amount is too large
to be realized [22]). In this paper, in order to achieve arbitrary size input and at
the same time take into account the spatial information and detail information
of the image, we propose a new two-column aesthetic network. Both column can
receive image input of any size, one column network uses FCN to extract detail
information of the image, and the other column network uses SPP to extract
spatial information. We refer to the idea of the two-column network in [8], but
our work is very different from his work: first, although their network and our
network are both two-column network, but their network input still fixed size
to compromise the aesthetics of the image. Second, the network structure inside
each channel is different totally. The network proposed in this paper uses SPP
to extract spatial information and uses FCN to extract other information.

3 Framework

3.1 Multi-task Learning

we adopts the multi-task learning method to improve our tasks’ performance,
where each level of the supervised information is formulated as a learning task.
This allows our model to share learned features between multiple tasks, making
it possible to learn more deep image features by using the additional low-level
supervision [19]. This greatly facilitates convergence of the task for aesthetic
quality prediction.

The method of multi-task learning we propose is shown in Fig. 3. We share
hidden layers between image two-category prediction tasks, score distribution
prediction tasks, and style prediction tasks, and retain their respective output
layers. By sharing parameters between shared layers, the risk of overfitting can
be reduced, and individual parameters of different specified tasks can be trained
by separate training of specific output layers. In this experiment, because the
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current research gradually shifts from the two-category prediction to the score
distribution prediction, we pay more attention to the effect of the score dis-
tribution prediction. We refer to the classical method [24–26], taking the score
distribution prediction as the core task. In the experiment, three tasks are jointly
trained. During the test, only the two-category prediction and the score distribu-
tion prediction were tested. The three tasks of our model have a certain hierarchy
and range from simple two-category prediction to complex rating distribution
prediction. This hierarchy essentially follows the basic procedures of the person
to judge the beauty of the picture. People should first be able to have an intu-
itive judgment of the style of the image, and then have a high or low judgment
on its aesthetics, which in turn can have a rough division of the specific score
distribution.

Fig. 3. Our multi-task learning method.

In the jointly training of three tasks, we use the implicit sharing of hidden
layer parameters. The most important problem in the specific implementation
is the loss function. In the traditional multi-task learning’s training process, the
importance of all tasks is considered the same [27], but in this model, it is obvi-
ous that the importance of the three tasks is different. For example, the aesthetic
quality two-category prediction is much more complicated than the style predic-
tion, which leads to learning difficulty and convergence rate are different. We
initially tried to add different losses simply. But soon we found that although
one task would converge to get good result, others would perform poorly. We
found a good method [27], which proposes to introduce uncertainty to determine
the weight loss in multi-task learning: learn another noise parameters in the loss
function of each task. In this way, we can directly add up to the total loss as
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before. In addition, we refer to the proposed multitasking loss function by Liu
et al. [28]. Finally our multitasking total loss function and their separate loss
functions are as follows:

Losstotal =
1

2σ2
1

·Ldis +
1

2σ2
2

·λ1Ltwo +
1

2σ2
3

·λ2Lsty +log σ1 +log σ2 +log σ3 (1)

where Ldis, Ltwo and Lsty are the distribution functions of fractional distribution
prediction, two-category prediction and style prediction. σ1, σ2 and σ3 are the
observation noises of three task scalars respectively, and the range of values
is −1.0 < log σ < 2.5. λ1 and λ2 are the weighting factor of the auxiliary task
respectively. After a lot of experiments and repeated tests, their values are finally
set as : λ1 = 0.15, λ2 = 0.06, log σ1 = 0.5, log σ2 = 0.9, log σ3 = 0.6.

Ldis(y, ŷ) =

(

1
N

N
∑

k=1

∣

∣

∣CDFy(k) − CDF
̂ŷ(k)

∣

∣

∣

r
)1/r

(2)

where y and ŷ are the truth distribution and predictive distribution, with N
ordered classes of distance ‖si − sj‖r, CDFy(k) is the cumulative distribution
function as

∑k
i=1 ysi

Ltwo (yi, ŷi) = − log | Softmax (yi, ŷi)) | (3)

Lsty (yi, ŷi) = − log | Softmax (yi, ŷi)) | (4)

Adjusting the learning rate in a neural network is one of the most important
hyper parameters. So we try to adjust the learning rate. However, there is a
particularly suitable learning rate for task A, while the rate of learning is different
for another task B. If the learning rate is too large, the gradient will disappear
in training. We adjust the learning rate separately in the sub-network of each
task, and use another learning rate in the shared network part. In the specific
experiment, we set the learning rate to 0.01 in the shared network part, and set
the learning rate to 0.001 for the specific task part.

3.2 Double-Column Network

In order to solve the problem of different size input, we have proposed a double-
column MTP network to directly manipulate input images of any size without
having to change to a fixed size. Figure 4 are our double-column network struc-
ture. The first column of the network draws on the ideas of the FCN network.
CNN usually consists mainly of two types of layers with weight parameters: con-
volutional layer and fully connected layer. Among them, the convolutional layer
uses the filter sliding serial port to obtain the convolution, and does not require a
fixed-size input. However, the fully connected layer requires a fixed length vector
as input, resulting in constraints on the fixed size input of the CNN. Inspired by
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this, for the first column, we removed the fully connected layer in the original
networks, transformed it into a full convolutional network structure, and then
replaced the original full layer with a convolution layer with filters that size of
1 × 1.

Fig. 4. Our double-column NasNet structure.

Another column of networks refers to the idea of SPP. We add the spatial
pyramid pooling layer behind the feature map of the convolutional layer output
and use the softmax classifier to get the final probability distribution. Specifi-
cally, our experiment uses 1 × 1, 3 × 3, and 4× 4 three pooling windows to pool
the convolved feature maps, merge the results, and then pass the fully connected
layer to get the output. Then we combine the outputs of the two columns of chan-
nels and get the final prediction result through the softmax classifier. We identify
the improved networks based on the original Nasnet as MTF-Nasnet. It is worth
noting that in the experiment we used the pre-trained weights on Imagenet as
the initial weights. This is because the weight of the original network and the
new network we proposed are the same, which makes our training easier and
more efficient.

3.3 Variance and Distribution-Aware

In the previous work, we treated all sample images fairly. In reality, however,
the score distribution for each image has different variances and medians to
indicate the degree of score divergence and the concentration score for most
scores, respectively [39]. For the distribution prediction task, if the variance of
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the score distribution of a picture is larger, the difference of the score is larger,
which indicates that the aesthetic distribution is less credible. Conversely, the
smaller the variance, the higher the credibility. For the high and low quality
two-category classification task, if the score of a picture is more concentrated at
about 5 points, it means that most people think that the aesthetic quality of
this picture is medium, then the importance of this image for the classification
task is small. Based on the above two points, we add corresponding weights
to the training samples in the distributed prediction task and the two-category
prediction task to indicate their referability.

4 Experiment

We conducted the tasks of aesthetic distribution prediction and aesthetic qual-
ity classification, and compared them with the existing learning methods in
these two fields. For the aesthetic distribution prediction task, we mainly com-
pare with the kNN [29], LDSVR [30], SANE [7], IIS-LDL [31] and SVDR [32]
methods. The aesthetic distribution prediction task mainly evaluates the per-
formance of different methods by measuring the distance between the predicted
distribution and the true distribution of all images. In this experiment, we used
several measures: Probability of Euclidean Distance (PED), Chebyshev distance
(Cheb), cosine distance (Cos), Probability of Kullback-Leibler divergence (PKL)
and Earth Mover’s Distance EMD. For the aesthetic quality classification task,
we mainly compare with DCNN [8], DMA-Net [6], MNA-CNN [43], and SANE
[7]. The measure of performance is the accuracy of the two classifications. Based
on the NasNet network, we modified it and obtain the Multi-tasking NasNet
(MT-Nasnet) that only adopt the multi-tasking method, Spatial pooling and
Fully-convolutional NasNet (SF-NasNet) that only adopt the two column con-
volutional NasNet, Variance and Distribution-aware NasNet (VD-NasNet) that
add corresponding weights and Multi-Task Spatial Pooling Fully Convolutional
Neural NasNet (MTP-NasNet) respectively. The experimental results and cor-
responding comparative analysis are described in detail below.

PED: The loss function using the Euclidean distance of the two probability
distribution functions is defined as:

lPED(y, ŷ) =
Z

∑

i=1

(y(i) − ŷ(i))2 (5)

PKL (Wang et al. [23]): The loss function using the symmetrical version of
the KullbackLeibler divergence of the two probability distribution functions is
defined as:

lPKL(y, ŷ) =
1
2

[

Z
∑

i=1

y(i) log
y(i)
ŷ(i)

+
Z

∑

i=1

ŷ(i) log
ŷ(i)
y(i)

]

(6)
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Cheb: The Chebyshev distance is a measure derived from a uniform norm (or
upper bound norm) and is also a type of injective metric space. It is defined as:

lCheb(y, ŷ) = max
i

(|y(i) − ŷ(i)|) (7)

Cos: For two n-dimensional sample points a (y1, y2, ..., yn) and b (ŷ1,
ŷ2, ..., ŷn), a similarity to the cosine of the angle can be used to measure the
degree of similarity between them. It is defined as:

sim(y, ŷ) = cos θ =
y · ŷ

‖y‖ · ‖ŷ‖ (8)

EMD [9]: EMD is defined as the minimum cost to move the mass of one
distribution to another. Given the ground truth and estimated probability mass
functions y and ŷ, with N ordered classes of distance ‖si − sj‖r, the normalized
Earth Mover’s Distance can be defined as:

EMD(y, ŷ) =

(

1
N

N
∑

k=1

∣

∣

∣CDFy(k) − CDF
̂ŷ(k)

∣

∣

∣

r
)1/r

(9)

where CDFy(k) is the cumulative distribution function as
∑k

i=1 ysi .

4.1 Datasets

We trained our different models on the AVA dataset. The AVA dataset is a large-
scale image aesthetic quality dataset from Murray, which contains 255,530 images
downloaded from the online image sharing scoring website (dpchallenge.com).
This datasets is a recognized benchmark set in the field of image aesthetic evalu-
ation. In this experiment, 200,000 picture were randomly selected as the training
sets, the 25,000 of rest pictures were value sets and the rest 25,000 pictures were
test sets. So it is set to 80% training, 10% valuing and 10% testing.

4.2 Distribution Predicting Results

On the basis of NasNet [33], we have proposed the MT-NasNet, SF-NasNe, VD-
NasNet and the MTP-NasNet. Our improved models were tested on the AVA
dataset and compared with the work related to the distribution prediction. The
experimental results are shown in Table 1. The evaluation indicators evaluated
were PED, Cheb, Cos, PKL and EMD. Among them, the smaller the PED, Cheb,
PKL and EMD, the better the performance of the distribution prediction, and
the larger the Cos, the better the performance of the distribution prediction.

It can be seen that, obviously, the network we designed is superior to other
competitors in all evaluations. The best-performing MTP-NasNet increased by
18.11%, 17.44%,26.6% 12.77%, 1.57%, and 39.24% on PED, Cheb, PKL, Cos,
and EMDrespectively. Therefore, we can confirm that MTP–NasNet has achieved
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the best results on the aesthetic distribution forecast. In addition, through obser-
vation, it can be found that SANE has also achieved good results as a method
that can also accept multi-scale input. SVDR performs poorly in most cases,
indicating that its defined loss function does not effectively distinguish the aes-
thetic distribution of images. This finding suggests that this computationally
complex structured learning is less suitable for aesthetic distribution prediction.
IIS-LDL is not very effective due to its difficulty in convergence. Recent studies
have also shown that this algorithm is an extremely low-efficiency entropy model
in parameter estimation. KNN directly minimizes the distance between the pre-
dicted distribution and the real distribution, and has achieved good results, but
is not effective than LDSVR.

Table 1. The result of different methods for aesthetic distribution prediction on AVA
datasets

Model PED Cheb PKL Cos EMD

IIS-LDL 0.215 0.154 0.213 0.886 0.132

KNN 0.172 0.113 0.176 0.918 0.095

LDSVR 0.153 0.100 0.139 0.934 0.083

SVDR 0.381 0.294 0.143 0.820 0.126

SANE 0.127 0.086 0.094 0.958 0.079

MT-NasNet 0.118 0.081 0.091 0.963 0.064

SF-NasNet 0.116 0.079 0.086 0.966 0.057

VD-NasNet 0.123 0.084 0.092 0.959 0.072

MTP-NasNet 0.104 0.071 0.082 0.973 0.048

4.3 Two-Category Prediction

Our improved models were tested on the AVA dataset and compared with the
work related to the two-category quality prediction. The experimental results
are shown in Table 2. The evaluation index of the evaluation is the two-category
accuracy rate. We use the trained model to predict the aesthetic distribution of
the image, and then use the average of the aesthetic distribution as its quality
score. In our work, we judge photos with scores less than 5 − δ points as low-
quality photos and photos above 5+δ as high-quality photos. In our experiment,
δ is set to 1. By comparing the prediction category with the category of the real
distribution, we can get the accuracy of data sets.

It can be seen that, obviously, the network we designed is also slightly better
than other competitors in the accuracy evaluation. It can be seen that the current
methods have achieved quite high accuracy, and the method proposed in this
paper has only achieved a small improvement. The network structure of SANE
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Table 2. The result of different methods for aesthetic two-category prediction on AVA
datasets

Model Accuracy

DMA-Net 80.12%

DCNN 88.01%

SANE 96.71%

MNA-CNN 95.76%

MT-NasNet 96.84%

SF-NasNet 96.95%

VD-NasNet 96.79%

MTP-NasNet 97.34%

Fig. 5. Images predicted with the higher and lower aesthetic rating in the testing set.

and MNA-CNN still has high reference value. Figure 5 shows examples of high-
quality images and low-quality images of our proposed model on the test set.
It can be seen that high-quality images have finer quality and more aesthetic
layout than low-quality images. It also illustrates the effectiveness of our model.
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4.4 Effect of Input Size Reserving

In our experiments, we used NasNet as the initial network and get our new MTP-
NasNet by transforming it. In order to evaluate the effectiveness of our network
structure for any size input, we compared the network with three operations of
cropping, warpping and padding. Among them, the input of the NasNet-crop
network is clipped to a fixed size of 224× 224; the input of the NasNet-wrap
network is scaled to a fixed size of 224 × 224. The input to the NasNet-pad
network is scaled down to 224 on the long side and then zeroed to 224 × 224.
Table 3 shows the comparison between our experimental results and these three
methods. The experimental results show that these three operations do have a
certain negative effect on the experimental results. In addition, we found that
the effect of NasNet-wrap is the best of the three networks, probably because
direct scaling does not reduce the information of the original image, and the
retention is relatively complete.

Table 3. Compare between our method and the baseline methods with fixed-sized
inputs

Model Euc Cheb KL Cos EMD

NasNet-Crop 0.137 0.097 0.131 0.933 0.089

NasNet-Wrap 0.134 0.092 0.125 0.949 0.087

NasNet-Pad 0.141 0.101 0.136 0.930 0.094

MTP-NasNet 0.104 0.071 0.082 0.973 0.048

4.5 Implementation Details

We used the deep learning platform Keras to implement network training and
testing. Our network uses the original Nasnet to pre-train the weights on
Imagenet for initialization. All experiments were performed on a workstation
equipped with a 16-core 2.8 GHz Intel Xeon processor, two Nvidia GTX 1080Ti
GPUs, and 256 G RAM. The implementation details is below:

Training size: In theory, our method can accept images of any size as input,
but in fact, one is too much calculation for training, and the other is not easy
to optimize and parameter transfer. Therefore, we have adopted a multi-scale
training method for training to simulate original results. We counted the aspect
ratios of all the images in the dataset and found that they can be roughly divided
into 1:1.5, 1.5:1, and 1:1. Therefore, we have selected 224× 336, 336 × 224, and
224 × 224 as the predetermined sizes. Different epoch turns to unify the pictures
to different sizes in training, so that the network can also learn the concept of
variable size. In the test phase, we handle images of any size directly.

Regularization: In our experiment, Adam was used as the optimization func-
tion, and the batch size was set to 128. The baseline NasNet weights are initial-
ized by training on the ImageNet [34], and the last fully-connected layer is ran-
domly initialized. Mostly, the learning rate was set to 0.001. In the experiment,
our training generally converged around 70 epoches and took nearly 3 days.
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Data enhancement: At the beginning we did not adopt a data enhancement
method and produced an overfitting. Later, we adopted a data enhancement
method of horizontal flipping, vertical flipping, and rotation, which expanded
the scale of the data set and achieved better results.

5 Conclusion

Transforming the input image to a fixed size that causes aesthetic damage is
an important issue in the field of aesthetic quality evaluation. To solve this
problem, this paper proposes a new end-to-end deep double-column network
structure. Through this double-column network structure based on SPP and
FCN, we can not only operate input images of any size, but also extract spatial
information and detailed information of images at the same time. In addition,
we have effectively improved the prediction effect through multi-task learning.
Further, we consider the information such as the variance in the score distri-
bution, and enhance the learning effect by weighting the samples. The results
on AVA’s large datasets illustrate the effectiveness of our improvements and the
importance of arbitrary size input and multitasking learning. Next we will delve
into the important factors that affect the aesthetics of the image and introduce
it into our network to optimize the model.
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Abstract. This work aims to study the source localization problem
using a symmetric array in a near-field environment. To reduce the com-
putational complexity, in this work, two spatial correlation signals are
created in which each signal only depends on one parameter of direction
of arrival (DOA) or range. In the development process, the each resulting
signal still possesses the array spatial structure, and therefore, the atomic
norm minimization is utilized to obtain the corresponding solutions. The
utilization of atomic norm also allows one to avoid the off-grid problem
when the sparse reconstruction concept is employed. The numerical stud-
ies demonstrate the proposed method provides a superior performance
compared with other approaches.

Keywords: Near-field localization · Sparse reconstruction · Basis
mismatch · Atomic norm

1 Introduction

Source localization plays a important role in a wide range of applications such as
radar, sonar, oceanography, and seismology, to name a few [8–10,15]. In terms
of the distance of the source signal, the localization technique is divided into two
categories of far-field and near-field source localizations. In the far-field source
localization, the wave front is assumed to be a plane wave, where only the direc-
tion of arrival (DOA) of the source is estimated. To estimate the DOA, in the
past decades, many techniques have been developed, for example, multiple signal
classification (MUSIC) algorithm [10], estimation of signal parameters via rota-
tional invariance techniques (ESPRIT) [9], and source localization approaches
based on compressed sensing (CS) [1,2,4,5].

For the near-field source localization, the signal wave is considered as a spher-
ical wave front, and hence the DOA and range of the source need to be estimated
to achieve localization [7]. By extending the original MUSIC algorithm into two-
dimensional (2-D), 2-D MUSIC algorithm is developed to perform the near-field
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source localization, but this algorithm is known to be computationally intensive.
Some suboptimal subspace-based methods with second-order statistics (SOS) are
subsequently proposed for the mixed incident signals [6,13], but their estimation
performances are inferior.

The objective of this work is to jointly estimate the DOA and range of the
source signal to complete the near-field localization based on the sparse recon-
struction concept. To do so, an over-complete dictionary can be constructed
based on the DOA and range gridding, and then the sparse reconstruction
method can be utilized to estimate the position parameters of the source sig-
nal. However, since this dictionary is 2-D, the computational complexity is high.
Besides that, this gridding technique also creates the so-called off-grid issue.
In this work, a special spatial relationship of the array outputs and the Fres-
nel approximation are explored to transform the 2-D problem into two one-
dimensional (1-D) problems, where each 1-D problem is solved by atomic norm
minimization. In doing so, the joint estimation of DOA and range is achieved,
and the off-gird problem is also avoided.

k

kr ,m kr

py 1y my py0y d

(t)ks

Fig. 1. Array geometry and signal illustration.

2 Signal Model

In Fig. 1, it is assumed that K near-field sources impinge on a symmetrical uni-
form linear array (ULA) with M = 2p + 1 sensors along the x-axis, where d is the
sensor spacing, and θk, rk respectively denote DOA and range of the k -th source,
k = 1, 2, . . . ,K. The received signal of the m-th, m = −p, . . . ,−1, 0, 1, . . . , p, sen-
sor is

ym(t) =
K∑

k=1

sk(t) exp(j
2π

λ
(rm,k − rk)) + wm(t), (1)
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where sk(t) denotes the signal from the k -th source with power σ2
s,k , wm(t)

denotes the additive Gaussian white noise of the m-th sensor with variance σ2
ω

and zero mean, λ is the wavelength. In (1), rm,k represents the distance from
the k -th source signal to the m-th sensor, and according to the cosine theorem,
it is

rm,k =
√

r2k + (md)2 − 2mdrk sin(θk). (2)

In a matrix form, the received signal is rewritten as

y(t) = A(θ, r)s(t) + w(t), (3)

where y(t) = [y−p(t), . . . , y0(t), . . . , yp(t)]T , s(t) = [s1(t), . . . , sK(t)], and
w(t) = [ω−p(t), . . . , ω0(t), . . . , ωp(t)]. In (3) A(θ, r) = [a(θ1, r1), . . . ,a(θK , rK)]
is the direction matrix, and steering vector is given by a(θk, rk) =
[e(j

2π
λ (r−p,k−rk)), . . . , e(j

2π
λ (r0,k−rk)), . . . , e(j

2π
λ (rp,k−rk))]T .

3 The Proposed Algorithm

3.1 Signal Reformulation

The Fresnel approximation [11,14] is based on the second order Taylor expansion,
and using that, (2) is approximated by

rm,k ≈ rk − md sin θk + m2d2
(

cos2 θk

2rk

)
. (4)

Substituting (4) into (1) yields

ym(t) ≈
K∑

k=1

sk(t)ej(mωk+m2βk) + wm(t), (5)

where ωk = − 2πd
λ sin(θk) and βk = πd2

λrk
cos2(θk).

From (5), using the symmetric property of the array, a special spatial corre-
lation is calculated by

Y1(−m,m) =
K∑

k=1

ej((−m−m)ωk+((−m)2−m2)βk)σ2
s,k

+ σ2
wδ(−m − m)

=
K∑

k=1

ej(−2m)ωkσ2
s,k + σ2

wδ(−2m),

(6)

where σ2
s,k = E{sk(t)s∗

k(t)} is the signal power of the k -th source and σ2
w =

E{σw(t)σ∗
w(t)} represents the noise power at m-th sensor, and δ(·) denotes the

Dirac function.
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Collecting all the spatial correlations at different sensor pairs, one obtains

Y1 = Aω(θ)σs + σ2
ωe, (7)

where Y1 = [Y1(0,0), . . . , Y1(p,−p)], and Aω(θ) = [1, . . . , ej(−2p)ω1 , 1, . . . ,

ej(−2p)ω2 ,. . . , 1, . . . , ej(−2p)ωK ], σs = [σ2
s,1, . . . , σ

2
s,K ], and e = [1, 0, . . . , 0]T . From

both (6) and (7), it is seen that the correlation signals only involve one parame-
ter ωk, which depends on the DOA. This is to say that DOA estimation can be
obtained by using (7).

3.2 Sparse Reconstruction

DOA Estimation of Near-Field Signals. From (6), it is now a 1-D problem.
By gridding the angle space, a dictionary Aω(θ), where θ = [θ1, . . . , θNθ

] and
the interval size is Δθ, can be constructed. Based on sparse reconstruction, the
following 
1-regularized minimization problem can be utilized to obtain the DOA
estimation

x̂ = arg min
x

‖Y − Aω(θ)x‖22 + μ‖x‖1, (8)

where μ is the penalty factor. The solution of x provides the DOA estimation.
It is the same as all the grid-based approaches, the solution in (8) suffers

from off-grid problem. To circumvent this issue, in this work, the atomic norm
minimization is utilized to produce the DOA estimation. With that spirit, (7) is
rewritten as

Y =
K∑

k=1

Akωk + σ2
we, (9)

where ωk = [1, e−jωk , · · · , ej(−2p)ωk ]T . To estimate ω, based on atomic norm,
the following optimization is devised

minimizei ‖Y − i‖22 + τ‖i‖A, (10)

where i =
∑K

k=1 Akνk and ‖ · ‖A is the atomic norm, which is defined by

‖i‖A = inf

{
∑

l

cl : i =
∑

l

clν(fl), cl > 0,ν(fl) ∈ A
}

, (11)

where A is a collection of atoms and ν(fl) = [1, e−jfl , · · · , e−j(2p)fl ]T . To effi-
ciently solve the atomic norm, it can be transformed into the following semidef-
inite programming (SDP) [12].

‖i‖A = minimizet,u
1
2
(t + u1)

subject to
[

T (u) i
iH t

]
� 0,

(12)
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where T (u) is an N × N Toeplitz matrix, given by

T (u) =

⎡

⎢⎢⎢⎣

u1 u2 · · · uN

u∗
2 u1 · · · uN−1

...
...

...
...

u∗
N u∗

N−1 · · · u1

⎤

⎥⎥⎥⎦ , (13)

where ui is the ith component of u.
By utilizing the SDP formulation in (12), the optimization problem (10) is

minimizet,u,i τ(t + u1) + ‖r − i‖22
subject to

[
T (u) i
iH t

]
� 0.

(14)

Range Estimation of Near-Field Signals. From (5), another spatial corre-
lation sequence can be constructed by utilizing different sensor outputs. That
is,

Y2(m+1,m−1) =
K∑

k=1

σ2
s,k exp(j2ωk + j4mβk). (15)

Using the matrix representation, (15) is rewritten as

Y2 = Aϑ(ϑ)rs + σ2
we, (16)

where Y2 = [Y2(1,−1), Y2(2,0), · · · , Y2(p,p−2)]T, rs = diag(σ2
1e

j2ω1 , · · · , σ2
Kej2ωK ),

and the array manifold Aϑ(ϑ) = [aϑ(ϑ1), · · · ,aϑ(ϑK)] with the steering vector
aϑ(ϑk) = [1, ejϑk , · · · , ejpϑk ]T with ϑk = 4βk.

It is seen from (16) that the signal structure is the same as the DOA esti-
mation in (7) and it only depends on the unknown parameter β. Therefore, the
atomic norm minimization can be applied to eliminate the off-grid issue.

4 Simulation Results

To access the performance of the proposed method, the simulations are con-
ducted in this section and comparisons with popular methods are also provided.
The root mean square error (RMSE) as a performance indicator is utilized. In
the experiment, d = λ

4 is set and the number of sensor is M = 15, unless stated
otherwise.

In the first experiment, three near-field narrowband sources are located at
(−36◦, 6λ), (6◦, 10λ), (40◦, 20λ), and the estimation results are provided in Fig. 2.
To utilize the sparse construction idea, the DOA of [−90◦, 90◦] and the range of
[5λ, 24λ] are uniformly gridded with the interval sizes of Δθ = 1◦ and Δr = 0.5λ,
respectively. From Fig. 2a, when there is no off-grid, the estimations match the
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Fig. 2. Near-field source localization with snapshot 100 and SNR= 20 dB. (a) sparse
reconstruction, (b) basis mismatch, (c) proposed method, (d) 2D-MUSIC.

true values perfectly, whereas when there is a off-grid, the performance deteri-
orates, demonstrated in Fig. 2b. The proposed atomic norm minimization app-
roach achieves the full sparse reconstruction performance, regardless the off-gird,
shown in Fig. 2c. It is seen that 2D-MUSIC algorithm also cannot perfectly esti-
mate the source locations, depicted in Fig. 2d.

In Fig. 3, the RMSEs of DOA and range estimations of the proposed method
with different number of sensors M versus SNR are provided. As expected, in
the case where the number of sensors M is constant, the performance improves
as SNR increases. However, the proposed method outperforms other methods.
Specifically, Fig. 4 displays that the RMSEs vary from the numbers of sources.
Although the performance of algorithms has degraded with the increase of K,
the proposed algorithm is better than other algorithms. Finally, in Fig. 5, the
performances of different methods are plotted versus the number of snapshots.
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It is noticed that the estimation error of the proposed method is the lowest and
approaches the CRB [3].

Finally, the proposed algorithm is analyzed for complexity. The running time
of different methods is provided in Table 1, using a Intel Dual Core i3 with
CPU 2.4 GHz and MATLAB. The results show that running time of all the
Methods increases as the number of sensors increases. In particular, compared
with Sparse reconstruction based method, the proposed Atomic norm based
approach is faster than the Sparse one. Since Atomic norm method does not
require grid search, the method greatly reduces time consumption.
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Fig. 3. Performance evaluations of the proposed method versus SNR.
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Fig. 5. Performance comparisons versus snapshots.

Table 1. Running times of different methods versus number of sensors (seconds).

M 3 5 7 9

2D-MUSIC 1.012 1.536 2.563 4.807
Sparse reconstruction 3.917 5.773 7.088 7.296
Atomic norm 1.503 1.761 2.153 2.721

5 Conclusion

In this work, the near-field source localization problem is investigated, designed
to estimate DOA and range. By exploiting the symmetric property of the array,
two special spatial correlation sequences are constructed. With that, near-field
source localization problem is separated into two subproblems, where each sub-
problem is solved by atomic norm minimization. Because of this decouple oper-
ation, the computational complexity is obviously reduced since the search only
confines to one parameter. In doing so, the off-grid problem is eliminated, and
the numerical results indicate the effectiveness of the proposed method.
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Abstract. Understanding the inner working mechanism of deep neural
networks (DNNs) is essential and important for researchers to design and
improve the performance of DNNs. In this work, the entropy analysis is
leveraged to study the neurons activation behavior of the fully connected
layers of DNNs. The entropy of the activation patterns of each layer can
provide an efficient performance metric for the evaluation of the network
model accuracy. The study is conducted based on a well trained network
model. The activation patterns of shallow and deep layers of the fully
connected layers are analyzed by inputting the images of a single class. It
is found that for the well trained deep neural networks model, the entropy
of the neuron activation pattern is monotonically reduced with the depth
of the layers. That is, the neuron activation patterns become more and
more stable with the depth of the fully connected layers. The entropy
pattern of the fully connected layers can also provide guidelines as to
how many fully connected layers are needed to guarantee the accuracy
of the model. The study in this work provides a new perspective on the
analysis of DNN, which shows some interesting results.

Keywords: Entropy analysis · Visualization · Neurons activation

1 Introduction and Motivation

For the past decade, deep learning has been proposed as an efficient way to realize
the general artificial intelligence [2,3]. There have been significant progresses on
the design of neural network architectures [3,4]. Deep learning algorithms have
made great improvement in all kinds of applications.

Although deep learning has achieved significant success in a wide range of
applications, there are few works that can fully illustrate the internal working
mechanisms of the deep neural networks (DNN). They are often treated as black
box and the optimization process is ignored in the applications [5].
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Understanding the inner working mechanism of deep neural networks (DNNs)
is essential and important for researchers to design and improve the performance
of DNNs. One effective way to explain how neurons work internally is to study
what kind of features can activate certain neurons, which is known as the feature
visualization in the deep learning community [1]. One such method is called
activation maximization, which synthesizes an image that highly activates a
neuron.

The idea of using information theoretic methods for investigating deep neural
networks was proposed by Tishby (2015) [6]. However, they did not conduct
any experimental result. In the work, they propose that the neural network
layers can be seen as a successive Markov chain. The mutual information of
the input layer X with the inner layers Y are studied in the information plane.
The theoretical base for this study is the invariance of mutual information to
re-parameterization along the Markov chain of the layers. They also show that
the optimal neural networks can approach the Information Bottleneck bound of
the optimal achievable representations of the input X [8,9].

The mutual information study of the layers does not fully characterize the
working mechanisms of the deep neural networks. In this work, we adopt the
entropy analysis to study the behavior of the fully connected layers. The entropy
of the activation patterns of each layer can provide a performance metric for the
evaluation of the network model accuracy.

1.1 Contribution

In this work, the neuron activation pattern is studied by inputting the images
of an individual class and the statistical activation pattern differences between
shallow and deep layers’ neurons is investigated.

Entropy analysis is used to quantify the statistical property of neuron acti-
vation patterns. The study is conducted based on a well trained network model.
The activation patterns of shallow and deep layers of the fully connected layers
are analyzed by inputting the images of a single class, which can provide some
useful insights as to the design and optimization of deep convolutional neural
networks. By analyzing the activation patterns for different layers, it can not
only help us understand the behavior of CNN, but also give us a way to improve
the CNN. The entropy pattern of the fully connected layers can provide some
guidelines as to how many fully connected layers are needed to guarantee the
accuracy of the model. The method provides a new perspective on the analysis
of deep CNN, which shows some interesting results.

2 Visualization Methods

2.1 How to Visualize the Neurons Activation of a Layer?

The visualization method for the neuron activation pattern is depicted in Fig. 1.
The experiment is conducted based on a well trained neural network model.
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Fig. 1. Neuron activation pattern extraction

The images of an individual class are inputted to the network, and we first
extract the representation of the layer and let it go through the softmax function,
then the activation probabilities of the layer are obtained. In this way we can
visualize the neuron activation pattern.

2.2 How to Quantify the Activation Patterns of Each Layer

The data used in this work are MNIST and CIFAR. We study the internal neuron
patterns for different classes by visualizing the neuron activations in the fully
connected layers (Figs. 2, 3 and 4).

We take advantage of the entropy tool in information theory to quantify the
randomness of the neuron activation of different layers. For a fixed class, we first
use those test images as input and calculate the output of each neurons in each
fully connected layer. And then we average the output over all test images of
all neurons in every fully connected layer. By using softmax function, we can
derive the activation pattern of the neurons (probability of the neuron will be
shown). Finally, we use the formal entropy definition to compute the entropy of
each layer.

The entropy in information theory is used to characterize the uncertainty
of the random phenomenons. The definition of the information entropy is quite
general, and is expressed in terms of a discrete set of probabilities pi so that

H(X) = −
n∑

i=1

p(xi) log p(xi) (1)

where the probabilities pi are the activation probabilities after softmax functions.
The entropy can be used as a measure of the activation pattern of the neurons
in the network model.

For the fair comparison of the entropy among layers with different number
of neurons, normalization of the layer-wise entropy is performed for each layer.

H(X) = − 1
f(n)

n∑

i=1

p(xi) log p(xi) (2)

where the term f(n) is the normalization factor, which is function of the number
of neurons in each layer.
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Fig. 2. Visualization of hidden layer 1

Fig. 3. Visualization of hidden layer 2

Fig. 4. Neuron activation of fully connected layer 1

3 Results 1: MNIST

3.1 Visualization of the Convolution Layers’ Neuron Activation

The figures of hidden layer neurons show that as the convolutional layer getting
deeper, only abstract features remain in the images. Such kind of feature is hard
to understand by human, so we move forward to the following layers, which
are fully connected layers, to analyze how these kinds of features activate the
neurons of the CNN.

3.2 Visualization of the Fully Connected Layers’ Neuron Activation

(1) Direct visualization: By looking at the output of different classes, we can see
that the activation of the shallower layer is more unstable compare to the deeper
layer. In Figs. 5, 6 and 7, blue and orange represent two different classes. The x-
axis is neurons, y-axis is the probability that the neuron will activate. In Fig. 5,
it seems that in layer 1, multiple neurons are activated with high probability.
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Fig. 5. Neuron activation of fully connected layer 2

Fig. 6. Neuron activation of fully connected layer 3

Fig. 7. Statistical neuron activation of fully connected layer 1

However, in layer 2 (Fig. 6), only one or two neurons are activated with high
probability. In the last layer, the activation seems very stable expect when the
error occurs.

(2) Statistical visualization: In this section, we study the statistical activation
of the neurons in the neural network (Figs. 8, 9 and 10, are the histograms of
the activation probabilities of the neurons of 1000 samples for a fixed class. The
x-axis is the probability of activation and the y-axis is the number of samples).
We found that in shallower layer, combinations of neurons will be activated for

Fig. 8. Statistical neuron activation of fully connected layer 2
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Fig. 9. Statistical neuron activation of fully connected layer 3

a fixed class. But as the layer goes deeper, only fewer neurons will be activated.
And the activation combinations become more and more stable.

Fig. 10. 2 fully connected layers Fig. 11. 4 fully connected layers

4 Results 2: CIFAR

4.1 Entropy Reduction

The CIFAR data is studied in this section. By looking at the representations of
different fully connected layers, we can see that the activation of the shallower
layer is more unstable compared with the deeper layer. In Figs. 11, 12 and 13,
the entropy plot (first plot of each figure) shows that the entropy of the neuron
activations pattern is monotonically reduced with depth of the fully connected
layers. And the activation become more and more stable as the layer goes deeper.
Another interesting phenomenon is that if the entropy plot is pretty “flat”, that
is, the gradient of the entropy is very small, then these fully connected layers
don’t make significant contributions to the network. (The accuracy of these three
models from 2 fully connected layers to 6 fully connected layers are 0.774, 0.7686
and 0.7187 respectively.)
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Fig. 12. 6 fully connected layers Fig. 13. 4 fully connected layers, accu-
racy = 0.3935

4.2 Relationship Between Entropy and How Many Fully Connected
Layers Are Needed

As we can see in the experiment results, the entropy in Fig. 14 increases a little bit
and then decrease, which is not the expected “entropy reduction” phenomenon.
However, this abnormality somewhat means that there’s shortcoming in our
model (The accuracy is roughly 0.39). By simply deleting the corresponding
layer (the second fully connected layer), we can get a much better result as
Fig. 15 shows. But There is still an abnormality in the entropy. Last by deleting
the corresponding layer (fully connected layer 3), we actually get a better result
as Fig. 15 shows.

Fig. 14. 3 fully connected layers, accu-
racy = 0.6283

Fig. 15. 2 fully connected layers, accu-
racy = 0.6626
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5 Conclusion

In this work, we found that for the well trained deep neural networks model,
the entropy of the neuron activation pattern is monotonically reduced with the
depth of the layers. That is, the neuron activation patterns become more and
more stable with the depth of the fully connected layers. Furthermore, if the
entropy of the first few fully connected layers are almost the same, such a layer
do not have a significant contribution to the overall neural network classification
accuracy. So we tried to remove some of the fully connected layers, and the
prediction accuracy is almost the same.

Our experiments also indicate that when the neural networks is well trained,
the entropy of the fully connected layers are monotonically reduced, while for
the not-so-well-trained network model, the entropy of the fully connected layer
neurons activation is sort of random.
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Abstract. Recently, owing to graceful performance degradation for var-
ious wireless channels, analog visual transmission has attracted consider-
able attention. The pioneering work about analog visual communication
is SoftCast, and many advanced works are all based on the framework
of SoftCast. In this paper, we propose a novel analog image communica-
tion system called CSCast based block compressive sensing. Firstly, we
present the system framework and detailed design of CSCast, which con-
sists of discrete wavelet transform, power scaling, compressive sampling
and analog modulation. Furthermore, we discuss how to determine the
appropriate value of scaling factor α in power allocation, and block size
of measurement matrix in compressive sampling. Simulations show that
the performance of CSCast better than Softcast in all SNR range, and
better than Cactus in high SRN range. In particular, CSCast outper-
forms over Softcast about 1.72 dB. And CSCast achieves the maximum
average PSNR gain 1.8 dB over Cacuts and 2.03 dB over SoftCast when
SNR = 25 dB, respectively. In addition, our analyses shows CSCast can
save about 75% overhead comparing to SoftCast and Cactus.

Keywords: Analog images communication · Block compressive
sensing · Wireless image multicast

1 Introduction

Nowadays, digital image/video transmission technologies serve as an important
role in modern wireless multimedia networks. However, these traditional trans-
missions methods of image/video include quantization and entropy coding, it
lacks of scalability and robustness [1]. Especially, since traditional image/video
transmission systems suffer high bit error, the received images/videos appear
mosaic when the quality of channel below a certain threshold.
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Recently, analog visual transmission has attracted considerable attention
owing to its graceful performance degradation for various wireless channels.
Jakubczak et al. [1] firstly proposed a cross-layer analog visual communica-
tions system SoftCast. This pioneering work changes the network stack to act
like a linear transform, and the conventional quantization and entropy coding
are all skipped. SoftCast is very robust and efficient in unicast and multicast
because it avoids the cliff effect in digital communications. Subsequently, a lot
of research work based on softcast are emerged [2–8]. A lot of these work recon-
struct images with the help of size information. This undoubtedly will increase
the overhead of those communication system. Especially, Cui et al. [5] designed
a visual transmission system named Cactus, which adopts temporal filtering at
the sender and denoising techniques at the receiver to fully exploit the tempo-
spatial redundancy. Cactus is the state of the art analog visual communication
schemes without using side information.

Compressive sensing (CS) is a novel sampling theory that challenges the tra-
ditional data acquisition. It states that an n-dimensional signal x ∈ Rn having
a sparse or compressible representation can be reconstructed form m linear mea-
surements even if m < n. A few work are on wireless visual communications based
on CS [9–11]. These work use the entire image as input of CS encoder. To save
memory storage and reduce computation time, references [12,13] introduce block
compressive sensing (BCS) to implement wireless image transmission system.

However, the above work is either based on softCast framewok, or the perfor-
mance needs to be improved. In this paper, we propose an another analog image
communication framework named CSCast, based on block compressive sensing.
CSCast consists of discrete wavelet transform, power scaling, compressive sam-
pling and analogmodulation.Weadopt theCohenDaubechies Feauveau 9/7 (CDF
9/7) wavelet transform [14] to de-correlating for input images signal. In power allo-
cation, we set scaling factor α = −1/4 to achieve good performance. And, we adopt
block compressive sensing [15] to encode DWT coefficients, and use compressive
reconstructed algorithm named CS-SPL-DCT [16,17] to decoding. Simulations
show that the performance of CSCast better than Softcast in all SNR range, and
better than Cactus in high SRN range. On test iamges, CSCast outperforms over
Softcast about 1.72 dB. And CSCast achieves the maximum average PSNR gain
1.8 dB over Cacuts and 2.03 dB over SoftCast when SNR = 25 dB, respectively.
Comparing to SoftCast and Cactus, CSCast can save 75% overhead.

The rest of this paper is organized as follows. Section 2 presents the proposed
novel analog image communication system. The simulation evaluations of our
proposed system are included in Sect. 3. Finally, Sect. 4 concludes this paper.

2 System Design

2.1 Overview of System Model

Figure 1 describes the system framework of CSCast. Transmitter of this sys-
tem includes discrete wavelet transform (DWT), power allocation, compres-
sive sampling, and analog modulation. Receiver performs contrary operators of
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Fig. 1. System framework of CSCast.

transmitter, includes analog demodulation, compressive sensing decoding, power
descaling and invert discrete wavelet transform (IDWT).

From the blocks diagram of CSCast, we can find that our proposed system
is different from Softcast. In Softcast, 2-dimensional discrete cosine transform
(DCT) and power scaling are performed in the transmitter, and power descal-
ing and 2-dimensional discrete cosine invert transform (IDCT) transforming are
performed in the receiver. It is should be note that power descaling in Softcast
uses linear least squares estimator (LLSE) to estimate coefficients in receiver. In
CSCast, power scaling and power descaling are only multiplied a factor corre-
sponding to a block coefficients.

2.2 Transmitter

In transmitter of CSCast, to remove the spatial correlation in the original natural
image, the original signal in pixel domain is converted to wavelet domain by
discrete wavelet transform. This operator is similar to that used in JPEG2000
standard [18]. In this paper, we adopt the Cohen Daubechies Feauveau 9/7
(CDF 9/7) wavelet transform [14] to de-correlate for an input image, and set
the decomposition layer number L = 5.

Xdwt = fdwt (X,L) . (1)

where X is a input image, Xdwt is the discrete wavelet coefficients, its schematic
diagram is described by Fig. 2. From the diagram, we can observe L subband
coefficients, and the l-th subband includes three blocks, i.e., XHl, XV l, XDl.
In L-th subband, there are four coefficients blocks XHL, XV L, XDL and XAL.
Because of L = 5, we can get N = 3L + 1 = 16 coefficients blocks.

If we use analog modulation to send these discrete wavelet coefficients, the
energy carried by each coefficient determines its anti-noise ability in wireless
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Fig. 2. Schematic diagram of wavelet coefficients.

channel. In other word, power allocation directly affects the quality of reconstruct-
ing image at the receiver. As Fig. 2, these wavelet coefficients are divided into N
blocks, and the coefficient of power allocation in each block is calculated by

gi = C · (
σ2

i

)α
. (2)

where σ2
i , i = 1, 2, ..., N is the variance information of i’th block, C is a constant

number to ensure all allocated powers satisfy the constraint of total transmitting
power, and α is a power scaling factor. According to the channel protection, a
larger value of α can provides better protection for the low frequency band
coefficients. On the contrary, smaller value of α provides protection for the high
frequency band coefficients. So, we should choose the right value to make the
system achieves better performance. Like Softcast, we also set α = −1/4, and
it can achieve the best performance. Section 3 gives the evaluation results of
choosing different value of α. We can get the power allocated coefficients.

Xpa = G. ∗ Xdwt. (3)

where G is a power allocation matrix which consists of different sub-matrices,
and the elements of each sub-matrix are all gi, .∗ is dot product operator in
matrix.

Next, our proposed system performs compressive sampling. Consider the
high computational load of full-signal compressed sensing, we adopt block-based
compressed sensing (BCS) [15]. In BCS framework, Xpa is decomposed into
non-overlapping blocks of B × B pixels, and each block is compressively sensed
independently. Assume that the dimensions of the block sensing matrix ΦB are
B2R × B2, and the measurement vector of i’th block is given by

Xcsi
= ΦBXBi

. (4)
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where XBi
∈ R

B2
is the i’th coefficients block, and ΦB is an orth-normalized

independent identically distributed (i.i.d) Gaussian matrix.
Finally, our proposed system performs analog modulations. To save wireless

resource, every two adjacent coefficients make up a complex symbol.

Xamk
= Xcs(2k−1) + jXcs(2k) , k = 1, 2, ... (5)

2.3 Receiver

Assume that the channel is additive white Gaussian noise (AWGN), the receiver
receives signals Yn = Xam + n, where n is a complex vector whose entries are
obey i.i.d. Gaussian distribution. The operators performed at receiver are as
follows.

Firstly, receiver performs analog demodulations. The system separates the
real and imaginary part from received complex signal, and we get Yam.

Secondly, to improve the performance of reconstructed image, we use
(BCS SPL DCT) [16,17] method to implement CS decoding. After this oper-
ator, we get the reconstructed blocks coefficients YBi

.
Thirdly, according to the gi transmitted from sender, the system performs

power de-scaling, i.e., Ydwti = YBi
/gi. It should be note that Softcast implements

power descaling by using LLSE, while the power de-scaling in CSCast is done
by multiplying a coefficient.

Finally, receiver performs the operator of reconstructing image by invert
discrete wavelet transform.

X̂ = fidwt(Ydwt,−L). (6)

3 Simulation Results

In this section, the performance of proposed scheme is evaluated by comparison
with reference schemes. We develop and implement CSCast on a personal com-
puter. This PC was equipped with an i7 CPU with 2.4 GHz and 16 GB DDR4
memory.

3.1 Evaluation Metric

In our evaluation, peak signal-to-noise ratio (PSNR) is used to assess image
quality. PSNR is computed by

PSNR = 10log10
2552

MSE
, (7)

where MSE = 1
mn

∑m−1
x=0

∑n−1
y=0

(
f (x, y) − f̃ (x, y)

)2

. In addition, we set the
SNR region from 5 to 25 dB.
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Table 1. Performance comparison among different value of α.

α/SNR 5 dB 10 dB 15 dB 20 dB 25 dB

α = −1/8 25.9418 30.8872 35.9572 40.9012 45.8202

α = −1/5 27.9094 32.8866 37.8345 42.8075 47.8097

α = −1/4 28.1969 33.2814 38.1153 43.2551 48.1432

α = −1/3 27.0085 32.1548 37.0848 41.8705 46.6731

3.2 Parameters Selection

In this subsection, we first evaluate how much the size of sampling matrix ΦB

affects the performance of CSCast. Then, we give out how to choose the value
of α to achieve better performance. The two problem are discussed as follows.
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Fig. 3. PSNR comparison among differ-
ent size of Φ.
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Fig. 4. PSNR comparison among differ-
ent α.

How to set up the size of measurement matrix ΦB? Given a fixed α = −1/4,
Fig. 3 shows the result of comparison among three size of ΦB through simula-
tion experiments. We can find that the size of ΦB isn’t affect the performance
of CSCast. We know that the computation complexity will increase with the
increasing of size of ΦB . Therefore, we set the size of ΦB equals 16 × 16.

How to choose the value of α? In simulation, we set α =
{−1/8,−1/5,−1/4,−1/3}, respectively. Figure 4 shows the PSNR comparison
among these schemes, and Table 1 gives out the detailly PSNR value of different
schemes in all SNR. we can observe that the system achieves the best perfor-
mance when α = −1/4.
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3.3 Performance Comparison

(1) Reference Schemes

The first reference scheme is Softcast [1], which is the most typical joint source
and channel coding based scheme. Softcast is pioneering work to act like linear
transform, and skips the conventional quantization and entropy coding. In Soft-
Cast, 2D-DCT transforming and power scaling are performed in the transmitter,
and power descaling and 2D-IDCT transforming are performed in the receiver.

The second reference scheme is Cactus [5] based on Softcast. In the imple-
mented Cactus, to utilize efficiently the BM3D algorithm [19], transmitter per-
forms IDCT on the spatial data after power allocation, and receiver performs
DCT on the denoising data after BM3D. Except operators in Softcast, Cactus
needs additional IDCT, DCT, and BM3D operators.

(2) Performance Comparison

In this simulation, we choose boat, lena, cameraman, and peppers as test images.
For fair comparison, we set the compression ratio R = 1 in experiments. Given
a fixed image, all schemes transmit the same size of data.

Table 2. Performance comparison among reference schemes.

Images Schemes 5 dB 10 dB 15 dB 20 dB 25 dB

Boat CSCast 29.3029 34.3619 39.4057 44.3888 49.3655

SoftCast 27.9161 32.8640 37.8047 42.7524 47.5299

Cactus 30.9983 34.5501 38.1904 43.0946 47.6810

Cameraman CSCast 26.3936 31.1772 36.1703 41.1463 46.0907

SoftCast 25.0142 29.7584 34.7358 39.7218 44.5371

Cactus 29.4773 32.8349 36.5414 40.2382 44.6729

Lena CSCast 28.2160 33.1329 38.2140 43.1397 48.1949

SoftCast 26.3322 31.3363 36.1510 41.0875 45.9312

Cactus 29.5158 33.2710 37.0620 41.2568 46.4771

Peppers CSCast 30.4984 35.4353 40.3915 45.3343 50.3805

SoftCast 28.2635 33.1763 38.1407 43.2035 47.8751

Cactus 31.5800 34.9598 38.5314 43.4345 47.9992

Table 2 gives out the PSNR performance comparison among different schemes
on test images. The bold numbers are the best performance of test images at a
SNR. We can observe that CSCast achieves better performance over Softcast in
all SNR range, and achieves better performance over Cactus in high SNR range.

Based on Table 2, we calculate the average PSNR for every scheme. Figure 5
shows the PSNR performance comparison results. From Fig. 5, we can observe
that the performance of CSCast and Cactus better than Softcast. With the
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increasing of SNR, the gain of CSCast over Softcast is increase, while the gain of
Cactus over Softcast is decrease. When SNR >12 dB, the performance of CSCast
better then Cactus. Specially, when SNR = 25 dB, CSCast achieves a maximum
gain 1.8 dB over Cactus, and achieves a maximum gain 2.03 dB over Softcast,
respectively.

The visual results with a 25 dB AWGN channel are shown in Fig. 6. It is easy
to see that our proposed scheme achieves better visual quality than the reference
schemes.

(3) Overhead Comparison

In Softcast and Cactus, it needs to transmit the power scaling factors with
reliable digital method as in our scheme. Since the DCT block size is 8 × 8 in
the two schemes, there are 64 metadata per image. In CSCast, we use CDF97
with level L = 5 to de-correlate. Therefore, there are only 16 metadata sent
to receiver by using digital method. In addition, receiver needs generate the
measurement matrix Φ from a pseudo random number, which negotiated with
transmitter. Therefore, CSCast only needs 17 metadata, while others schemes
need 64 meatdata. Comparing to SoftCast and Cactus, CSCast can save about
75% overhead.

4 Conclusion

We present an analog images communications system called CSCast which
adopts CDF 9/7 to perform decorrelation transform and BCS to resist chan-
nel noise. We give out the appropriate value of power scaling factor α. Accord-
ing to our analysis, CSCast can save about 75% overhead by comparing with
schemes based on Softcast. Simulation shows that the performance of CSCast
outperforms over Softcast in all SNR range, and better than Cactus in high SNR
range.
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Abstract. Device-to-Device (D2D) communication has been recognized
as a promising technology in 5G. Due to its short-range direct communi-
cation, D2D improves network capacity and spectral efficiency. However,
interference management is more complex for D2D underlaying cellular
networks compared with traditional cellular networks. In this paper, we
study channel allocation in D2D underlaying cellular networks. A tier-
based directed weighted graph coloring algorithm (TDWGCA) is pro-
posed to solve cumulative interference problem. The proposed algorithm
is composed of two stages. For the first stage, the tier-based directed
weighted graph is constructed to formulate the interference relationship
among users. For the second stage, the maximum potential interference
based coloring algorithm (MPICA) is proposed to color the graph. Dif-
ferent from the hypergraph previously investigated in channel allocation,
our proposed graph reduces the complexity of graph construction signifi-
cantly. Simulation results show that the proposed algorithm could better
eliminate cumulative interference compared with the hypergraph based
algorithm and thus the system capacity is improved.

Keywords: Device-to-Device communication · Channel allocation ·
Graph coloring

1 Introduction

Data traffic in cellular network increases significantly in recent years, which gives
large pressure to base stations (BS). Device-to-Device communication, where two
communication devices in proximity communicate directly with each other with-
out relaying by the base station, has been recognized as a promising technique
in 5G. D2D could offload data traffic of base stations. A D2D pair could trans-
mit data on a dedicated channel in the overlay mode or reuse the spectrum of
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cellular user equipment (CUE) in the underlay mode [1]. In this approach, cel-
lular devices can coexist with D2D devices in the same licensed channel. D2D
communication increases overall spectral efficiency, network capacity and energy
efficiency due to its short-range direct data transmission and spectrum reusing
gain. However, underlay D2D causes severe interference to both cellular devices
and other D2D devices sharing the same channel [2]. Interference management
is a challenging problem in D2D underlaying cellular networks. Many existing
researches aim to decrease the mutual interference between devices using the
same channel.

Stackelberg game model was used in [3], where power allocation is modeled as
a noncooperative game. Authors in [4] proposed a channel allocation algorithm
which enables collision-free concurrent transmission. Channel allocation is for-
mulated as one-to-one and many-to-one matching games in [5]. The algorithm
proposed in [6] adopts VGG auction model to sell channels under the constraint
of interference. The authors in [7] changed the resource allocation problem into
a maximum weighted independent set (MWIS) problem and proposed a low
complexity and distributed greedy approximation algorithm, called DistGreedy
algorithm to solve MWIS problem. The DistGreedy algorithm can better exploit
the opportunistic gains under fading channels. The authors in [8] formulate a
multiobjective optimization problem (MOOP) to maximize the energy efficiency.
The MOOP maximizes the rate and minimize the total transmit power of D2D
transmitters simultaneously.

Graph theory is a practical tool in resource allocation. The authors in [9] used
weighted bipartite graph and proposed an interactive algorithm to solve channel
assignment problem. In [10], the authors proposed a heuristic graph-coloring
resource allocation (GOAL) algorithm. An interference graph-based resource
allocation (inGRA) algorithm is proposed in [11]. The authors proposed a novel
greedy-based coloring algorithm based on interference graph in [12].

Traditional graph coloring algorithms only consider pair-wise interference
model. It cannot well model cumulative interference caused by multiple devices.
Hypergraph interference model is adopted in [13] and [14] to formulate cumula-
tive interference relationship. A hypergraph based coloring algorithm was pro-
posed in [13]. It first recognizes weak interferers and strong interferers to con-
struct the graph and then colors the graph in a greedy manner. A directed
hypergraph based algorithm in [14] takes asymmetric interference into account
and used a centralized-distributed learning algorithm for channel allocation. In
[13] and [14], the complexity of the algorithms increases significantly as the num-
ber of users increases.

In this paper, we study channel allocation for D2D underlaying cellular net-
works and present a novel tier-based directed weighted graph coloring algo-
rithm. The algorithm is composed of two stages. For the first stage, a tier-based
directed weighted graph (TDWG) is constructed to formulate interference rela-
tionship between user equipments (UEs). Since the structure of our proposed
graph is similar to the traditional graph, the complexity of graph construction is
greatly reduced compared with the hypergraph in [13]. For the second stage, the
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maximum potential interference based coloring algorithm (MPICA) is proposed
to color the graph which considers cumulative interference elimination. We cal-
culate each UE’s maximum potential interference in different channels and select
the UE which might be interfered most severely in the unchecked set to color.
Then we color the UE in a greedy manner. Cumulative interference is eliminated
better compared with the hypergraph algorithm and thus the network capacity
increases.

The following sections are organized as follows. We introduce the system
model and formulate the problem in Sect. 2. The proposed algorithm is presented
in Sect. 3. Theoretical analysis are presented in Sect. 4. Simulation results are
provided in Sect. 5 and conclusions are drawn in Sect. 6.

2 System Model and Problem Formulation

2.1 System Model

As shown in Fig. 1, we consider an isolated cellular network. The base station
(BS) is located at the center. There are M D2D pairs and K cellular user equip-
ments (CUEs) randomly located in the network. The set of D2D pairs is denoted
by D = [D1,D2, ...,DM ]. The set of CUEs is denoted by C = [C1, C2, ..., CK ].
Dt

i and Dr
i represent the transmitter and receiver of Di respectively. There are

a total of N RBs, denoted by RB = [RB1, RB2, ..., RBN ]. Each RB occupies the
same number of subcarriers. For simplicity, we use Di or i ∈ D to both denote
the same D2D pair, Ck or k ∈ C to denote the same CUE and channel n to
denote RBn.

r
1D

t
1D

t
2D

r
2D

1CSignal 

Interference

Fig. 1. System model for D2D communications underlaying cellular networks when
sharing uplink resource.
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If RBn is allocated to Ck, the instantaneous signal-to-interference-plus-noise
Ratio (SINR) of Ck on RBn is denoted by

γc
k,n =

P c
k,nhc

k,b∑

i∈φn,i∈D

P d
i,nhd

i,b + σ2
(1)

where P c
k,n represents the transmit power of Ck on RBn, hc

k,b represents the
channel gain of the cellular communication link from Ck to BS, φn represents
the set of UEs which RBn is allocated to, P d

i,n represents the transmit power of
Dt

i and hd
i,b represents the channel gain of the interference link from Dt

i to BS.
The thermal noise satisfies independent Gaussian distribution with zero mean
and variance σ2.

If RBn is allocated to Di, the instantaneous SINR of Di on RBn is denoted
by

γd
i,n =

P d
i,nhd

i,i∑

k∈φn,k∈C

P c
k,nhc

k,i +
∑

j∈φn,j∈D,j �=i

P d
j,nhd

j,i + σ2
(2)

where hd
i,i represents the channel gain of D2D communication link from Dt

i to
Dr

i , hc
k,i represents the channel gain of interference link from Ck to Dr

i and hd
j,i

represents the channel gain of interference link from Dt
j to Dr

i .

2.2 Problem Formulation

We assume that a CUE could utilize at most one RB and different CUEs could
not share the same RB. CUEs wouldn’t interfere with each other due to the
characteristic of OFDM system. Consider the scenario where the number of
D2D pairs is greater than that of CUEs. We investigate the case where a D2D
pair could occupy at most one RB, but one RB could be allocated to multiple
D2D pairs. Denote βk,n and xi,n as

βk,n =
{

1 when RBn is allocated to Ck

0 otherwise
(3)

xi,n =
{

1 when RBn is allocated to Di

0 otherwise
(4)

Our objective is to maximize the network capacity by designing efficient
algorithm with low complexity. Shannon capacity formula is used here to evaluate
the network capacity.

max
∑

n∈N

[
∑

i∈D

log2(1 + xi,nγd
i,n) +

∑

k∈C

log2(1 + βk,nγc
k,n)] (5)

C1 :
∑

n∈N

xi,n ≤ 1 for ∀i ∈ D
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C2 :
∑

n∈N

βk,n ≤ 1 for ∀k ∈ C

C3 :
∑

k∈C

βk,n ≤ 1 for ∀n ∈ RB

where γc
k,n and γd

i,n are given in (1) and (2) respectively. C1 and C2 implies
that one D2D pair and one CUE could occupy at most one RB respectively. C3
means that one RB could be allocated to at most one CUE.

Note that the problem in (5) is NP-hard, which means we could not obtain the
optimal result in polynomial time. We need to design an approximate algorithm
with low complexity to solve the problem. In the following section, an improved
graph coloring algorithm is presented.

3 Tier-Based Directed Weighted Graph Coloring
Algorithm

In this section, we formulate the channel allocation problem as a coloring prob-
lem and propose a tier-based directed weighted graph coloring algorithm. We
first present how to construct the tier-based directed weighted graph to recog-
nize weak interferers with low complexity. Then we color the graph in a greedy
manner which considers cumulative interference elimination. We assume that
each UE only has local information.

3.1 Tier-Based Directed Weighted Graph Construction

The first step is to construct a tier-based directed weighted graph which corre-
sponds to the network interference condition.

The graph is denoted by G(V,E,W ). Each CUE or D2D pair is represented
by a vertex in the graph, the set of vertices is denoted by V . E = [ei,j ] is the
set of edges and ei,j denotes the directed edge from vi to vj . W is defined as
W = [wi,j ], where wi,j is the weight of ei,j . Note that wi,j and wj,i might have
different values due to the asymmetric interference effect.

It is assumed that Ck have local information and Di is within its sensing
range.

ηcq ≤ P c
khc

k,b

P d
i hd

i,b

< ηc(q + 1) for i ∈ D (6)

where ηc denotes the SINR threshold of CUE. P c
k is the transmit power of Ck

and P d
i is the transmit power of Dt

i .
q = floor( P c

khc
k,b

Pd
i hd

i,bηc
) is derived from (6). If q ∈ [0, Q − 1], let Di ∈ Lk

q and

form a directed edge ei,k from vi to vk with weight wi,k = 1
q+1 . Lk

q is defined
as interference q-tier. If we randomly select (q + 1) UEs from Li

q and let them
share the same channel with Ck, they together would cause strong cumulative
interference to Ck.
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Fig. 2. A demonstration of directed edge formulation between UE1 and its neighboring
nodes

Two CUEs could not share the same channel. For ∀l ∈ C, l �= k, always form
an edge from vl to vk with weight wl,k = 1 and let Cl ∈ Lk

0 .
Define Lk =

⋃
q Lk

q . The set of neighboring nodes of vertex vi is defined as
N(i) = {j|wi,j > 0}⋃{j|wj,i > 0}.

For the receiver of a D2D pair, denoted by Dr
i , we define the following equa-

tions,

ηdq ≤ P d
i hd

i,i

P d
j hd

j,i

< ηd(q + 1) for j ∈ D (7)

ηdq ≤ P d
i hd

i,i

P c
khc

k,i

< ηd(q + 1) for k ∈ C (8)

where ηd denotes the SINR threshold of a D2D pair.

From (7), we could calculate q = floor( Pd
i hd

i,i

Pd
j hd

j,iηd
). If q ∈ [0, Q−1], let Dj ∈ Li

q,

and form a directed edge ej,i from vj to vi with weight wj,i = 1
q+1 .

Likewise, q = floor( Pd
i hd

i,i

P c
khc

k,iηd
) is derived from (8). If q ∈ [0, Q−1], let Ck ∈ Li

q,

and form a directed edge ek,i from vk to vi with weight wk,i = 1
q+1 .

Figure 2 shows an example of edge formulation between UE1 and its neigh-
boring nodes v2, v3, v4, v5. Neighboring nodes of v1 are the strong interferers or
weak interferers to v1. v6 is out of the sensing range of v1.

It is worth mentioning that Q is a constant and the value of Q is optional.
The network capacity will increase as Q increases. Different from the hypergraph
based algorithm in [13], which goes through all the combinations of Q UEs to
determine whether they cause cumulative interference to the specific UE, the
proposed graph has a similar structure as the traditional graph. The complexity
of graph construction wouldn’t increase significantly as Q increases, thus reduces
the complexity. Detailed complexity analysis is presented in Sect. 4.
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Algorithm 1. Tier-based Directed Weighted Graph Construction
1: Initialize Li = ∅, for ∀i ∈ C

⋃
D.

2: for each ck ∈ C do
3: for each dj ∈ D do

4: Calculate q = floor(
P c
khc

k,b

Pd
j hd

j,b
ηc

)

5: if q ∈ [0, Q − 1] then
6: Let Dj ∈ Lk

q and form an edge ej,k with weight wj,k = 1
q+1

.
7: end if
8: end for
9: Let l ∈ Lk

0 , for∀l �= k, l ∈ C and form an edge el,k with weight wl,k = 1.
10: end for
11: for each di ∈ D do
12: for each dj ∈ D do

13: Calculate q = floor(
Pd
i hd

i,i

Pd
j hd

j,iηd
)

14: if q ∈ [0, Q − 1] then
15: Let Dj ∈ Li

q and form an edge ej,i with weight wj,i = 1
q+1

.
16: end if
17: end for
18: for each ck ∈ C do

19: Calculate q = floor(
Pd
i hd

i,i

P c
k

hc
k,i

ηd
)

20: if q ∈ [0, Q − 1] then
21: Let Ck ∈ Li

q and form an edge ek,i with weight wk,i = 1
q+1

.
22: end if
23: end for
24: end for

3.2 Coloring Algorithm

After the tier-based directed weighted graph being constructed, we present the
coloring algorithm to color G(V,E,W ). The set of RB = [RB1, RB2, ..., RBN ]
is represented by a set of colors ζ = [c1, c2, ..., cN ]. Each RBn is represented by a
color cn. Coloring vertex vi in cn is equivalent to allocating RBn to UE i. Some
definitions are formulated below.

Definition 1. WPi,n is defined as

WPi,n =
∑

j∈Li
⋂
(Φ

⋃
ψn)

wj,i (9)

where Φ is the set of UEs which are waiting to be colored and ψn is the set of
UEs which have been allocated to RBn. WPi = [WPi,1,WPi,2, ...,WPi,N ] is the
vector that stores WPi,n.

Φ
⋃

ψn is the set of UEs which might cause interference to vi on channel n.
The vertex with higher WPi,n has higher probability of being strongly interfered
by its neighboring nodes on channel n.
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After constructing the graph, initialize WPi,n =
∑

j∈Li

wj,i, for ∀n ∈ RB. If

vi’s neighboring node vj is colored in cn before coloring vi, vi updates

WPi,ch = WPi,ch − wj,i, for ∀ch �= n, ch ∈ RB (10)

Definition 2. Available color set (ACS) is represented by Ai = [a1,i, a2,i, ...,
aN,i]. an,i ∈ [0, 1] represents the availability of channel n on vi.

an,i = 0 means vi would suffer strong cumulative interference if RBn is
allocated to UE i. Thus cn is not available to vi. an,i = 1 means vi is not interfered
by its neighboring nodes on channel n. Before coloring, initialize an,i = 1. If vi’s
neighboring node vj is colored in cn before vi, vi updates

an,i = max(0, an,i − max(wi,j , wj,i)) (11)

The pseudo code of the proposed algorithms are presented in Algorithm 1
and Algorithm 2.

In the graph construction stage, each UE senses it’s neighboring nodes and
uses (6), (7) or (8) to determine Li. A tier-based directed weighted graph could
be constructed using Algorithm 1.

For each vertex in the graph, initialize an,i = 1 and use (9) to calculate
WPi,n, for ∀i ∈ C

⋃
D,∀n ∈ RB.

Algorithm 2. Maximum Potential Interference based Coloring Algorithm
1: Initialize an,i = 1, for ∀i ∈ C

⋃
D, n ∈ RB.

2: for each i ∈ C
⋃

D do
3: Calculate WPi,n using (9), for ∀n ∈ RB
4: end for
5: Initialize r = 1, ϕr = ∅.
6: repeat
7: if ϕr �= ∅ then
8: Use (12) to determine xr

9: else
10: Use (13) to determine xr

11: end if
12: if Axr == 01∗N then
13: leave vertex xr uncolor.
14: else
15: n = argmax

n
(an,xr ).

16: Color vertex xr in cn.
17: end if
18: Use (10) to update WPi and use (11) to update Ai, for i ∈ N(xr)

19: Update ϕr =
r−1⋃

h=1

N(xh) −
r−1⋃

h=1

xh.

20: r=r+1
21: until r > M + K
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Let xr denotes the rth vertex to be colored. Different from the hypergraph
based algorithm in [13] or the traditional graph-based algorithm which chooses
the node having maximum degree in the subgraph as the next node to be colored,
we select the node which might receive maximum potential interference to color.

Define ϕr =
r−1⋃

h=1

N(xh)−
r−1⋃

h=1

xh. ϕr is the set of unchecked neighboring nodes

of the previously colored vertices.
When ϕr �= ∅, xr is determined by

xr = argmax
i∈ϕr

(max
n∈αi

WPi,n) (12)

When ϕr = ∅, xr is selected from the rest of the unchecked vertices.

xr = argmax
i∈D

⋃
C−

r−1⋃

h=1
xh

(max
n∈αi

WPi,n) (13)

where αi = {n|an,i > 0} is denoted as the available channel of vi.
When vertex xr is chosen, check Axr

. If an,xr
= 0, for ∀n ∈ N , leave vertex

xr uncolor. Otherwise, select the color with maximum value in Axr
. If Axr

has
multiple maxima, randomly select one of them and color vertex xr using the
corresponding color. If vertex xr is colored in cn, the neighboring nodes of vertex
xr update their ACS vectors and WP vectors. For example, assume vertex xr

and vj are neighbors, then update an,j = max(0, an,j − max(wj,xr
, wxr,j)) and

WPj,ch = WPj,ch − wxr,j , for ch �= n, ch ∈ ∀RB.
After xr is checked. Let r = r + 1. Repeat the process until all the vertices

are checked.

4 Theoretical Analysis

The tier-based directed weighted graph coloring algorithm is processed in a
greedy manner. There is no accurate complexity analysis for greedy based graph
coloring algorithm. We focus on the worst case complexity of the algorithm.

The algorithm is composed of two stages, i.e. the graph construction stage
and the coloring stage.

For graph construction stage, each UE calculates the SIR with its neighbor-
ing UEs. Note that two CUEs could not share the same channel and any two
CUEs automatically form an edge. It’s unnecessary for a CUE to calculate the
interference from other CUEs. The complexity is proportional to O(MK +M2).

For graph coloring stage, we first need to initialize each vertex’s Ai vector and
WPi vector. The time complexity is O(M +K). When a specific vertex is colored
in cn, its neighboring node should update ai,n and WPi,n. The time complexity
is proportional to the number of edges. The worst case is that any two vertices
form two directed edges. The maximum number of edges is (M +K)(M +K−1).
In the coloring process, the complexity is proportional to O((M + K)2).

The overall complexity of the proposed algorithm is O((M + K)2)).



56 Y. Zhang and T. Peng

Our proposed algorithm takes quadratic polynomial time, which is similar to
the graph based channel allocation algorithm. This is because the structure of
our proposed graph is similar to the traditional graph. The complexity of the
hypergraph based channel allocation algorithm in [13] is cubic given by O((M +
K)3) when Q = 2, and the complexity increases significantly as Q increases.
While the time complexity of the proposed algorithm is still O((M + K)2))
when Q increases. The proposed algorithm reduces the complexity significantly
compared with hypergraph based algorithm.

5 Simulation Results

Table 1. Simulation parameters

Cellular layout Isolated cell

Cell radius 500 m

D2D pair distance 20 m–60 m

D2D pair transmit power 13 dBm

CUE transmit power 23 dBm

Noise power spectral density −174 dBm/Hz

Channel bandwidth per RB 1.25 MHz

Pathloss model (UE to UE) 148 + 40 lg(d(km))

Pathloss model (UE to BS) 128.1 + 37.6 lg(d(km))

Threshold ηc 10 dB

Threshold ηd 20 dB

To evaluate the performance of the proposed tier-based directed weighted graph
coloring channel allocation algorithm, we conduct the simulations in this section.
Consider an isolated cell. D2D pairs and CUEs are randomly distributed in the
cell. Each D2D pair or CUE has a fixed transmit power. The distance between the
transmitter and receiver of one D2D pair is uniformly distributed between 20 m
to 60 m. The channel is frequency flat. The simulation parameters are presented
in Table 1.

In Fig. 3, we show the network capacity as a function of D2D pairs M with
K = 10 CUEs and N = 20 channels. The hypergraph based resource sharing
method (HBRSM) in [13] is evaluated with Q = 2, while our proposed algorithm
is evaluated with both Q = 2 and Q = 10. The network capacity increases as
M grows. When Q = 2, our proposed algorithm and the hypergraph based
algorithm could both eliminate the independent interference generated by one
neighboring UE and cumulative interference generated by two neighboring UEs.
The network capacity gain of our proposed algorithm is due to the change of
coloring order. In our proposed algorithm, the UE chosen to be allocated next
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Fig. 3. The network capacity with the number of D2D pairs, K = 10, N = 20

Fig. 4. The number of UEs whose SINR are below η, K = 10, N = 20

is selected from the neighboring set of the previously allocated UEs and the UE
who might be interfered most in the set is colored. Further growth of network
capacity when Q = 10 is due to cumulative interference being eliminated more
accurately.

In Fig. 4, we show the number of UEs whose SINR are less than SINR thresh-
old η after channel allocation. For our proposed algorithm, the number of UEs
whose SINR are less than η is approximate zero when M < 60. Graph based
algorithm has the worst performance, because it doesn’t consider cumulative
interference. When M > 70, the number of UEs which receive strong cumulative
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Fig. 5. Network capacity with the number of channels, K = 10, M = 60

Fig. 6. Outage probability Of CUE with the number of channels, K = 10, M = 60

interference using the hypergraph based algorithm increases rapidly. Our pro-
posed algorithm shows better performance due to better cumulative interference
elimination method.

In Fig. 5, the network capacity as a function of the number of channels N is
presented. As the number of channels grows, cumulative interference decreases.
The capacity gap between the hypergraph based method and graph based algo-
rithm is decreased. When N > 40, the performance of the hypergraph based
algorithm and graph based algorithm is nearly the same. When N = 40, the
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Fig. 7. The network capacity with η, K = 10, N= 20, η = ηc = ηd

Fig. 8. Outage probability Of CUE with η, K = 10, N= 20,η = ηc = ηd

network capacity of our proposed algorithm with Q = 2 is 16.4 bit/s/Hz higher
than the hypergraph based algorithm, the gap increases to 44.5 bit/s/Hz when
Q = 10.

Figure 6 shows the outage probability of CUEs as a function of the number of
channels. The outage probability of CUEs decreases as the number of channels
increases. The hypergraph based algorithm has the highest CUE outage proba-
bility when few channels are available. Combine Figs. 5 and 6, when few channels
are available in the network, the CUEs in the hypergraph based method are least
likely to be allocated a channel compared with the other two algorithms. D2D
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pairs usually contribute more to the network capacity compared with CUEs
because of its short-range direct communication. The hypergraph based algo-
rithm sacrifices some of the CUEs in exchange for DUEs in order to gain high
network capacity. While the proposed algorithm guarantees that most of the
CUEs would be allocated a channel.

In Figs. 7 and 8, when ηc and ηd increase simultaneously, the network capacity
first increases then becomes saturated using the graph based method and the
proposed method. Network capacity increases as η grows using the hypergraph
based method, but the outage probability of CUEs also increases.

6 Conclusion

In this paper, we studied channel allocation in D2D underlaying cellular net-
works. The neighborhood interference was formulated as a tier-based directed
weighted graph. We proposed maximum potential interference based coloring
algorithm to color the graph in a greedy manner. The proposed algorithm aims
to eliminate cumulative interference and thus increases network capacity. Com-
plexity of the proposed algorithm also reduce significantly compared with the
hypergraph based algorithm. Simulation results showed that our proposed algo-
rithm has better performance compared with the graph based algorithm and the
hypergraph based algorithm.
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Abstract. Orthogonal frequency division multiplexing (OFDM) system
is very sensitive to the phase noise especially in high frequency since the
orthogonality between sub-carriers is easily destroyed. It is very impor-
tant to estimate and compensate the phase noise in the research of 5G
systems. The influence of phase noise on OFDM systems is manifested in
two aspects: introducing common phase error (CPE) and causing inter-
carrier interference (ICI). In this paper, we propose a new joint chan-
nel and CPE estimation algorithm to obtain more accurate channel and
CPE estimates through iterations. In each iteration, we update the chan-
nel and CPE estimates to make them closer to the true value. Besides,
the performance improvement brought by the algorithm under the sim-
plified system model is analyzed. Simulation results show that this algo-
rithm has a great impact on improving the accuracy of channel and CPE
estimation.

Keywords: Phase noise · CPE compensation · Channel estimation

1 Introduction

Higher demands will be put on wireless communication systems when it comes
to the service requirements of mobile Internet and Internet of Things in the
future. In the 5G (5th-Generation) wireless communication system, it is espe-
cially important to suppress the influence of phase noise. Therefore, phase noise
research was included in the 3GPP work items in Ref. [1]. The phase noise is
caused by the instability of the local RF circuit crystal oscillator. When the
frequency is higher than 6 GHz, the influence of phase noise cannot be ignored
[2]. The impact of phase noise on OFDM systems receivers is manifested in two
aspects, namely CPE (Common Phase Error) and ICI (Inter-Carrier Interfer-
ence) [3]. The CPE causes the rotation of the phase of the received signal, while
the ICI increases the system noise that will lead system performance degra-
dation. Especially when the OFDM system adopts a high modulation order

Supported by China Unicom Network Technology Research Institute and project
61302088 which was supported by National Science Foundation of China.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020

Published by Springer Nature Switzerland AG 2020. All Rights Reserved

H. Gao et al. (Eds.): ChinaCom 2019, LNICST 313, pp. 62–72, 2020.

https://doi.org/10.1007/978-3-030-41117-6_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41117-6_6&domain=pdf
https://doi.org/10.1007/978-3-030-41117-6_6


Iterative Phase Error Compensation Joint Channel Estimation 63

(such as 64 QAM, etc.), the phase noise has an increasing impact on the per-
formance of the system. Hence, at the 3GPP RAN1#87 conference, a refer-
ence signal for phase tracking is specified by PTRS (Phase Tracking Reference
Signal) [4].

At present, there are a lot of literatures on phase noise estimation and com-
pensation. In Ref. [5], the authors propose a joint channel and data symbol
phase estimation algorithm that includes estimation and correction of CPE and
ICI. And the exact data model of phase noise is given in the paper. However,
a large number of pilot signals is required to be placed on the transmitting
end in the algorithm, which will affect the system performance. In Ref. [6], the
authors consider an iterative feedback correction method to estimate the phase
noise. In the iterative process, the received signal is first corrected by the CPE
estimated by the pilot signal, and then enters the feedback system to continu-
ously correct by estimating the log likelihood ratio of the reliability. In Ref. [7],
the author introduces the least-mean-square (LMS) adaptive filter to estimate
CPE, calculate the receiver tap weight vector and correct CPE by minimizing
the MSE. However, the performance of the algorithm depends on the system
step size. To obtain a more accurate phase estimation, the system step size must
be reduced, which will inevitably lead to slower system convergence. In Ref.
[8], the author proposes a non-data-aided phase noise compensation algorithm
which means there is no pilot needed, and shows that it works well for high-order
constellation CO-OFDM systems.

In this paper, we propose a new joint channel and CPE estimation algorithm,
and analyze the performance improvement brought by the algorithm under the
simplified system model. In this algorithm, we use reference signals to perform
channel estimation and CPE compensation and then correct the estimates itera-
tively. An iterative process with more prior information is also considered. It can
be seen from the theoretical analysis and simulation results that the joint channel
and CPE estimation algorithm can bring good performance improvement.

This paper is organized as follows. Section 2 introduces the system model
with phase noise and the basic algorithm for CPE estimation. Section 3 intro-
duces the joint channel and CPE estimation algorithm and gives the algorithm
flows. Section 4 analyzes the performance of the algorithm under two simplified
conditions. Simulation results are given in Sect. 5.

2 System Model and CPE Estimation

In OFDM systems, the received signal after removing the CP (Cyclic Prefix) in
the frequency domain can be expressed as

yk,n = xk,nhk,nϕ0,n +
∑P−1

i=0,i �=k
xi,nhi,nϕ(k−i)[P ],n

+ wk,n, (1)

where xk,n denotes the transmitted data in the frequency domain, hk,n denotes
the frequency domain channel, ϕ0,n represents the CPE, k means the k -th sub-
carrier where the reference signals are placed, n means the n-th OFDM symbol.
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The second term in the formula denotes the ICI due to phase noise where P indi-
cates the number of FFT points and subscript [P ] indicates modulo P operation.
wk,n represents the additive white Gaussian noise.

It can be seen from (1) that the influence of phase noise on the received
OFDM signals consists of two parts:

1. CPE, which scales and rotates the ideal received signal and can be expressed
as

ϕ0,n =
1
P

∑P−1

i=0
ejφi ≈ ejθn , (2)

where φi indicates the phase noise. In general, the magnitude of the CPE
is close to 1, mainly as a phase error.

2. ICI, which breaks the orthogonality between subcarriers in OFDM systems.

Since the common phase error is the main influencing factor, and it is same for
all subcarriers on an OFDM symbol which can be estimated and eliminated, this
article only analyzes the impact of CPE. Considering ICI as a part of Gaussian
noise, (1) can be simplified to

yk,n = xk,nhk,nejθn + wk,n
′. (3)

To estimate and eliminate the CPE, a new reference signal named PTRS
(Phase Tracking Reference Signal) is proposed in the 5G systems. For the con-
venience of subsequent formula derivation, we assume that one DMRS symbol
and (N−1) PTRS symbols are placed on each sub-carrier. We also define nd as
the OFDM symbol index for placing DMRS, and {npi

} , i = 0, 1, ..., N − 2 is the
set of OFDM symbols for placing PTRS.

Therefore, the received signals of the DMRS and PTRS can be expressed as

yk,nd
= xk,nd

hk,nd
ejθnd + wk,nd

′, (4)

yk,np
= xk,np

hk,np
ejθnp + wk,np

′. (5)

Since the radio channel changes slowly, the channel at nd and np OFDM sym-
bol can be considered equal and we defined it as hknd

. Divided by the known
reference signal, Eqs. (4) and (5) becomes

h′
k,nd

= hk,nd
ejθnd + nk,nd

= ĥk,nd
+ nk,nd

, (6)

h′
k,np

= hk,np
ejθnp + nk,np

= ĥk,np
+ nk,np

, (7)

where ĥk,nd
= hk,nd

ejθnd , ĥk,np
= hk,nd

ejθnp = ĥk,nd
ejθτ , θτ = θnp

−θnd
, here θτ

is the difference of CPE between two OFDM symbols. When there are multiple
sub-carriers in the frequency domain to place PTRS, θτ is usually estimated by
[4].

θτ =
1
K

∑K

k=1
angle{yk,nd

∗yk,np
}. (8)
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Equation (8) estimates the difference of the CPE between the PTRS and DMRS.
Therefore, the channel estimate of PTRS ĥk,np

can be obtained by performing
a phase rotation operation on the channel estimate of the DMRS ĥk,nd

.
However, the amplitude of yk,nd

∗yk,np
is ignored in (8) which means that

the magnitude of each complex has the same effect during the merge. In fact,
the larger the amplitude, the closer the estimated CPE is to the true value.
Therefore, we introduce a better solution to obtain θτ [9]

θτ = angle{
∑K

k=1
yk,nd

∗yk,np
}, (9)

where angle {∗} represents the operation of taking the angle of the complex, y∗

represents the conjugation of y. On this basis, continue to perform operations
such as equalization and data demodulation, more accurate source data can be
obtained.

3 Joint Estimation of CPE and Channel

When the Gaussian noise is large, the CPE estimated by (9) is not accurate
enough. yk,nd

in (9) can be replaces by ĥk,nd
if the channel estimate ĥk,nd

is
accurate enough. Thus (9) becomes

θτ = angle{
∑K

k=1
ĥ∗

k,nd
yk,np

}. (10)

In this way, the influence of Gaussian noise can be eliminated and the CPE
estimate is more accurate. In order to estimate CPE by using PTRS, Fig. 1
gives an example of reference signals pattern.

Fig. 1. Distribution of reference signal

In Fig. 1(a), the PTRS are located on the OFDM symbols where all datas
are located, and cooperate with the DMRS on the same sub-carrier to estimate
the phase error on each OFDM symbol. In Fig. 1(b), the PTRS is separated by
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one OFDM symbol in the time domain. CPE at the position where the PTRS
is not placed can be obtained by the interpolation of adjacent CPE estimates.

We assume that the pattern of the reference signals is the same as shown
in Fig. 1, and there is 1 DMRS and N−1 PTRS on each sub-carrier. Since only
DMRS and PTRS are considered, DMRS is defined as the starting OFDM sym-
bol. For the sake of simplicity, we abbreviate ĥk,nd

as ĥk.
Since the distribution of channel and phase errors to be estimated is unknown,

the optimal estimation criterion is ML (Maximum Likelihood) criterion. This
problem can be expressed as

({ĥk}, {θ̂n}) = arg min
{hk},{θn}

∑

k

∑

n

|yk,n − hkejθn |2, (11)

where {hk} is the channel to be sought and {θn} is the CPE to be sought, yk,n

is the received signal on the n-th symbol of the k -th subcarrier.
For the optimization problem in (11), if {θn} is determined, we can get

ĥk =
1
N

∑N

n=1
yk,ne−jθn . (12)

When {hk} is determined, we can get (9). Therefore, the optimization problem
in (11) can be solved in an iterative manner. If there is more prior information
about {hk}, we will discuss it separately.

3.1 No Prior Information

In this part, we assume that there is no prior information about the channel.
Through the above analysis, the iterative process can be given as

0: Initialize the estimated CPE: θ1 = 0, θn = angle{∑K
k=1 yk,1

∗yk,n};
1: Update {hk} according to (12);
2: Update {θn} according to (10);
3: Repeat step 1 and 2 until there is no significant improvement in the
objective function |yk,n − hkejθn |2.
At first, an initial value is given to the CPE on each symbol where PTRS

is placed, then we obtain the channel estimate through the CPE according to
(12), and then update the CPE based on the channel estimate according to
(10). Finally, by repeating the above steps, the gap between yk,n and hkejθn

is continuously narrowed, more accurate CPE and channel estimates can be
obtained.

3.2 With Known Delay Power Spectrum

If the delay power spectrum is known at the receiver, the channel correlation
matrix rhh can be obtained. The channel estimation based on LMMSE is

ĥ = rhh

[
rhh + σ2(x ∗ x)−1

]−1

hLS , (13)
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where rhh = E (h · h∗) ,h = [h1, h2, · · · , hK ]T , x denotes the known reference
signal, σ2 indicates Gaussian noise variance, hLS represents LS channel estimate
which can be replaced during the iteration. Hence, the iterative process is given
as

1: Through frequency domain filtering, we can get {hk} according to (13);
2: Update {θn} according to (10);
3: Update {hk} according to (12);
4: Repeat steps 1,2 and 3 until there is no significant improvement in the
objective function |yk,n − hkejθn |2.
Different from scheme one, we first obtain the channel estimate by fre-

quency domain filtering, then obtain the CPE through channel estimate, and
then update the channel estimation based on the CPE.

At the first iteration, channel estimation is performed by LMMSE if the
delay power spectrum is known, otherwise LS channel estimation is used. Also,
when the channel delay power spectrum is known, the frequency domain filtering
to update {hk} is added in the iterative process. If there is any other prior
information about {hk}, you can add it to the process.

4 MSE Analysis of Proposed Joint Estimation

Due to the complexity of the objective function, an analytical expression cannot
be derived in theoretical analysis. Therefore, we will analyze the MSE of channel
under the following two conditions.

4.1 K=1, N=2

Assuming that there is only one sub-carrier and the number of DMRS and PTRS
is both 1, the optimization problem in (11) becomes

(ĥ, θ̂) = arg min
h,θ

(|y1 − h|2 + |y2 − hejθ|2) , (14)

where ĥ, θ̂ are the channel to be sought and the CPE to be sought, y1 and y2
are the received signals of the DMRS and PTRS. The problem in (14) can be
equivalently converted to another minimization problem:

(â, ϕ̂1, ϕ̂2) = arg min
a,ϕ1,ϕ2

(|y1 − aejϕ1 |2 + |y2 − aejϕ2 |2) , (15)

where a = |h| , ϕ1 = angle(h) , ϕ2 = ϕ1 + θ , Eq. (15) can be broken down into
3 separate problems for solving:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ϕ̂1 = arg min
ϕ1

(|y1 − aejϕ1 |2) = angle(y1),

ϕ̂2 = arg min
ϕ2

(|y2 − aejϕ2 |2) = angle(y2),

â = arg min
a

[
(|y1| − a)2 + (|y2| − a)2

]
.

(16)
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Then we can get
{

â = |y1|+|y2|
2 ,

θ̂ = ϕ̂2 − ϕ̂1 = angle(y2) − angle(y1) = angle(y1∗y2).
(17)

It can be seen that according to the ML criterion, the optimal estimation result
of the CPE in (14) is consistent with the existing method in (9). According to
(17), the performance of the MSE can be analyzed:

MSEchannel = 1
2E

∣∣h − âejangle(y1)
∣∣2 + 1

2E
∣∣hejθ − âejangle(y2)

∣∣2

= 1
2E

∣∣∣h − |y1|+|y2|
2 ejangle(y1)

∣∣∣
2

+ 1
2E

∣∣∣hejθ − |y1|+|y2|
2 ejangle(y2)

∣∣∣
2

.
(18)

The two terms in (18) should be equal, so only the first item is analyzed. Assum-
ing that h = 1, θ = 0:

MSEchannel = E
∣∣∣1 − |1+n1|+|1+n2|

2 ejangle(1+n1)
∣∣∣
2

= 1
4E

∣∣1 − |1 + n2|ejangle(1+n1) − n1

∣∣2,
(19)

where ejangle(1+n1) ≈ 1 + jIm(n1), |1 + n2| ≈ 1 + Re(n2), then we have

MSEchannel = 1
4E|1 − [1 + Re(n2)][1 + jIm(n1)] − n1|2

= 1
4E|Re(n1) + Re(n2) + jIm(n1)[2 + Re(n2)]|2

≈ 1
4E|Re(n1) + Re(n2) + j2Im(n1)|2

= 3
4σ2.

(20)

It can be seen from (20) that the MSE of the joint CPE and channel estima-
tion is reduced compared to the no joint situation. However, since the CPE esti-
mate is not accurate enough due to the small number of sub-carriers, the effect
of LS channel estimation combining the two reference signals is not achieved.

4.2 N=2

Assuming that the number of DMRS and PTRS is both 1 on each sub-carrier,
the optimization problem in (11) becomes

({ĥk}, θ̂) = arg min
{hk},θ

∑

k

(|yk,1 − hk|2 + |yk,2 − hkejθ|2), (21)

where yk,1 and yk,2 are the received signals of the DMRS and PTRS on the
k -th subcarrier. When θ is determined, each item in {hk} affects only one of the
additions, so problem (21) can be broken down into K independent optimization
problems:

ĥk = arg min
hk

(|yk,1 − hk|2 + |yk,2 − hkejθ|2)

= arg min
hk

(|yk,1 − hk|2 + |yk,2e−jθ − hk|2)

= yk,1+yk,2e
−jθ

2 .

(22)
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As can be seen from (22), ĥk can be represented by θ. Bringing (22) into (21),
the problem is reduced to

θ̂ = arg min
θ

∑

k

(|yk,1ejθ − yk,2|2
)
. (23)

Equation (23) can be represented in vector form arg min
ejθ

∥∥y2 − y1ejθ
∥∥2

F
, where

y1 = [y1,1, y2,1, y3,1, · · · , yK,1]T ,
y2 = [y1,2, y2,2, y3,2, · · · , yK,2]T .

(24)

Then, the problem in (23) can be transformed into a merger problem with one
transmit and multiple receive, so we can get

θ̂ = angle
(
y1

Hy2

)
= angle

(
∑

k

yk,1
∗yk,2

)
. (25)

When K� 1, the estimate of CPE is relatively accurate, and the combination
in (22) can reduce the MSE to half of the noise power.

After the above theoretical analysis, we can see that this joint channel and
CPE estimation algorithm can significantly improve system performance, and
the performance is related to the number of sub-carriers. When the number of
sub-carriers is large enough, the MSE can be reduced to the theoretical value.

5 Simulation Results and Analysis

In this section, we make simulations for comparison and analysis. Main assump-
tions are shown in Table 1.

Table 1. Simulation assumption

Parameters Assumptions

Carrier frequency 30GHz

Channel model CDL-B

Subcarrier spacing 120 kHz

Allocated bandwidth 100MHz

Number of RB 4

Coding scheme Turbo

Channel estimation LMMSE

SNR 13
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5.1 No Prior Information

In this part, we compare the proposed joint estimation effects of different PTRS
time domain densities. 1 DMRS and 3, 6 or 11 PTRS every sub-carrier in time
domain are placed and three sub-carriers of the above pattern are placed in each
RB. The simulation results are given in Fig. 2 where abscissa 0 represents without
iteration. In Fig. 2, 1:3 represents the ratio of the number of DMRS and PTRS. It
can be seen from the Fig. 2 that by the iteration, the MSE of the channel estima-
tion is decreasing. However, what really works is the first iteration. That is, after
the iterative process is called once, its MSE performance is basically stabilized.
Also, we can see that the more the number of PTRS, the more the MSE declines
since the number of PTRS will affect the accuracy of CPE estimate.

Fig. 2. Simulation result of joint estimation with no prior information

5.2 With Known Delay Power Spectrum

In this part, frequency domain filtering is added in the iterative process and the
simulation results are given in Fig. 3. In order to get the system gain brought
by each step in the iterative process, we do not use the iteration number as the
abscissa, but the step in one iteration proposed in Sect. 3.2. It can be seen that
every three steps is an iteration, step 1 is the beginning of the first iteration and
step 3 is the end of the first iteration.

In Fig. 3, it can be seen that in each iteration, MSE is significantly reduced
after frequency domain filtering, and MSE does not change much after other
steps which shows the importance of frequency domain filtering. After the second
iteration, the MSE is basically stabilized. We can see that after adding the
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Fig. 3. Simulation result of joint estimation with known delay power spectrum

frequency domain filtering, the difference in system gain between the three cases
is not as obvious as before. This is because after the first frequency domain
filtering, we can get a more accurate channel estimate. Then we obtain CPE
based on channel estimate instead of random assignment in Sect. 3.1. Therefore,
the impact of the number of PTRS will be smaller.

Fig. 4. Simulation result of the comparison between the joint estimation and the
baseline
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Then a set of baselines are added to make comparison, that LS was used
for channel estimation and Eq. (8) for CPE estimation. As can be seen from
the Fig. 4, the MSE decreases with increasing SNR under both algorithms. And
under different SNR, the performance of the joint estimation algorithm is better
than the traditional algorithm, especially when the SNR is small.

6 Conclusion

In this paper, an iterative algorithm is proposed to estimate CPE and channel.
In this algorithm, a simplified system model which treats ICI as part of Gaussian
noise is used to iteratively obtain more accurate channel and CPE estimates. We
present the algorithm flow in two cases, one with no prior information and the
other with known delay power spectrum. In addition, the system gain brought
by the algorithm under two simplified conditions is analyzed. One condition is
that the number of PTRS and DMRS is both 1, and the other condition is that
the number of PTRS, DMRS and sub-carriers is all 1. The simulation results
show that when there is more prior information about the channel, such as the
delay power spectrum, the joint estimation of CPE and channel algorithm will
perform much better. Meanwhile, the simulation results show that the proposed
algorithm performs better than the traditional algorithm, especially when the
SNR is small. Therefore, it can be concluded that this algorithm has a great
impact on improving the accuracy of the estimation of channel and CPE.
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Abstract. With the development of multimedia technologies, VR ser-
vices have quickly gained popularity at an accelerating speed. To reduce
the high cost of purchasing high-performance VR terminals for end users
and to enhance the user experience, recently, the concept of cloud-based
VR was proposed which brings the cloud computing technologies to VR
services. On-cloud GPU clusters and multi-core servers are expected to
be used for simplifying VR terminals at the users’ side. This idea, how-
ever, arises several challenges in deploying such cloud-based VR sys-
tem for practical applications, among which the cloud-to-end latency is
mainly concerned. In this paper, we designed a practical solution for
bearing cloud-based VR applications. We aim at reducing the cloud-
to-end latency to improve the experience of end users. In our system,
a frame splitting technique was proposed to fulfill the goal. Specially
designed algorithms including reference frame determination and rate
control strategies were also included to limit the computational com-
plexity and improve the coding efficiency while obtaining promising user
experience. Experimental results showed that the proposed system can
significantly reduce the cloud-to-end latency.

Keywords: Cloud-based VR · Cloud-to-end latency · H.264 coding
scheme · Rate control

1 Introduction

Recent years have witnessed tremendous progress in the development of virtual
reality (VR) technologies, which are now widely applied in many fields including
education [6], entertainment [13], medicine [11] and gaming [9]. It is predicted
that VR services will have a global user base of more than 275 million by 2025 [5].
A recent report foresaw that the VR business will grow into an $80 billion market
by 2025 [1]. Currently, VR ecosystems is progressing in an accelerate pace in var-
ious aspects including the design of VR terminals (e.g., Head-Mounted Display
(HMD)), coding and rendering schemes as well as transmission strategies.
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Current VR terminals can be generally classified into three categories includ-
ing mobile phone-based VR terminals, all-in-one VR terminals and PC-based VR
terminals. The rather limited computing capability of the mobile phone-based
and all-in-one VR terminals restrict their application to mainly VR videos ser-
vices (i.e., 360-degree video streaming). In contrast, PC-based VR terminals are
usually used to perform more demanding VR applications such as interactive
VR gaming. However, most PC-based VR terminals are tethered to PCs using
HDMI cables, which limits the movements range of end users and brings incon-
venience. Moreover, to bring users with better sense of immersion and presence,
visual scenes are expected to be rendered in higher resolution, e.g., 12K/24K
with at 30/60 fps [8]. However, the capability of existing hardware fails to meet
these challenging requirements. Additionally, mainstream PC-based VR manu-
facturers reported that the minimum configuration requirements for a basic VR
experience will cost at least USD 1,500 including the purchase of a PC and an
HMD [8]. This price will significantly arise if better visual experience is expected.
The heavy cost of entry surely retard the popularity of VR applications among
potential users. In this regard, it is of fundamental importance to design more
portable, affordable and practical VR solutions for end users.

Very recently, the concept of cloud-based VR was proposed which brings the
cloud computing technologies to VR services. The so-called VR cloudification
aims at reducing the burden of logical computing and rendering process of VR
terminals. The on-cloud GPU cluster and multi-core servers are used to compen-
sate the deficiency of VR terminals. Figure 1 shows the basic system. The logic
computing and rendering modules that have required high performance require-
ments for the terminal are placed in the cloud. VR terminals at the users’ side
only needs perform less demanding tasks such as sensor data transmission, video
decoding and interaction control commands transmission. Such a change reduces
the performance requirements of the VR terminal under the premise of ensuring
the user experience, making it possible for VR to truly enter our daily life. Inves-
tigating the potential challenge as well as development practical cloud-based VR
systems become a new research topic in both academia and industry.

Fig. 1. An overview of the basic cloud-based VR system.
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In September 2018, Huawei released the Cloud VR Solution White Paper
which expressed its vision on the cloud-pipe-terminal Cloud VR [8]. Challenges
of deploying such cloud-based VR system, e.g., the cloud-to-end latency, are
discussed. Likewise, in [4], the authors discussed difficulties in improving the
accessibility of interactive VR gaming experience by utilizing cloud techniques.
They pointed out that cloud-to-end latency is the main issue to be solved before
the successful deployment of cloud-based interactive VR gaming system. In [12],
an implementation of an interactive VR game with the capability to move game
servers across the world was demonstrated. However, end users reported a latency
to different extent according to their distance to the server. Similarly, research
in [7] investigated the challenges for enabling the cloud-based VR applications
in wireless networks. They also analysed the challenging bitrate and latency
requirements to enable wireless VR.

From the research above, we can see that solving the issue of cloud-to-
end latency is the key factor in designing cloud-based VR system. In this
paper, we designed a practical solution for bearing cloud-based VR applica-
tion. More specifically, we aim at reducing the cloud-to-end latency to enhance
the user experience. A frame splitting technique was first proposed to reduce
the latency. Other algorithms including reference frame determination and rate
control strategies were also included to limit the computational complexity and
improve the coding efficiency while obtaining promising user experience. Exper-
imental results showed that the proposed system can significantly reduce the
cloud-to-end latency.

2 The Design of the Low Latency System

2.1 Overview of the Proposed System

Fig. 2. An overview of the proposed system.

Figure 2 shows an overview of the proposed system. The entire VR rendering
process was re-allocated where the logical computing, real-time rendering and
encoding process are performed by the cloud server. In the original cloud-based



76 S. Tian et al.

Fig. 3. The comparison of the cloud-to-end latency between no splitting and M × N
splitting. M and N are set to be 2 for illustration.

VR system, the transmission of each frame should only begin after the codec has
finished encoding that entire frame. Similarly, the decoding process only begin
after the client receive the complete stream of one frame. Its corresponding
cloud-to-end latency is denoted as T original in Fig. 3. To reduce the cloud-to-end
latency, we proposed a frame splitting module in our system. As shown in Fig. 2,
the cloud rendering platform first split each frame into M× N (e.g., 2 × 2 as
illustrated) sub-frames. The obtained M× N sub-frames are then arranged to
form a new temporal sequence in lower resolution. In this setup, once a part
(e.g., a sub-frame) of the entire frame is encoded, it can be sent for transmission
without waiting for the rest part to be encoded. Besides, as long as the client
receive the stream of a sub-frame, the decoding process can be started. The
cloud-to-end latency T proposed in our proposed system is shown in Fig. 3 which
is clearly shorter. The reduction of cloud-to-end latency depends on the number
of sub-frames divided.

When the sub-frame sequence are encoded, the temporal relativity between
them is different from that of normal sequences, so a reference frame selection
strategy is proposed. Moreover, as each frame is split into multiple sub-frames
and each sub-frame is encoded separately, it is therefore important to make sure
the sub-frames that belongs to the same original frame are consistent in their
coding quality. To do so, a rate control module was further proposed in our
system to keep that consistency. As current multimedia devices are compatible
with H.264 coding scheme, our system thus used X264 codec as the basis.

2.2 Reference Frame Determination

After the frame splitting process, temporally adjacent sub-frames do not possess
high relativity. Instead, this temporal relativity appears in every M×N sub-
frames. Since the efficient prediction in temporal domain is a key technique for
improving the coding efficiency, how to effectively use the temporal correlation
is of fundamental importance.

The H.264/AVC video coding scheme [14] supports multi-reference frame in
the temporal domain. More specifically, the encoder stores a number of recon-
structed video frames as reference. Motion prediction is performed in these ref-
erence frames to find a more accurate match. However, X264 codec needs to
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Fig. 4. Illustration of the prediction dependency of the sub-frames generated by the
2 × 2 splitting.

perform motion prediction in all reference frames when using multiple refer-
ence frames, which greatly increases the computational complexity compared to
using a single reference. Especially, in the proposed system, it is no meaningful
to perform motion prediction in those candidate reference sub-frames that have
no temporal relativity with current sub-frame. As the sequence to be coded in
our system has a fixed temporal structure, we hope to directly use single ref-
erence frame that is adjacent in temporal domain to control the computational
complexity while ensuring sufficient coding efficiency. The expected prediction
dependency between sub-frames just like Fig. 4 shows. With this in mind, we pro-
posed an algorithm which can be achieved by setting the related syntax utilizing
the H.264/AVC reference frame modification technique:

(1) Setting the reference frame list re-ordering flag:

ref pic list reordering flag 10 = 1 (1)

(2) Setting the type of modification process to be short-term reference frame
modification where the re-ordered reference frame precedes the current
frame:

reordering of pic nums idc = 0 (2)

(3) Setting the distance between the current frame and the re-ordered frame to
be m × n:

abs diff pic num minus1 = m ∗ n (3)

As the X264 codec supports no more than 16 reference frames, m × n must less
than 16. That is to say, our splitting module thus allows several spatial partitions
that generates less than 16 sub-frames.

By using the technique above, the reference frame list will be re-ordered. So
that the right frame can be referred when just using single reference frame.
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2.3 Rate Control for Quality Consistency

In our system, a frame will be divided into a number of sub-frames for encod-
ing, and displayed after the client spliced them together. If the quality of the
sub-frames that belong to the same original frame is significantly different, the
user experience will be drastically reduced. To ensure the quality consistency
among the splitted sub-frames, we designed a rate control algorithm as shown in
Algorithm 1 based on the averaged bit rate (ABR) method [10] of X264 scheme.

Algorithm 1. Rate control for quality consistency
Input:

SATD : the sum of absolute transformed difference of the current sub-
frame[10];

cplxsum : iterative quantities initialized according to the number of mac-
roblocks[10];

cplxcount : iterative quantities initialized to be 0;
qcompress : the compression control parameter which equals to 0.6;
rate factor : the ratio of the summation of all coded bits to the complexity

of current sub-frame;
overflow : the deviation between the total target bits and the actual generated

bit;
preQP : quantification parameter of the previous sub-frame;
a, b, c : parameters which empirically set to be 12, 6 and 0.85 respectively;

Output: QP : quantification parameter;
1: cplxsum ← cplxsum ∗ 0.5 + SATD
2: cplxcount ← cplxcount ∗ 0.5 + 1
3: blurred complexity ← cplxsum/cplxcount
4: if current sub-frame is the first one in that frame then
5: qscale ← blurred complexity(1−qcompress)

6: qscale = qscale/rate factor
7: qscale = qscale ∗ overflow
8: QP ← a + b · log2(qscale/c)
9: else

10: QP ← preQP
11: end if
12: preQP ← QP
13: return QP

In Algorithm 1, the step 4 to step 11 calculate the QPs of each sub-frame.
The QPs of all sub-frames in one frame are set to be equal to that of the first
sub-frame, To do so, we can ensure the quality consistency of the entire frame.
However, the blurred complexity of each sub-frame should always be calculated
to ensure the correct calculation of qscale for the following sub-frames. In step
5 the qscale is firstly calculated according to blurred complexity, then the step
6 and 7 revise it according rate factor and overflow.
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3 Performance of the System

To benchmark the performance of the proposed system, we measured the cod-
ing efficiency as well as the cloud-to-end latency. The test sequences are four
standard omnidirectional videos provided by Joint Video Exploration Team [3].

2X2 3X2 3X3 4X3
0

20

40

60

80

cl
ou

d-
to

-e
nd

 la
te

nc
y 

(m
s)

no splitting
splitting mode

Fig. 5. Illustration of the cloud-to-end latency under different splitting mode.

3.1 Cloud-to-End Latency

The proposed system is designed to reduce the cloud-to-end latency by including
the frame splitting module. As already shown in Fig. 3, when no splitting is used,
the cloud-to-end latency can be calculated as:

Toriginal = Ten + Tt + Tde (4)

where Ten is the encoding time of the entire frame, Tt is the transmission delay,
Tde is the decoding time. In contrast, when a frame is divided into M× N sub-
frames, the cloud-to-end latency can be calculated as:

Tproposed =
Ten

m ∗ n
+

Tt

m ∗ n
+ Tde (5)

To provide numeric evidence on to what extent can the proposed method
reduce latency, we empirically set the encoding time, transmission delay and the
decoding time for a single 4 K frame as 20 ms each. Note that the time of 20 ms
was empirically set based on typical statistics in [8] to show the varying tendency
of the cloud-to-end latency for different splitting mode. Real-world processing
time in each step may be different according to specific methods used. Figure. 5
plots the cloud-to-end latency with different splitting mode. It shows that the
latency reduces from 60 ms in no splitting mode to 23.3 ms in 4 × 3 mode. In
the case of 4 × 3 splitting mode, the cloud-to-end latency is mainly occupied by
the decoding time (i.e., 20 ms out of 23.3 ms) which is mainly determined by the
client.
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Fig. 6. Illustration of RD curves for encoding the sequence called PoleVault le.

3.2 Coding Efficiency

Table 1 lists the performance of the proposed system in terms of Bjøntegaar
Delta-rate (BD-rate) criterion [2] between no splitting mode and various possible
partitions. Figure 6 further shows the RD curve for encoding the sequence called
PoleVault le. They showed that the coding efficiency of the proposed system
experiences a slight drop since the spatial correlation of frames are affected due
to the frame splitting. However, even at the largest 4×3 splitting mode, the BD-
rates for different video content are controlled to be smaller than 4%, indicating
that the coding efficiency of the proposed system can be relatively maintained.

Table 1. Performance in terms of the BD-rate of the proposed system with different
M × N splitting mode

2 × 2 3 × 2 3 × 3 4 × 3

AerialCity 1.42% 1.86% 3.13% 3.93%

Harbor 2.23% 2.36% 3.34% 3.89%

PoleVault le 2.62% 2.75% 3.01% 3.15%

KiteFlite 2.57% 2.81% 2.94% 3.25%

4 Conclusion

This paper presents a practical cloud-based VR system to reduce the cloud-to-
end latency for VR applications. A frame splitting technique was proposed to
reduce the latency. To make sure the perceived quality of each sub-frame after
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splitting is consistent, a rate control method was further proposed. Experimental
results showed that the cloud-to-end latency can be significantly reduced by
almost three times in our implementations. In the meanwhile, the video quality
only experiences a slight drop in terms of BD-rate. Experimental results showed
that the proposed system can significantly reduce the cloud-to-end latency.
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Abstract. A panorama is a wide-angle view picture with high-
resolution, usually composed of multiple images, and has a wide range
of applications in surveillance and entertainment. This paper presents a
end-to-end real-time panoramic face detection video system, which gen-
erates panorama video efficiently and effectively with the ability of face
detection. We fix the relative position of the camera and use the speeded
up robust features (SURF) matching algorithm to calibrate the cameras
in the offline stage. In the online stage, we improve the parallel execution
speed of image stitching using the latest compute unified device architec-
ture (CUDA) technology. The proposed design fulfils high-quality auto-
matic image stitching algorithm to provide a seamless panoramic image
with 6k resolution at 25 fps. We also design a convolutional neural net-
work to build a face detection model suitable for panorama input. The
model performs very well especially in small faces and multi-faces, and
can maintain the detection speed of 25 fps at high resolution.

Keywords: Panorama · Face detection · SURF · CUDA

1 Introduction

Traditional surveillance video, which can only display video from 40 to 50◦ of
view usually in a larger scene, is unable to monitor the entire scene, thus multiple
cameras need to be installed for monitoring. The panoramic video can provide
360◦ of video information without blind angle as Fig. 1. There is no need to
install multiple cameras to cover the entire monitored area, saving hardware
and installation costs. Face detection can make monitoring more intelligent and
provide a technical basis for target recognition and tracking. It can greatly reduce
the number of staff required, and the cost of manual operation, thus greatly
reduce their labor intensity.
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(a) traditional surveillance (b) panoramic surveillance

Fig. 1. Comparison of panoramic video and traditional surveillance

The key technology in the panoramic video is image stitching, which is
to stitch multiple low-resolution images taken at different angles into a high-
resolution image with a large field of view. Panorama video has an important
applications in sports live broadcast, video entertainment, security surveillance,
medical imaging, and other fields. Brown proposed AutoStitch [1] to make auto-
matic recognition matching a step forward in panorama stitching, which allowed
the panorama to be built without any user input. The previous generation of
stitching algorithms based homography transformation, cylinder or spherical
projection and multi-band combination is very mature.

However, with the development of head-mounted devices and liquid crystal
displays, and the current 4k liquid crystal display has become the mainstream in
the market while providing a better display platform for the panorama video. The
pursuit of high-resolution video poses a higher challenge to panorama stitching.
The panorama must be seamlessly and perfectly stitched to avoid misalignment,
ghosting, and other issues in order to get good visual effects, especially at 360◦, so
the parallax problem in the panorama must be resolved. Parallax is the difference
in direction caused by observing the same target from two points with a certain
distance. Therefore, the same object captured by two adjacent cameras must
have a certain difference. Directly stitching the combined image will produce
ghosting. Therefore, the impact of parallax must be eliminated. In addition, the
high-resolution output doubles the amount of computation. To provide high-
resolution real-time panoramic video, the existing algorithms must be optimized
to meet the demand.

Face detection is an important part of computer vision. With the continuous
development of face detection technology, it is widely used in access control,
surveillance systems and other kinds of security applications. Face detection
research has made great progresses in the past two decades Viola and Jones pro-
posed a groundbreaking algorithm [2], they trained the cascade classifier through
Haar-Like features [3] and [4]. A face detector with good real-time performance
is obtained. However, the research indicates that the algorithm has a very poor
detection performance when the face is in an unconstrained environment. The
unconstrained environment mentioned here is compared with the ideal condi-
tions such as single face, simple background. With the large-scale application of
face recognition, face tracking, etc., face detection is proposing higher and higher
requirements. With the development of convolutional neural networks and the
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object detection algorithms such as RCNN and SSD, face detection has been
greatly improved in accuracy. However, the detection speed is still a bottleneck.
Most algorithms cannot guarantee 25 frames under VGA resolution. The resolu-
tion of panoramic video is generally 4K or higher, and 360-degree video contains
more information and is more likely to contain more faces, Therefore, it is still
challenging to perform face detection on panoramic video real-time.

This paper proposes an end-to-end real-time panoramic video face detection
system, which integrates face detection technology into panoramic video, which
will undoubtedly have a huge improvement on surveillance video technology,
making up the shortcomings of traditional surveillance video.

2 Relate Works

Image stitching and face detection are the key issues in computer vision research
in recent years which is the key points of panoramic video face detection systems.
Pritam [5] extracted a panoramic video processing solution that can achieve
25 fps processing, but it only uses 4 cameras to shoot wide-angle images instead
of 360 panorama. In 2016, [6] introduced Rich360 is a new system for creating and
viewing 360-degree panoramic video. First, Rich360 utilizes a deformable spher-
ical projection surface to minimize parallax from multiple cameras. The surface
deforms in space and time based on the depth constraints estimated from the
overlapping video regions. This enables fast and efficient non-parallax stitching
without being affected by the number of views. Next, non-uniform spherical ray
sampling is performed, the sampling density depending on the importance of
the image area. Finally, for interactive viewing, a non-uniformly sampled video
is mapped onto a unified viewing sphere using a UV map. [7] proposes a real-
time 360 video stitching and stream processing method that focuses on GPU.
This solution creates a scalable solution for large resolutions. This method uses a
set of deformable meshes, processed using OpenGL (GLSL), and the final image
uses a powerful pixel shader to combine the inputs. In addition, nVEnc GPU
encoding can be used to stream results to cloud services using h.264 encoding.

With the development of artificial intelligence and machine learning technol-
ogy, LeNet and AlexNet [8,9], using the Convolutional Neural Network (CNN) to
process images has become a research hotspot and future development direction.
In the R-CNN proposed by Ross Girshick in CVPR 2014 [10], a convolutional
neural network was used for target detection [9]. Then, about 2000 areas to be
detected are proposed for SVM classification on the picture, and the size of the
target bounding box is adjusted by a bounding box regression. The emergence
of R-CNN has subverted the traditional target detection scheme, but it still
has major deficiencies, such as long time spent and too many training modules.
Then, fast-rcnn and faster-rcnn were proposed respectively, but even with the
latest results, the time for target detection can only be maintained at around
5 fps. 2016 You Only Look Once (YOLO) was proposed by Redmon [11]. YOLO
turned the detection problem into a regression problem, which greatly improved
the speed of target detection, but reduced the accuracy. Single Shot MultiBox
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Detector (SSD) [12] was proposed in 2016, using the idea of YOLO and the
idea of Faster R-CNN’s anchor box to satisfy the real-time performance while
taking into account the accuracy rate [13]. MTCNN has a framework for deep
convolutional multitasking [14], which takes advantage of the inherent relation-
ship between detection and alignment to enhance their performance [15], but
the detection time increases with the number of faces.

3 System Design

The panoramic face detection system is divided into two main modules, as shown
in Fig. 2, panoramic video module and face detection module. The panoramic
video system is also divided into the offline stage and the online stage. The
offline stage is responsible for cameras design and geometric calibration and the
online stage is in charge of image stitching, optical removal and image blending.
The face detection module restores the data stream into panoramic images and
detect face on panoramic video.

Fig. 2. System block diagram

3.1 Panoramic Video Module

In this section, We will introduce our designed panoramic stitching system.
Our system is based on Facebook Surround360. Surround360 is a high-quality,
production-ready 3D-360 hardware and software video capture system. It uses
17 high-precision industrial cameras and powerful processing workstations for
post-processing. The time to render 4k video is 30 s per frame, and real-time
processing is completely impossible. We improve the hardware design and soft-
ware algorithms of surround360 to enable to stitch panoramas in real time on
the personal computer. In particular, we make the following contributions:

(1) We redesign the hardware, reducing the number of cameras while maintain-
ing stitching quality.

(2) We improve Surround360 feature extraction algorithm. Using the feature
information to calculate intrinsic parameter and extrinsic parameters of
cameras.

(3) We build a processing pipeline to render panoramas in real time using CUDA
based on Surround360.
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Hardware Design. The Surround360 has 14 side cameras with the resolution of
2048 * 2048. A camera’s vertical and horizontal field of view is 90◦. Surround360
is designed to render omnidirectional stereo panoramas, but we only need to
generate 2D panoramas. So we can reduce the number of cameras. In order to
obtain good stitching quality, the area of the overlap needs to be larger than
half of the image (Figs. 3 and 4).

Fig. 3. Camera model α is the horizontal
field of camera view. β is the angle of
overlap area

Fig. 4. Unit sphere in the world coordi-
nate system

After many experiments, we found N = 6, α = 120 can stitch the panoramas
without distortion. Reducing the number of cameras greatly decrease the amount
of computation.

Feature Extraction. Although we reduced the number of cameras, Sur-
round360 still cannot stitch panoramas in real time. We improve software algo-
rithms to meet real-time requirements. Surround360 use the scale-invariant fea-
ture transform (SIFT) features to register images. We use the SURF algorithm
which is an improvement of the SIFT algorithm. Its basic structure is similar to
SIFT, but the specific implementation process is different. The advantage of the
SURF algorithm is that it is much faster than SIFT and has good stability. In
order to generate panoramas in real time, we do not use the extracted features
to transform the image directly but used the features to calculate the camera
intrinsic parameter and extrinsic parameters. Establish the mapping relation
between the world coordinate system and the pixel coordinate. We called this
process is offline stage. The offline stage only runs once at program startup.

As the Fig. 4, we assume that the captured images are on a spherical surface
in the world coordinate system. The sphere can be sampled with longitude (φ)
and latitude (θ). The longitude φ in the range of [−π, π] is called yaw, and the
latitude θ in the range of [−π/2, π/2] is called pitch in aviation.
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Spherical coordinates and latitude and longitude have the relations as follows:

X = cos(θ) cos(φ)
Y = sin(θ)
Z = − cos(θ) sin(φ)

We can get the longitude and latitude according to the angle of the camera,
and then calculate the world coordinates of the image. So far, we can get the
world coordinate through the longitude and latitude, but we want to get the
pixel coordinate. It can be seen from the followed formula that we need to know
the intrinsic and extrinsic parameters of the camera to complete the conversion
of world coordinates to pixel coordinates.
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R and T are the extrinsic parameters of the camera. R is the rotation and T is
the translation transformation of the camera position to the world coordinate
system. f is the focal length of the camera. dx and dy represent the actual size
of the pixels on the sensor chip. u0, and v0 are the center of the image plane.
These are the intrinsic parameters of the camera. We use the SURF algorithm
to extract features. Then we use the features to register images, which is a non-
linear regression problem. According to the position of the camera, a set of initial
parameters are manually set, and the parameters are iteratively optimized by
nonlinear least squares, and relative optimal results are obtained. Specific steps
are as follows:

(1) Calibrate the camera to get the camera intrinsic parameters.
(2) Place a set of cameras in a designed position for calculating their extrinsic

parameters.
(3) Capture a single frame as reference frame in a scene with plenty of features

that is, containing objects with sharp edges and corners of different sizes.
Using SURF to extract features.

(4) The reference frame is registered using the initial parameters, and the cam-
era parameters are iteratively optimized with the Ceres Solver nonlinear
optimization library and feature matching results.

(5) Finally, more accurate camera intrinsic parameters and extrinsic parameters
are obtained, and a complete mapping of the world coordinate system to
the pixel coordinate system is established.

The offline stage is performed only once, and the camera parameters are
stored to the configuration file, and each frame of the acquired image is directly
transmitted to the GPU for subsequent operations.



88 H. Zhao et al.

Pipeline Design. Because Surround360 is an offline stitching system. It only
uses the CPU to perform the following steps serially: projection, parallax removal
and image combination. We redesigned the images stitching pipeline with CUDA
technology. Image processing has a high degree of parallelization. We pass the
captured images to the GPU for parallelization called online stage. Compared
with CPU, GPU has more powerful parallel processing capability. The online
processing stage uses the camera coordinate system to perform spherical pro-
jection on the picture in each frame and then uses the optical flow method
to combine the picture to generate a panoramic image. The next operation is
performed in the spherical coordinate system and finally converted into a rect-
angular panorama (Fig. 5).

Fig. 5. Pipeline of panoramic video module

We put all the online stage operations on the GPU, and a lock-free single-
producer-single-consumer circular queue is established to transmit the images.
At first, the images data transfer to GPU was the largest bottlenecks for our
algorithm. If we follow Surround360 algorithm, the images data will be trans-
ferred between CPU and GPU many times per frame. It will cost a lot of time
and the real-time processing is completely impossible. We adjusted the algorithm
structure and designed a pipeline that all the operations are performed on the
GPU, so we just transfer the data to the device once per frame. In order to
reduce the transmission time of data between the host and the device, we use
the pinned memory to store the received images.

The pipeline we designed achieves full parallelization. The parallel optimiza-
tion is mainly divided into two parts, global optimization, and local optimization.
After analysis, we found the captured images are projected, parallax removed,
and combined step by step. These operations are repeated on each image with-
out data transfer, so we can process each image at the same time. This is the
global optimization. For each image, it can also be pixel-level parallelized we
called local optimization.
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Surround360 does not directly generate a panorama, but it is performed by
pasting together strips taken from the centers of the overlap images. Each strip is
independent, so we can process each image in parallel to get the respective strip.
We use 6 cameras to capture images, and there will be 6 streams concurrently
executing. Each stream executes the operations as follows:

(1) Projection: remap each image to pixel coordinate so each image can be
processed in the same coordinate system

(2) Parallax removal: calculate the optical flow in overlapping areas between
adjacent images. Calculate the parallax map through the optical flow.

(3) Combination: combine the overlapping areas between adjacent images using
parallax map.

The main operations contained in each stream are remapping, optical flow
calculation, and fusion. These operations all can perform pixel-level parallel opti-
mization using CUDA technology. We programmed kernel functions to imple-
ment the above operation. The kernel function is a function that executes in
parallel in a thread on the GPU. In CUDA, each thread must execute a kernel
function, and each thread will be assigned a unique thread number thread ID.
We sent each pixel to a CUDA core, and got a unique thread ID. According the
thread ID we can determine the pixel index. So we can do the operations on all
the pixels of an image at the same time (Fig. 6).

Fig. 6. Parallel processing
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Now we have improved the Surround360 on hardware and software. Increase
algorithm degree of parallelism while reducing data computation. So far, we can
get the panoramic video in real time.

3.2 Face Detection Module

This module is detecting face performed on the panoramic video. With the devel-
opment of the convolutional neural networks (CNN) and the target detection,
people have achieved a high accuracy rate for the Face Detection Data Set and
Benchmark (FDDB) dataset, but the scene under the real application is not as
simple as the FDDB. Light, occlusion, size and resolution are also key issues to
be addressed in face detection. Although there are many network models avail-
able today, there are still challenges in face detection. Our system uses the latest
proposed Darknet-53 network structure in YOLOv3, with 53 convolution layers.
The Darknet-53 is comparable to the most advanced classifiers, but with fewer
floating point operations and faster speeds. The Darknet-53 performs better than
the ResNet-101 and is 1.5 times faster. The Darknet-53 has similar performance
to the ResNet-152, with a 2x speed increase. YOLOv3 draws on FPN and uses
multiple scales to make predictions. Detect on multiple scale feature maps and
predict 3 bounding boxes in each grid. This has a significant improvement in
the detection of small faces. However, YOLOv3 has 9 anchor boxes clustered
on Common Objects in Context (COCO) dataset. Among the COCO 91 classes
targets, bicycles, big bus, birds, cats, the target size is very different. If use the
anchor boxes to train the detection face, some of the anchors are not reasonable.
We have adjusted the size of the anchors to meet the needs of face detection.
Next, we will introduce the changed network structure:

(1) Feature Extraction Layer: Use the darknet-53 network proposed in YOLO
removed the final fully connected layer. Therefore, it is a full convolu-
tional network structure that adapts to image input at different resolu-
tions. YOLOv3 the input image size is 416 * 416. The panorama resolution
is very large if resize to 416 * 416 will loss lots of information. We change the
input resolution as 832 * 832. Keep more information while meeting real-time
conditions.

(2) Face detection layer: Using feature pyramid networks (FPN) to detect tar-
gets of different sizes by multi-scale. Select the last three different scale
feature maps on darknet-53 as output. Using the upsampling concatenate
two different scale feature maps are stitched together to realize predictions
across scales. So we have 3 different scale feature maps, and each feature
map needs 3 different scale anchor boxs. We did the k-means clustering on
the WIDER FACE dataset and resized it to 832 * 832 resolution. Then we
have 9 anchor boxes to detect the face.

(3) Loss function: Using the loss function calculation method in YOLO, first
determine several key information in the detection: (x, y), (w, h), class, con-
fidence. According to the characteristics of key information, it can be divided
into the above four categories, and the loss function should be determined
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by its own characteristics. Finally added together to form the final loss func-
tion, which is a loss function to get end-to-end training. The loss function
of (w, h) uses the total square error, and the loss function of the other part
uses the binary cross entropy. Finally added together (Fig. 7).

Fig. 7. Network structure

Then we have built the panoramic video module and face detection module.
We use the RTSP protocol to transfer data between two modules.

4 Evaluation

4.1 Experiments

We designed and implemented a complete panoramic face detection system. In
our system, we use 64 MP wide-angle industrial cameras as side cameras, through
2 PCI-e 1G Quad-Port PoE server adapter to connect to PC. Fix the cameras
together using 3D printing technology. The graphics card is GTX1080Ti. The
stitch system provides panoramic video with 6144 * 3160@25 fps as shown in
Fig. 8. The stitched video stream is compressed and H265 encoded using NvEn-
coder and transmitted using the RTSP protocol. The video receiving end per-
forms the decoding operation after receiving the RTSP video stream. Then the
decoded video stream is input into the face detection network model.

We implemented the face detection model by PyTorch, First, using the
WIDER FACE dataset to do pre-training, and the model input is performed
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Fig. 8. Image of panoramic video

at a size of 416 * 416. Three different sizes of anchor boxes are used for the three
different sizes of feature map, and a total of 9 different sizes of anchor boxes are
used to cope with different sizes of face detection. Then using the panoramic
images dataset to refine the model. The panorama resolution is 6144 * 3160, and
the model input is 832 * 832.

Table 1. Comparison of render times

Panorama image resolution Surround360 (ms) This paper (ms)

2048 * 1024 961.50 20.77

4096 * 2048 1687.33 29.09

6144 * 3160 5614.07 38.15

4.2 Performance

Table 1 provides stitching times required for different resolution panorama. Our
CUDA based panoramic image stitching system offers better results with more
than hundred times faster than the Surround360 (using 6 cameras) system. The
time for stitching one frame of 6k image is about 40 ms, so that the panoramic
video can be played at a frame rate of 25 fps. As shown in Fig. 9. Face detec-
tion model mAP is 0.83, The YOLOv3 which input size 416 * 416 mAP is 0.66.
YOLOv3 input images size are too small to detect face accurately. In the same
scene, our panoramic face detection model has better performance as Fig. 10.
Our face detection model frame rate is 28 fps. Although the speed is slower than
YOLOv3, the accuracy is higher.
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Fig. 9. P-R curve

(a) YOLOv3

(b) Our panoramic detection model

Fig. 10. Face detection result

5 Conclusion

We design and build a panoramic video face detection system. The processing
capability satisfies the requirements of the panoramic video, and it can improve
surveillance video technology. In the future work, we will enhance the accuracy
of face detection and improve panoramic video performance.
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Abstract. Some traditional Wi-Fi indoor passive human detection sys-
tems only extract the coarse-grained statistical information such as the
variance, which leads to low detection accuracy and poor adaptability.
To solve the problem, we propose a new coherence histogram for Wi-Fi
indoor passive people detection. In the histogram construction process,
the method leverages time continuity relationship between received sig-
nal strength (RSS) measurements. The coherence histogram captures
not only the occurrence probability of signals but also the time relation-
ship between adjacent measurements. Compared to statistical features,
the coherence histogram has more effective fine-grained information. The
feature vector consists of coherence histograms is used to train the clas-
sifier. To eliminate the position drift problem, the Allen time logic helps
to establish the transfer relationship between the sub-areas, we correct
the results to improve the location accuracy. Compared with the clas-
sic passive human detection technology, the F1-measure is improved by
nearly 5%.
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1 Introduction

Nowadays, the device-free human detection system has been rapidly developed,
such as ultra-wideband radar [1], computer vision [2], sensor networks [3] and
radio tomography [4], which can achieve real-time human detection. However, in
daily application scene, ultra-wideband radar requires special hardware support,
which limits the application range; the monitoring environment under conditions
of smoke, lowlight, etc., computer vision fails to detect people accurately, and the
technology also has great limitation in smart home which involves privacy issues
of users; sensor networks and radio tomography both require to deploy high-
density tags, it is difficult for those systems to be used widely in the commercial
market due to the expensive equipment costs. As wireless is widely deployed in
our daily life, people are almost inseparable from the wireless. The study found

Supported by organization x.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020

Published by Springer Nature Switzerland AG 2020. All Rights Reserved

H. Gao et al. (Eds.): ChinaCom 2019, LNICST 313, pp. 95–109, 2020.

https://doi.org/10.1007/978-3-030-41117-6_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41117-6_9&domain=pdf
https://doi.org/10.1007/978-3-030-41117-6_9


96 Z. Tian et al.

that in the wireless environment, the appearance and movement of the human
body can absorb, reflect and diffract part of the signal energy [5]. Using the
characteristics of the wireless signal, received signal strength (RSS) based Wi-Fi
passive people detection technology became a research hotspot. The technology
does not require additional detection equipment carried by people. The charac-
teristics of wide coverage, easy deployment, and low cost are helpful to applicate
in the public safety field, commercial field, etc.

2 Related Work

The researchers conducted a variety of research on the original signal to extract
the disturbance information. There are three typical detection methods: first of
all, the statistical characteristics based system such as moving average (MA)
[6] and moving variance (MV) [7] can obtain higher detection performance in a
short time, but as time goes by and the environment changes, the performance
gradually decreases. Secondly, the researchers have established systems such as
RASID [8] and Ichnaea [9] by setting an environment anomaly index. The advan-
tages of the system are efficient and fast when utilizing a single-link to detect the
target. However, in the multi-link joint detection, due to the difference between
links, it is necessary to adjust the abnormality index of each link to achieve
better performance, which increases the system workload.

To solve the above problems, the support vector machine (SVM) [10] based
on pattern recognition extracts the statistical features of the signal, such as vari-
ance, mean, extreme value, etc. However, the statistical features only reflect the
coarse-grained information of the original signal. In contrast, if we use the dis-
tribution of the signal to characterize continuous RSS values, we must get more
comprehensive and effective information than statistical features. For the peo-
ple detection problem, wireless links react differently to environment condition,
we should make full use of the received signal strength values to independently
estimate the distribution of each wireless link in the monitoring environment,
so a lightweight and efficient method must be used to find such a distribution.
The histogram [11] meets the above requirements. It can estimate the probabil-
ity distribution and reflect the fluctuation of continuous variables. Although the
histogram can reflect the distribution of the signal, the ability of the histogram to
obtain data time information is insufficient. Since the time relationship between
RSS measurements is useful, the system adds it to the process of the histogram
construction. We propose a Wi-Fi passive human detection approach based on
coherence histogram.

3 Coherence Histogram Based Detection System

3.1 System Overview

The system overview of the proposed Wi-Fi passive people detection system
is shown in Fig. 1. The system consists of three phases: signal collection and
processing phase, model training phase and real-time detection phase.
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(1) Signal collection and processing
We place some wireless access points (APs) and monitoring points (MPs) in
the monitoring area. Secondly, the monitoring area is divided into several
sub-areas, the MPs collect RSS measurements when the monitoring area
with people and area without people, respectively. Finally, the RSS mea-
surements will be filtered and normalized.

(2) Model training
To characterize all RSS streams received by MPs under different location
status of people, the system constructs the coherence histogram for each link
and merges them to form the feature vector. Then, the softmax classification
model is trained by the feature vector to identify the movement and location
of people.

(3) Real-time detection
The classification model classifies the RSS measurements received by the
MPs. After that, the Allen-time logic is used to establish the transfer rela-
tionship of people movement in sub-areas. At last, the system outputs the
final location result that is corrected by the transfer relationship.

Sample Data 
Collection

Testing Data 
Collection

Feature Vector 
Acquisition

Softmax 
Regression

Classification 
Model

Detection 
and  Location

Location 
Correction

Preprocessing

Feature Vector 
Acquisition

Real-time Detection

Fig. 1. System model.

3.2 Signal Collection and Processing

In the monitoring area, the number of placed AP and MP is X and Y, respec-
tively. Altogether J = X × Y wireless links traveling through the monitor-
ing area. The RSS measurements set of the jth(= 1, 2, · · · , J) wireless link is
RSSj = [Rj

1, R
j
2, · · · , Rj

K ], where Rj
k indicates the kth RSS measurements. Since

the noise in the monitoring environment affects the construction of the feature
vector, the paper draws on the idea of outlier detection method [12] to design a
filter to eliminate those extreme RSS measurements. For every link j, the mean
Dj of the RSSj is determined by

Dj =
∑K

k=1 Rj
k

K
(1)

and the maximum effective distance Bj from the mean is calculated as follows

Bj = 4

√
∑K

k=1 (Rj
k − Dj)

2

K
(2)
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The filtered outcome R̂j
k(k = 1, 2, · · · ,K) of Rj

k is obtained by

R̂j
k =

⎧
⎨

⎩

Dj + Bj , Rj
k > Dj + Bj

Dj − Bj , Rj
k < Dj − Bj

Rj
k, otherwise

(3)

After filtering all values in the RSSj , we can get RŜSj = [R̂j
1, R̂

j
2, · · · , R̂j

K ].
Because the signal distribution needs to be consistent during the construction

process of the signal coherence histogram, the filtered RŜSj is normalized as
RS̃Sj = [R̃j

1, R̃
j
2, · · · , R̃j

k], where R̃j
k = (R̂j

k − R̂j
min)

/
(R̂j

max − R̂j
min), R̂j

max

and R̂j
min are the maximum and minimum values of RŜSj , respectively.

3.3 Model Training

3.3.1 Feature Vector Construction
Figure 2 shows the fluctuation of the MP-side RSS signal of three wireless links
when the monitoring area with people and without people. The wireless link
RSS measurements change over a wide range. Therefore, it is possible to judge
whether there are people in the monitoring area based on the fluctuation condi-
tion of the MP-side RSS signal.

500 10 20 30 40
-56
-54
-52
-50
-48
-46
-44
-42

Area without people

t/s

RS
S/

dB
m

Line1
Line3
Line2 Area with people

Fig. 2. Fluctuation of three wireless links.

The variance and histogram of three wireless links RSS measurements are
shown in Figs. 3 and 4, respectively. From Fig. 3, we see the variance can char-
acterize data features, but the expression is not obvious. Although histogram
has a better ability to represent signal features than variance, signal informa-
tion extracted by histogram is incomprehensive. This paper fully uses the time
information of RSS measurements and constructs the coherence histogram.
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Fig. 4. RSS histograms of three links in different state of the monitoring area. (a) Area
without people. (b) Area with people.

We divide RS̃Sj into N groups of equal length. For the proceed RSS mea-
surements of a link, if there no less than c consecutive measurements falling
into the nth group, then we say the RSS measurements that belong to the same
group are the c coherence, where c is termed as the degree of coherence. Then,
the total number of RSS measurements in the nth group that meets the coher-
ence degree requirement is recorded as sn. Finally, the height of the nth group
ŝc

n is defined as
ŝc

n =
sn

K
(4)

where K is the total number of RSS measurements. Based on that, the coherence
histogram of the jth link is calculated as Ĥj = [ŝc

1, ..., ŝ
c
n, ..., ŝc

N ], where n =
1, ..., N . When the degree of coherence c = 1, we observe that the traditional
histogram is a special case of coherence histogram.

Coherence histograms of three wireless links are shown in Fig. 5. The degree c
of coherence directly reflects the change condition of RSS measurements, which
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means the more continuous the time of RSS measurements of the same group is,
the bigger the group height is. It reflects that the change speed of the signal is
slow in a short time and the signal fluctuation is stable.
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Fig. 5. RSS coherence histograms of three links in different state of the monitoring
area. (a) Area without people. (b) Area with people.

To meet the real-time needs of the detection system, the entire samples
should be divided into smaller samples. The sliding window mechanism [7] of
length L divides different location status data. Samples of each location sta-
tus of people are both I = �(K − L)/f� for every wireless link, where f is the
sampling frequency. There are total M kinds of samples in every sub-area and
one type of sample corresponds to one location status. The coherence histogram
of the ith samples of link j is calculated as Ĥj

m,i = [ŝc
m,1, · · · , ŝc

m,n, · · · , ŝc
m,N ],

m = 1, · · · ,M , i = 1, · · · , I.
With the coherence histogram of all wireless links for every sub-area, the

feature vector F i
m,a is formed by merging them

F i
m,a = [Ĥ1

m,i, ..., Ĥ
j
m,i, ..., Ĥ

J
m,i]

T (5)

where a denotes the sub-area number. The feature vector F i
m,a is a NJ×1 vector

and the feature map is built as follows

Λ =
{
F i

m,a|a = 1, ..., A;m = 1, ...,M ; i = 1, ..., I
}

(6)

3.3.2 Classification Model Construction
The paper trains the classification model based on the feature vector F i

m,a of
each location status samples to classify the RSS measurements in real-time
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detection phase. Let I be the number of classifiers, for the ith classifier, the
training process is as follows.

In the real-time detection phase, the RSSt denotes the tested RSS measure-
ments whose feature vector is F , the detection problem can be formulated as
the following minimization problem

(m̂, â) = arg min
m,a

∥
∥F − F i

m,a

∥
∥ (7)

where m̂ and â are the estimated index of status and location of the target,
respectively.

The monitoring area is divided into A sub-areas and each sub-area has M
possible states. Therefore, there are total Q = M × A types of location states
and RSSt can be any one of them, it is a typical multiple classes problem.
This paper utilizes the softmax regression method which can convert the input
feature vector into a probability [13]. As is shown in Fig. 6, the softmax regression
model converts the input feature vector of every class into a probability p(ym,a =
r|F i

m,a, θ) for r = 1, ..., Q. That is, it estimates the output probability of the class
label y taking on Q classes.

Fig. 6. Softmax regression model.

The output of the softmax regression model formulates as follows

h(F i
m,a) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

p(ym,a = 1|F i
m,a, θ)

...
p(ym,a = r|F i

m,a, θ)
...

p(ym,a = Q|F i
m,a, θ)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

=
1

∑Q
r=1 eθT

r F i
m,a

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

eθT
1 F i

m,a

...
eθT

r F i
m,a

...
eθT

QF i
m,a

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(8)

where θr is a NJ×1 vector that indicates the model parameter for the rth output.
All the system parameters of regression model are recorded as θ = [θ1, . . . , θQ]T ,
which is a Q × NJ matrix.
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Firstly, the cost function of the regression model is defined as follows

ϕi(θ) = − 1
Q

[
A∑

a=1

M∑

m=1

Q∑

r=1

1 {ym,a = r} log
θT

r F i
m,a

∑Q
l=1 eθT

l F i
m,a

]

+
λ

2

Q∑

r=1

NJ∑

q=1

θ2rq (9)

where 1{ ·} represents an indicator function. When ym,a = r, then {ym,a = r} =
1, otherwise, {ym,a = r} = 0. θrq represents the rth row and qth column element
of the parameter matrix θ and λ is the proportion of the weight decay term.

After that, the cost function ϕi(θ) is strictly convex and its derivative is
determined as follows

∇θrϕi(θ) = − 1
Q

A∑

a=1

M∑

m=1

F i
m,a[1 {ym,a = r} − p(ym,a = r|F i

m,a, θ)] + βθr (10)

Finally, it is straightforward to solve the parameter matrix θ with the gradient
descent algorithm using the feature vectors of training samples.

3.4 Real-Time Detection

3.4.1 Target Detection and Location
In the real-time detection phase, we use the sliding window mechanism that is
the same as the data collection and processing phase to get the tested RSS mea-
surements. Then, with the coherence histogram feature vector F extracted from
the tested data, the probabilities of location status of people can be calculated
as follows

h(F ) = θ × F (11)

The classification (m̂, â) of the element with the largest value in the Q × 1
probability vector h(F ) is the current estimated location status of the target.

3.4.2 Physical Connection Relationship Construction
The connection relationship between the actual physical structures can constrain
the movement behavior of people, hence, the movement pattern of people in

Sub-area1

Sub-area2

Sub-area3

MP MP

AP

AP

Fig. 7. Division of the monitoring area.
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each sub-area is determined with the Allen Time Logic [14]. Figure 7 shows the
divided sub-area for the monitoring area and Fig. 8 shows the Allen Time Logic
that defines 8 time-order relationships between different events.

I1

Timestamp

Allen Time Logic

I1 equals I2
I1 Proeeds I3

I1 is included in I4
I1 overlaps I5

I1 is connected to I6 and precedes I6
I1 starts and I1 is included in I7
I1 ends and I1 is included in I8

I2
I3

I4
I5

I6
I7
I8

Logical symbol representation

I1=I2
I1<I3
I1dI4
I1oI5
I1mI6
I1sI7
I1fI8

Fig. 8. Allen linear temporal logic.

All the motion modes are obtained by observing human behaviors in the mon-
itoring area, Fig. 9 shows four of them and BP is the breakpoint which separates
every event. Based on that, according to the Allen Time Logic, Fig. 10 shows the
event map, the nodes represent events and the dotted path is the longest path.
In each event graph, there is one and only one longest path, which satisfies two
relationships: the first one is the happening order of events and the event nodes
are connected by the operator ‘m’; the second one is the end of movement and
the operator ‘f’ connects the last event node to the movement node. According
to each longest path associated with the sub-areas, the connection relationship
of sub-areas can be constructed. Figure 11 shows the movement map that is the
physical logic diagram of the monitoring area.
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Fig. 9. People movement mode of the monitoring area.
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Fig. 11. Movement map.

3.4.3 Sub-area Transfer Weight Determination
According to the analysis of people behaviors in paper [15], the pedestrian move-
ment rate distribution is shown in Table 1. This paper explores the distribution
of actual walking distances of people during the sampling interval and uses the
information to determine the transfer weight of sub-areas. Let dmin

ab and dmax
ab

represent the minimum and maximum walking distance from sub-area a to sub-
area b (a and b can be the same sub-area), respectively. The transfer probability
Wab from a to b is calculated by the cumulative distribution function (CDF)

f(v) =

{
1

σ
√
2π

exp
(
− (v−μ)2

2σ2

)
vmin ≤ v ≤ vmax

0 otherwise
Wab =

∫ dmax
ab

dmin
ab

f(v) · tdv

(12)

where μ and σ are the mean and variance of pedestrian movement rate. Then,
we normalize the Wab and get W̃ab = Wab/

∑A
b=1 Wab.

Table 1. Pedestrian movement rate law.

Mean velocity (m/s) Standard deviation (m/s) Minimum (m/s) Maximum (m/s)

1.127 0.5324 0.007 2.499

3.4.4 Location Correction
Since the motion state of people is continuous, the sliding window mecha-
nism with the length G is used to filter the location at the current moment.
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The transferred score that the target walks from the location obtained in the
previous second to each location in the window is calculated as follows

Qab = nb × W̃ab (13)

where nb(
∑

nb = G) is the number of sub-area b in the window and W̃ab is the
transition probability of sub-area a to sub-area b. In the end, the filtered result
of the target location corresponds to the sub-area b when the score is the largest.

4 Experiment Evaluation

4.1 Experiment Setting

The layout of the experimental scene is shown in Fig. 12, we establish a prototype
network to evaluate the performance of the proposed scheme in a typical com-
plex home scene. The indoor area is 59.48 m2. Considering the limited number of
available access points (APs) in the actual indoor environment, the network con-
sists of 5 nodes, node 1 (Huawei Honor Router, WS851) is the access point that
coordinates the operation of the network, while nodes 2 to 5 are the monitoring
points (Samsung Mobile Phones, GT-S7568) that collect RSS measurements. A
total of 4 wireless links cover the monitoring area. The AP uses the transmission
over the frequency of 2.45 GHz and the sampling frequency of the MP is 10 Hz.
MPs collect RSS measurements of all location states of people and the collection
time for each kind of sample is 10 min. After that, the system performs multiple
tests and each test lasts 5 min. According to the received RSS measurements,
the system determines the location status of the target uniquely. The default
parameters of the system are summarized in Table 2.
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Fig. 12. Experimental scene.
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Table 2. System default parameter values.

Parameter Default value Meaning

L 10 Sliding window size

N 5 Group number

C 3 Coherence degree

G 5 Filter window size

4.2 Parameter L, N and C for System Performance

As is shown in Fig. 13, when the L is restively short, the insufficient number of
samples leads to the lack of discrimination of the feature vector, which makes
the system performance is bad; however, when the L is restively long, due to
the continuity of the movement of the target, there are lots of previous RSS
measurements in the window. If the location status of the target changes at the
current time, the previous data may cause misjudgment of the system. When
the L is 20 or 30, the overall system performance is excellent, but considering
the real-time needs of the system, we choose L= 20.

The next step is to confirm the influence caused by N and C on the system
performance. In Fig. 13, we can see that relatively smaller C leads to the RSS
values time continuity requirement is extremely low. A large number of motion
RSS measurements fall into the same group due to the insufficient number of
groups N. Hence, both of them can cause the inaccuracy judgment of motion
status. In contrast, the restively larger C or the excessive N can result in mis-
judgment when there is no target walking around the monitoring area. Therefore,
this paper chooses L= 20, N = 10, C = 4.
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Fig. 13. F1-measure of different parameter. (a) L= 10. (b) L= 20. (c) L= 30. (d)
L= 40. (e) L= 50. (f) L= 60.
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4.3 Parameter G for System Performance

The sub-area location accuracy and average location accuracy are shown in
Figs. 14 and 15, respectively. As we can see, the sub-area location accuracy
increases as the filter window size increases, but when the window size reaches a
certain size, the extension of the G makes the location accuracy decrease. Com-
bining the results of the two graphs, the selection of the G is preferably between
5 and 10. The filter window G = 10 in this paper.
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4.4 Performance Analysis

This section compares the proposed method with the MV system, the MA sys-
tem, the histogram-based system, and the RASID system, the results are shown
in Table 3. It can be seen that the F1-measure can reach 98%, the false positive
rate (FP) and the false negative rate (FN) of the proposed algorithm are much
lower. The confusion matrix is shown in Fig. 16, we can see the location accuracy
is significantly improved after being filtered. As is shown in Fig. 17, filtered loca-
tion accuracy of the detected target is at least 92%, the performance is higher
than both Inchead system and Multi-feature PNN system [16]. To sum up, the
proposed system has obvious advantages in the field of passive people detection.
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Table 3. Comparison of detection performance with existing detection technologies.

Performance MA MV RASID Histogram Coherence histogram

FN 0.1042 0.1174 0.0498 0.0687 0.0361

FP 0.1352 0.0962 0.0652 0.0997 0.0106

F1-measure 0.8799 0.8952 0.9303 0.9145 0.9769

0.10 0.87 0.00 0.00 0.03 0.00

0.00 0.00 0.90 0.08 0.02 0.00

0.84 0.00 0.05 0.11 0.00 0.00
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Fig. 16. Confusion matrix of location. (a) Initial location result. (b) Filtered location
result.
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Fig. 17. Comparison with existing locating technology.

5 Conclusion

To detect and locate people in an indoor environment, this paper proposes a
people detection approach based on coherence histogram after comprehensively
analyzing the advantages and disadvantages of the variance and histogram that
are used to represent the original signal characteristics. On the one hand, the
coherence histogram contains more fine-grained information which is related to
the time relationship of RSS measurements. Therefore, the classification accu-
racy rate is been effectively improved. On the other hand, the proposed system
has excellent tracking performance because the transfer relationship between dif-
ferent sub-areas is helpful to correct the location results. Therefore, the proposed
method has more excellent performance.
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Abstract. The convolutional neural network (CNN) decoder for general
convolutional decoding is proposed. The parameters of CNN are deter-
mined by the initial state of each input block and the constraint rela-
tionship between adjacent bits is extracted by the convolutional layer
as the constraint features. Then CNN decoder realizes decoding process
through the extracted constraint feature instead of codewords directly.
The result shows that, without changing the structure of decoder, the
decoding performance of CNN decoder on different convolutional codes
is equivalent to Viterbi soft decoding algorithm. Compared with Viterbi
decoding, the larger constraint length or the lower SNR, the greater gain
can be obtained in CNN decoder. Besides, we consider CNN trained by
the two kinds of training sets in order to further investigate the potential
and limitations of CNN decoder with respect to decoding performance,
analysing the advantages and factors of these two kinds of training sets.

Keywords: Deep learning · Convolutional code · Viterbi decoding
algorithm · Neural network

1 Introduction

Convolutional codes are linear codes with a very distinct algebraic structure,
which assign code bits to an incoming information bit stream continuously in
a stream-oriented fashion. As an important channel coding technology, convo-
lutional codes have been widely used in communication systems such as GSM,
WCDMA, CDMA2000, and broadcasting.

In recent years, deep learning methods have developed rapidly and applied to
all layers of communication systems to greatly improve the performance, includ-
ing channel decoding. In [1] the author revisits the idea of using deep neural
networks for one-shot decoding of random and structured codes. It provides
that neural networks can learn a form of decoding algorithm, rather than a sim-
ple classifier. In [2] the author proposes a deep learning method for improving
the belief propagation algorithm. The method generalizes the standard belief
propagation algorithm by assigning weights to the edges of the Tanner graph.
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In [3] it introduces a recurrent neural decoder architecture based on the method
of successive relaxation. The results demonstrate that the neural belief propa-
gation decoder can be used to improve the performance, or alternatively reduce
the computational complexity, of a close to optimal decoder of short BCH codes.
In [4] it shows that the conventional iterative decoding algorithm for polar codes
can be enhanced when sub-blocks of the decoder are replaced by neural network
(NN) based components. In [5] the author proposes an iterative belief propaga-
tion convolutional neural network (BP-CNN) architecture for channel decoding.
The results show that this architecture Iterating between BP and CNN can
improve the decoding signal to noise ratio (SNR) and result in better decoding
performance. [6] and [7] discuss an improved Viterbi soft decision method based
on artificial neural network, which can improve the efficiency of decision making
in comparison with other methods of decision making, in term of bit error rate
(BER). The [8–10] discuss the structure of convolutional code decoder based on
recurrent neural network. The results show that the neural network decoder has
lower complexity and better performance than Viterbi decoding.

However, most of the current research about convolutional decoding focus
on the a certain convolutional code, which cannot adapt to different convolu-
tional codes. With the rapid development of mobile communication, different
communication systems use different convolutional coding schemes (such as dif-
ferent code rates and constraint length). The traditional decoder, such as Viterbi
decoder, needs to be designed separately, which seriously increases the design
difficulty and cost at the terminal. In order to solve these problems, it is urgent
to consider a convolutional decoder with general architecture to autonomously
adapt to different convolutional codes.

In this paper, we propose a general convolutional decoder based on neural
network and analyze the decoding performance. Inspired by the receptive field
of convolution kernels, we consider CNN to realize convolutional decoding pro-
cess where the parameters of CNN decoder is determined by the initial state
of each coding block, thus ensuring the integrity of adjacent bits between two
coding block. Besides, the convolutional layer is adopted to learn the constraint
relationship of the convolutional code, so the CNN decoder realizes decoding pro-
cess on the basis of learned constraint features, instead of directly the received
sequence. The results show that the CNN decoder can adapt to different con-
volutional codes without changing the structure, and decoding performance is
better than Viterbi soft decoding. Besides, we analyse the advantages and factors
of received-sequence training sets and error-pattern training sets.

The rest of this paper is organized as follows. Section 2 proposes the scheme
of decoder, which is carried out from four aspects: system model, training set
generation, decoding process and convolutional neural network design. Section 3
presents the performance comparison of the CNN decoder trained by different
training sets and simulation about general decoding capability. Conclusions are
drawn in Sect. 4.
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2 Neural Network Decoder

This section introduces the neural network decoding system model, training set
generation, decoding process and the CNN decoder structure design. The princi-
ple of decoding process and implementation of CNN decoder are also explained
in this section.

2.1 System Model

CNN-decoder

ChannelEncoder

Information bits

Received sequence

Modulation

Block 1

Block 2

Block 3

Decoding results

Fig. 1. System model.

This section introduces the system model from the perspective of neural net-
works. System model is shown as Fig. 1. The information bits sequence m is
sent to the receiver via the encoder, modulation and channel. At receiver, the
decoding results can be expressed as:

m̂ = D(R) (1)

where R denotes the received sequence, D(·) denotes mapping of the decoder, and
m̂ denotes the output of the decoder. In the neural network decoder, decoding
mapping is learned from the training sets, which is stored as the weight parame-
ters in the neural network. The received sequence R is segmented into blocks of
fixed length that decided by the window size of decoder. One block denoted as
r = [r1, r2, . . . , rk]T is an input vector for neural network, where k is the window
size of decoder. For neural nodes in the input layer, the net input, written as v,
representing the weighted sum of the input vector, can be expressed as:

v =
k∑

i=1

wiri + b = wT r + b (2)
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where w = [w1, w2, . . . , wk]T is a k-dimensional weight vector, and b denotes
bias. The activation value of the neural node is generated via passing v through
the activation function f(·). In order to learn the complex decoding mapping,
the neural network decoder connects many neural nodes by a certain hierarchical
structure. Given the parameter of the neural network decoder is θ, the decoding
mapping of neural network can be expressed as:

m̂ = f(R; θ) = f (L−1)(f (L−2)(...f (0)(R))) (3)

where L is the number of layers in the neural network, and is also called depth.

2.2 Training Set

This section presents the generation of two kinds of training sets. The neural net-
work decoder learns decoding mapping from the training sets and the training
sets decide the upper limit of the decoding capability. The reasonable selec-
tion and processing of the training set, for example adding error patterns, can
enhance the decoding capability of the neural network. Besides, the neural net-
work decoder can learn error correction capability from reasonable training set to
correct errors caused by transmission. For convolutional decoding, there are two
kinds of training sets: the error-pattern training set and the received-sequence
training set. The generation of them is shown in Fig. 2.

EncoderInformation bits

Error-pattern 
training sets

Add error-
pattern

Channel Received-sequence 
training sets

Label

Label

Modulation

Fig. 2. The generation of the error-pattern training sets and the received-sequence
training sets.

The generation of the error-pattern training set is described as follows. Sup-
pose the length of information bits is p, then there are 2p kinds of codewords
without errors, and the length of codeword is q (q > p). In the 1-error pattern
training set, we consider all cases where only one bit error occurs in each block
and there are 2p× (C0

q +C1
q ) kinds of samples in this training set. In the 2-errors

pattern training set, we consider all cases where one bit or two bits error occur in
each block, and there are 2p× (C0

q +C1
q +C2

q ) samples in this training set. In the
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r-errors pattern training set, the size of the training set is 2p × (
∑r

i=0 Ci
q). Each

encoded block is used as the input of the neural network, and the corresponding
uncoded information bits are used as the label.

The generation of the received-sequence training set is described as follows.
Each encoded block impacted by the channel is used as the input of the neural
network, and the corresponding uncoded information bits are used as the label.

The error-pattern training set considers all the correct cases and error cases,
and the difference between the error samples and correct samples is obvious and
clear. The learned decoding capability can reach to higher upper limit. In the
received-sequence training set, samples are labeled vaguely, where failing to label
correct and error samples clearly. But the generation of the received-sequence
training set does not require additional computational cost, which can reduce
the training cost. The neural network interface trained by these two training sets
is shown in Fig. 3, the color depth represents the probability of decoding results,
yellow means the decoding result is 1 and blue means the decoding result is 0.

Fig. 3. Neural network interface trained by the error-pattern training sets (left) and
the received-sequence training sets (right). (Color figure online)

2.3 Decoding Process

This section presents the decoding process of the neural network decoder. In the
process of convolutional code encoding, due to the existence of the shift regis-
ter, the convolutional code has strong constrained relationship between adjacent
bits. If the continuous convolutional code is directly grouped into the neural
network, the first and last bits of each block will lose the constrained informa-
tion, resulting in a very poor decoding capability. Therefore, decoding process is
required to realize the integrity of the input information between adjacent bits
during convolutional decoding.

The decoding process is shown in Fig. 4. Taking the (2,1,3) convolutional
code as the example, the size of shift registers in the encoder is 2, and there
are four initial states 00, 01, 10, and 11 during encoding. When encoding, the
initial state of the block is decided by the last two bits of the previous block.
We train various neural network models corresponding the different initial states.
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Fig. 4. The decoding process.

In (2,1,3) convolutional code, there are four neural network models corresponding
four initial states. At the decoding process, we select the reasonable neural net-
work model according to the previous decoding result and determine this model
to complete convolutional decoding. Then repeat these operation in the next
decoding block. These operation can ensure the integrity of the input informa-
tion between adjacent bits of different blocks, and can also ensure the continuity
of the decoding result without repeated decoding or missing decoding. Besides,
every neural network model only corresponds to an initial state, thus the learn-
ing pressure for decoding mapping can be reduced, avoiding the neural network
model being too complicated and redundant.

2.4 Convolutional Neural Network Design

This section presents the advantage of the CNN in convolutional decoding and
the design of the CNN decoder. During the decoding process, the feature of
codeword is firstly extracted by the convolutional layer, which is affected by the
constraint relationship, named Constraint feature. Then CNN learns the decod-
ing mapping from the extracted constraint feature. Compared with learning
from codewords directly, it can ensure the integrity of continuous information
preferably and does not cut the constraint relationship between adjacent bits.

In convolutional code, there is a certain constraint relationship between adja-
cent bits because of the shift register. The decoding process is equivalent to return
the codeword to original information bits through the constraint relationship.
Figure 5 shows the constraint feature of the (2,1,3) convolutional code. The bit that
affects a batch of codewords is named as the key bit of corresponding sequence. In
Fig. 5, the constraint length is 3, the key bit affects 6 continuous bits of codewords
at most and we regard these 6 bits as the receptive field of the convolution kernel.
The convolution kernel can learn the mapping between the key bit and the code-
word. For decoding, the convolution kernel extracts the constraint feature from
codewords via a certain receptive field range, and the constraint feature determines
the value of the key bit, outputting as the decoding result.
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Fig. 5. The constraint feature learned from the codeword by the convolutional kernel.

The structure of CNN decoder is designed as Fig. 6, including an input layer,
a convolutional layer, a flatten layer, a fully connected layer and an output
layer. The size of input vector is 1 × 24, i.e., the window size of CNN decoder is
24. In the convolutional layer, the convolution kernel realizes feature-extraction
by one-dimensional convolutional operation with size 1× 10 and number 150.
Feature maps, with size 1 × 15 and number 150, can be obtained via the convo-
lutional layer. The single feature map represents the learned constraint feature.
The flatten layer converts the multidimensional feature maps to one-dimensional.
Through the fully connected layer and output layer, the size of vector changes to
1 × 12, which represents the decoding results. In addition, the RMSProp (root
mean square prop) algorithm is used to update the parameters to accelerate the
convergence. The Dropout and Early-Stopping strategies are adopted to avoid
over-fitting problems.

3 Performance

This section compares the training results of different training sets and simulates
the general decoding capability of the CNN decoder for different convolutional
codes. The measure of decoding performance is BER.
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Fig. 6. The structure of CNN decoder.

3.1 Parameter Setting

In the simulation, we consider the error-pattern training sets including 1-error,
2-errors, 3-errors and the received-sequence training sets affected by the SNR
from 2 dB to 7 dB. The specific simulation parameters are shown in Table 1.

3.2 Simulation Result

This section gives the comparison of different training sets based on (2,1,3)
convolutional code and the decoding performance of CNN decoders on (2,1,3),
(2,1,5), (2,1,7), (2,1,9) convolutional codes, which are compared with the Viterbi
decoding algorithm. Besides, the influence of constraint lengths on the decoding
capability is considered.

Figure 7 shows the performance of the decoder trained by received-sequence
sets with different SNR and Fig. 8 shows the performance of the decoder trained
by error-pattern training sets with different error numbers. The results show
that the received-sequence training sets with lower SNR can lead to better per-
formance of CNN decoder and too many errors lead to confusion in the error-
pattern training set, resulting in the poor performance of CNN decoder. For
received-sequence training sets, there are less errors of received sequence dur-
ing the transmission with higher SNR, therefore the error correction capability
learned from the training sets will be weaker, causing the higher BER. For con-
volutional codes, because of the fixed constraint length, their error correction
capability is limited. Too many errors have exceeded the error correction capabil-
ity and lead to confusion in the training sets, resulting in the poor performance.
For (2,1,3) code, the CNN decoder trained by 2-errors pattern sets has better
decoding performance.
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Table 1. Simulation parameter

Parameters Value

Training set Error-pattern training set

Received-sequence training set

Training set sizea 100,000

Test set size 1,000,000

Modulation BPSK

Channel AWGN

Convolutional code (2,1,3), (2,1,5), (2,1,7), (2,1,9)

Generator polynomial [5,7], [23,33], [133,65], [753,561]

Decoder window size 24

Convolution kernel size 1× 10

Convolution kernel number 150

Fully connected neural nodes 1,000

Decoder output size 12

Batch-size 1,000

Dropout rate 0.3

Early-Stopping steps 2
aOnly list the received-sequence training set size. The error-
pattern training set size depends on the number of errors.
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Fig. 7. Decoding performance of the CNN decoder trained by received-sequence train-
ing sets (a) and error-pattern training sets (b).
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Fig. 8. Decoding performance comparison of the two training sets.

The comparison of the two kinds of training sets is shown as Fig. 8, where
the 2 dB received-sequence training set and the 2-errors pattern training set are
selected as representative, which perform better based on the previous analysis.
The results show that the received-sequence training sets perform better in lower
SNR environment and the error-pattern training sets perform better in higher
SNR environment. It is caused by the interface of trained CNN decoder. The
interface trained by the received-sequence training set is vague, bringing better
noise tolerance capability in low SNR environment. The interface trained by the
error-pattern training set is clear, bringing the more accurate decoding result
in high SNR environment. In order to analyze the upper limit of the decod-
ing performance, the error-pattern training set is considered in the subsequent
simulation.

Figure 9 shows the BER of the (2,1,3), (2,1,5), (2,1,7) and (2,1,9) convo-
lutional decoding. The results prove that the CNN decoder can learn gen-
eral decoding capability, performing better than Viterbi decoding algorithm
for different convolutional codes. Besides, the longer constraint length or
lower SNR, the greater degree of improvement can be obtained on CNN
decoder. In order to compare easily, we set the each block on the initial
state of all-zero, and ignore these known bits information when calculating
BER. For (2,1,3) code, the decoding performance of CNN decoder trained
by 2-errors pattern training set is between Viterbi hard and soft decoding
algorithm. It should be noted that the performance of CNN decoder trained
by 3-errors pattern training set is poor because of the limited error correction
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Fig. 9. Decoding performance for (2,1,3) Convolutional Code (a), (2,1,5) Convolutional
Code (b), (2,1,7) Convolutional Code (c) and (2,1,9) Convolutional Code (d).

capability in (2,1,3) code. The performance of CNN decoder trained by the 2-
errors pattern training set is between Viterbi hard and soft decoding algorithm.
For (2,1,5) code, the decoding performance of CNN decoder trained by 3-errors
pattern training set is better than Viterbi soft decoding when SNR < 4 dB, and
slightly worse than Viterbi soft decoding when SNR > 4 dB. The performance
of CNN decoder trained by the 2-errors pattern training set is between Viterbi
hard and soft decoding algorithm. For (2,1,7) code, the CNN decoder trained by
the 3-errors pattern training set can obtain the better performance all over SNR.
About 0.2 dB gain can be obtained compared to Viterbi soft decoding algorithm
when BER = 10−4. The CNN decoder trained by 2-errors pattern training set
performs better than Viterbi soft decoding algorithm when SNR < 3 dB. For
(2,1,9) code, the degree of improvement on CNN decoder trained by the 3-errors
pattern training set becomes greater. We can obtain gain of about 1 dB com-
pared to Viterbi soft decoding when BER = 10−4. And the CNN decoder trained
by the 2-errors pattern training set performs better than Viterbi soft decoding
algorithm when SNR < 3.5 dB. In summary, the CNN decoder has better gen-
eral decoding capability for different convolutional codes. When the structure
of decoder is fixed, CNN decoder can realize decoding of different convolutional
codes without structure changed, and the decoding performance is equivalent
to Viterbi soft decoding algorithm, even better. Especially with the constraint
length long enough or under the low SNR environment, the performance gain of
the CNN decoder is greater.
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4 Conclusion

In our work, the CNN decoder for general convolutional decoding is proposed.
The parameters of CNN are determined by the initial state of each input block
and the constraint relationship between adjacent bits is extracted by the con-
volutional layer as the constraint features. Then CNN decoder realizes decoding
process through the extracted constraint feature rather than codewords directly.
We analyse the advantages and factors of two kinds of training sets, knowing
that the CNN decoder trained by received-sequence training sets obtains better
noise tolerance capability, performing better in low SNR, and the CNN decoder
trained by error-pattern training sets obtains better decoding capability, per-
forming better in high SNR. Besides, the simulation shows that the decoding
performance on different convolutional codes is equivalent to Viterbi soft decod-
ing algorithm without changing the structure of CNN decoder. Compared with
Viterbi soft decoding, the larger constraint length or the lower SNR, the greater
gain can be obtained in CNN decoder.
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Abstract. The K-Nearest Neighbor (KNN) algorithm is widely used in
practical life because of its simplicity and easy understanding. However,
the traditional KNN algorithm has some shortcomings. It only considers
the number of samples of different classes in k neighbors, but ignores
the distance and location distribution of the unknown sample relative to
the k nearest training samples. Moreover, classes imbalance problem is
always a challenge faced with the KNN algorithm. To solve the above
problems, we propose an improved KNN classification method for classes
imbalanced datasets based on local distance mean and centroid (LDMC-
KNN) in this paper. In the proposed scheme, different numbers of nearest
neighbor training samples are selected from each class, and the unknown
sample is classified according to the distance and position of these nearest
training samples. Experiments are performed on the UCI datasets. The
results show that the proposed algorithm has strong competitiveness and
is always far superior to KNN algorithm and its variants.

Keywords: K-Nearest Neighbor (KNN) · Local distance mean ·
Centroid · Classes imbalance · Classifier

1 Introduction

Many algorithms of machine learning, such as support vector machine [1], deci-
sion tree [2], Bayesian classification [3], etc, train a model from training samples,
and then use the model to classify unknown samples. Unlike these model-based
algorithms, the KNN algorithm [4] has no training process. It makes statistic on
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the number of each class in k training samples nearest to the unknown sample,
and assigns unknown sample to the class that occupies the largest number in
the k neighbours. The KNN method is not only easy to understand, simple to
implement, but also has remarkable classification performance, which has been
widely used in real life and has been rated as one of the top ten data mining
algorithms [5]. However, there are some problems with the standard KNN algo-
rithm, so researchers proposed a series of improved algorithms to overcome these
shortcomings of KNN algorithm.

Firstly, sensitivity problem of k value. Different values of k have a great
impact on the classification effect. Generally speaking, the method of cross val-
idation is used to get an optimal k value. By introducing the training stage, a
local k value is learned for each testing sample to improve the effect of k in these
classifiers [6,7]. However, their complex training stages make the KNN algo-
rithm lose its advantages of simplicity and convenience. Secondly, the relative
distance between different samples are ignored and all samples within k neigh-
boring training samples are treated equally in traditional KNN algorithm. Zeng
et al. [8] weighted the distance, so that the neighbours who are closer get more
weight. Similarly, the simple majority voting principle also ignores the spatial
distribution of samples and fails to consider the relative positions of unknown
sample and k neighbors. To solve this problem, Mitani et al. [9] used the local
mean vector of k nearest neighbors (LMKNN) to classify unknown samples. On
this basis, Pan et al. [10] improved it and proposed a new k-harmonic near-
est neighbor classifier based on the multi-local means (MLMKHNN), which not
only improved the classification accuracy, but also improved the robustness of
k value. However, only one aspect of k value, distance and location distribution
are considered in the above schemes.

What’s more, the problem of class imbalance has always been a big challenge
in classification problems, and it is a problem that needs to be considered in
many machine learning algorithms. Because of the existing classification algo-
rithms, the classification results for unknown samples are often biased towards
the majority class. For example, the Naive Bayes classifier obtains a classification
model by calculating the prior probability and the conditional probability, and
then assigns the unknown sample to the class with the largest posterior prob-
ability according to the model. According to Bayes’ theorem, prior probability
is a very important part of calculating posterior probability. The KNN algo-
rithm makes statistic on the number of each class in k training samples closest
to the unknown sample, and assigns it to the class that occupies a larger num-
ber in the k neighborhoods. Whether it is Naive Bayes, KNN or other machine
learning algorithms, although they sometimes seem to be able to achieve a good
classification accuracy, they are biased against minority classes for imbalanced
datasets.

However, the distribution of classes is often imbalanced in practice. For exam-
ple, early warning of oil and gas leaks, detection of machine failures and identifi-
cation of fraudulent calls, etc. In these examples, the amount of data on oil and
gas leaks, machine failures, and fraudulent calls are much lower than the amount
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of data in normal times. However, the traditional machine learning algorithms
have the problem of improving the overall classification accuracy by misjudging
the samples of minority class. This is very unscientific in practical applications.
What we really need is to improve the classification accuracy of each class, espe-
cially the minority class (such as those that require early warning samples).

In this paper, we propose a new classification standard. The local distance
mean and the centroid distance are combined to serve as the basis for classifica-
tion. This approach takes into account the distance and position distribution of
the training samples relative to the unknown sample. In addition, we propose a
new method to deal with the problem of class imbalance. We opt different neigh-
bors from different classes, which does not increase the computational complex-
ity or reduce the sample information. The experimental results show that the
proposed classification method perform well in both classes balanced datasets
and classes imbalanced datasets, especially for classes imbalanced datasets. The
LDMC-KNN algorithm proposed in this paper has a great advantage over the
standard KNN algorithm and the latest KNN improved algorithms.

The rest of the paper is organized as follows: Sect. 2 reviews the related works.
Section 3 elaborates on the proposed algorithm LDMC-KNN. Our experimental
results are presented in Sect. 4 and our conclusion is given in Sect. 5.

2 Related Work

Suppose T = {xn ∈ Rm}Nn=1 is the given m dimensional feature space, while
N is the total number of training samples, xn represents the n − th training
sample, Rm is the m dimensional real vector R. yn ∈ {c1, c2, ..., cN} is the label
of the training sample xn. Ti = {xij ∈ Rm}Ni

j=1 represents the collection of i− th
class training samples, Ti is a subset of T in feature space. xij represents the j-th
nearest training sample in the i-th class. Suppose the testing sample or unknown
sample is represented as x.

2.1 KNN

The basic process of the KNN algorithm is as follows:
The Euclidean distance (Other distance measures can also be used) are cal-

culated from testing sample x to each training samples:

dist(xn, x) =
√

(xn − x)T(xn − x). (1)

The distances dist(xn, x) are sorted from small to large, and the k training
samples closest to the testing sample are selected. The number of each class is
counted in the k training samples, and the testing sample is classified into the
class that accounts for the majority of the k training samples:

Cx = arg max
ci

∑
xn∈Xk

L(Cxn
= Ci). (2)

Cx represents the class of x, Xk is the set of k nearest neighbor training samples
including xn. When the class of xn is the i-th class, L(•) = 1, otherwise, L(•) = 0.
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2.2 LMKNN

The basic process of the LMKNN algorithm is as follows:
For a testing sample x, k nearest training samples are selected from each

subset Ti (The value of k is less than the training sample number nci of each
class). The method of distance measurement uses Euclidean distance:

dist(xij , x) =
√

(xij − x)T(xij − x). (3)

The local mean vectors (i.e. local centroid) are calculated using the k nearest
training samples in each class:

uik =
1
k

k∑
j=1

xij . (4)

The distances from the local mean vector of each class to the testing sample are
calculated:

Uik =
√

(uik − x)T(uik − x). (5)

Finally, the testing sample x is classified to the class with the shortest distance:

Cx = arg min
ci

Uik. (6)

2.3 Imbalance Datasets

For classes imbalanced datasets, the solution can be roughly summarized into
two types. The first approach is to pre-process the training set. It generally over-
samples the minority class and/or under-samples the majority class to obtain
the same number of training samples for each class. One of the most common
under-sampling methods is called Random Under-Sampling [11], where major-
ity class samples are randomly discarded until this class contains as many sam-
ples as other classes. However, it will lose some information of the training set,
thus decreasing the classification accuracy. An over-sampling method is proposed
in [12], in which the synthesized samples are introduced along the line segments
connecting less than or equal to k minority class nearest neighbors. He et al. pro-
posed a new adaptive synthesis method [13], where different weights are assigned
to the different samples of minority classes according to the learning difficulty
degree of different minority classes samples. Samples of minority classes that are
difficult to learn generate more composite data than samples of minority classes
that are easy to learn. However, these over-sampling method will introduce a
large number of new samples, increase the computational complexity, and thus
prolong the classification time.

The second method is to keep the original datasets unchanged and improve
the classifier to relieve the class imbalance. Mullick et al. proposed a class-based
global weighting scheme, named Global Imbalance Handling Scheme (GIHS) [6],
which takes the ratio of ideal probability and current probability of a class as the
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global weight related to this class. Zhang et al. [14] proposed k Rare-class Nearest
Neighbour (KRNN) classification algorithm, which adjusts the posterior estima-
tion of unknown samples to make it more partial to minority classes. Dubey et
al. proposed a modified KNN algorithm [15]. In this method, the weighting fac-
tor for each class is calculated by classifying the neighbors of unknown samples
using the existing KNN classifier. Li et al. suggested a training stage which exem-
plar minority class training instances are identified, and the samples of minority
classes are extended to a Gaussian sphere [16], this method will make classifi-
cation more sensitive to minority classes. Liu et al. proposed a class confidence
weighting method [17], the samples are weighted by using the probability of
attribute values given class labels in KNN algorithm. This approach can correct
the preference of traditional KNN algorithm to majority classes. However, the
above algorithms either introduce the training stage or need to adjust parame-
ters, which increases the time complexity and eliminates the advantages of KNN
algorithm that is simple and easy to implement.

3 Proposed Method

In this section, we propose a new method to eliminate the class imbalance while
improving the accuracy of KNN classifier. First, we assume that the distribu-
tion of classes is balanced, the number of training samples of each class is the
same, and KNN algorithm has no preference for each class. The standard KNN
algorithm simply counts the number of classes of k neighbor samples, and does
not care about the distance of the k samples. Therefore, under the condition
that we guarantee the same number of training samples taken from each class
(assuming that k training samples are taken from each class), to calculate the
average distance between k training samples in each class and unknown sample.

For an unknown sample x, Its distance to all training samples are calculated
using Euclidean distance:

dist(xij , x) =
√

(xij − x)T(xij − x). (7)

The training samples in each subset Ti are sorted in an increasing order accord-
ing to their corresponding distances to the unknown sample x. And k nearest
training samples are selected from each subset Ti, the corresponding distance
dist(xij , x), j = 1, ..., k are recorded. Then the average distance of the nearest k
training samples to the unknown sample are calculated:

Dik =
1
k

k∑
j=1

dist(xij , x). (8)

Furthermore, the position distribution of the training samples in each class
relative to the unknown sample is considered. The centroid of k nearest training
samples are calculated in each class:

uik =
1
k

k∑
j=1

xij . (9)
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Then the distance from the centroid of each class to the unknown sample are
calculated:

Uik =
√

(uik − x)T(uik − x). (10)

Our ultimate goal is to find a class in which the average distance between k
nearest training samples and unknown sample is the shortest (This means that
the samples in this class are closer to the unknown sample), and the distance
between the centroid of the k nearest training samples and the unknown sam-
ple is also the shortest. The shorter the distance between the unknown sample
and the centroid, the stronger the enveloping ability of this class of samples to
the unknown sample, and the greater the probability that the unknown sample
belongs to this class. When the k training samples are uniformly distributed
around the unknown sample, the centroid distance is 0.

Therefore, we combined the average distance and centroid distance of k near-
est training samples as the basis for judging the class of unknown sample. The
final judgment formula is:

Cx = arg min
ci

(Uik + Dik). (11)

The above discussion is based on the assumption that the number of samples
in each class is balanced. For the imbalanced datasets of classes, the number of
training samples of different classes is different. If the same number of nearest
neighbors from different classes are opted, it is unfair for the minority classes.
Generally speaking, the distribution of samples of minority class is more sparse,
the same number of nearest neighbors are opted as the majority class may cause
the mean distance between the unknown sample and the nearest neighbors of
the minority class to be larger.

Fig. 1. Sample distribution example of class imbalanced dataset.

In terms of the sample distribution in Fig. 1. The ratio of the sample of
the blue circle to the red asterisk is 3:1. It can be seen from the figure that if
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the standard KNN algorithm is used, the samples of red asterisk close to the
classification boundary are easily classified into blue circle class. As far as the
samples of red asterisk surrounded by a green circle is concerned, no matter
what the k is, it cannot be classified correctly. If we take different number of
training samples according to the number of samples in each class. Samples of
the majority class need to contribute samples further away from the unknown
sample, which is equivalent to giving training samples of the majority class with
less weight. The rate of misclassification of minority class samples decreases.
In practical applications, it is very important to correctly identify the minority
class in the unknown samples

Therefore, we eliminate the class imbalance problem by selecting different
numbers of nearest neighbors from different classes. The specific method is as
follows:

First, the number of classes classNum and the number of training samples
in each class are counted N = {nc1 , nc2 ..., ncclassNum

}. According to the number
of training samples of each class, the number of training samples selected in
each class is determined. The class with the smallest training sample is used as
a benchmark, and the k nearest training samples are selected from this class.
Then the number of training samples selected from other classes is:

kci = k ∗ round(nci/min(N)). (12)

Since the number of samples selected must be an integer, round(•) is used to
round it. Then, the distance mean and centroid distance of kci training samples
in each class were calculated. The unknown samples are classified into the class
with the shortest combining local distance mean and centroid distance. Note that
when the dataset is balanced, the algorithm degenerates to choose k training
samples from each class, so the algorithm is equally applicable to the balanced
datasets.

We substitute Eqs. (8, 9, 10, 12) into Eq. (11) to get the final judgment
formula of the unknown sample:

Cx = arg min
ci

(

√
√
√
√
√(

1

kci

kci∑

j=1

xij − x)T(
1

kci

kci∑

j=1

xij − x) +
1

kci

kci∑

j=1

√

(xij − x)T(xij − x)).

(13)
The pseudo-code of LDMC-KNN is shown in Algorithm1.

4 Experiments and Results

4.1 Degree of Imbalance

We use the imbalance ratio (IR) to quantify the imbalanced degree of classes.
For the dataset of the two classes, IR is expressed as the ratio of the number of
training samples of the majority class and the number of training samples of the
minority class. For multi-class datasets, IR is defined as the maximum value of IR
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Algorithm 1. The proposed LDMC-KNN classifier
Input: Training sample set T , training sample class set Y , unknown sample x, nearest

neighbor number k
Output: The class of the unknown sample
1: Calculate the number of training sample classes classNum, and the number of

training samples in each class N = {nc1 , nc2 ..., ncclassNum}
2: for i = 1 to classNum do
3: kci = k ∗ round(nci/min(N))
4: end for
5: for i = 1 to classNum do
6: for j = 1 to nci do
7: dist(xij , x) =

√

(xij − x)T(xij − x)
8: end for
9: Sort the distance dist(xij , x) and take out the first kci training samples

10: uik = 1
kci

∑kci
j=1 xij

11: Uik =
√

(uik − x)T(uik − x)

12: Dik = 1
kci

∑kci
j=1

√

(xij − x)T(xij − x)

13: end for
14: Cx = arg minci (Uik + Dik)

between all two classes. Based on IR values, we divided the datasets into either
balanced datasets (IR ≤ 1.15), mildly imbalanced datasets (1.15 < IR ≤ 3.5)
and highly imbalanced datasets (IR > 3.5).

In this section, we use the UCI [18] datasets to demonstrate our proposed
approach. The information for the 20 datasets is shown in Table 1. According to
the IR value, we can see that the first 3 datasets are either balanced datasets, the
middle 12 datasets are mildly imbalanced datasets, and the last 5 datasets are
highly imbalanced datasets. (For the Segment, Led7dight, and Glass datasets,
one class is used as the minority class, and the others are combined as the
majority class, which is the same as in [14,19]). According to the information
in Table 1, we can see the datasets used in our experiment is a good example
of a wide range of number of instances, from 208 to 7400, and a wide range of
number of features, from 3 to 60.

4.2 Indices for Evaluation of Classification Performance

We use the following three indices to evaluate the performances of classifiers:

Accuracy. For a testing set containing M testing samples, it is assumed that the
number of correctly classified samples is m. Accuracy is defined as accuracy =
m/M . The more the unknown samples can be correctly classified, the higher
the accuracy is. However, it does not take into account the classification of each
class, so it is not suitable to judge the class imbalance data. Therefore, in our
experiment, we only use accuracy to evaluate the performance of the classifiers
on the class either balanced datasets.
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Table 1. Dataset description of 20 real-world datasets from UCI repository.

Dataset Samples Classes Features Class number ratio IR

Ringnorm 7400 2 20 3736:3664 1.02

Waveform3 5000 3 21 1657:1647:1696 1.02

Sonar 208 2 60 97:111 1.14

Spambase 4597 2 57 2785:1812 1.54

Cloud 1024 2 10 627:397 1.58

Pima 768 2 8 268:500 1.87

Diabetes 768 2 8 500:268 1.87

Saheart 462 2 9 302:160 1.89

Tictactoc 958 2 9 626:332 1.89

Contraceptive 1473 3 9 629:333:511 1.89

German 1000 2 24 300:700 2.32

Breast 277 2 9 81:196 2.42

Haberman 306 2 3 225:81 2.78

Mammographic 748 2 4 278:570 2.81

Parkinsons 195 2 22 48:147 3.06

Hayesroth 160 2 4 129:31 4.16

Balance 625 3 4 49:288:288 5.88

Segment 2310 2 18 1980:330 6

Led7digit 500 2 7 455:45 10.11

Glass 214 2 9 17:185 10.88

Gmeans. Gmeans is a commonly used evaluation standard for imbalanced
datasets. It is based on two classes of confusion matrices. Here, we extend
Gmeans to multi-classes problem. We assume that the testing set contains
a total of M samples, among which Mc testing samples belong to class c
(c = 1, 2, ..., classNum), the number of correctly classified in class c is mc.
The calculation method of Gmeans is as follows:

Gmeans = (
classNum∏

c=1

(mc/Mc))1/classNum (14)

Compared with the accuracy, Gmeans takes into account the classification per-
formance of each class, which is more suitable to be the judgment basis of imbal-
anced datasets of the class.

Area Under Receiver Operating Characteristics Curve (AUROC). The
Receiver Operating Characteristics (ROC) Curve can comprehensively reflect the
performance of the classifier, which is also the performance evaluation standard
of the class imbalanced classifier. Researchers usually use the area under the
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ROC curve, namely AUROC, to further quantify and compare the performance
of classifiers. It is calculated as follows [6]:

AUROC = ((1 + TPR − FPR)/2), (15)

where TPR represents true positive rate and FPR represents false positive rate.
Here, minority class is seen as positively labeled. But the AUROC cannot be
directly applied to multi-classes scenario, so we only use AUROC as the evalu-
ation standard for two classes of imbalanced problems.

4.3 Experimental Procedure

In practice, in order to avoid the influence of different units and ranges of differ-
ent dimensional features on the classification, it is necessary to standardize the
features first. We use z-score standardization in our experiment

Zi =
Xi − E(Xi)√

D(Xi)
, (16)

where, Xi denotes the original i-dimensional sample feature, Zi represents the
i-th dimensional sample feature after standardization, E(Xi) is the mean of
the i-th feature samples,

√
D(Xi) is the standard deviation of the i-th dimen-

sional feature. Using Eq. (16), the original feature data can be normalized to a
mean of zero and a variance of one. It makes data of different magnitudes to
be converted to the same magnitude, increasing the comparability of the data.
All experiments were conducted on the computer with Intel(R) Core(TM) i7-
8700 CPU at 3.20 GHz, 16 GB RAM and Windows 10 64-bit Operating System
running with the Matlab R2016b platform-based programs.

In the experiment, the samples are randomly divided into ten, one as the test-
ing set, and the remaining nine as the training set. In order to ensure the fairness
of the experiment, the partition of each experimental datasets is performed in
the same dataset and is kept unchanged across the different algorithms, to ensure
that the testing set and training set used in each algorithm are the same.

Four algorithms are compared in the experiment, which are standard KNN
algorithm [4], MLMKHNN algorithm [10], Adaknn2GIHS algorithm [6] and
AdaknnGIHS algorithm [6]. These four methods have been briefly introduced
in the Sects. 1, 2, where MLMKHNN algorithm is an improvement of KNN algo-
rithm, without taking into account the class imbalance problem. Adaknn2GIHS
algorithm and AdaknnGIHS algorithm are proposed for class imbalance datasets
to alleviate class imbalance problems, and two methods of adaptive k value are
used in these two algorithms to improve the performance of classifiers. In the
experiment, for the traditional KNN, the MLMKHNN and the LDMC-KNN pro-
posed by us, the range of k value is 1–20, and each k value is cross-verified ten
times to find the optimal k value, and then the corresponding classification per-
formance is compared. For the Adaknn2GIHS algorithm and the AdaknnGIHS
algorithm, since they are adaptive to select k value and have a lot of randomness.
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Table 2. Comparison of classifiers in terms of Gmeans on imbalance datasets.

Dataset KNN LDMC-KNN MLMKHNN Adaknn2GIHS AdaknnGIHS

Glass 0.2158 0.6550 0.2158 0.3983 0.4396

Led7digit 0.7966 0.8945 0.8765 0.8094 0.8199

Segment 0.9538 0.9686 0.9570 0.9388 0.9437

Balance 0.1428 0.8208 0.5282 0.5776 0.5246

Hayesroth 0.7371 0.9786 0.9628 0.7973 0.8044

Parkinsons 0.9362 0.9426 0.9362 0.9087 0.9053

Mammographic 0.6100 0.6840 0.5685 0.6575 0.6131

Haberman 0.5159 0.6138 0.4934 0.5352 0.5732

Breast 0.5708 0.6612 0.5998 0.5849 0.5704

German 0.6404 0.7050 0.5910 0.6545 0.6498

Contraceptive 0.4929 0.5208 0.4438 0.4750 0.4617

Tictactoc 0.7663 0.8637 0.8456 0.7652 0.7511

Saheart 0.5948 0.6918 0.6226 0.6498 0.6450

Diabetes 0.6786 0.7544 0.7267 0.7119 0.7056

Pima 0.7290 0.7481 0.7105 0.7175 0.7108

Cloud 0.9653 0.9780 0.9552 0.9572 0.9545

Spambase 0.9082 0.9281 0.9267 0.8970 0.9000

Table 3. Comparison of classifiers in terms of AUROC for two classes of imbalance
datasets.

Dataset KNN LDMC-KNN MLMKHNN Adaknn2GIHS AdaknnGIHS

Glass 0.5679 0.7036 0.5567 0.5707 0.6428

Led7digit 0.8523 0.8976 0.8854 0.8495 0.8564

Segment 0.9550 0.9688 0.9583 0.9394 0.9442

Hayesroth 0.8058 0.9796 0.9652 0.8539 0.8543

Parkinsons 0.9391 0.9436 0.9391 0.9115 0.9088

Mammographic 0.6503 0.6897 0.5792 0.6647 0.6254

Haberman 0.6150 0.6418 0.5845 0.5800 0.6004

Breast 0.6153 0.6703 0.6335 0.6019 0.5914

German 0.6524 0.7074 0.6234 0.6575 0.6543

Tictactoc 0.7905 0.8712 0.8551 0.7756 0.7611

Saheart 0.6432 0.6959 0.6481 0.6586 0.6548

Diabetes 0.6986 0.7574 0.7340 0.7226 0.7096

Pima 0.7336 0.7517 0.7093 0.7212 0.7156

Cloud 0.9657 0.9781 0.9558 0.9615 0.9550

Spambase 0.9084 0.9282 0.9270 0.8970 0.9003

We repeated the experiment ten times, and conducted cross validation ten times
for each experiment, then take the average result as the basis for comparison.

Table 2 shows the Gmeans performance for 17 imbalanced datasets. We can
find that the algorithm proposed in this paper is always better than and far
superior to the other four algorithms on the comparison datasets. Table 3 shows
the performance comparison of five classifiers in terms of AUROC for two classes
of imbalanced datasets. It can also be seen that our proposed method has obvi-
ous advantages. This is because we not only consider the distance and location
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distribution of each class of samples relative to the unknown samples, but also
consider the problem of class imbalance.

Table 4. Comparison of classifiers in terms of accuracy on balance datasets.

Dataset KNN LDMC-KNN MLMKHNN Adaknn2GIHS AdaknnGIHS

Sonar 0.9048 0.9286 0.9190 0.8476 0.8667

Waveform3 0.8520 0.8548 0.8402 0.8436 0.8476

Ringnorm 0.7511 0.9431 0.9296 0.6420 0.7286

What’s more, to demonstrate that our algorithm is equally applicable to
class-balanced datasets, we use three class-balanced datasets for a simple illus-
tration (Because the algorithm proposed in this paper is mainly to solve the
classes imbalance problem, we will not discuss the classes balance datasets too
much here). Table 4 shows the classification accuracy of five algorithms on three
balanced datasets, We can see that for class balanced datasets, although the
advantages of our algorithm are not as great as it is for class imbalanced datasets,
it is generally superior to the other four methods.

Table 5. The running times(s) of the five algorithms on different datasets.

Dataset KNN LDMC-KNN MLMKHNN Adaknn2GIHS AdaknnGIHS

Ringnorm 3.2252 5.1621 6.5298 32.4742 32.3622

Waveform3 1.4002 2.3725 3.3218 14.5838 15.2613

Sonar 0.0034 0.0070 0.0224 0.0853 0.2596

Spambase 1.3189 2.0880 2.6676 13.2528 13.9233

Cloud 0.0601 0.1032 0.1924 0.8012 0.9646

Pima 0.0341 0.0605 0.1255 0.5228 0.7007

Diabetes 0.0337 0.0598 0.1252 0.5184 0.6896

Saheart 0.0127 0.0240 0.0616 0.2426 0.4188

Tictactoc 0.0529 0.0919 0.1761 0.7254 0.8894

Contraceptive 0.1209 0.2136 0.4039 1.6684 0.8198

German 0.0594 0.1022 0.1890 0.8433 1.0217

Breast 0.0050 0.0102 0.0319 0.1231 0.2868

Haberman 0.0059 0.0117 0.0352 0.1362 0.3060

Parkinsons 0.0027 0.0059 0.0208 0.0851 0.2523

Hayesroth 0.0020 0.0052 0.0226 0.0683 0.2367

Balance 0.0233 0.0457 0.1194 0.3773 0.5474

Segment 0.3044 0.5037 0.7295 3.3785 3.6780

Led7digit 0.0150 0.0279 0.0675 0.2579 0.4449

Glass 0.0032 0.0069 0.0228 0.0853 0.2701

Finally, we analyze the complexity of the algorithm. Table 5 shows the run-
ning times of the five algorithms on different data sets, running time is measured
in seconds. As we can see, the running time of our algorithm is only longer than
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the standard KNN algorithm, and the difference is very small. This is because
our algorithm is compared with the standard KNN algorithm, it just has an
extra work on the calculation of Eqs. (12) and (13). Although it seems that our
algorithm has a loop nesting, it actually splits the entire large training set T
into classNum small subset Ti for calculation. Therefore, the amount of com-
putation is not much different from the standard KNN. The running time of the
MLMKHNN algorithm is slightly larger because it calculates multiple local mean
vectors to calculate the harmonic average distance. The Adaknn2GIHS algorithm
and the AdaknnGIHS algorithm introduce a relatively complex training stage.
This training phase itself requires running KNN algorithms many times. There-
fore, the Adaknn2GIHS algorithm and AdaknnGIHS algorithm require much
longer running time.

5 Conclusions

In this paper, we propose an improved KNN algorithm based on combining
local distance mean and centroid for imbalanced datasets. This method not only
considers the distance from the unknown sample to each class, but also considers
the position of the unknown sample in each class. In addition, the problem of
class imbalance is solved by taking out different number of samples from different
classes.

To evaluate the performance of the proposed LDMC-KNN algorithm, we
compare it with the standard KNN and three state-of-the-art KNN-based
approaches. The experiment was performed on the datasets of UCI database.
Experimental results show that the performance (Gmeans and AUROC) of our
proposed algorithm is far better than any of the other four algorithms on the
imbalanced datasets. For the balanced datasets, our algorithm is also superior
to other algorithms of interest in accuracy. Further, we compared the running
times of the five algorithms. The experimental results show that the running
time of our algorithm is not much different from the standard KNN algorithm,
but it is obviously shorter than any of the other three improved KNN algorithms,
demonstrating the advantages of our algorithm.
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Abstract. Applying recommendation algorithms in mobile edge caching
can further improve the utilization of the caching and relieve the pressure
of the backhaul links. The key is to capture accurate user preferences
which are usually influenced by the user’s request record and current
request. In this paper, we propose a content recommendation algorithm
based on both history request record and current interest. The content,
user preferences and user’s requests are modeled as vectors from multi-
ple content dimensions. Based on user’s request record, we capture the
user preferences vector (Pre-Vector) by using the maximum likelihood
estimation. The Pre-Vector accurately reflects user preference but has
hysteresis. The user current request vector (Req-Vector) can reflect the
user’s current interest but its accuracy is not stable. We propose the
preference-based recommendation list and the request-based recommen-
dation list based on the Pre-Vector and the Req-Vector respectively.
In order to ensure the accuracy of the recommendation list, the final
recommendation list is generated based on the Pre-Vector and the Req-
Vector’s cosine similarity. The simulation results show that, the proposed
algorithm has improved caching hit rate compared with existing recom-
mendation algorithms.

Keywords: Recommendation algorithm · User preferences ·
Maximum likelihood estimate · Multiple content dimensions

1 Introduction

Soaring mobile data traffic presents a big challenge for the 5th-generation (5G)
mobile communication system. According to the Ericsson Mobile Report 2019
[1], the global average monthly mobile data traffic has reached 29.0 EB in 2019
Q1, and will reach nearly 164.5 EB at the end of 2024. Mobile edge caching
[2,3] is one of the promising solutions to solve mobile data traffic congestion. It
stores content at the edge of the networks, which shortens the physical distance
between users and content, and then alleviates the pressure of the backhaul.
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Applying recommendation algorithms in the mobile edge caching is a viable
solution to further improve the caching utilization and user experience, and it
will also relieve the pressure of the backhaul links. In a heterogeneous network
of 5G, in addition to the macro base station (MBS), many small base stations
(SBS) [4,5] are densely deployed, which makes the caching space in the network
edges much larger compared to the traditional cellular network. This provides
more options for content recommendations, which requires an effective algorithm
for higher recommendation hit rate.

The research of the recommended algorithm originated from the Internet
field in the 1990s. Later, with the prosperity of e-commerce, the research of rec-
ommended algorithms has ushered in a boom. Jiang et al. [6] analyzed the key
technology related to personalized recommendation in distance education, and
proposed multiple recommendation algorithms. Felfernig et al. [7] analyzed the
applicability of group recommendation to requirements prioritization, and made
the application of group decision heuristics in the context of requirements pri-
oritization. Shaikh et al. [8] listed various limitations of the current recommen-
dation methods and believed that integration of semantic in recommendation
techniques could provide better recommendation with proposed system.

In general, the design of the recommendation algorithm inevitably takes into
account user preferences [9,10]. Also, many researchers have studied the content
recommendation algorithm with additional factors, such as the distance between
the user and the content, the user’s social relationship, the base station’s lim-
ited storage space, the association between multiple contents and so on. Wang
et al. [11] considered the social relationship of the users, proposed a recommenda-
tion system for cached-enabled mobile social network, which could maximize the
traffic offloading ratio. Some researchers considered the content association in
mobile edge caching recommendation. Kastanakis et al. [12] proposed a content-
related approach that enabled joint caching and recommendation in mobile edge
caching. Some researchers apply reinforcement learning to the caching recom-
mendation algorithm. Guo et al. [13] developed a Q-learning based algorithm
to dynamically replace and recommend the files in the caching of the BS. Yang
et al. [14] jointly optimized content caching and recommendation at BSs to max-
imize the caching gain, and proposed a hierarchical iterative algorithm to solve
the optimization problem.

The recommendation algorithm can be classified into two types: the mem-
ory recommendation algorithm and the memoryless recommendation algorithm.
The memory recommendation algorithm mainly summarizes the user preference
based on the user’s long-term request record as the recommendation basis. The
memoryless recommendation algorithm extracts keywords or key information for
the user’s current request, and then recommend contents with the similar key-
words. Time-varying user preferences make the estimation of user preferences
have hysteresis in the condition of only using the memory recommendation algo-
rithm. While only using the memoryless recommendation algorithm to estimate
the user preferences has inaccuracy, especially when the user record is very lim-
ited. There is very attractive requirement to combine these two types of recom-
mended algorithms to overcome hysteresis and inaccuracy, and then improve the
utilization of the caching contents and user experiences.
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Fig. 1. System model.

In this paper, we investigate the time-varying features of user preference in
heterogeneous network, and propose a content recommendation algorithm based
on double lists (CRADL) to optimize the recommended hit rate. We assume sev-
eral SBSs and a MBS collaboratively store and recommend contents to the user
in a typical scenario. The optimization problem to maximize the caching recom-
mended hit ratio is analyzed and formulated. The user preference vector (Pre-
Vector) is captured by maximum likelihood estimation of user’s request record.
Then we design the preference-based recommendation list and the request-based
recommendation list based on Pre-Vector and the user current request vector
(Req-Vector). In order to ensure the accuracy of the recommendation, we need
to find a balance between Pre-Vector and Req-Vector. Based on their cosine
similarity, we selectively integrate the two lists into one list and recommend
to the user. Simulation results show that the proposed algorithm has the bet-
ter performance in the hit rate compared to the existing caching algorithms in
heterogeneous network.

2 System Model

As shown in Fig. 1, we deploy a number of BSs in a region. The MBS located
in the middle of the region. The MBS manages these SBSs and knows what
content is cached in these SBSs. And we install the recommendation system
application in the MBS. We make these BSs collaboratively store the popular
content. The MBS manages m − 1 SBSs in a the region, all BSs are represented
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by sets S = {s1, s2, s3, s4, ..., sm}. The user will select the closest BS to access.
To simplify, we set the caching space size of each BS is c. The core network
has all the contents, assuming that the total number of the contents is k, these
contents are represented by F = {F1, F2, F3, F4, ..., Fk}. In the case of multiple
users, the probability that these contents are requested is subject to the Zipf
distribution. The probability Pi of the file ranked i is requested by users is:

Pi =
1/ir

∑k
p=1(1/pr)

(1)

where r is the zipf index, r > 0.
To simplify, we set the size of each content is ξ, the BS j can store l files,

the cache space of BS j is always bigger than or equal to the total size of the
contents it stores. Then we get a constraint:

C1 :
l∑

ξ � c (2)

And in reality, the number of cached contents of these m BSs is much smaller
than the number of contents of the entire network. We get the another constraint:

C2 : mc � Cnetwork (3)

where Cnetwork is the total number of contents in the core network.
For a single user, we believe that there is a strong connection with the user

requests is the user preferences. In order to fully describe user preferences, we
intend to measure user preferences from D dimensions, the user preferences
vector is represented as: U = {u1, u2, u3, u4, ..., uD}. Similarly, the content Fj

vector is modeled as: Fj = {f1, f2, f3, f4, ..., fD}.

3 Problem Formulation

For individual users, the requesting content is more susceptible to their personal
preferences. Some users like to listen to Hip-pop, while others like light music
and so on. In [15], the author measures a content from multiple dimensions,
quantifies the content in each dimension. And the user’s request is normally
distributed in each dimension. Inspired by [15], we decide to model the user’s
request as: in the case of unchanging user preferences, the content requested by
the user follows a normal distribution in each dimension and the mean of the
vectors of these request records is equal to the user preferences vector. Suppose
the user sends x requests (q = {q1, q2, q3, ..., qx}) with the same user preferences,
we get third constraint:

C3 : {u1, u2, u3, u4, ..., uD} =
∑x

i=1 qi

x

=
∑x

i=1 {f1, f2, f3, f4, ..., fD}i

x

(4)
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The user preferences are time-varying. We quantify the user preference dura-
tion as the number x of requests, x is a random positive integer value. After the
user sends x requests, the user preferences may change to a new random user
preferences. The probability that the user preference changes is β, 0 � β � 1.

There are two situations that trigger the recommendation system. One is
that when the user finishes watching a video or listens to a song, the recom-
mended system in MBS will recommend relevant content to the user. The other
is that when the content requested by the user is not stored in the BS and the
collaborative BSs, the recommended system will recommend the cached content
to the user.

To recommend the user what the user wants, we need to define the similarity
between the content. The similarity between content i and content j is defined as:

Pi,j =
Fi · Fj

‖Fi‖ · ‖Fj‖ (5)

The user acceptance of recommended content is related to content similarity
and content popularity. When the cached content j is recommended to the user,
the probability that a user accepts content j is defined as:

Pu,j = ω ∗ (
U · Fj

‖U‖ · ‖Fj‖ )ϕ (6)

where ω is the popularity impact coefficient, ω = (Pj

P1
)φ. φ is the Popularity

impact index, φ = 0 means the user is not affected by popularity. ϕ is the cosine
matching impact index, ϕ = 0 means the user is only affected by popularity.

U ·Fj

‖U‖·‖Fj‖ is the user preferences vector and the recommended content vector’s
cosine matching value.

The recommendation system will recommend z cached contents to the user
in the form of a list. In order to conform to human aesthetics, generally 3 to 8
contents are appropriate. Then the probability that the user accepts the recom-
mendation can be expressed as:

PUt,list = 1 −
z∏

i=1

(1 − put,i)

= 1 −
z∏

i=1

[1 − (
Pi

P1
)φ ∗ (

Ut · Fi

‖Ut‖ · ‖Fi‖ )ϕ]

(7)

where Ut is the current user preferences. We hope to maximize the effectiveness
of the cached content, that is, to find the recommended hit rate maximum,
max {PUt,list}.
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4 Content Recommendation Algorithm Based on Double
Lists

4.1 User Preferences Estimating

To maximize PUt,list, we need to estimate the user preference as accurately as
possible from user’s records. The estimated user preferences is represented by
Uo and it is generated by the user’s app, and it is sent to the MBS when a
request is sent. Suppose the mobile app counts the user’s recent N requests. In
any of these D dimensions, the quantized values of these requests are normally
distributed. We take the i-th dimension of the N records, denoted by QN,i =
{f1,i, f2,i, f3,i, ..., fN,i}.

The Maximum Likelihood Estimation (MLE) can be used to estimate the
parameters of the model. The goal of MLE is to find a set of parameters that
maximize the probability that the model will produce observations:

argmax
{
p(QN,i;μi, σ

2)
}

(8)

where p(QN,i;μi, σ
2) is a likelihood function, indicating the probability of obser-

vation data appearing under the parameter μi. We assume that each observation
is independent and then:

p(f1,i, f2,i, f3,i, ..., fN,i;μi) =
N∏

k=1

p(fk,i;μi, σ
2) (9)

For convenience, Eq. 9 becomes a logarithmic function form (it obeys normal
distribution):

p(QN,i;μi, σ
2) = ln(p(QN,i;μi, σ

2))

= −Nln(2π)
2

− Nln(σ2)
2

− 1
2σ2

N∑

k=1

(fk,i − μi)2
(10)

Find the derivative of Eq. 10 and let it equal 0:

∂ln(p(QN,i;μi, σ
2))

∂μ
=

1
2σ2

N∑

k=1

(fk,i − μi) = 0 (11)

Finally, we get:

μ�
i = QN,i =

1
N

N∑

k=1

fk,i (12)

Similarly, we can get the values of D dimensions and get the estimated vec-
tor μ:

μ = {μ�
1, μ

�
2, μ

�
3, ..., μ

�
D} (13)
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There may be highly deviating requests in this set of data, which would be
removed by using the Grubbs criteria. After removing highly deviating requests,
calculate μ again, and that is the estimated user preferences Uo (Pre-Vector):

Uo = {μ1, μ2, μ3, ..., μD} (14)

4.2 Content Recommendation Algorithm Based on Double Lists

Now we have Uo (Pre-Vector), and the quantized current request is represented
as Fc (Req-Vector). After the MBS obtains the user’s request Fc (Req-Vector)
and Uo (Pre-Vector), the MBS calculates the cosine similarity degree between Uo

and all cached content. According to the descending order of the cosine similarity
degree, we can get the preference-based recommendation list (P-list). Similarly,
we use the same method to calculate the cosine similarity degree between Fc

and all cached content, finally we have the request-based recommendation list
(R-list). The two lists is just the initial formation of the recommended lists.
When the requested content belongs to hot content, we are not sure whether the
user likes the type of content or just the hot content. We introduce popularity
to tailor the two lists after matching. The popularity value exists only on the
network side and the MBS, and the MBS periodically updates the popularity
value of the content cached in the region. The matching degree is calculated as
follows:

P − list : puo,j = ω ∗ (
Uo · Fj

‖Uo‖ · ‖Fj‖ )ϕ

R − list : pfi,j = ω ∗ (
Fi · Fj

‖Fi‖ · ‖Fj‖ )ϕ

(15)

After that, we get two lists. We descend the P-list: {puo,1, puo,2, ...}, Puo,1

indicates the matching degree of the content with the highest matching degree
in P-list. Similarly, we have the R-list: {pfi,1, pfi,2, ...}.

The cosine similarity between the user preferences vector U0 and the user’s
requested content Fi is:

quo,fi =
Uo · Fi

‖Uo‖ · ‖Fi‖ (16)

If the user preferences vector Uo is similar to the request Fi, quo,fi is high,
we would consider the P-list as a recommended reference. If the user preferences
vector Uo is far from the request Fi, quo,fi would be low, we would consider the
R-list as a recommended reference. In order to flexibly recommend caching to
users, we need to merge the two lists.

Knowing that a recommended list contains z content, we divide the cosine
similarity of Uo and Fi evenly into z + 1 levels. In this paper, we assume that a
recommendation list contains 4 content, z = 4. According to different cosine
matching degrees, we take Nuo top contents from U-list and Nfi top con-
tents from R-list, to form a new recommendation list, where Nuo + Nfi = z.
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For example, When the cosine similarity is in level V, 0.8 � quo,fi � 1, we
believe that the user preferences have not changed at this time, and still use the
top four contents of P-list as recommendations. As shown in Table 1.

It should be pointed out that in order to avoid duplication, if a content is
in the top ranking in both lists, then after the content is taken in U-list, the
content is not considered in R-list.

Table 1. The division of quo,fi (z = 4)

Level Level V Level VI Level III Level II Level I

quo,f i [0.8, 1] [0.6, 0.8) [0.6, 0.4) [0.4, 0.6) [0, 0.2)

Nuo :Nf i 4:0 3:1 2:2 1:3 0:4

After synthesizing the two lists into one list, we can get the theoretical rec-
ommendation acceptance probability:

Plist = 1 −
z∏

j=1

(1 − plist,j)

= 1 − [
Nuo∏

j=1

(1 − puo,j)] ∗ [
Nfi∏

k=1

(1 − pfi,k)]

(17)

5 Simulation Results and Discussions

In this section, we will fully evaluate the performance of the CRADL from dif-
ferent angles. And we will analyze the impact of several important parame-
ters on CRADL performance. For comparison, we also simulate the other three
recommended algorithms: the hottest caching recommendation algorithm (Hot-
Algorithm), caching recommendation algorithm based on user preference (Pre-
Based) and caching recommendation algorithm based on user’s current request
(Req-Based). The Hot-Algorithm means that the MBS would always recommend
the hottest contents to the user. The Pre-Based means that the MBS would rec-
ommend contents to the user only based on the user’s preference. The Req-Based
means that the MBS would recommend contents to the user only based on the
user’s current request.

We consider setting parameters in the range of 200∗200 m: only 1 user, num-
ber of BSs M = 7, and each BS’s default caching capacity c = 30 contents. This
creates a relatively dense network in which the SBSs are randomly distributed.
The core network has all the contents, Cnetwork = 500 contents. The Zipf index
is set to r = 0.9 by default. The duration of user preference is quantified as:
the number of requests to continue in the case of constant preference, the num-
ber of requests is random values 1–20. The probability that the user preference
changes is β = 0.1. The Pre-Based algorithm and CRADL consider N = 10 user
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historical requests. We set the Popularity impact index φ = 1 and the cosine
matching impact index ϕ = 1. And we assume that the user does not move and
selects the nearest base station access.

In order to get close to the reality, we followed the qqmusic’s classification to
the music: electronic music, pop music, Chinese Style Music, ballad, Hip-Hop,
country music and so on, a total of 15 categories, which means vector dimension
D = 15. We assume that the core network has a total of 500 contents, k = 500.
And we quantified the top 500 songs of qqmusic and got 500 15-dimensional
vectors of the top 500 songs. The quantitative criteria are as Table 2 (in terms
of a single dimension such as Hip-Hop).

Table 2. The quantitative criteria (Hip-Pop as an example)

Degree Not Hip-Pop A little Hip-Pop Normal Hip-Pop Very Hip-Pop Super Hip-Pop

Values 0–0.2 0.2–0.4 0.4–0.6 0.6–0.8 0.8–1
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Fig. 2. The recommended hit rate changes as the Zipf index changes.

Figure 2 shows that as the Zipf index changes, the probability that the rec-
ommendation list is accepted by the user is on the rise. Because as the Zipf
index increases, the probability of users accepting recommended content is also
increasing, which results in an increase in the hit rate of the four methods. When
calculating user preferences, Pre-Based refers to the user’s last 10 requests, while
Req-Based simply treats the request content vector (Fc) as a user preference
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vector. So the user preferences calculated by Pre-Based are closer to real user
preferences than Req-Based, thus the Pre-Based’s hit rate is higher than the
Req-Based’s. And CRADL is combines the advantages of the Pre-Based and
Req-Based, so CRADL has the highest hit rate.

The Req-Based algorithm takes into account the user’s current request,
so the acceptance probability of the Req-Based algorithm is larger than the
Hot-Algorithm. The Pre-Based algorithm considers the user N = 10 historical
requests, the Pre-Based algorithm can accurately capture the user’s preference,
so it has higher hit rate. And CRADL has always the highest hit rate. Because
CRADL considers the user’s current request and the user preference, the appro-
priate caching recommendation list can be flexibly generated when the current
request differs from the user’s preferences.
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Fig. 3. The recommended hit rate changes as the probability of user preference change
β changes.

Figure 3 shows that as the user preference change probability β changes, the
probability that the hit rate of the recommended list also changes. Both Req-
Based algorithm and Hot-Algorithm are memoryless, so changes in the prob-
ability of change in user preference can’t affect the performance of Req-Based
algorithm and Hot-Algorithm. For the Pre-Based algorithm, as the increase in
β means that the user preference changes more frequently, the user preference
estimated by the historical request matches the current request less. So the hit
rate of Pre-Based algorithm would drop, from 37.1% to 34.8%. CRADL can con-
sider both user preference and the current request, it can adapt to changes in
user preference rate and maintain a 37–38% caching recommendation hit rate.
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Fig. 4. The recommended hit rate changes as BS’s caching capacity c changes.
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Fig. 5. The caching first hit rate changes as BS’s caching capacity c changes.
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Figure 4 shows that as BS’s caching capacity c changes, the probability that
the hit rate of the recommended list changes slowly. In the previous chapters,
we know that the probability of acceptance of users is affected by the popularity
of the content. For the content at the end of the popularity ranking, even if the
cosine matching degree is high, the probability of being accepted is not high
because the popularity is too low, so the content with highly popular and highly
cosine-matched is easier to accept. That means, even if the caching space of the
BSs is increased, the influence of the long tail effect is too small, which makes
the recommended hit rate increase little.
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Fig. 6. The recommended hit rate changes as the number of historical records reference
N changes.

But as for the number of the caching first hits (when caching recommenda-
tion system is not triggered), with the expansion of the BSs’ caching space, the
number of the caching first hits has a big improvement, as shown in Fig. 5. In
each set of tests, the user generated 100 requests. The number of successful rec-
ommendations Nrecom plus the number of recommended failures Nmiss plus the
number of caching first hits Nfirst equals 100, Nfirst + Nrecom + Nmiss = 100.

Figure 6 shows that as the number of user record N changes, the Pre-Based
algorithm and CRADL’s recommended hit rate has improved, and then sta-
bilized. Both Req-Based algorithm and Hot-Algorithm are memoryless, so the
number of historical records reference N can’t affect the performance of Req-
Based method and Hot-Algorithm. As can be seen from Fig. 6, when N < 10, the
Pre-Based algorithm’s hit rate and CRADL’s hit rate begin to increase. When
N = 10, the hit rate of CRADL is approximately 38.5% of the saturation value,
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and the saturation value of the Pre-Based algorithm is 36.9%. It can be deter-
mined that in our scenario, the accuracy of the user preference can be estimated
when N > 10. When β = 0.1, on average, every time a user sends 10 requests, he
will change his preferences once. So when N > 1/β = 10, the curves for CRADL
and Pre-Based are flat.

6 Conclusion

In this paper, we studied the mobile edge caching recommendation system in
heterogeneous network. In addition to popularity, the content requested by the
users and the probability of the users accepting the recommended cached content
were often highly correlated with their own preferences. Based on user preference
and popularity, a question of maximizing the caching hit ratio was formulated.
And a content recommendation algorithm based on multiple content dimensions
was proposed. We quantified the user preferences, content, and requests from
multiple dimensions. User preferences vector was derived by maximum likelihood
estimation and Grubbs criterion. Then two recommended lists were generated
based on user current request vector and user preferences vector. The preference-
based recommendation list reflected the recent user preferences, the request-
based recommendation list reflected the current user preferences. Finally, we
merged two lists based on the two vectors’ cosine matching. Compared with the
other three recommended methods, the method we proposed could achieve a
highest hit rate, whether there was a change in BS’s capacity or a change in Zipf
index or a change in probability of user preference change. In our scenario, we set
the user preference change to be random, but in reality it was not. In the future
work, we will explore the impact of quo,fi division on the hit rate optimization
problem, and we will investigate the connection of user preference to popularity,
or other elements.
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Abstract. With the development of the Internet of Things, a large number of
connection requirements for sensing and control are generated. However, in wire-
less positioning, Narrowband Internet of Things (NB-IoT) has poor positioning
accuracy which takes the cell-ID positioning method. The further integration of
5G and NB-IoT networks is expected to effectively improve the positioning accu-
racy of NB-IoT networks. Therefore, the high-precision positioning algorithm for
researching converged networks has broad application prospects and academic
significance. In order to improve the positioning accuracy of NB-IoT, based on
the 5G and NB-IoT heterogeneous positioning framework, we propose to intro-
duce a number of cluster nodes, which have the function of communicating with
5G and NB-IoT networks simultaneously. The signal bandwidth in NB-IoT net-
work is narrow and clock synchronization is difficult to accomplish, so only DOA
(Direction of Arrival) and RSSI principles can be considered. In this paper, we
firstly use 5G to perform high-precision positioning of cluster nodes according to
the principles of TDOA (Time Difference of Arrival). Based on the solution space
(x ± εx, y ± εy), the NB-IoT terminal is located by the cluster nodes according to
the DOA and RSSI fusion method. This method helps reduce the matching time
and improve the accuracy of single DOA/RSSI positioning method. Meanwhile,
in the case of allowing cluster node errors, higher precision NB-IoT network posi-
tioning results can be obtained. Compared to a singleNB-IoT network positioning,
the final positioning accuracy of NB-IoT terminal can be improved by 80–90%.

Keywords: DOA · RSSI · Fusion positioning

1 Introduction

With the development of the Internet of Things, a large number of connection require-
ments for sensing and control are generated. This type of demand has low connection
rate requirements, but is very sensitive to power consumption and cost, and is widely
distributed and large in number. In wireless positioning, Narrowband Internet of Things
(NB-IoT) has poor positioning accuracy, and cellular network has relatively high posi-
tioning accuracy with the help of TDOA, DOA information and so on. However, the
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current 3G/4G network cannot carry a huge number of IoT connections. The fifth gener-
ation communication system (5G) is expected to meet the needs of IoT connectivity, and
the further integration of 5G and NB-IoT networks is expected to effectively improve
the positioning accuracy of NB-IoT networks. Therefore, the high-precision position-
ing algorithm for researching converged networks has broad application prospects and
academic significance.

As a sub-network of LTE, NB-IoT only supports the cell-ID positioning method [1].
The positioning accuracy of this method depends on the size of the cell, and generally
exceeds 300 m. The 5G has more precise clock synchronization, ultra-wide bandwidth,
and multi-antenna design. It supports TOA, TDOA, DOA and other positioning princi-
ples [2], and the positioning accuracy can reach the sub-meter level. However, 5G and
NB-IoT belong to different networks. The 5G positioning information cannot be directly
applied to the positioning of the NB-IoT terminal.

In order to improve the positioning accuracy of NB-IoT while preserving the low
power consumption and low-cost characteristics of NB-IoT, based on the 5G and NB-
IoT heterogeneous positioning framework, we propose to introduce a number of cluster
nodes, which have the function of communicating with 5G and NB-IoT networks at the
same time. The signal bandwidth in NB-IoT network [1] is narrow and clock synchro-
nization is difficult to accomplish, resulting in the poor performance of TDOA algorithm
then DOA and RSSI principles can be considered. The multi-antenna design of 5G in
cluster nodes will be beneficial to DOA estimation. In traditional method, terminal in
NB-IoT network is obtained by Cell-ID positioningmethodwithout heterogeneous posi-
tioning framework and fusion algorithm. It is believed that more positioning information
can obtain more accurate positioning results. Therefore, based on the actual situation
of the NB-IoT network and the new feature of the converged network, DOA and RSSI
fusion algorithm is used on NB-IoT side to improve single-sided positioning perfor-
mance and TDOA algorithm is used to obtain the position of cluster nodes. On the other
hand, the process of solving the positioning result is a problem of solving multiple linear
equations. Step-by-step positioning may result in a local optimal solution. The solution
of the cluster node after the first TDOA algorithm has an error, which will affect the
positioning result of the second step. In this paper, within the error range of the solution
obtained in the first step, the global optimal solution is searched to obtain amore accurate
positioning result. From the results, the positioning precision of this method is increased
by 90% in the X direction.

The first section of this paper mainly introduces the problems of NB-IoT terminal
positioning, main methods and defects, and the improved methods. In Sect. 2 the TDOA
positioningmodel and CHAN algorithm are introduced. In Sect. 3 DOA and RSSI fusion
algorithm is introduced and is compared with the single RSSI positioning method. In
Sect. 4 the fusion algorithm on both sides with the DOA and RSSI fusion algorithm are
compared and analyzed performance.

2 Traditional TDOA-Based Positioning on 5G Side

In this section, TDOA positioning model [3] and a general solution algorithm named
CHAN [4] will be illustrated.
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2.1 TDOA Positioning Model

The TDOA positioning model estimates the position of the terminal mainly by measur-
ing the transmission time difference of the signal transmitted from the terminal to the
positioning reference base station. The distance difference obtained by the transmission
time difference is satisfied by a hyperbolic model which focuses on two positioning
reference base stations. To get the estimated position of the terminal, it is theoretically
only necessary to measure the difference in arrival time between the two groups. The
intersection of the two sets of hyperbolic curves obtained is the position of the terminal
we are solving. However, in practical applications, the two sets of parameters tend to be
poor, so in this experiment four base stations are selected to ensure better positioning
performance.

On a 2D plane, there are M base station where M is greater than or equal to 4.
The base station coordinates are (xi, yi), where i = 1, 2, · · · , M. Supposing that the
terminal coordinates to be estimated are (x, y), use the first base station as a reference
base station and Ri represents the distance from terminal to base station i. Ri,1 represents
the difference between the distance from terminal to base station i and the distance from
terminal to base station 1.

Ri,1 = cτi,1 = Ri − R1 i = 2, . . .M (1)

where Ri =
√

(xi − x)2 + (yi − y)2, i = 1, 2, · · · ,M, c is the propagation speed of

radio waves in vacuum which equals to 3 * 108 m/s. τi,1 is the difference between the
time from terminal to base station i and the time from terminal to base station 1. The
TDOA positioning model can be described as following Fig. 1.

Fig. 1. TDOA positioning model

After applying linearization transform to formula (1), formula (2) is derived as
follows:

(
Ri,1 + R1

)2 = R2
i,1 + 2Ri,1R1 + R2

1 = x2i + y2i − 2xi x − 2yi y + x2 + y2 (2)

Let Ki = x2i + y2i , xi,1 = xi − x1, yi,1 = yi − y1, then we get:

xi x + yi y + Ri,1R1 = 1

2

(
Ki − K1 − R2

i,1

)
(3)
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In formula (3) x and y are unknown and remain to be solved. Thus it can be thought
as a set of linear formulas. The solution of the formulas is the location of the terminal
to be estimated.

2.2 CHAN Algorithm

The CHAN algorithm is one of the classic algorithms based on TDOA measurement
parameters.

Starting from formula (3), we can change it into linear formula (4)

Gaza = h (4)

where Ga = −
⎛
⎝
x2,1 y2,1 R2,1

x3,1 y3,1 R3,1

x4,1 y4,1 R4,1

⎞
⎠, za = (x, y, R1)

T , h = 1
2

⎛
⎜⎝

R2
2,1 − K2 + K1

R2
3,1 − K2 + K1

R2
4,1 − K2 + K1

⎞
⎟⎠. We

define Z0
a as the value in the case of zero noise. Then the error vector can be described

as:

e = h − GaZ
0
a (5)

Supposing that e is statistically approximate to a Gaussian distribution and its
covariance matrix exists, then we can get:

ψ = E
(
eeT

)
= c2BQB (6)

where B = diag
{
R0
2, R

0
3, R

0
4

}
, Q is the covariance matrix of noise vector which obeys

Gaussian distribution.
Suppose the elements in za are independent of each other. After weighing the error

of data in za , the problem becomes a weighted least squares problem. The formula to be
solved becomes formula (7):

(
GT

a ψGa

)
za = GT

a ψh (7)

The least squares estimate of z is

za =
(
GT

a ψ−1Ga

)−1
GT

a ψ−1h (8)

When the distance from terminal to base station is quite long, ψ can be substitute
by Q. An approximation of za can be obtained as formula (9):

za ≈ z̃a =
(
GT

a Q
−1Ga

)−1
GT

a Q
−1h (9)

From the z̃a calculated by formula (9), the B matrix is recalculated. According to
formula (6) ψ is calculated which is unknown before. Now formula (8) is available and
the first estimate of za is obtained.
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Use the first estimate of za to construct a set of error formula to obtain the second
estimate of za as formula (10):

⎧
⎨
⎩

za,1 = x0 + e1
za,2 = y0 + e2
za,3 = R0 + e3

(10)

where za,i is one component of za and ei is the estimate error of za . Then the second
estimate of za is obtained by formula (11):

za1 =
(
GT

a1ψ
−1
1 Ga1

)−1
GT

a1ψ
−1
1 h1 (11)

Where za1 =
(

(x − x1)2

(y − y1)2

)
, Ga1 =

⎛
⎝
1 0
0 1
1 1

⎞
⎠, h1 =

⎛
⎜⎝

(
za,1 − x1

)2
(
za,2 − y1

)2
(
za,3

)2

⎞
⎟⎠, ψ1 =

4B1cov(za)B1, B1 = diag
{
x0 − x1, y0 − y1, R0

1

}
, cov(za) = (

G0T
a ψ−1G0

a

)−1
.

Finally, the estimate solution of terminal’s position is as formula (12):

(x, y)T = ±√
za1 + (x1, y1)

T (12)

Traditional TDOA-based positioning requires signals with high precision clock res-
olution and complex clock synchronization and has poor performance at NLOS scene
[5–7], which is its drawbacks and limitations. NB-IoT network doesn’t support such
characteristic without high precision clock or synchronization. That’s why DOA and
RSSI fusion algorithm [8–10] is used in NB-IoT network rather than TDOA.

3 Novel DOA and RSSI Fusion Method on NB-IoT Side

3.1 DOA Positioning Model

Assuming that there are D signal sources in the far field of the antenna array, all the
signal received by the antenna array approximately are plane wave. If the antenna array
consists ofM omnidirectional antennas and the first element set as the reference element,
the ith signal received by the reference element is as follows:

si (t) = zi (t)e
jω0t , i = 0, 1,L,D − 1 (13)

where zi (t) is the complex encircled modulating of the i-th signal, which including the
information of signal. e jω0t is the carrier wave of space signal. Due to the narrowband
hypothesis condition, the signal with propagation delay τ can be represented as formula
(14):

si (t − τ) = zi (t − τ)e jω0(t−τ) ≈ si (t)e
− jω0τ, i = 0, 1,L,D − 1 (14)

Ideally the signal received by the m-th element can be represented as formula (15):

xm(t) =
∑D−1

i=0
si (t − τmi ) + nm(t) (15)
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where τmi is the time delay of the i-th array element relative to the reference array element
when it reaches the m-th array element, nm(t) is additive noise of the m-th element.
Generally, signal received by the whole antenna array is represented as formula (16):

X(t) =
∑D−1

i=0
si (t)ai + N(t) = AS(t) + N(t) (16)

where ai = [
e− jω0τ1i , e− jω0τ2i , L , e− jω0τMi

]T
is the direction vector of the i-th signal,

A = [
a0, a1, L , aD−1

]
is the array manifold, S(t) is the signal matrix and N(t) is the

additive noise matrix.

3.2 MUSIC Algorithm

MUSIC algorithm is also known as Multiple Signal Classification algorithm [11]. It can
be described as the following steps:

1. Collect signal samples as X(n), n = 0, 1, L, K−1, and estimate covariance function
as formula (17):

R̂X = 1

P

∑P−1

i=0
XXH (17)

where P is the number of sampling points.
2. Apply eigenvalue decomposition on R̂X :

R̂XV = �V (18)

whereΛ = diag(λ0, λ1,L, λM−1) is eigenvalue diagonal array and is arranged from
largest to smallest, V is the corresponding feature vector.

3. According to the number of minimum eigenvalue K we can calculate the number of
signal D̂ by D̂ = M − K. Construct the noise subspace as VN .

4. Define the MUSIC spatial spectrum as:

PMUSIC (θ) = aH (θ)a(θ)

aH (θ)VNV H
N a(θ)

(19)

and then search the spectrum to find D̂ peaks, which is the estimate value of DOA.

3.3 RSSI Positioning Model

RSSI is also known as Received Signal Strength Indication [12]. The basic idea is to
discretize the area to be located and collect the signal strength information of each dis-
crete point to create a fingerprint information database, which called location fingerprint
library. Whenever need to estimate a terminal’s position, we find the point in the library
that best matches the point to be located. Generally, basic location fingerprint position-
ing system consists of two parts: offline fingerprint generation and online fingerprint
matching. The model can be described as Fig. 2.
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Fig. 2. Location fingerprint model location process

The two parts can be described as follows:

1. Offline fingerprint generation

Usually several transmitters are used to transmit signal continuously, simultaneously
a receiver is moved onto different point to measure the signal strength and combine
them into a vector to store in the fingerprint database. In the experimental area, some
reference point are choses as the transmitters, position of which is precise. The receiver
signal strength indication and the actual position is one-to-one mapping. The fingerprint
information vector can be described as:

d(i, j)(τ ) = [
d1, j (τ ), · · · , dR, j (τ )

]
, τ = 1, 2, 3, · · · , t, t > 1 (20)

where d(i, j)(τ ) is the RSSI value of the j-th reference point at time t from the i-th
transmitter, t is the sampling time period and R is the number of transmitters.

2. Online fingerprint matching

In this part the RSSI information of the point to be located need to be matched with
the fingerprint information in the library. Firstly, the positioning area should be limited in
the area in which the fingerprint information was measured. Then compare the obtained
RSSI information with the information in the fingerprint library and find the best match
point in the library. Finally, through specific positioning algorithm the final position of
the target can be calculated.

3.4 Fusion of DOA and RSSI

Single DOA or RSSI positioning has poor precision and higher time complexity which
limited by the principle of positioning. Generally fusion algorithm can combine the
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advantages of different algorithm [8, 9]. In this paper theDOAandRSSI fusion algorithm
is used to improve the positioning accuracy of the NB-IoT network and reduce the
matching time of the RSSI positioning algorithm in application.

This paper’s idea is to make full use of the measurement parameters of DOA and
RSSI and mainly divided into the following steps:

1. Generate an offline fingerprint library for the target area.
2. Assuming that two cluster nodes lie in (x0, y0) and (x1, y1) which is precisely known,

measure the DOA of the terminal to two cluster nodes and mark them as (θ1, θ2)
with an uncertainty parameter as (δ1, δ2).

3. The angle estimated by the DOA algorithm limits the range of the fingerprint
information library that needs to be searched to within the range of (θ1 ± δ1, θ2 ± δ2)

4. In the restricted area of the DOA parameter, calculate the matching function for each
point in fingerprint library and find best match grid in library. The matching function
adapted is MAE (mean-absolute-error). It can be described as follows:

fmae =
∑ (

mae
(
rssii, j , rssi

) + mae
(
rssii+1, j , rssi

)

+mae
(
rssii, j+1, rssi

) + mae
(
rssii+1, j+1, rssi

))
(21)

where rssi is the real RSSI value measured in experiment. Function MAE is de fined
as formula (22):

mae(x, y) = 1

L

∑L

i=0
|xi − yi | (22)

where L is the length of vector x and y.
5. The solution we find in the fingerprint library is a grid. Then the corresponding

coordinates of the four vertices of the grid point are weighted, and the weight is
the reciprocal of the MAE value, which is illustrated in formula (23). This method
ensures that the smaller the error, the greater the influence on the final positioning
result.

(x, y) =
∑

wi, j ∗ (xi , yi ) (23)

where wi, j = 1
mae(rssii, j ,rssi)

.

The NB-IoT single-side fusion positioning method with DOA and RSSI parameter
is shown in Fig. 3.

3.5 Result of DOA and RSSI Fusion Algorithm

In this experiment, RSSI fingerprint library was constructed with a pitch of 5 m in the
dimension of x and y. The signal attenuation model is as formula (23) shows:

PL = 32.44 + 20 ∗ log( fc) + 20 ∗ log(d) (24)

The following Table 1 gives s summary of related parameter configurations.
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Fig. 3. DOA and RSSI fusion algorithm model

In the specific implementation of this paper, the experimental area is set to a square
of 1000 m, the sampling interval of fingerprint library is set as 5 m to avoid excessive
calculations and poor accuracy. Currently we consider the DOA and RSSI parameter
fusion positioning algorithm of a single node. Two cluster nodes are placed at (1, 1) and
(1, 1000), and the target node to be located is put in the experimental area randomly.
Firstly, RSSI fingerprint library is established limited in the experimental area. Then
two DOA parameters from the target node to the cluster node is measured to generate
a DOA region, in which the point meets the constraints of (θ1 ± δ1, θ2 ± δ2). Then
the corresponding area in the RSSI fingerprint library is searched to find the value
that minimizes the evaluate function. At last, Weighting the reference points found in
the fingerprint library that meet the previous condition, the weight is the reciprocal of
the MAE function and normalized. A total of 100 points of data were measured. The
experimental results are shown in Figs. 4 and 5.

It can be seen from the data distribution in Fig. 4 that the positioning error of the
fusion algorithm is smaller than the mean error of single RSSI positioning algorithm,
and the variance is smaller. The mean and standard deviation for the data in the Figs. 4
and 5 is calculated and listed in Table 2.

From the data in Table 2, it can be seen that the average positioning error of the fusion
positioning algorithm in the x direction and the y direction is much smaller than that of
the single positioningmethod, which provedmymethod is effective. The performance of
traditional RSSI algorithm is easily affected by interference and has a severe offset from
the real position. As a contrast, the fusion Algorithm limits the area of RSSI matching
by using DOA information, which reduces the impact of random interference.
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Table 1. Parameters configuration

Attribute Value

Number of cluster nodes 2

Position of cluster nodes (1 m, 1 m), (1 m, 1000 m)

Sampling interval of fingerprint library 5 m in both x and y dimension

Antenna array Uniform line array

Number of antennas 8

SNR 20 dB

Snapshot 512

Evaluate function Mean Absolute Error

4 Fusion Positioning of 5G and NB-IoT

In our fusion positioning scheme, some cluster nodes were introduced to help improve
the precision of NB-IoT terminal. Ideally, these cluster nodes have the ability of commu-
nicating with the 5G side and the NB-IoT side, and these functions are still in implemen-
tation by others. In the previous experiments, assuming that the location of the cluster
nodes is precisely known, based on the location of the cluster nodes the DOA and RSSI
fusion positioning from the cluster nodes to the NB-IoT terminals is completed. How-
ever, in actual situations, the location of the cluster nodes needs to be obtained in advance
by other positioning methods, such as TDOA mentioned before.

4.1 Algorithm Description

The problem with this situation is that the error caused by the TDOA positioning of
the cluster nodes is further transmitted to the next step of the fusion positioning of the
NB-IoT terminals by the cluster nodes, resulting in different degrees of deterioration of
the positioning results. In this part we try to reduce this impact by consider the error of
cluster node positioning. Specifically, suppose the position solution of the cluster node
is (x, y) and the corresponding error is (δx , δy). For the points in the solution space
(x ± δx , y ± δy), regard it as the position coordinates of the cluster nodes. Then DOA
and RSSI fusion positioning method is used to achieve higher positioning accuracy.

4.2 Result of Fusion Positioning Algorithm

In this part, the fusion algorithm on both sides is compared with the one-side positioning
algorithm. For the points in the uncertain regions generated by the cluster nodes due
to the error, respectively, the NB-IoT side DOA and RSSI fusion algorithm positioning
experiments are performed. The results is showed in Fig. 6 and Table 3.
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Fig. 4. Positioning Error in the x direction

Fig. 5. Positioning Error in the y direction
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Table 2. Result analysis

Direction Algorithm Mean Standard
Deviation

X RSSI Algorithm 419.4068(m) 41.6814

Fusion Algorithm 37.5169(m) 8.2867

Y RSSI Algorithm 28.6660(m) 289.7484

Fusion Algorithm 3.9701(m) 57.6721

Fig. 6. Results of Fusion positioning algorithm

From the data showed in Fig. 6, we can get a conclusion that the position error is
far less than that of the algorithm on NB-IoT side showed in Figs. 4 and 5. The final
positioning accuracy in X direction can reach 1 m and 1 m in Y direction. The result
proved that the stepwise positioning produces a local optimal solution. In the case of
considering the global optimal solution, higher positioning accuracy can be obtained.
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Table 3. Result analysis of fusion Algorithm

Condition X(m) Y(m)

Real value 482 534

Estimate value 483.1235 533.7515

Real value 517 574

Estimate value 518.0938 573.7508

Real value 487 482

Estimate value 487.9171 482.7340

Real value 558 439

Estimate value 559.4247 438.5715

Real value 466 559

Estimate value 464.4247 558.8438

Real value 570 585

Estimate value 572.8163 587.5350

Real value 574 467

Estimate value 578.0024 467.9018

5 Conclusion

In conclusion, by introducing cluster nodes, the NB-IoT single-side DOA and RSSI
fusion positioning algorithm effectively improves the positioning accuracy of the NB-
IoT network terminal. The average of final positioning error is less than 40 m in the x
direction and less than 10 m in the y direction. In the case of strong noise interference,
its performance is much better than single RSSI positioning algorithm.

In the fusion positioning experiment of the whole network, considering the error of
the cluster node, the solution closer to the actual position of the point to be estimated
can be obtained, and the positioning error is further reduced. In the case of strong noise,
the overall solution has a mean error of 1.8504 m in the x direction and an average error
of 0.7505 m in the y direction.
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Abstract. Although the Global Positioning System (GPS) can provide
more accurate outdoor positioning services, it cannot detect the signals in
indoor environments or in densely populated areas. Therefore, indoor posi-
tioning service has gradually been paid more attention. Most researchers
currently use a nine-axis inertial sensor for indoor positioning. However,
when the object is moving fast and frequently, it is obvious that using
nine-axis inertial sensor has a large amount of computation. In addition,
Kalman filtering algorithm is always cumbersome when data fusion is car-
ried out for inertial sensors. The use of zero-velocity update algorithm
(ZVU) to improve double integral can reduce the cumulative error, but
the degree is far from enough. This paper mainly completes the following
works: Firstly, the six-axis inertial sensor is used for indoor positioning.
Then the digital motion processor is used instead of Kalman filter for atti-
tude solution. Lastly, ZVU is optimized. Specifically, in the six-axis iner-
tial sensor, the three-axis accelerometer is used to measure the force of the
object, and the three-axis gyroscope is used to detect the current posture
of the object. Since the three-axis magnetometer is missing, it is possible
to effectively reduce a part of the calculation amount. In addition, the dig-
ital motion processor is used instead of the Kalman filter for the attitude
solution, which avoids cumbersome filtering and data fusion. Finally, we
optimize the ZVU so that the cumulative error is reduced again. The exper-
imental results show that the algorithm proposed in this paper has certain
feasibility and practical application value.

Keywords: Inertial sensor · Indoor positioning · Accelerometer ·
Gyroscope · Zero-velocity update

1 Introduction

Recently, with the continuous development of wireless sensor networks (WSNs),
intelligent embedded systems and ubiquitous computing technologies, the demand
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for location services has increased. Although the Global Positioning System (GPS)
canprovidemore accurate outdoor positioning services, it cannot detect the signals
in indoor environments or in densely populated areas. Therefore, indoor position-
ing service has gradually been paid more attention. Indoor positioning refers to
the positional positioning in the indoor environment. It mainly integrates various
technologies such as wireless communication, base station positioning, and iner-
tial navigation positioning to form an indoor position positioning system, thereby
realizing the position monitoring of people and objects in the indoor space.

For indoor positioning technology, the more mature indoor positioning sys-
tems are Active Badge [1], LANDMARC [2], Horus [3], AH-Los [4] and so on. In
China, the research on this aspect started late, but also achieved some results.
For example, the Weyes system of Beihang University [5], and the high-precision
indoor positioning achieved by Ultra Wide Band (UWB) by the University of
Science and Technology of China [6]. Generally, the above indoor positioning
solutions can be classified into the following five categories according to the
types of hardware devices: base station based technology, WIFI based technol-
ogy, wireless sensor based technology, UWB based technology and inertial sensor
based technology. Wherein, the base station based technology depends on the
base station signal, and the positioning accuracy is low. The indoor positioning
method based on WIFI, wireless sensor and UWB has high precision but high
cost and is susceptible to the external interference. However, the inertial sensor
based positioning technology does not depend on any external information, with
good concealment and no external interference. Therefore, this paper adopts the
inertial sensor based positioning technology.

So far, researchers have proposed a variety of indoor positioning methods
based on inertial sensors, which are mainly divided into two types. One method
is to estimate position based on approximate step size and step number. It
estimates step size by acceleration and calculates step number to obtain posi-
tion information. We call this method pedometer method (PM). Although this
method avoids the increase of position error caused by double integral of acceler-
ation, its accuracy may be limited by the influence of step size. Another method
is based on inertial navigation theory, which estimates the position by transform-
ing coordinate system and calculating double integral of acceleration. We call
this method double integral method (DIM). Since the double integral method
can pursue higher accuracy, this paper uses the double integral method based
on inertial sensor to conduct indoor positioning.

However, most researchers currently use nine-axis inertial sensors for indoor
positioning. The nine axes include three-axis accelerometers, three-axis gyro-
scopes and three-axis magnetometers. When the object is moving fast and fre-
quently, it is obvious that using nine-axis inertial sensor has a large amount
of computation. In addition, Kalman filtering algorithm is always cumbersome
and computationally intensive when data fusion is carried out for inertial sen-
sors. The usage of zero-velocity update algorithm (ZVU) to improve double
integral can reduce the cumulative error, but the degree is far from enough.
Therefore, how to reduce the computational complexity of indoor positioning
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based on inertial sensors and how to reduce the cumulative error caused by dou-
ble integral method become the key issues of indoor positioning based on inertial
sensors.

Therefore, in order to solve the above problem, we use a six-axis inertial
sensor for indoor positioning. The six axes include a three-axis accelerometer
and a three-axis gyroscope. We also used digital motion processor instead of
Kalman filter for attitude solution. In particular, we calibrate the acceleration
before using ZVU to further reduce the cumulative error. The main contributions
of this paper are summarized as follows:

1. A six-axis inertial sensor is used for indoor positioning. The three-axis
accelerometer is used to measure the force of the object, and the three-axis
gyroscope is used to detect the current posture of the object. The lack of a
three-axis magnetometer can effectively reduce the amount of computation
and speed up the reaction when the object moves rapidly and frequently.

2. Based on six-axis inertial sensor, digital motion processor is used instead
of the Kalman filter for attitude solution. It can appropriately reduce the
workload of the processor and avoid cumbersome filtering and data fusion. In
addition, the ZVU is optimized in this paper to reduce the cumulative error
again.

3. Finally, based on the indoor positioning algorithm of inertial sensors, a sim-
ulation platform is built to verify the algorithm. The experimental results
show that the algorithm is feasible and has practical application value.

The structure of the rest of this paper is as follows: in Sect. 2, the working
principle of inertial sensor is briefly described, and the accelerometer and gyro-
scope are introduced respectively. In Sect. 3, the indoor positioning algorithm
based on inertial sensor is introduced in details. In Sect. 4, the simulation plat-
form is built for the indoor positioning algorithm described in this paper, and
the experimental results are described. In Sect. 5, the full text is summarized.

2 Working Principle of Inertial Sensor

2.1 Accelerometer

The acceleration sensor is to use the inertia force produced by the motion of
the object to obtain the acceleration of the object at the current moment. The
acceleration sensor is mainly composed of three parts: a mass, an elastic com-
ponent and a sensitive component. When an object moves, a force is exerted on
the mass in one direction. At the same time, the elastic component deforms to
a certain extent. The other end of the elastic component is the sensitive com-
ponent. The sensitive component will detect the current acceleration according
to the degree of deformation of the elastic component, so as to complete the
acceleration detection [7]. The specific details are shown in Fig. 1, which shows
the internal structure of single-axis acceleration sensor. As for the indoor posi-
tioning, the three-axis acceleration sensor is basically used. The three axes of the
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three-axis accelerometer are x, y and z axes respectively. Each coordinate axis
direction contains a single-axis accelerometer as shown in Fig. 1. The accelerom-
eter is used to measure the acceleration data in each direction. Its unit is m/s2.
It can be expressed as an acceleration vector. When the object is stationary, it
returns the acceleration of gravity, so the acceleration sensor is also called the
gravity sensor [8].

Fig. 1. Internal structure of single-axis acceleration sensor.

2.2 Gyroscope

Traditional mechanical gyroscopes, such as liquid floated gyroscope and electro-
static gyroscope, have high-velocity rotating rotors inside. It uses the mechanical
characteristics of gyroscope to measure the angle with high accuracy. Optical
gyroscopes, such as laser gyroscopes and fiber optic gyroscopes, use the Sagnac
effect of light propagation to calculate the angular velocity of rotation. In this
paper, we use a MEMS gyroscope, which is also a mechanical gyroscope. Its
working principle is different from these two types of gyroscopes. In particu-
lar, the MEMS gyroscope is small in size, and it is difficult to design a gyro
rotor with a large moment of inertia and to detect the mechanical properties
of the rotor. Therefore, the MEMS gyroscope of the vibration type structure
is basically used. It calculates the angular velocity by measuring the Gothic
acceleration acting on the vibration components. The specific details are shown
in Fig. 2, which shows the internal structure of a single-axis MEMS gyroscope.
In the indoor positioning, a three-axis gyroscope sensor is basically used. The
three axes of the three-axis gyroscope sensor are x, y and z axes respectively.
Each coordinate axis direction contains one of the above single-axis gyroscope
sensor. It is used to measure the gyroscope data in each direction. Its unit is
rad/s. When a three-axis MEMS gyroscope works, its internal vibration mass
block will vibrate in accordance with a certain driving mode. If an axis of the
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gyroscope generates angular velocity, the angular velocity will be calculated by
detecting the Gothic force acting on the vibration mass block [9].

Fig. 2. Internal structure of single-axis gyroscope sensor.

3 Indoor Positioning Algorithm of Inertial Sensor

This paper proposes an indoor positioning algorithm based on inertial mea-
surement unit (IMU). The block diagram of the indoor positioning algorithm
is shown in Fig. 3. The upper, middle and lower portions of the figure corre-
spond to four main components of the algorithm, with the lower part of the
figure covering two parts. The upper part of the figure describes the algorithm
of solving quaternion by digital motion processor (DMP). It is used to directly
calculate quaternion q from acceleration measurement value ab and gyroscope
measurement value gyrob. The middle part of the figure describes the coordinate
transformation algorithm. It transforms the acceleration measurement ab of the
carrier coordinate system into the acceleration measurement value an of the geo-
graphic coordinate system by the quaternion q obtained by the DMP solution
quaternion algorithm. The lower part of the figure describes the acceleration
double integral algorithm and the zero-velocity update algorithm (ZVU). The
ZVU algorithm is used in the acceleration double integral algorithm, so they are
placed together. The output of this part includes the velocity estimate v and the
position estimate p. Each component of the indoor positioning algorithm will be
described in details in the following sections.
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Fig. 3. Block diagram of indoor positioning algorithm.

3.1 DMP Solution Quaternion

The MPU6050 integrates an extensible digital motion processor (DMP). DMP is
the unique hardware feature of InvenSense MPU devices. It combines the data of
accelerometer and gyroscope, and directly solves the quaternion from it. It can
reduce the workload of the main processor, avoid cumbersome filtering and data
fusion processing, and reduce the complexity of system operation. Moreover,
the main processor only needs to read the data when the DMP processing is
completed. During DMP processing, the main processor can handle other tasks.
This can improve the efficiency of the processor. In addition, the DMP images
are stored on the non-permanent memory of the main processor, and the set
data will disappear after power off. Therefore, every time the DMP function is
activated on power, it is necessary to initialize the DMP. The flow chart of DMP
solution quaternion is shown in Fig. 4:

3.2 Coordinate Transformation

Since the coordinate system of the chip is different from the coordinate system
of the object, the sensor data should be transformed between the two coordinate
systems. The coordinate systems involved are explained as follows:

1. Geographical Coordinate System
Commonly used geographic coordinate systems mainly include the “East-
North-Sky” coordinate system and the “North-East-Earth” coordinate sys-
tem. This article uses the “East-North-Sky” coordinate system, also known
as the Inertial Cartesian coordinate system. The origin is the center of mass
of the carrier, the x axis points east along the direction of the local latitude,
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Fig. 4. Flow chart of DMP solution quaternion.

the y axis points north along the direction of the local meridian, and the z
axis is determined by the right-hand rule. The geographic coordinate system
is usually indicated by the lower corner “n”.

2. Carrier Coordinate System
The carrier coordinate system in this paper is the coordinate system of a
certain part of the moving object carrying the inertial measurement unit
(IMU). It will change with the movement of the object. The carrier coordinate
system is self-defined. It consists of three axes that are orthogonal to each
other. The origin of the coordinate system is usually set to the position of the
center of gravity of the moving object. The x-axis is directed in the direction
of moving forward, the y-axis is perpendicular to the direction of gravity
acceleration, and the z-axis is perpendicular to the xoy plane. It follows the
right-hand rule. The carrier coordinate system is usually indicated by the
lower corner “b”.

In the process of moving, the position change of the object is directed at the
geographic coordinate system, which reflects the navigation information. The
sensor data is relative to the chip itself, i.e. the carrier coordinate system, which
reflects the posture information. In order to estimate the position of the object in
the geographic coordinate system using the sensor data in the carrier coordinate
system, coordinate transformation is needed.
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There are many ways to coordinate transformation. In this paper, the quater-
nion method is used. Specifically, the geographic coordinate system is oxnynzn,
and the carrier coordinate system is oxbybzb. When the object moves, the mea-
sured value in the carrier coordinate system is ab(t) = (abx(t), aby(t), abz(t)).
After coordinate conversion, the value in the geographic coordinate system is
an(t) = (anx(t), any(t), anz(t)). The conversion relationship is as follows:

an(t) = qm(t) ⊗ ab(t) ⊗ q∗
m(t). (1)

Among them, qm(t) is the quaternion at time t obtained by the DMP solution
in the previous section. q∗

m(t) is the conjugate quaternion of qm(t), and ⊗ rep-
resents the quaternion multiplication. Acceleration vectors ab(t) and an(t) are
regarded as pure vector quaternions. When multiplying quaternions, its scalar
part is equal to zero.

3.3 Acceleration Double Integral

Through the coordinate transformation of the above section, we can get the
acceleration vector an(t) of the geographic coordinate system. By subtracting
the gravity acceleration gn(t) from an(t), we obtain the acceleration driven by
the motion as follows

am
n (t) = an(t) − gn(t). (2)

According to Newton’s basic law of inertia, the instantaneous velocity is obtained
by integrating the acceleration of the object. The acceleration of the object is
double integral and the position of the object is obtained. When the object moves
continuously from time 0 to time t, the sampling time is t. The distance is set
as pmn (t). The instantaneous velocity is set to vm

n (t), and the acceleration value
measured by the accelerometer is am

n (t). The relationships between the three are
as follows:

vm
n (t) =

∫ t

0

am
n (τ)dτ, (3)

pmn (t) =
∫ t

0

vm
n (τ)dτ. (4)

Therefore, in the geographic coordinate system, the result of formula (2) is
used to integrate the acceleration am

n (t) to obtain the three-dimensional velocity
vector vm

n (t). Then, the three-dimensional velocity vector vm
n (t) is integrated to

obtain the position information pmn (t).

3.4 Zero-Velocity Update Algorithm

The above method is feasible under the ideal conditions. However, the measured
acceleration vector am

n (t) has the noise and the drifted errors. If the velocity
vector vm

n (t) is immediately integrated, the position estimation error will be
infinitely amplified. The zero-velocity update algorithm (ZVU) came into being.
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ZVU is an algorithm that reduces the position estimation error. Its basic idea
is that at the beginning and end of the movement, the ideal velocity is zero. If
the actual measured velocity is not zero, forcibly set it to zero. The difference
between the actual velocity (known as zero) and the velocity obtained by inte-
grating the acceleration is used to correct the acceleration offset error, thereby
reducing the position estimation error. The derivation process of the zero-velocity
update algorithm is as follows:

am
n (t) = aa

n(t) + ε, t ∈ [0, T ], (5)

vm
n (t) =

∫ t

0

am
n (τ)dτ =

∫ t

0

[aa
n(τ) + ε]dτ =

∫ t

0

aa
n(τ)dτ +

∫ t

0

εdτ = va
n(t) + εt,

(6)

ε =
vm
n (T )
T

. (7)

In the above derivation process, the motion-driven acceleration am
n (t) is

divided into two parts. aa
n(t) is the actual acceleration vector. ε is the accelera-

tion offset error. T is a period of the object motion. In a period, ε is considered
to be a constant. The initial velocity of a moving object is zero, so the derivation
(6) of velocity vector vm

n (t) can be obtained by substituting formula (5) into for-
mula (3). Among them, va

n(t) is the actual velocity vector, and εt is the velocity
error caused by acceleration bias error. When the motion of the object ends, i.e.
t = T , the actual velocity va

n(T ) is zero. Substituting it into the formula (6), the
formula (7) can be obtained. That is, the acceleration bias error ε is obtained.
From ε, the position estimation error can be reduced. The optimization of ZVU
in this paper is to calibrate the deviation of acceleration before ZVU, so as to
improve the indoor positioning accuracy of the algorithm.

4 Simulation of Indoor Positioning Algorithm
Based on IMU

In order to verify the effectiveness and positioning accuracy of IMU based on
indoor positioning algorithm, this section gives the simulation results of the
above algorithm, discusses and analyzes it. First, we collect the data of the
MPU6050 six-axis sensor. Then, use the MATLAB simulation platform to ana-
lyze and process the collected data. Finally, simulate the zero-velocity update
algorithm to verify the effectiveness of the algorithm and test the performance
of the improved algorithm.

Among them, the MPU6050 six-axis sensor integrates three-axis accelerome-
ter and three-axis gyroscope. The parameters are shown in the following Table 1.

4.1 Zero Correction Simulation

The z-axis of the chip is put up and stationary horizontally. Theoretically, the
acceleration measurement value of x-axis and y-axis is 0 and the acceleration
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Table 1. Parameter description.

Name Parameter

Measurement dimension Accelerometer: 3D; Gyroscope: 3D

Range Accelerometer: 2g; Gyroscope: 2000dps

measurement value of z-axis is 9.8m/s2. However, this is not the case in actual
measurement. The values of the x and y axes are not zero, and the value of the
z axis is also deviated from 9.8m/s2. Figure 5 illustrates only the x-axis as an
example. The dotted line represents the acceleration of the x-axis before correc-
tion and the solid line represents the acceleration of the x-axis after correction.
It can be seen from the dotted line part of Fig. 5. When the sensor is placed
horizontally with the z-axis facing upward and in a static state, the measured
value of the x-axis acceleration is different from zero. Therefore, it is necessary
to calibrate the deviation of the measure value of the sensor. That is, the offset is
calculated first and compensated then. The corrected measurements are shown
on the solid line of Fig. 5. Compared with the dotted line part of Fig. 5, the
acceleration value of the x-axis tends to zero in the static state. By this design,
the velocity and position can be obtained more accurately when the acceleration
is integrated subsequently.

Fig. 5. Comparison of x-axis acceleration before and after correction.

4.2 Zero-Velocity Update Simulation

Similar to the last section, we take the x-axis as an example to illustrate the
simulation experiment. Firstly, we assume that if the zero-velocity update algo-
rithm is not adopted, the acceleration can be directly integrated to obtain the
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uncorrected velocity curve. The dotted line is shown in Fig. 6, where the hor-
izontal axis represents the sampling time, and the vertical axis represents the
velocity on the x axis. The unit is m/s. According to the dotted line in Fig. 6, the
velocity after the motion is not zero due to the error caused by the integral. On
the contrary, if the zero-velocity update algorithm is adopted, we re-integrate the
acceleration to obtain the corrected velocity curve, as shown on the solid line in
Fig. 6. Obviously, it can be seen from the solid line in Fig. 6 that the velocity at
the end of the movement is close to zero after the correction of the zero-velocity
update algorithm. Therefore, the zero-velocity update algorithm can effectively
reduce the acceleration bias error.

Fig. 6. Comparison of x-axis velocity before and after ZVU.

5 Conclusion

Aiming at the computational complexity and positioning accuracy of indoor posi-
tioning, this paper uses the six-axis inertial sensor, and designs the indoor posi-
tioning algorithm based on the six-axis inertial sensor. The algorithm includes
digital motion processor, coordinate transformation, acceleration double inte-
gral and ZVU optimization. The digital motion processor replaces Kalman filter
for attitude solution. Coordinate transformation is used for the transformation
between geographic coordinate system and carrier coordinate system. The devi-
ation calibration of acceleration before ZVU can make the positioning accuracy
higher. The simulation results show that the algorithm has certain feasibility
and practical application value.
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Abstract. The rapidly increasing content fetching requirements pose challenges
to the transmission performance of traditional cellular system. Due to the lim-
ited transmission performance of cellular links and the caching capabilities of the
base stations (BSs), it is highly difficult to achieve the quality of service (QoS)
requirements of multi-user content requests. In this paper, a joint user association
and content placement algorithm is proposed for cellular device-to-device (D2D)
communication network. Assuming that multiple users located in a specific area
may have content requests for the same content, a clustering and content place-
ment mechanism is presented in order to achieve efficient content acquisition.
A joint clustering and content placement optimization model is formulated to
minimize total user service delay, which can be solved by Lagrange partial relax-
ation, iterative algorithm and Kuhn-Munkres algorithm, and the joint clustering
and content placement strategies can be obtained. Finally, the effectiveness of the
proposed algorithm is verified by MATLAB simulation.

Keywords: Cellular network · Device-to-device D2D communication · User
association · Content placement · Service delay

1 Introduction

The rapid proliferation of new applications poses great challenges to the traditional cel-
lular systems. To improve user quality of service (QoS) as well as network performance,
device-to-device (D2D) communication technology can be applied in cellular systems
which allows adjacent user equipments (UEs) communicate with each other in a direct
manner without relying on the data forwarding of the base stations (BSs) [1]. Benefited
from the improved channel characteristics between D2D peers, D2D communication
technology is expected to improve system throughput, reduce transmission delay and
power consumption of the devices significantly.

Transmission mode selection and resource allocation problem in cellular D2D com-
munication systems was addressed in previous research work [5–8]. In [6], the authors
considered the transmission mode selection problem and presented an energy consump-
tion minimization-based optimal scheme. In [7], the joint transmission mode selection
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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and resource allocation problem was formulated as end-to-end sum-rate maximization
problem and solved based on BS scheduling method. Considering the constraint on
transmission rate, [5] presented a joint transmission mode selection and power con-
trol scheme to maximize the energy efficiency of the system. While resource allocation
issue was stressed in [5–7], they failed to consider the efficient utilization of resources
in the system. Under the assumption of limited resources, the authors in [8] modeled
the transmission model selection problem as resource utilization maximization prob-
lem, and proposed a channel state-based model selection mechanism to achieve higher
resource utilization and D2D transmission gain.

By caching popular contents at the BSs of the cellular system or at certain UEs,
the performance of content fetching can be improved significantly. Considering a cel-
lular D2D communication system, the authors in [9] proposed an information-oriented
new network architecture enabling wireless network virtualization and D2D commu-
nications in order to achieve the maximum revenue of mobile operators. Taking into
account various user preference, [10] presented an optimal content delivery strategy
which achieves the maximum gain of network offloading.

While user association and content placement have been studied in previous work,
the joint design of the two strategies failed to be discussed extensively, thus may result
in undesired content fetching performance. Furthermore, while throughput or network
revenue were mainly considered in previous work, service delay, which is of particular
importance for delay-sensitive users, was not considered for designing joint user associ-
ation and content placement strategy. In this paper, we consider various content fetching
requirements of the users and the content delivery performance in different transmis-
sion modes, introducing clustering scheme, and propose a service delay minimization-
based joint clustering and content placement algorithm for cellular D2D communication
systems.

2 System Model and Proposed Clustering Mechanism

This paper considers a cellular D2D communication system, which is composed of
one BS and M content request users (RUs) and M serving users (SUs). Suppose RUs
request contents with a certain probability, and the total number of content files required
from RUs is denoted by K. Let Pi,k denote the preference probability of the ith RU,
denoted as RUi for content k, we obtain Pi,k ∈ [0, 1], 0 ≤ ∑K

k=1 Pi,k = 1, 1 ≤ i ≤ M .
The size of content k is denoted by Ck.

In order to achieve efficient content request and reduce content fetching delay, we
assume that some popular contents can be cached at the BS or certain SUs, and RUs
are allowed to fetch content file in cellular communication mode or D2D transmission
mode. More specifically, in cellular communication mode, the RUs access the BS of
cellular system to acquire their required content files, while in D2D transmission mode,
the RUs interact with their D2D peers, i.e., SUs, to fetch their content files.

For the sake of simplicity, it is assumed that orthogonal frequency division multiple
access (OFDMA) scheme is applied for the information interaction in cellular com-
munication mode and D2D transmission mode. As various orthogonal subcarriers are
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Fig. 1. D2D communication application scenario

allocated for different RUs, there is no transmission interference caused among trans-
mission links. Figure 1 shows the cellular D2D communication system considered in
this paper.

Given content file requirements of the RUs and various content fetching perfor-
mance of the transmission modes, this paper aims to jointly design the transmission
mode for the RUs and the content placement strategy for the SUs.

In a cellular D2D communication system, some RUs may need to acquire same
content files. By caching some hot contents at certain SUs and employing D2D trans-
mission mode, efficient content access service can be achieved.

Taking into account the diverse content request of RUs and various channel char-
acteristics of the links between users, this paper applies clustering idea and proposes
a clustering-based content fetching mechanism. According to network status and user
characteristics, the RUs and SUs in the network are dynamically divided into multiple
clusters with each cluster consisting of one cluster head (CH) and multiple cluster mem-
bers (CMs). Without loss of generality, we assume that the CHs are allowed to access
the BS directly, while the CMs can only interact with their associated CH.

By suitably choosing SUs as CHs and caching selected content files at the CHs, the
CMs may fetch content files through connecting with their CHs in D2D communication
mode, In this way, intra-cluster content sharing can be achieved.

Let N1 denote the maximum number of CHs in the system, and CHj denote the
jth CH, 1 ≤ j ≤ N1. Assuming each CH has a maximum cache capacity for caching
content files, we denote Cmax

j as the maximum cache capacity of CHj , 1 ≤ j ≤ M .
Further assuming that each CH has a limit on the maximum number of associated CMs,
we denote N2 as the maximum number of CMs that associate with one CH.

3 Optimization Problem Formulation

In this paper, we stress the performance of service delay of the RUs, and formulate
joint user association and content placement problem as a service delay minimization
problem. The detail problem formulation will be discussed in this section.
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3.1 User Service Delay Formulation

The total service delay of the users in the system is defined as the sum of intra-cluster
D2D communication delay, the delay required for the CHs to fetch contents from the
BS, and the content fetching delay in cellular communication mode. We denote the total
service delay of the users by D, which can be expressed as

D = Dcm + Dch + Db (1)

where Dcm represents the intra-cluster D2D communication delay, Dch denotes the
delay required for the CHs to fetch contents from the BS, and Db denotes the delay
in cellular communication mode. Dcm in (1) can be expressed as

Dcm =
M∑

i=1

M∑

j=1,j �=i

K∑

k=1

δi,jβj,kDd
i,j,k (2)

where δi,j ∈ {0, 1} is the association variable between RUs and the CHs, i.e., δi,j =
1, if RUi associates with CHj , otherwise, δi,j = 0; βj,k denotes content placement
variable, i.e., βj,k = 1, if content k is placed at CHj , otherwise, βj,k = 0; Dd

i,j,k denotes
the service delay when RUi associates with CHj and receives content k, Dd

i,j,k can be
expressed as

Dd
i,j,k =

Ck

Rd
i,j

(3)

where Rd
i,j is the transmission rate of the link between RUi and CHj .

In (1), Dch can be calculated as

Dch =
M∑

j=1

K∑

k=1

δj,jβj,kDc
j,k (4)

where δj,j indicates that RUj is selected as a CH, Dc
j,k represents the corresponding

service delay when the BS sends content k to CHj , and Dc
j,k can be computed as

Dc
j,k =

Ck

Rc
j

(5)

where Rc
j is the transmission rate of the link between the BS and CHj .

In (1), Db is given by

Db =
M∑

i=1

K∑

k=1

⎛

⎝1 −
M∑

j=1,j �=i

δi,jβj,k

⎞

⎠ Pi,kDb
i,k (6)

where Db
i,k is the resulted service delay when RUi associates the BS to obtain content

k, Db
i,k can be expressed as

Db
i,k = Dt

i,k + Dw
i,k (7)

whereDt
i,k andDw

i,k denote respectively the data transmission delay and queueing delay
when RUi associates with the BS and acquires content k.
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3.2 Optimization Model

Under the constraints of user clustering, the cache capacity of CHs, and the minimum
transmission rate requirements of the RUs, etc, we formulate joint clustering and con-
tent placement problem in cellular D2D communication system as a constrained service
delay minimization problem, i.e.,

min
δi,j ,βj,k

D

s.t. C1 : δi,j ∈ {0, 1},∀i, j

C2 : βj,k ∈ {0, 1}, ∀j, k

C3 :
M∑

j=1

δj,j ≤ N1

C4 :
M∑

i=1,i �=j

δi,j ≤ N2, ∀j

C5 :
M∑

j=1,j �=i

δi,j ≤ 1, ∀i

C6 :
K∑

k=1

βj,kCk ≤ Cmax
j , ∀j

C7 : Ri ≥ Rmin
i , ∀i

(8)

where C1 and C2 are the binary condition of the CH association variables and the con-
tent placement variables, C3 represents the constraint on the maximum number of the
CHs, C4 and C5 are respectively the CH association constraint and the CH selection
constraint, and C6 is the maximum cache capacity constraint of the CHs. In C7, Ri

and Rmin
i denote respectively the achievable transmission rate and the minimum trans-

mission rate requirement of RUi, hence, C7 represents the constraint on the minimum
transmission rate requirement of the RUs.

4 Solution to the Optimization Problem

Since the optimization problem given in (8) is a non-convex mixed integer optimiza-
tion problem, the optimal solution of which is difficult to obtain by the conventional
convex optimization algorithm. In this paper, by using the McCormick convex relax-
ation method [12] and the Lagrangian partial relaxation method [13], the original opti-
mization problem is equivalently converted into three convex optimization subprob-
lems and the modified Kuhn-Munkres (K-M) algorithm [14] is then used to solve the
subproblems.
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4.1 Reformulation of the Optimization Problem

The optimization problem in (8) contains a number of Boolean variables such as
δi,j , βj,k. To tackle the coupling relationship between the variables, we define αi,j,k =
δi,jβj,k and replace δi,jβj,k by αi,j,k in (8), i.e.,

min
δi,j ,βj,k,αi,j,k

M∑

i=1

M∑

j=1

K∑

k=1

αi,j,kDc
j,k +

M∑

i=1

M∑

j=1,j �=i

K∑

k=1

αi,j,kDd
i,j,kPi,k

+
M∑

i=1

K∑

k=1

(1 −
M∑

j=1,j �=i

αi,j,k)Pi,kDb
i,k

s.t. C1 − C7
C8 : αi,j,k = δi,jβj,k

(9)

C8 in above problem is a non-convex optimization constraint, which can be equivalently
converted to the convex optimization constraints C9–C12 by using the McCormick con-
vex relaxation method.

min
δi,j ,βj,k,αi,j,k

M∑

i=1

M∑

j=1

K∑

k=1

αi,j,kDc
j,k +

M∑

i=1

M∑

j=1,j �=i

K∑

k=1

αi,j,kDd
i,j,kPi,k

+
M∑

i=1

K∑

k=1

(1 −
M∑

j=1,j �=i

αi,j,k)Pi,k,Db
i,k

s.t. C1 − C7,C9 − C12
C9 : αi,j,k ≥ 0
C10 : αi,j,k ≥ δi,j + βj,k − 1
C11 : αi,j,k ≤ δi,j

C12 : αi,j,k ≤ βj,k

(10)

To solve the optimization problem in (10), we apply Lagrangian partial relaxation
method and relax the constraints C10–C12. In addition, the corresponding Lagrangian
multipliers ηi,j,k, ϕi,j,k, θi,j,k are introduced and the non-negative constraints on the
Lagrangian multipliers are added in the optimization problem, i.e.,

max
ηi,j,k,ϕi,j,k,θi,j,k

min
δi,j,,βj,k,αi,j,k

L(δi,j,, βj,k, αi,j,k, ηi,j,k, ϕi,j,k, θi,j,k)

s.t. C1 − C7, C9
C13 : ηi,j,k ≥ 0
C14 : ϕi,j,k ≥ 0
C15 : θi,j,k ≥ 0

(11)

Given the Lagrangian multipliers ηi,j,k, ϕi,j,k, θi,j,k, the Lagrangian function can
be expressed as

L(δi,j,, βj,k, αi,j,k, ηi,j,k, ϕi,j,k, θi,j,k)
= f1(δi,j) + f2(βj,k) + f3(αi,j,k)

(12)
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Since there is no coupling between the variables in the three functions f1(δi,j),
f2(βj,k) and f3(αi,j,k), the original dual problem can be converted into three subprob-
lems, i.e., user association subproblem SP1, content placement subproblem SP2, and
the joint optimization subproblem SP3.

4.2 Iterative Algorithm-Based Solution

Since the optimization variables and the Lagrangian multipliers in the three subprob-
lems are related, in order to obtain the optimal solution of each subproblem, the opti-
mization variables and Lagrangian multipliers should be solved jointly. To this end, we
present an iterative algorithm-based method which calculates the optimization variables
and the Lagrangian multipliers successively.

Given the maximum number of CHs N1, we may consider different CH selection
possibilities. Let L denote the number of CH selection strategies. For each particu-
lar CH selection strategy, we solve the subproblems respectively based on the given
Lagrangian multipliers ηi,j,k, ϕi,j,k, θi,j,k, then compare the obtained total service delay
corresponding to various CH selection strategies, and select the joint clustering and
content placement strategy which offers the smallest total service delay as the global
optimal strategy.

K-M Algorithm-Based Solution to the Subproblems. For the lth CH selection strat-
egy, given the Lagrangian multipliers ηi,j,k, ϕi,j,k, θi,j,k, each subproblem is an integer
optimization problem containing binary variables, which can be regarded as the match-
ing problem in a bipartite graph. Hence, for individual subproblem, we may set up the
bipartite graph with corresponding vertex set, link set and the weight set of links. Then
applying the modified K-M algorithm, we can obtain the user association strategy δ

(l,∗)
i,j ,

the content placement strategy β
(l,∗)
j,k , and the joint optimization strategy α

(l,∗)
i,j,k.

Lagrangian Multiplier Update. Based on the local optimal solution δ
(l,∗)
i,j , β

(l,∗)
j,k ,

α
(l,∗)
i,j,k, the gradient iterative algorithm can be used to update the Lagrangian multipliers.

The update formula are:

ηi,j,k(t + 1) = [ηi,j,k(t) − ω1(α
(l,∗)
i,j,k(t) + 1 − δ

(l,∗)
i,j (t) − β

(l,∗)
j,k (t)]+ (13)

ϕi,j,k(t + 1) = [ϕi,j,k(t) − ω2(δ
(l,∗)
i,j (t) − α

(l,∗)
i,j,k(t))]

+ (14)

θi,j,k(t + 1) = [θi,j,k(t) − ω3(β
(l,∗)
j,k (t) − α

(l,∗)
i,j,k(t))]

+ (15)

where ωx, x ∈ {1, 2, 3} is the step size.
The algorithm proposed in this paper is shown in Table 1.
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Table 1. Proposed joint user association and content placement algorithm

1. Determine L CH selection strategies;
2. Set the maximum number of iterations Tmax and the
maximum tolerance delay ε;
3. Set l=1;
4. Repeat main program
5. Initialize Lagrangian multipliers ηi,j,k, ϕi,j,k, θi,j,k;
6. Solve user association subproblem, obtain local optimal
strategy δ′

i,j ;
Solve content placement subproblem, obtain local optimal

strategy β′
j,k;

Solve the joint optimization subproblem, obtain local optimal
strategy α′

i,j,j ;
7. Update Lagrangian multipliers
ηi,j,k(t + 1) = [ηi,j,k(t) − ω1(α′

i,j,k(t) + 1 − δi,j(t) − β′
j,k(t)]

+;
ϕi,j,k(t + 1) = [ϕi,j,k(t) − ω2(δi,j(t) − α′

i,j,k(t))]
+;

θi,j,k(t + 1) = [θi,j,k(t) − ω3(βj, k(t) − α′
i,j,k(t))]

+ ;

8. if
M∑

i=1

M∑

j=1

K∑

k=1
(|ηi,j,k(t + 1) − ηi,j,k(t)|+

|ϕi,j,k(t + 1) − ϕi,j,k(t)| + |θi,j,k(t) − θi,j,k(t)|) ≤ ε
9. algorithm converges,
return δ

(l),∗
i,j = δ′

i,j , β
(l),∗
j,k = β′

j,k, α
(l),∗
i,j,k = α′

i,j,k

10. else t = t + 1
11. Repeat Steps 6-10 until the algorithm converges or t = Tmax

12. Set l = l + 1,
13. Repeat Steps 5-11 until l = L

14. δ∗
i,j , β

∗
j,k, α∗

i,j,k = argminD(l)(δ(l),∗i,j , β
(l),∗
j,k , α

(l),∗
i,j,k).

5 Simulation Results

In this section, we use MATLAB simulation software to evaluate and analyze the per-
formance of the proposed algorithm. The simulation scenario consists of a single BS,
multiple RUs and multiple SUs. The BS and users in the network are distributed in an
area of 200m× 200m. The coordinates of the BS are (100m, 100m), and the positions
of the users are randomly distributed. The number of users selected in the simulation
is 8, the transmit power of the BS 26 dBm, the minimum transmission rate require-
ment of the RUs is set as 2 Mbit/s, and the power spectral density of the noise is set as
−174 dBm/Hz, −160 dBm/Hz and −150 dBm/Hz.

Figure 2 shows the relationship between the total service delay and the number of
iterations obtained from the algorithm proposed in this paper. In the simulation, the
number of CHs is considered as 2 and 4, and the system transmission performance
corresponding to different subchannel bandwidth is considered. It can be seen that
the total service delay tends to converge within a small number of iterations, indi-
cating the effectiveness of the proposed algorithm. Comparing the delay performance
corresponding to different subchannel bandwidth, we can see the total service delay
reduces as the subchannel bandwidth increases. In addition, comparing the service delay
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performance corresponding to different number of CHs, it can be seen that when the
number of CHs increases, the total service delay increases. This is because as the num-
ber of CHs increases, the traffic load of the transmission links between the BS and the
CHs increases. As in general the link performance between the BS and the CHs may
not be as good as the intra-cluster links, thus longer service delay might be resulted.
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Fig. 2. Total service delay vs the number of iterations

Figure 3 shows the relationship between the total service delay of the users and
the arrival rate of the BS obtained from the algorithm proposed in this paper. It can
be seen that the total service delay of the users increases as the service arrival rate
service increases. The reason is that when the service arrival rate service increases,
larger number of packets are required to be transmitted, hence, longer queuing delay
is resulted which causes longer total service delay in turn. Comparing the performance
obtained from different average service rate, we can see that as the average service
rate increases, the total service delay decreases which is benefited from shorter queuing
delay. In addition, we can also observe that the increase in the number of CHs leads to
an increase in the total service delay.

Figure 4 shows the relationship between total user service delay and traffic arrival
rate under different minimum transmission rate limits. It can be seen that for relatively
low minimum transmission rate requirement, lower total service delay of the users can
be achieved, this is because to meet the minimum transmission rate requirement, a larger
number of links might be qualified, thus offering higher flexibility in determining user
association strategy and better service delay performance in turn.

Figure 5 shows total service delay versus subchannel bandwidth for different traffic
arrival rates. For comparison, we also plot the performance of the algorithm proposed
in [15]. It can be seen that given service arrival rate, the total service delay of the users
decreases as the subchannel bandwidth increases. This is because the higher subchan-
nel bandwidth offers a higher transmission rate and lower service delay in turn. We can
also observe that the total service delay increases as the traffic arrival rate increases
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as larger amount of service results in longer queuing delay and longer service delay
as well. Comparing the service delay performance obtained from our proposed algo-
rithm and the algorithm proposed in [15], we can see that our proposed algorithm offers
lower service delay than that proposed in [15]. The reason is that our proposed algo-
rithm addresses joint optimization of user association and content placement and aims
to achieve the optimal service delay, while the algorithm proposed in [15] is addressed
in algorithm.
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6 Conclusions

For the scenario of single-base cell cellular D2D communication system composed of
multiple RUs and multiple SUs, this paper proposes a joint user association and content
placement algorithm for cellular D2D communication based on delay optimization. In
order to achieve the performance of most users, a clustering mechanism is proposed,
which supports SU as the cluster head and supports the sharing of content by RU. Con-
sidering the constraints of cluster number, user association cluster head, cluster head
cache capacity and transmission rate, a joint user association and content placement
optimization model based on user’s total service delay is established. In this paper, the
Lagrange partial relaxation method is used to convert the original optimization problem
into three sub-problems of convex optimization, and an iterative algorithm is proposed
to jointly solve the sub-problems to obtain joint clustering optimization strategy and
content placement optimization strategy. Finally, the proposed algorithm can realize
the optimization of traffic transmission delay by MATLAB simulation.
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Abstract. With the rapid development of emerging smart homes appli-
cations, the home security systems based on passive detection with-
out carrying any devices has been increasing attention in recent years.
Through-The-Wall (TTW) detection is a great challenge since through-
the-wall signal can be severely attenuated, and some of the existing
TTW-based detection techniques require special equipment or have strict
restrictions on placement of devices. Due to the near-ubiquitous wireless
coverage, WiFi based passively human detection technique becomes a
good solution. In this paper, we propose a robust scheme for device-free
Through-the-wall Human Detection (T-HuDe) in TTW with Channel
State Information (CSI), which can provide more fine-grained move-
ment information. Especially, T-HuDe utilizes motion information on
WiFi signal and uses statistical information of motion characteristics as
parameters. To evaluate T-HuDe performance, we prototype it in dif-
ferent environments with commodity devices, and the test results show
that human activity detection rate and human absence detection rate of
T-HuDe are both above 93% in most detection areas.

Keywords: Through-The-Wall · Active human detection · Channel
State Information

1 Introduction

With the rapid development of applications such as smart homes, indoor-based
motion detection has recently gained more attention. In order to make a better
interactive experience for humans and smart homes, more and more researchers
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have tapped into device-free sensing, which does not require the target to carry
any device. Currently, there are many device-free sensing technologies, such as
camera-based, infrared-based, etc. Camera-based motion detection systems have
issues of individual privacy, and people behind the wall cannot be detected.
Infrared-based motion detection technology has the disadvantage of requiring
special equipment support which limits its application scenarios. At the same
time, WiFi-based passive human detection can effectively avoid the above dis-
advantages due to the widely available WiFi signals interacting with objects in
the environment.

Recently, using WiFi signals to passively sense the human activity has devel-
oped rapidly, including indoor localization [1,2], recognition [3–5], heartbeat
detection [6,7], etc. On the one hand, the improvement of technologies such
as Orthogonal Frequency Division Multiplexing (OFDM) and Multiple-Input-
Multiple-Output (MIMO) enables systems to obtain more fine-grained data
using fewer devices. On the other hand, it does not require users to carry any
equipment, which is suitable for application of smart home.

Before implementing applications such as device-free passively localization,
it is necessary to use device-free sensing technologies to detect whether there are
any people in the area of interests without attaching any device [8]. However,
there is a wall between the receiver and the transmitter in the home security
system, and the TTW signal will be seriously attenuated. Existing techniques
that extract statistical features directly from the data, such as PADs [10] and
SIED [11], etc., are difficult to apply to complex indoor environments.

In this paper, we leverage Channel State Information (CSI) data between
three antennas of the receiver WiFi Network Interface Cards (NIC) to implement
device-free Through-the-wall Human Detection (T-HuDe). Our contribution is
to use statistical information of motion characteristics, to robustly detect human
movement in TTW scenario. Meanwhile, we use Support Vector Machine [13]
to detect the active human behind the wall, and test results show that human
activity detection rate and human absence detection rate of T-HuDe are both
above 93% in most detection areas.

2 Preliminaries

2.1 Channel State Information

Leveraging the off-the-shelf NIC with slight driver modification, N = 30 orthog-
onal subcarrier data can be exported from the CSI data. Taking multipath
propagation into consideration, the wireless channel of single carrier can be
described as:

H(f) =
M∑

m=1

αme−j2πfτm (1)

where H(f) is a subcarrier with a center frequency of f , and M is the total
number of multipath of subcarrier, αm and τm are the complex attenuation and
propagation delay for the mth signal path, respectively.
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Fig. 1. Reflection path changed by active human.

When there is no object movement the wireless channel in indoor environ-
ment is relatively stable, yet it is caused large fluctuation on amplitude and phase
of subcarriers that moving human intersect or walk around the transceiver link.
Meanwhile, Doppler Frequency Shift (DFS) induced by human movement can
introduce additional phase, which can be a key indicator for movement detection.

2.2 Doppler Frequency Shift

The signal is transmitted from the transmitter and experiences through several
different paths back to the receiver, and the received signal is a superposition
of these different path signals. We can use this multipath components to jointly
estimate the DFS [12]. As illustrated in Fig. 1, the path length of the reflection
signal changes as the human moves, and produces the DFS. The DFS is given by:

fD =
1
λ

dm(t0 + Δt) − dm(t0)
Δt

(2)

where fD is the Doppler frequency shift during time Δt, dm(t0) is the path
length of the human reflection signal at time t0, λ is the carrier wavelength of
the signal.

Active human in the indoor environment will produce DFS, which is difficult
to use directly since TTW signal will be severely attenuated. However, we can
calculate the trend of the spectrum power corresponding to the DFS of TTW
signal, which can well describe the variance of DFS and further describe the
changes of human induced channel.

3 Methodology

In this section, we illustrate the design of T-HuDe by real measurements.

3.1 Antenna Selection

The number of antennas on the device increases with the development of MIMO
technology. However, different antennas on the same device exhibit different
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performance, as shown in Fig. 2. Figure 2(a) shows the difference term of the
amplitude of each subcarrier of the three antennas, Fig. 2(b) shows the distri-
bution of the amplitude of each subcarrier of the three antennas. The larger the
standard deviation, the more likely received signal on an antenna is more sensi-
tive to human movement [15]. Therefore, the strategy for selecting antennas is
as follows:

ant opt = arg max
ant={1,2,3}

{
1
N

∑

i∈N

std (|H (fi)|)
}

(3)

where N is the number of subcarriers, and ant is the serial number of the
antenna. We consider the variation of all subcarrier data in one antenna, cal-
culate the standard deviation of all subcarrier variations, and the antenna with
the largest average standard deviation is the selected antenna.

3.2 Phase Sanitizations

The phase of CSI can be mined some useful characteristics to determine whether
there is an active person in the current environment. However, the raw phase has
severe random noise, and it is necessary to eliminate the random noise before
using the phase information. Combined with the phase information induced by
active human, CSI is described by:

H (f) = e−j2πδ
M∑

m=1

αme
−j2πf

(
τm+

dm(t0+Δt)−dm(t0)
c

)

= e−j2πδ
M∑

m=1

βme−j2πf
dm(t0+Δt)−dm(t0)

c

(4)

where βm =αme−j2πfτm , δ is random phase offset, c is the propagation speed of
the CSI signal in the air. As illustrated in Fig. 1, the signal propagation paths
from the transmitter to the receiver can be divided into two categories: some
signal propagation paths do not change over time and remain constant, which
called static paths; some signal propagation paths change over time, which called
dynamic path [14]. Equation (4) can be rewritten as:

H (f) = e−j2πδ

(
HS (f) +

∑

m∈Pd

βme−j2πf
dm(t0+Δt)−dm(t0)

c

)
(5)

where HS(f) is vector sum of static paths, Pd is the set of dynamic paths. The
distortion phase produced by δ can lead to wrong DFS being estimated. To avoid
this phenomenon, we adopt conjugate multiplication to eliminate phase offset.
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The conjugate multiplication of the antenna is as follows:

|H (f)|2 = H (f) H̄ (f)

= |HS (f)|2 + HS (f)
∑

m∈Pd

βmej2πf
dm(t0+Δt)−dm(t0)

c

+ H̄S (f)
∑

m∈Pd

βme−j2πf
dm(t0+Δt)−dm(t0)

c

+
∑

m1∈Pd

∑

m2∈Pd

βm1βm2e
−j2πf

(
dm1 (t0+Δt)−dm1(t0)

c − dm2 (t0+Δt)−dm2 (t0)
c

)

(6)
We use conjugate multiplication to eliminate the phase offset, but the conjugate
multiplied data contains other terms. The product terms among dynamic paths
is small and can be ignored, and the value of the conjugate multiplication of
static paths is large but regarded as constants in a short time. The product
terms of interest are included in the conjugate multiplication of static paths and
dynamic paths, which has same value and opposite directions of the DFS [12].

3.3 Filtering

From Eq. (6) we can see that the conjugate multiplication result of an antenna,
also known as Channel Frequency Response (CFR) power, can be divided into
four parts, of which only two parts contain useful information. The value of the
conjugate multiplication of static paths occupies the dominant component and
belongs to the zero-frequency component, and considering some low-frequency
interference, the lower cutoff frequency of the bandpass filter is set to 2 Hz.
Assuming that the speed of the active person is less than 2 m/s and filtering out
high frequency components such as some burst noise, the higher cutoff frequency
is set to 80 Hz [12].

After using the bandpass filter, a conjugate multiplied component of static
paths and dynamic paths can be obtained. In Eq. (6), its component consists
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Fig. 3. Raw data and interpolated data.

of two parts, which can estimate two Doppler velocities of the same value but
opposite directions, but this does not affect the estimation, because only the
spectrum power corresponding to the Doppler velocity is concerned instead of
the Doppler velocity direction. Based on the above discussion, the subsequent
partial default Doppler velocity is positive.

3.4 Linear Interpolation

In general, timestamps are consecutive in adjacent packets. However, data loss
is common in data collection and causes sample jitter, while timestamp disconti-
nuities and data loss are related. Since each timestamp corresponds to a filtered
CFR power value, we look for the jitter point of the timestamp and use lin-
ear interpolation for the corresponding filtered CFR power. As shown in Fig. 3,
Fig. 3(a) is the jitter and interpolated timestamp, the timestamp is discrete, and
for better description, we draw the timestamps as contiguous, Fig. 3(b) is the
jittered and interpolated filtered CFR power. After interpolating the timestamp,
a complete filtered CFR power sequence value can be obtained.

3.5 Active Human Detection

Estimated Spectrum Power. In commercial WiFi devices, WiFi signals are
transmitted on multiple subcarriers. Countering the frequency selective fading
that exists between carriers, we use the MUSIC-based Doppler estimation algo-
rithm [12] with multi-carrier information.

For simplicity, assume that there are K consecutive CSI samples with a sam-
pling interval of microseconds. At the same time, assume that the velocity of K
samples is constant during time t0 and the velocity is v (t0) = v (t0 + Δtk) =
d(t0+Δtk)−d(t0)

Δtk
, where Δtk is the time interval between the kth sample and the

first sample at time t0. If the path is a static path, v(t0) is zero, and the CSI phase
does not change over time. On the contrary, v(t0) in the dynamic path is non-
zero, and the CSI phase changes over time. If there is only a single signal path, the
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Fig. 4. The spectrum power corresponding to path change velocity in TTW detection.

phase difference between time t0 +Δtk and time t0 is pt0 (Δtk) = e−j2πf
v(t0)Δtk

c ,
where f is the carrier frequency. Therefore, the phase difference of the K samples
compared to the first sample is as follows:

s (vt0) =
[
1 pt0 (Δt2) pt0 (Δt3) . . . pt0 (Δtk)

]T (7)

The vector s (vt0) is the steering vector. The received signal matrix composed
of M multipath signals is as follows:

X (f) =
[
H (f, t0) H (f, t0 + Δt2) . . . H (f, t0 + ΔtK)

]T

=

⎡

⎢⎢⎢⎣

1 1 . . . 1
pt0,1 (Δt2) pt0,2 (Δt2) . . . pt0,M (Δt2)

...
...

. . .
...

pt0,1 (ΔtK) pt0,2 (ΔtK) . . . pt0,M (ΔtK)

⎤

⎥⎥⎥⎦

⎡

⎢⎢⎢⎣

β1

β2

...
βM

⎤

⎥⎥⎥⎦ + N (f)

=
[
s (vt0,1) s (vt0,2) . . . s (vt0,M )

]
c + N (f)

= Sc + N(f)

(8)

where pt0,m (Δtk) is the phase difference of the mth path time t0+Δtk and time
t0, s (vt0,m) is the steering vector of the mth path, N (f) is noise matrix, and
c =

[
β1 β2 . . . βM

]T is a signal vector. The CSI data contains N subcarriers,
and the received CSI data can be written as follows:

Y (f) =
[
X (f1) X (f2) . . . X (fN )

]

=

⎡

⎢
⎢
⎢
⎣

1 1 . . . 1

pt0,1 (Δt2) pt0,2 (Δt2) . . . pt0,M (Δt2)

..

.
..
.

. . .
..
.

pt0,1 (ΔtK) pt0,2 (ΔtK) . . . pt0,M (ΔtK)

⎤

⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎣

β1,f1 β1,f2 . . . β1,fN

β2,f1 β2,f2 . . . β2,fN

..

.
..
.

. . .
..
.

βM,f1 βM,f2 . . . βM,fN

⎤

⎥
⎥
⎥
⎦
+N (f)

=
[
s (vt0,1) s (vt0,2) . . . s

(
vt0,M

) ] [
c (f1) c (f2) . . . c (fN )

]
+N (f)

= SC+N (f)

(9)
where c (fn) is a vector with carrier frequency fn, C=

[
c (f1) c (f2) . . . c (fN )

]

is the signal matrix. To estimate the steering vector s (vt0) containing DFS
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information, the MUSIC algorithm is applied to Eq. 9. The correlation matrix
RYY of the matrix Y is as follows:

RYY = E [YYH]
= SE [CCH]SH + E [NNH]
= SRCCSH + σ2I

(10)

where RCC is the correlation matrix of the signal matrix C, σ2 is the noise
variance, and I is the unit matrix. While RCC is a full rank matrix with K
eigenvalues, including the smallest K −L eigenvalues associated with noise, and
the L eigenvalues associated with the signal. The ith eigenvalue corresponds to
the eigenvector ei, the noise eigenvector and the signal eigenvector constitute a
noise subspace EN =

[
e1 e2 . . . eK−L

]
and a signal subspace, respectively. The

steering vector and the noise subspace EN are orthogonal, and the spectrum
function is as follow:

P (vt0) =
1

sH (vt0)ENEH
Ns (vt0)

(11)

In which sharp peaks occur at the path change velocity of the signals.
After the above process, we could use Eq. (11) to calculate the path change

velocity spectrum, Fig. 4(a) and (b) depict the path change velocity spectrum
in TTW detection, respectively. In theory, TTW signal path only retains the
dynamic path, and only one peak appears on the spectrum when there is an
active human. The real peak of the spectrum does not appear when active human
absence. In reality, TTW signal will be severely attenuated, which susceptible
to noise, and it is difficult to completely remove all static paths and preserve
the dynamic paths. Therefore, there are multiple peaks in Fig. 4, and we select
the spectrum power of the largest peak to represent the value during this time.
Figure 4(b) shows that there is no active human in the TTW detection, and the
path change speed and its corresponding spectrum power may still have real
peaks. Considering the above situation, it is difficult to directly detect active
human using spectrum power estimated from TTW signal.
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Feature Extraction. As shown in Fig. 5(a), the TTW signal is attenuated
the signal so that the static data is similar to the walk data, and the spectrum
power estimated by the static data and the activity data is similar. Since it is
difficult to directly use the estimated spectrum power, further feature extraction
is required. Although the estimated spectrum power is similar, it can still be
roughly divided into two parts. In this section, we calculate two characteristics
of a period of data, one of which is the mean of the power spectrum power for
a period of time Mean (P ) = 1

W

∑
w∈W

P (vw), and the other is the mean of the

first-order difference DIFF (P ):

DIFF (P ) =
1

W − 1

W−1∑

w=1

|P (vw) − P (vw+1)| (12)

where W is the length of time. We use the sliding window method to calculate
the mean and the mean of the first-order difference of the spectrum power. As
shown in Fig. 5(b) and (c), the degree of discrimination between the two parts
is improved.

To illustrate the reliability of the selected features, we conduct the SVM [13]
based classification on training data, in which the kernel function is “rbf”. As
shown in Fig. 6, the training data can be used for obtaining an effective classifier.

4 Experiment and Evaluation

In this section, we first detail present the experiment settings and methodology.
Then, we evaluate the performance of T-HuDe.
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Fig. 8. Detection rate in different scenarios.

4.1 Experiment Methodology

To evaluate the performance of T-HuDe, we conduct experiments on the mini
PC, which is equipped with Intel 5300 WiFi NIC and Ubuntu 10.04 Operating
System (OS). CSI measurements are made for each packet using the Linux CSI
tool [16]. The mini PC with one antenna is the transmitter, which operates in
IEEE 802.11n AP mode at 5.745 GHz with 40 MHz bandwidth, and the mini PC
with three antennas is the receiver, which collects 200 packets per second. We
collect data in testbed as shown in Fig. 7. The testbed consists of two scenarios,
meeting room and office room. In the meeting room scene, one of the AP is
placed outside the room, and in the office room scene, the AP is placed in a
different room, and all the walls are cement walls. The placement height of AP
in all of these scenes are set to 1.1 m.

To test the impact of different areas on the detection rate, we divide the Tx
room into 4 areas. The collected data includes two categories: (1) static data:
there is no active human in the current environment; (2) activity data: there
is an active human in the current environment, and the active human moving
around in 4 areas, respectively.

4.2 Performance Evaluation

Evaluation Metric. To evaluate the performance of the T-HuDe system. We
use the following two metrics.

– True Positive (TP) Rate: TP rate is the probability that an active human is
correctly detected.

– True Negative (TN) Rate: TN rate is the probability that the static environ-
ment is correctly detected.

Overall Performance. We first depict TP rate and TN rate of systems working
in different experimental cases. To evaluate the overall performance of T-HuDe,
we calculate the spectrum power of the Doppler frequency shift with a window
size of 0.5 s and calculate the eigenvalues using a parameter setting with a sliding
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Fig. 9. Impact of sliding window on detection rate.

window size of 2 s. Figure 8 presents results of four different test areas measured
at different places, and shows that the system achieves excellent performance,
the TP is higher than 93% in most areas. To make it clear, we compare the
static data with the activity data of different areas respectively, and calculate
the TN rate of different areas. As shown in Fig. 8(b), in most areas, the TN
rate is also higher than 93%. However, the system has different detection rate in
different areas, and the detection rate of each area is different. For office room
scenarios, area1 and area3 have higher detection rate, and area2 and area4 have
lower detection rate. For meeting room scenarios, area1 and area2 have higher
detection rate and area3 has lower detection rate. In the higher detection rate
areas, the active person is more likely to influence TTW signal, thus having a
higher successful detection rate.

Impact of Sliding Window Size. We analyze the effect of sliding window
size on TP and TN in different experimental areas. Generally, the detection rates
of TP and TN rise as the sliding window size increases. Figure 9 illustrates this
conjecture well, with the increase of the size of the sliding window, the detection
rate of the system has increased. A reasonable explanation is that the influence
of active human motion would be more probably captured when increasing the
window size. In Fig. 9(a), the TP rate of most areas is maintained above 95%
when the sliding window size exceeds 2.5 s, while the TP tends to be stable
when the sliding window is increased to a certain size. When the sliding window
size is less than 2 s, the performance of the system is less satisfied, mainly
because the sampling time is too short to catch noticeable human movement.
The same situation also occurs in Fig. 9(b). It is worth noting that the TP and
TN detection rate of area1 are greater than 95% regardless of the sliding window
size. The main reason is that area1 is the most sensitive area, and it is easy to
detect the motion of the active human.

Compare Other Technologies. To verify the performance of the system,
we compare T-HuDe with other systems. To be more specific, we compare
T-HuDe with R-TTWD [9], which designed for the TTW human detection with
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Fig. 10. Detection rate in different system.

commodity devices, and relies on amplitude-based features for human detection.
To calculate the features, the R-TTWD [9] applies wavelet denoising on the CSI,
and performs a Principal Component Analysis (PCA) [17], and then calculates
the mean of the first-order difference of the principal components. For fair com-
parison, we use the antenna selection strategy to select the appropriate single
antenna data, and use two eigenvalues in R-TTWD [9], including the mean of
the first-order difference of the second principal component and the third prin-
cipal component. Besides, we also test the detection rate using a fixed threshold
based approach to spectrum power, which denoted as “SP-based” in Fig. 10.

Figure 10 shows TP rate and TN rate of systems working in TTW scenar-
ios, and the three detection systems show different detection rate in different
areas, which means that the areas have different impact on performance. T-
HuDe achieves TP rate and TN above 93% in most areas. SP-based also achieves
a good detection rate in most areas, but T-HuDe outperformes SP-based at most
places, and SP-based is susceptible to environmental influences, such as TP rate
in area 2. In addition, the performance of R-TTWD is acceptable, but it is less
satisfied compared to T-HuDe.

5 Conclusion

In this paper, we present an accurate and robustness TTW active human detec-
tion system with commodity WiFi devices. Since the different performance of
different antennas, we use the antenna selection strategy to select the appro-
priate antenna and use a bandpass filter to filter out the noise signal. Then,
we introduce Doppler-MUSIC to estimate the spectrum power corresponding to
the Doppler velocity. Afterwards, we calculate the mean and the mean of the
first-order difference of the spectrum power over time to achieve active human
detection in TTW. We prototype T-HuDe in two indoor environments, and the
experiment results show that the TP rate and TN rate of the system are better
than 93% in most areas.
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Abstract. This paper considers a suspicious communication network
with multiple suspicious source-destination nodes and multiple wireless
powered legitimate eavesdroppers, where the legitimate eavesdroppers
are assumed to be collusive or non-collusive. A minimum harvested
energy constraint is applied at each eavesdropper such that each eaves-
dropper must harvest a minimum required energy. The legitimate eaves-
dropping in such a scenario is investigated and our aim is to maximize
the average successful eavesdropping probability by optimizing the power
splitting ratio at each eavesdropper under the minimum harvested energy
constraint. The optimal algorithm is proposed to solve the optimization
problem for both collusive eavesdroppers and non-collusive eavesdrop-
pers. Simulation results show that the proposed algorithm achieves the
upper bound of the successful eavesdropping probability when the energy
harvesting efficiency is large, the required minimum harvested energy is
small, or the transmit power of the suspicious source node is high.

Keywords: Legitimate eavesdropping · Wireless powered
communication · Successful eavesdropping probability · Collusive
eavesdroppers · Non-collusiveeavesdroppers

1 Introduction

Recently, legitimate eavesdropping in physical layer security has attracted a lot
of attention due to its ability to legitimately eavesdrop the communication of
suspicious users such as terrorists and criminals for government agencies [1–7].
Specifically, in [1], a legitimate eavesdropper was assumed to eavesdrop a point-
to-point suspicious communication by proactive jamming to improve eavesdrop-
ping performance. In [2], legitimate proactive eavesdropping was investigated
for a point-to-point suspicious communication with a multi-antenna legitimate
eavesdropper. In [3], legitimate proactive eavesdropping was investigated for a
three-node relay-based suspicious communication. In [4], legitimate eavesdrop-
ping was investigated for a hybrid automatic repeat request (HARQ) based
point-to-point suspicious communication. In [5], legitimate eavesdropping was
investigated by assuming that the legitimate eavesdropper can help the suspi-
cious communication for improving the eavesdropping rate. In [6], the legitimate
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eavesdropper with the help from a third-party jammer was assumed to eavesdrop
a point-to-point suspicious communication. In [7], legitimate eavesdropping was
investigated by assuming that a spoofing relay existed for assisting the legiti-
mate eavesdropping. Note that all the above work in [1–7] considered that the
legitimate eavesdroppers are powered by conventional energy sources.

Radio frequency (RF) energy harvesting has attracted a lot of attention due
to its ability to power devices by harvesting energy from RF signals [8–11]. There-
fore, the legitimate eavesdroppers can also be powered by RF energy harvesting.
In this respect, very few work investigated legitimate eavesdropping with wire-
less powered legitimate eavesdroppers. Particularly, in [12], the performance of
legitimate eavesdropping in terms of successful eavesdropping probability with
a wireless powered legitimate eavesdropper was investigated for a point-to-point
suspicious communication. In [13], offline and online proactive jamming algo-
rithms for the legitimate surveillance with a battery-aided full-duplex wireless
powered monitor were proposed. In [14], legitimate eavesdropping in a wireless
powered suspicious communication network was investigated and four different
performance metrics, namely the successful eavesdropping probability, the aver-
age eavesdropping rate, the relative eavesdropping rate and the eavesdropping
energy efficiency were evaluated. Note that [12–14] considered a point-to-point
suspicious communication with only one legitimate eavesdropper.

This paper investigates legitimate eavesdropping in a suspicious communi-
cation network with multiple suspicious source-destination nodes and multiple
wireless powered legitimate eavesdroppers. Specifically, the legitimate eavesdrop-
pers are assumed to be collusive or non-collusive, and a minimum harvested
energy constraint is applied at each eavesdropper such that each eavesdropper
must harvest a minimum required energy. Our aim is to maximize the average
successful eavesdropping probability by optimizing the power splitting ratio at
each eavesdropper under the minimum harvested energy constraint. For both
collusive eavesdroppers and non-collusive eavesdroppers, the optimal algorithm
is proposed to solve the optimization problem. It is shown that the proposed
algorithm outperforms the reference algorithm and achieves the upper bound of
the successful eavesdropping probability when the energy harvesting efficiency
is large, the required minimum harvested energy is small, or the transmit power
of the suspicious source node is high.

The rest of the paper is organized as follows. Section 2 presents the system
model and formulates the investigated problem. Section 3 proposes the opti-
mal algorithms. Section 4 verifies the proposed algorithms by simulation results.
Section 5 concludes the paper.

2 System Model and Problem Formulation

As shown in Fig. 1, we consider N pairs of suspicious source-destination nodes
in presence of M wireless powered legitimate eavesdroppers. Semi-static fading
channels are assumed, where channels are constant within a transmission block
and may change from block to block. Let hi denote the channel power gain of
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Fig. 1. System model.

the i-th pair of suspicious source-destination nodes and gi,j the channel power
gain from the suspicious source node i to the eavesdropper j, respectively. Let pi

denote the transmit power of the suspicious source node i. The achievable rate
of the i-th pair of suspicious source-destination nodes is

ri
0 = log2

(
1 +

pihi

σ2

)
, (1)

where σ2 denote the noise power. It is assumed that the eavesdroppers are not
powered by conventional energy sources and they have to harvest energy for
providing enough circuit power. Thus, for the eavesdropper j, a ratio ρi,j of
the receiving power from the suspicious source node i is split for information
decoding and the remaining is for energy harvesting. A minimum harvested
energy constraint is adopted to guarantee that the eavesdroppers have enough
harvested energy, given by

E

{
ξ

N∑
i=1

(1 − ρi,j)pigi,j

}
≥ Qj , j = 1, . . . ,M. (2)

where E is the expectation, ξ is the energy harvesting efficiency and Qj is the
minimum harvested energy requirement for the eavesdropper j. The achievable
rate at the eavesdropper j for eavesdropping the suspicious source node i is
written as

ri,j
1 = log2

(
1 +

ρi,jpigi,j

σ2

)
. (3)

Two scenario are considered for the eavesdroppers. The first scenario assumes
that the eavesdroppers are collusive and the achieved eavesdropping rate for the
suspicious source node i is written as

ri
1 = log2

(
1 +

∑M
j=1 ρi,jpigi,j

σ2

)
. (4)
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The second scenario assumes that the eavesdroppers are not collusive and the
achieved eavesdropping rate for the suspicious source node i is written as

ri
1 = log2

(
1 +

pi maxj ρi,jgi,j

σ2

)
. (5)

We assume that as long as ri
1 ≥ ri

0, the eavesdroppers can successfully eavesdrop
the information from the suspicious source node i, and the successful eavesdrop-
ping probability for the suspicious source node i is defined as Pr(ri

1 ≥ ri
0).

Our aim is to maximize the average successful eavesdropping probability by
optimizing the power splitting ratio {ρi,j} under the minimum harvested energy
constraint. The optimization problem is formulated as

(P1) : max
{ρi,j}

1
N

N∑
i=1

Pr(ri
1 ≥ ri

0) (6)

s.t. 0 ≤ ρi,j ≤ 1, i = 1, . . . , N, j = 1, . . . ,M, (7)

E

{
ξ

N∑
i=1

(1 − ρi,j)pigi,j

}
≥ Qj , j = 1, . . . , M. (8)

3 Proposed Algorithms

In this section, we investigate P1 with collusive eavesdroppers or non-collusive
eavesdroppers. P1 may be infeasible due to the constraint in (8). The feasibility
condition for P1 is given as follows. If E

{
ξ
∑N

i=1 pigi,j

}
≥ Qj is satisfied for all

j = 1, . . . , M, then P1 is feasible.
To solve P1, we rewrite Pr(ri

1 ≥ ri
0) as Pr(ri

1 ≥ ri
0) = E{Xi}, where

Xi =

{
1, if ri

1 ≥ ri
0,

0, otherwise.
(9)

We optimally solve P1 using convex optimization theory [15], since the time-
sharing condition can be verified to be satisfied by P1 [16]. The Lagrangian of
P1 can be written as

L({λj}, {ρi,j}) =
1
N

N∑
i=1

E{Xi}

+
M∑

j=1

λj

(
E

{
ξ

N∑
i=1

(1 − ρi,j)pigi,j

}
− Qj

)
, (10)

where λj , j = 1, . . . , M are the non-negative dual variables with respect to the
constraint in (8). The dual function G({λj}) is defined as

G({λj}) = max
{ρi,j}

L({λj}, {ρi,j}) (11)

s.t. 0 ≤ ρi,j ≤ 1, i = 1, . . . , N, j = 1, . . . ,M. (12)
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Then, the dual problem to optimize {λj} is given by

max
{λj}

G({λj}) (13)

s.t. 0 ≤ λj ≤ 1, j = 1, . . . , M, (14)

which can be solved with the subgradient method [15]. Thus, what remains is to
solve the problem in (11), which is given in what follows.

The problem in (11) can be decoupled into subproblems, each for a suspicious
source node in a transmission block as given by

max
{ρi,j}

Xi

N
− ξpi

M∑
j=1

λjρi,jgi,j (15)

s.t. 0 ≤ ρi,j ≤ 1, j = 1, . . . ,M, (16)

for i = 1, . . . , N.

3.1 Collusive Eavesdroppers

For collusive eavesdroppers, we discuss the problem in (15) in the following two
cases.

Case 1: Xi = 1. In this case, we have to satisfy
∑M

j=1 ρi,jgi,j ≥ hi in order to
let Xi = 1. The problem in (15) is thus rewritten as

max
{ρi,j}

1
N

− ξpi

M∑
j=1

λjρi,jgi,j (17)

s.t. 0 ≤ ρi,j ≤ 1, j = 1, . . . ,M, (18)
M∑

j=1

ρi,jgi,j ≥ hi. (19)

The above problem belongs to linear programming and thus can be efficiently
solved.

Case 2: Xi = 0. In this case, we have to satisfy
∑M

j=1 ρi,jgi,j < hi in order to
let Xi = 0. The problem in (15) is thus rewritten as

max
{ρi,j}

− ξpi

M∑
j=1

λjρi,jgi,j (20)

s.t. 0 ≤ ρi,j ≤ 1, j = 1, . . . ,M, (21)
M∑

j=1

ρi,jgi,j < hi. (22)

It is easy to verify that the optimal solution of the above problem is ρi,j = 0, j =
1, . . . ,M and the optimal objective function value is 0.
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Algorithm 1. Proposed algorithm to solve P1 with collusive eavesdroppers.
1: Initialize: λj , j = 1, . . . , M .
2: repeat
3: for i = 1 to N do
4: Obtain ρi,j , j = 1, . . . , M by solving the problem in (17) using linear program-

ming and denote its optimal objective function value as O.
5: if O < 0 then
6: Set ρi,j = 0, j = 1, . . . , M .
7: end if
8: end for
9: Update λj , j = 1, . . . , M by the subgradient method.

10: until λj , j = 1, . . . , M converge to a desired accuracy.

Based on the above discussion on the problem in (15) with collusive eaves-
droppers, its optimal solution is obtained by the following steps: Firstly, the
problem in (17) is solved with linear programming. Then, if the optimal objec-
tive function value in (17) is larger than or equal to 0, the optimal solution the
problem in (17) is the optimal solution of the problem in (17). Otherwise, the
optimal solution of the problem in (17) is ρi,j = 0, j = 1, . . . ,M .

The algorithm to solve P1 with collusive eavesdroppers is summarized in
Algorithm 1.

3.2 Non-collusive Eavesdroppers

For non-collusive eavesdroppers, we discuss the problem in (15) in the following
two cases.

Case 1: Xi = 1. In this case, we have to satisfy maxj ρi,jgi,j ≥ hi in order to
let Xi = 1. The problem in (15) is thus rewritten as

max
{ρi,j}

1
N

− ξpi

M∑
j=1

λjρi,jgi,j (23)

s.t. 0 ≤ ρi,j ≤ 1, j = 1, . . . , M, (24)
max

j
ρi,jgi,j ≥ hi. (25)

Define the set Ji = {j| hi

gi,j
≤ 1, j = 1, . . . , M}. Suppose that ρi,j = hi

gi,j
, j ∈ Ji,

then we have λjρi,jgi,j = λjhi. Thus, the optimal solution of the above problem is

ρi,j =

{
hi

gi,j
, j = arg mink∈Ji λk,

0, j �= arg mink∈Ji λk.
(26)

The optimal objective function value in (23) is thus 1
N − ξpiλj∗hi, where j∗ =

arg mink∈Ji λk.
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Algorithm 2. Proposed algorithm to solve P1 with non-collusive eavesdroppers.
1: Initialize: λj , j = 1, . . . , M .
2: repeat
3: Obtain ρi,j , i = 1, . . . , N, j = 1, . . . , M from (30).
4: Update λj , j = 1, . . . , M by the subgradient method.
5: until λj , j = 1, . . . , M converge to a desired accuracy.

Case 2: Xi = 0. In this case, we have to satisfy maxj ρi,jgi,j < hi in order to
let Xi = 0. The problem in (15) is thus rewritten as

max
{ρi,j}

− ξpi

M∑
j=1

λjρi,jgi,j (27)

s.t. 0 ≤ ρi,j ≤ 1, j = 1, . . . ,M, (28)
max

j
ρi,jgi,j < hi. (29)

It is easy to verify that the optimal solution of the above problem is ρi,j = 0, j =
1, . . . ,M and the optimal objective function value is 0.

Based on the above discussion on the problem in (15) with non-collusive
eavesdroppers, its optimal solution is obtained as

ρi,j =

⎧⎪⎨
⎪⎩

hi

gi,j
, j = arg mink∈Ji λk,

1
N − ξpiλjhi ≥ 0,

0, otherwise,

(30)

for j = 1, . . . , M.
The algorithm to solve P1 with non-collusive eavesdroppers is summarized

in Algorithm 2.

4 Simulation Results

This section provides simulation results to verify the proposed algorithm with
collusive eavesdroppers or non-collusive eavesdroppers. In the simulation, all
the channel power gains are assumed to follow exponential distribution with
unit mean and we set σ2 = 1, N = 2, M = 2 and pi = p, i = 1, . . . , N .
For performance comparison, a reference algorithm which sets ρi,j = 0.5 for
all i = 1, . . . , N, j = 1, . . . , M is adopted. Besides, an upper bound for the
proposed algorithm which ignores the minimum harvested energy constraint and
sets ρi,j = 1 for all i = 1, . . . , N, j = 1, . . . ,M is also adopted.

Figure 2 plots the average successful eavesdropping probability against ξ with
Q = 2 W and p = 5 W for different algorithms. Note that zero average success-
ful eavesdropping probability means P1 is infeasible for the adopted algorithm.
It is shown that the average successful eavesdropping probability increases as
ξ increases. This is because a higher ξ leads to higher energy harvested by
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Fig. 2. Average successful eavesdropping probability against ξ (Q =2W and p = 5W).

the eavesdroppers and thus can leave more signal power for information eaves-
dropping. It is also shown that the average successful eavesdropping probability
saturates when ξ is high. This is because in this case, the performance is not
restricted by the minimum harvested energy constraint. Besides, it is seen that
the average successful eavesdropping probability achieved by the proposed algo-
rithm with collusive eavesdroppers is higher than that with non-collusive eaves-
droppers, and the proposed algorithm with collusive/non-collusive eavesdroppers
outperforms the reference algorithm with collusive/non-collusive eavesdroppers.
It is also seen that the average successful eavesdropping probability achieved by
the proposed algorithm with collusive/non-collusive eavesdroppers is lower than
the upper bound with collusive/non-collusive eavesdroppers when ξ is small and
overlaps with the upper bound with collusive/non-collusive eavesdroppers when
ξ is large. This indicates that the proposed algorithm can achieve the upper
bound when ξ is large.

Figure 3 plots the average successful eavesdropping probability against Q
with ξ = 0.35 and p = 5 W for different algorithms. It is shown that the average
successful eavesdropping probability decreases as Q increases. This is because
a higher Q means the eavesdroppers need to harvest more energy and thus
leaves less signal power for information eavesdropping. It is also shown that
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Fig. 3. Average successful eavesdropping probability against Q (ξ = 0.35 and p = 5 W).

the average successful eavesdropping probability is unchanged as Q increases
when Q is low. This is because in this case, the performance is not restricted
by the minimum harvested energy constraint. Besides, it is seen that the aver-
age successful eavesdropping probability achieved by the proposed algorithm
with collusive/non-collusive eavesdroppers overlaps with the upper bound with
collusive/non-collusive eavesdroppers when Q is small and is lower than the
upper bound with collusive/non-collusive eavesdroppers when Q is large. This
indicates that the proposed algorithm can achieve the upper bound when Q is
small.

Figure 4 plots the average successful eavesdropping probability against p with
ξ = 0.3 and Q = 1.5 W for different algorithms. It is shown that the average
successful eavesdropping probability increases as p increases. This is because a
higher p leads to higher energy harvested by the eavesdroppers and thus can leave
more signal power for information eavesdropping. It is also shown that the aver-
age successful eavesdropping probability saturates when p is high. This means the
performance is not restricted by the minimum harvested energy constraint when
p is high. Besides, it is seen that the average successful eavesdropping probability
achieved by the proposed algorithm with collusive/non-collusive eavesdroppers
is lower than the upper bound with collusive/non-collusive eavesdroppers when
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Fig. 4. Average successful eavesdropping probability against p (ξ = 0.3 and Q =
1.5 W).

p is small and overlaps with the upper bound with collusive/non-collusive eaves-
droppers when p is large. This indicates that the proposed algorithm can achieve
the upper bound when p is large.

5 Conclusions

We investigate legitimate eavesdropping in a suspicious communication network
with multiple suspicious source-destination nodes and multiple wireless pow-
ered legitimate eavesdroppers, where the legitimate eavesdroppers are assumed
to be collusive or non-collusive. The aim is to maximize the average successful
eavesdropping probability by optimizing the power splitting ratio at each eaves-
dropper under the minimum harvested energy constraint. We derive the optimal
algorithm to solve the optimization problem for both collusive eavesdroppers and
non-collusive eavesdroppers. It is shown that the proposed algorithm achieves
the upper bound of the successful eavesdropping probability when the energy
harvesting energy is large, the required minimum harvested energy is small, or
the transmit power of the suspicious source node is high.
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Abstract. The emergence of the Internet of Things (IoT) has promoted
the interconnection of all things. And the access control of devices and
accurate service promotion are inseparable from the acquisition of loca-
tion information. We propose WiHlo, a passive localization system based
on WiFi Channel State Information (CSI). WiHlo directly estimates
the human location by refining the angle-of-arrival (AoA) of the sub-
tle human reflection. WiHlo divides the received signals into static path
components and dynamic path components, and uses phase offsets com-
pensation and direct wave suppression algorithms to separate out the
dynamic path signals. By combining the measured AoAs and time-of-
arrivals (ToAs) with Gaussian mean clustering and probability analysis,
WiHlo identifies the human reflection path from the dynamic paths. Our
implementation and evaluation on commodity WiFi devices demonstrate
WiHlo outperforms the state-of-the-art AoA estimation system in actual
indoor environment.

Keywords: WiFi · Passive localization · AoA

1 Introduction

Indoor localization systems play an increasingly important role in many emerg-
ing applications, such as indoor navigation, body/behavioral analysis, aged care
and unobtrusive motion tracking, etc. In the last few decades, indoor localization
systems based on mobile phones, wearable devices, and camera have been pro-
posed. However, all of these technologies require the target to be actively involved
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in the location process in a device-carrying manner, which we call device-based
localization [1–3]. The localization method that the target needs to carry devices
at all times is actually not feasible in reality. In the scenario where users take
the initiative to obtain location information, such as family life track tracking
and hospital health monitoring, it is against users’ habits to require a person
to wear a variety of unfamiliar devices, and even they often forget to wear rele-
vant devices. In the localization of fire rescue, it is impossible for us to require
firefighters to carry a large number of professional equipment, and the masses
waiting for rescue are usually not carrying any localization equipment. The lim-
itations of the above scenarios lead to the emergence of passive localization,
which arouses people’s interest in this field.

Passive localization technologies based on ultrasonic, radar, and computer
vision have all been studied for years. However, ultrasonic-based localization
systems have a small coverage area and significantly reduced performance in a
noisy environment [4]. Radar-based systems require very high bandwidth and
the costs are expensive [5]. Computer vision-based systems can only work in
bright Line-of-sight (LOS) environments and the privacy of users is not protected
[6]. With the development of WiFi technology, many indoor scenes can install
high-speed and stable WiFi infrastructures. These devices have low cost and
large coverage. Compared with other systems, WiFi based passive localization
systems have better application prospects.

In this work, we aim to achieve accurate passive human localization using
WiFi Channel State Information (CSI). While passive localization with only
commodity WiFi infrastructures is challenging. In these systems, the received
signals are superposition of direct path signals, static objects reflection signals
and moving human reflection signal, and the energy exponent of human reflec-
tion signal we care about is far weaker than those strong reflections. And due
to the imperfection of the hardware and the non-strict synchronization of the
transceivers, there are different offsets in phase measurements. Therefore, it is
difficult to extract useful information from the aliasing signal.

We propose WiHlo, which can get an accurate location information of human
by angle-of-arrival (AoA) refinement. The main contributions of our work are
summarized as follows:

– A Two-dimensional Spatial Smoothing (2D-SS) algorithm is applied to con-
struct a large-scale virtual antenna arrays for super-resolution estimation of
time of arrival (ToA) and AoA.

– We separate out the dynamic path signal from the aliasing signal through
our dynamic path capture algorithm. And we introduce the Gaussian mean
clustering and probability analysis to identify the human reflection path’s
AoA.

– We conduct comprehensive field studies to evaluate the performance of
WiHlo. The experimental results show that WiHlo achieves a median local-
ization error of 0.67 m in actual indoor environment using only two receivers,
which is better than the state-of-the-art AoA based system.
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The rest of the paper is organized as follows. Section 2 gives the related work.
Section 3 describes the system design. Section 4 validates system’s performance
with the experimental evaluations. The conclusion is drawn in Sect. 5.

Tx Rx

Phase Offset
Compensation

Dynamic Path
Extraction

2D-Spatial
Smoothing

AoA Spectrum
Estimation

Target
Reflection Path
Recognition

Multi-AP Joint
Localization

CSI

Target
position

Fig. 1. System architecture: WiHlo consists of four main components. Once we get
the AoA measurement on multiple receivers, we can obtain the location of the human
using the triangulation algorithm.

2 Related Work

Our work is closely related to the research of indoor localization. We will dis-
cuss the related work in following two groups: Non-WiFi-based and WiFi-based
approaches.

Non-WiFi-based indoor localization technology mainly includes Zigbee
[24,25] and Bluetooth [26,27]. Zigbee is a wireless network protocol based on
IEEE 802.15.4 for low-speed and short-distance transmission. It has the advan-
tages of low complexity, short distance, low cost and low power consumption,
etc. However, due to the characteristics of its own gateway attribute, the technol-
ogy has high latency, short distance and other congenital defects when applied
to localization work. Bluetooth localization technology (BLE) is also a research
hotspot in recent years, especially the low power consumption Bluetooth 4.0
has more advantages of energy saving, low cost, low latency, and long effective
connection distance. When the device enters the signal coverage area, the cor-
responding application will detect the received Bluetooth signal and use it to
locate or forward information. BLE is mainly subject to the limited propagation
distance, so in order to achieve a wide range of localization requirements, we
usually need to deploy a large number of anchor devices.

In order to achieve high bandwidth and high quality Wireless Local Area Net-
work (WLAN) services and make WLAN reach the performance level of Ether-
net, experts at home and abroad have been devoting themselves to the research of
new standards. The WLAN protocol 802.11n, which is officially approved by the
IEEE, is an industry-changing protocol, and its modulation method is orthog-
onal frequency division multiplexing (OFDM). In the indoor channel research,
the channel state information (CSI) of each subcarrier channel can be parsed
by this technology, which makes it possible for ordinary academic personnel to
conduct finer channel characteristics research through WLAN.
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We divide WiFi based indoor localization technologies into the pattern-based
and the model-based approaches. The pattern-based approaches work by select-
ing and learning features. Xiao et al. [20] use the frequency diversity feature of
CSI to build a fingerprint database, achieve DFL on commodity WiFi devices
by monitoring the CSI feature pattern shift. Seifeldin et al. [21] develop Nuzzer,
it builds a passive radio map in the area of interest for large-scale localiza-
tion. When faced with general perception, pattern-based approach achieves the
expected results. However, when the perception task and perception environment
are more complex, the performance of these systems declined significantly. The
model-based approach is to understand and abstract the mathematical model
between the received signal and target location. Li et al. [8] propose MaTrack, it
utilizes the CSI subcarrier phase measurements to identify the moving target’s
angle information, and with only two receivers it achieves a high accuracy. Wang
et al. [19] propose LiFS, this system utilizes Fresnel model to improve the accu-
racy of localization in LOS scenarios. In this work, we aim to use AoA model to
achieve passive human localization. To distinguish from prior works, we focus on
better extracting the subtle human reflection signals and obtain a refined AoA
estimate.

3 System Design

3.1 System Overview

In this section, we present the detailed design of WiHlo. As shown in Fig. 1, our
system is composed of four main components, namely Phase Offset Compensa-
tion, Dynamic Path Extraction, 2D-Spatial Smoothing, and Target Reflection
Path Recognition. In following sections, we will show details of each component.

Fig. 2. A linear array with W antennas at the receiver. The incident angle of the signal
is β, antenna spacing d is half-wavelength of the signal.
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3.2 AoA Estimation Algorithm Based on 2D-SS

As shown in Fig. 2, we place W antennas with the antenna spacing of size d on
the receiver, where d is half-wavelength of the signal. Therefore, the distance
difference between the two adjacent antennas on the array is dsinβ. It can be
deduced from the distance difference that the phase difference between anten-
nas with W -1 antenna spacing is −2πf (W − 1) d sin β/c, where f is the signal
frequency and c is the speed of light. The introduced phase difference on two
adjacent antennas can be written as a function of the AoA

ψβ=e−j2πfd sin(β)/c (1)

To achieve super-resolution estimation of AoA, we do not only introduce
phase differences across antennas but also introduce phase differences across
subcarriers, as described in [3]. The time differences introduce measurable phase
differences across subcarriers, for evenly-spaced subcarriers, the phase difference
introduced across two adjacent subcarriers is −2πfστ , where fσ is the adjacent
subcarrier spacing and τ is the ToA. The introduced phase difference across
subcarriers can be written as a function of the ToA of the path:

Θ (τi) = e−j2πfστi (2)

where τi is the ToA of the ith propagation path. Thus, for W antennas and K
subcarriers, we obtain a total of W × K virtual sensors. For a path with AoA β
and ToA τ , the steering vector can be rewritten as:

v (β, τ) =
[
1, · · · , Θ (τ)K−1

, · · · , ψβ
W−1, · · · , ψβ

W−1Θ (τ)K−1
]T

(3)

Assume there are L incident signals and the received signal of lth path for
the first subcarrier of first antenna is sl (t), the received signal at each sensor is
a superposition of all paths and can be expressed as:

U (t) = [u1 (t) , · · · , uM (t)]T =
L∑

l=1

v (βl) sl (t) + N (t) = DS (t) + N (t) (4)

where βl represents the AoA of the lth incident signal, D is the direction matrix,
N (t) is the noise vector. The basic idea of the MUSIC algorithm [7] is eigen-
structure analysis of an W × W correlation matrix RU of the W CSI samples.
From (4), we represent the covariance matrix as:

RU = E
[
UUH

]
= DE

[
UUH

]
DH + E

[
NNH

]
= DRSDH + σ2I (5)

where RS is the correlation matrix of the signal vector, I is an identity matrix
and σ2 is the variance of noise, (·)H denote conjugate operation.

By doing eigenvalue decomposition on the covariance matrix RU , we can
get W eigenvalues. The largest L eigenvalues correspond to the L path signals
and the other W -L eigenvalues correspond to the noise. And we have a eigen-
vectors corresponding to the smallest W -L eigenvalues called noise subspace
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EN = [−→e 1, · · · ,−→e W−L]. Since the signal and the noise subspace are orthogonal,
so the AoA spectrum function can be expressed as:

P (β)MUSIC =
1

vH (β)ENEN
Hv (β)

(6)

where v (β) is called the steering vector, in which sharp peaks occur at the AoAs
of the target reflective signals.

In indoor environment, there are strong direct and multipath interference
signals, and they have coherence with the human reflection signals. To eliminate
the interference of the coherent signals and tackle the limitation of insufficient
number of antennas, we conduct the 2D-SS [11,12] on RU instead of U (t).
2D-SS is a kind of spatial smoothing technology, it is an effective method to
deal with coherent or strongly coherent signals. Its basic idea is to divide the
isometric linear array into several overlapping sub-arrays, so that the rank of the
antenna array model is only related to the direction of arrival of the signal, but
not affected by signal correlation, so as to achieve the purpose of de-correlation.
We give a schematic diagram of Fig. 3 to illustrate the application of 2D-SS, the
elements in the dashed blue and red boxes construct the covariance matrices of
the first and second sub-arrays. Based on the observation that the first elements
of the covariance matrices of the first and second sub-arrays are h1,1 × h1,1

and h1,2 × h1,2, we get the covariance matrices of the existing sub-arrays by
increasing the subcarrier ID and antenna index number to P2 = 30 − Lsub2 + 1,
P1 = 3 − Lsub1 + 1, respectively, Lsub1 = 2 and Lsub2 = 15 are chosen. Then,
the number of subarrays and elements in each sub-array equals to P = P1 × P2

and L = Lsub1 × Lsub2. Obviously, the smoothed CSI matrix could provide 32
measurement vectors using one CSI reading only, which makes it feasible to
calculate the covariance matrix.
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Fig. 3. The virtual array antenna is constructed by Two-dimensional Spatial Smooth-
ing to realize the super resolution estimation of AoA.

The covariance matrix of the CSI after the process of 2D-SS on RU is modified
into:

R2D−SS =
1

P1 × P2

P1∑
m=1

P2∑
n=1

Rm,n (7)
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where Rm,n is the sub-covariance matrix in RU with respect to the nth sub-
carrier at the mth antenna. Then, we conduct the MUSIC algorithm on the
smoothed covariance matrix to obtain the direction vectors, as well as the AoA
and ToA with respect to each signal path.

3.3 Phase Offsets Compensation and Dynamic Path Signal
Extraction

To identify the signal of human reflection path and estimate corresponding AoA,
we must compensate for random phase offsets and suppress these strong signal
components. Assume the CSI samples without random phase offsets at mth
antenna are represented as:

H (f, τ,m) =
L∑

i=1

Aie
−j2π(f+Δfj)

(
τi+

d sin βm,i
c

)
(8)

where L represents the total number of multipath, Ai and τi represent the com-
plex attenuation factor and propagation time delay of the ith path, f represents
the center frequency and Δfj represents the frequency difference between j th
subcarrier and 0 th subcarrier, βm,i represents the incident angle of the ith path
at mth antenna, c is the speed of light. When phase offsets e−jφ are introduced,
the CSI samples are represented as:

⎧
⎨
⎩

H (f, τ,m) = e−jφ

(
L∑

i=1

Aie
−j2π(f+Δfj)

(
τi+

d sin βm,i
c

))

φ = 2π (k(λp + λs) + Δtiεf ) + ζ
(9)

where λp and λs represent packet detection delay (PDD) and sampling frequency
offset (SFO), which are all related to the subcarrier frequency, εf represents
carrier frequency offset (CFO), k and Δti represent the subcarrier index and
the packet interval time, respectively. ζ is the initial phase offset between the
channels of the receiver, which can be manually corrected by a power splitter as
described in [2].

By classifying multipath signals into static group Ps and dynamic group Pd,
(9) can be converted into:

H (f, τ,m) = e−jφHS (f) + e−jφ
∑
i∈Pd

Aie
−j2π(f+Δfj)

(
τi+

d sin βm,i
c

)

(10)

In (10), fτi is the same for all measurements, so it can be merged into the
complex attenuation Ai. And Δfjτi (close to 0.0003125) is small enough to be
ignored. After omitting the two terms, we have:

H (f, τ,m) = e−jφHS (f) + e−jφ
∑
i∈Pd

Aie
−j2π

(
Δfjτi+f

d sin βm,i
c

)

(11)
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In non-cooperative radar [13], the time domain interference cancellation algo-
rithm, such as batch version of extensive cancellation algorithm (ECA-B), is used
to eliminate the direct wave and multipath interference in received signal. The
key to this kind of system is to select an independent antenna as a reference
antenna to obtain direct wave signals. In Intel 5300 Network Interface Card
(NIC) there still contains multiple antennas, and the time-variant random phase
offsets are the same across different antennas on a WiFi card [8,10]. To remove
random phase offsets, we use the method mentioned in [14,15,22] to calculate
the conjugate multiplication of CSI of one pair of antennas. Assume that the ref-
erence antenna is the nth one, we get the product of conjugate multiplication:

Hc (f, τi) = H (f, τ,m) ∗ H (f, τ, n)

= HS (f,m) HS (f, n)︸ ︷︷ ︸
static term

+HS (f,m)
∑
l∈Qd

Ble
j2π

(
Δfjτl+f

d sin βn,l
c

)

︸ ︷︷ ︸
target term

+ HS (f, n)
∑
i∈Pd

Aie
−j2π

(
Δfjτi+f

d sin βm,i
c

)

︸ ︷︷ ︸
target term

+
∑

i∈Pd,l∈Qd

AiBle
−j2π

(
Δfj(τi−τl)+f

d(sin βm,i−sin βn,l)
c

)

︸ ︷︷ ︸
cross term

(12)

where H (f, τ,m) is the CSI of the mth antenna, H (f, τ, n) is the conjugate of
CSI of the reference antenna, Pd and Qd are the sets of dynamic paths at mth
antenna and reference one, (·) denotes conjugate operation.

More interesting, we find the product (12) can be divided into three cate-
gories, named static term, target term and cross term, where the first summation
term is static term with lower frequency, which can be treated as a constant in
a short time period and can be almost filtered by a high-pass filter. The cross
term is only product of dynamic parts on two antennas, which is orders weaker
than the others, and can be omitted. The rest is the target term and residual
static term, which keep the human location information we care about. In this
work, according to a person’s normal walking speed (0.3 m/s–2 m/s), we use a
bandpass filter to separate out the target term and set the lower and upper cutoff
frequencies to 2 Hz and 80 Hz.

We run benchmark experiments to verify the above-mentioned method. We
choose a meeting room with a size of 9.0 m × 7.7 m, which is a typical indoor
multipath environment. By carefully selecting some test points, it is ensured
that the angle of direct path between transceiver is 0◦ and the resulting reflec-
tion path’s AoA are located near 45◦ and 60◦. A person spins slightly at these
positions to produce reflection signals. We can clearly see in Fig. 5(a) and (d),
without the direct wave suppression and de-coherence, the energy peak of the
AoA spatial spectrum will appear near around 0◦, and the target reflection path’s
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AoA cannot be detected. While in Fig. 5(b) and (e), after suppressing the direct
wave, the AoA of target reflection path appears, but without de-coherence, the
spectrum is still blurred. By integrating direct wave suppression and 2D-SS, we
can accurately identify the human reflection path’s AoA, as shown in Fig. 5(c)
and (f). We also introduce Gaussian mean clustering [9] to show the results of
multiple experiments, plot in Fig. 4(a) and (b).

(a) Gaussian mean clustering at 45
degrees.
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(b) Gaussian mean clustering at 60
degrees.

Fig. 4. We perform continuous estimation of AoA and plot the clustering result.

(a) No suppression or
smoothing.

(b) With only suppression. (c) With suppression and
smoothing.

(d) No suppression or
smoothing.

(e) With only suppression. (f) With suppression and
smoothing.

Fig. 5. We run benchmark experiments to verify the super-resolution AoA estima-
tion method. Experimental results show the AoA of reflection path can be accurately
captured after direct wave suppression and spatial smoothing.
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3.4 Target Reflection Path Recognition

The last reflector of the dynamic path is not always the target, we need to sep-
arate the human reflection path from all dynamic paths. The AoA of moving
human has a larger fluctuation range than other paths in a short time measure-
ment. Similar to the ideas of [3] and [23] and benefit from their inspiration, we
believe that the human reflection signal should be the shortest direct dynamic
signal with the minimum ToA measurement. Therefore, we rely on the proba-
bilistic analysis to assign a likelihood value to each dynamic path. The likelihood
value of each path is calculated by incorporating the number of peak points with
the variance of the AoA and ToA.

lk = 1/ (1 + exp (− (ωkpk + ωβςβk
+ ωτ ςτk

))) (13)

where pk, ςβk
, and ςτk

are the number of peak points and the variance of the
AoA and ToA in the cluster corresponding to the kth dynamic path. ωk, ωβ and
ωτ are the weights of the number of peak points and the variance of the AoA
and ToA.

3.5 Target Location Estimation

In this work, human localization is achieved by combining multiple receivers’
target AoA information. It is assumed that there are R receivers. Given the
receiver locations (x1, y1), (x2, y2), · · · , (xR, yR) and the estimated AoA at each
receiver β1

target, β2
target, · · · , βR

target, we need to identify the location p =
(xp, yp) of the target.

To minimize the deviation between actual values and the observed, we use
the least square (LS) criterion [16] and solve the optimal location by minimizing
the objective function below.

minimize

R∑
i=1

li ∗ di
2

subject to sin (βit) =
|xt − xi|√

(xt − xi)
2 + (yt − yi)

2

di = ej2πd sin(βi
target)f/c − ej2πd sin(βit)f/c

(14)

where the weighting factor li is the likelihood value of most likely candidate
for the direct human reflection path from ith dynamic path. The basic idea
of formulating this optimization problem is searching through all the possible
values of the target location and find one that gives the minimum distance from
the estimated AoA values. We refer to the method mentioned in [17] and use the
modified metric ej2πd sin(βit)f/c instead of βit, because it is tolerant to these large
errors as the value of the metric remains close even when AoA gets miscalculated
from −90◦ to 90◦.
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4 Experimental Evaluation

In this section, we evaluate the performance of WiHlo. We first describe the
system implementation and evaluation setup. Then we present detailed exper-
imental results covering overall localization performance, AoA estimation per-
formance and discussion on several factors. Further more, we compare with a
typical AoA based system.

Fig. 6. Meeting room floorplan

4.1 Experimental Methodology

We use a laptop with an omnidirectional antenna to broadcast packets over the
air, and two minPCs running Ubuntu 10.04 with an Intel 5300 network interface
card (NIC) as receivers. Every receiver has three antennas, forming a uniform
linear array. We install the CSI toolkit developed by Halperin [18] on these
miniPCs to obtain CSI information for each received packet. Our experiments
are conducted in the 5 GHz frequency band with 40 MHz bandwidth, the trans-
mission rate of packets is set to 1 kHz. The processing computer is an ordinary
Dell laptop, and processes CSI data using MATLAB. We evaluate system per-
formance in a meeting room, as shown in Fig. 6. The size of the meeting room is
9.0 m× 7.7 m, and there are many chairs and desks which make it a rich multi-
path scenario. We let a person spin around at those predetermined points noted
as red dots in Fig. 6 and use the absolute difference between the measured value
and the real one as an indication of error evaluation.

4.2 Localization Performance and AoA Estimation Accuracy

To validate the localization performance of WiHlo, we compare it with MaTrack
[8]. Figure 7(a) illustrate the cumulative distribution functions (CDFs) of the
localization errors, from the results, we can see that our system outperforms the
MaTrack system, specifically, we are able to achieve a median localization error
of 0.67 m in the meeting room, while MaTrack’s localization accuracy greatly
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deviates from the real value, because in this scenario, MaTrack fails to take into
account the suppression of strong path signals, resulting in serious inaccurate
AoA estimation. Figure 7(b) gives the average AoA estimation performances
of WiHlo and the MaTrack, when test in the meeting room, WiHlo achieves
a median angle error of 7.5◦, such good performance benefits from our phase
offsets compensation and direct wave suppression operations.

Fig. 7. We demonstrate the localization accuracy and AoA estimation error of WiHlo
and MaTrack.

4.3 Performance Analysis and Discussion

Impact of the Distance Between Transceivers. The distance between the
transmitter and receiver affect the system performance, and when the target is
in a certain position, the signal-to-noise-ratio (SNR) at a longer distance will be
lower. We choose three different distances to verify the impact of the distance
between transceivers. Specifically, as shown in Fig. 8(a), the localization error
under the transceiver distance of 6 m much larger than 4 m and 2 m. Therefore,
we need to select an appropriate transceiver distance according to the size of the
monitoring range to ensure the accuracy.

Impact of Packet Rate. In our previous experiment, the packet rate was
set at 1 kHz, which put forward high requirements for our WiFi devices since
the increase in the packet rate means that the cost and power consumption of
the equipment will also increase. In order to verify the effect of different size
of packet rate to perception sensitivity, we select several groups of packet rate
from small to large to conduct experiments. Figure 8(b) shows the results: Before
reaching 500 Hz, the localization accuracy of WiHlo has been improved with the
increase of the packet rate. Continuing to improve the packet rate to 2000 Hz
has a limited effect on improving the accuracy. Therefore, in order to reduce the
requirement for equipment hardware and ensure sufficient accuracy, we can also
choose to set the packet rate to 500 Hz.



228 Z. Tian et al.

Fig. 8. We discuss the effects of two factors on localization performance. (a) is the
impact of the distance between transceivers; (b) is the impact of packet rate.

5 Conclusion

In this work, we achieve passive localization on commodity WiFi infrastructures.
Using the phase offsets compensation and direct wave suppression methods, we
separate out the dynamic path. Combining Gaussian mean clustering and prob-
ability analysis, we get the AoA of the human reflection path. The experimental
results show that our system achieves an average median AoA estimation accu-
racy of 7.5◦, and an average median localization error of 0.67 m under indoor
environment, which is better than the existing system.
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1 Introduction

Famous audio researchers Moore [1], Pitztalski and Galler [2] proposed the term
“Automatic Music Transcription” (AMT) firstly in 1977. These audio researchers
believed that by programming computers, they can manage to analyze digital
records of music, so that they could detect the pitch of melodies and chord
patterns as well as the rhythm of percussion instruments. In music transcription
system, a musical acoustic signal can be transformed to the format of music
notation like a MIDI file [3]. As a basic problem in Music Information Retrieval
(MIR), a complete AMT system would resolve the pitch, timing, and instrument
of the sound events.

Various research groups of polyphonic pitch detection used different tech-
niques for music transcriptions. Yeh [4] presented a cross pitch estimation algo-
rithm based on the score function of a pitch candidate set. Nam et al. [5] posed
a transcription approach which uses deep belief networks to calculate a mid-
level time-pitch representation. Duan et al. [6] and Emiya et al. [7] proposed a
model of spectral peak, non-peak region and the residual noise via Maximum
Likelihood (ML) Methods. More recently, Peeling and Godsill [8] raised a F0
estimation function and an inhomogeneous Poisson in the frequency domain.
In spectrogram factorization-based multi-pitch detection, resulting in harmonic
and inharmonic NMF, Vincent et al. [9] merged harmonic constraints in the
NMF model. Bertin et al. [10] presented a Bayesian model based on NMF, and
each pitch in harmonic positions is treated as a model of Gaussian components.
Fuentes et al. [11] modeled each note as a weighted amount of narrowband log
spectrum, and switched to log frequency with the convoluted PLCA algorithm.
Abdallah and Plumbley [12] combined machine learning and dictionary learning
via non-negative sparse coding.

In this paper, we propose a converged method based on Earth Mover’s Dis-
tance and Wasserstein Barycenter, to compare our experimental result of music
transcription with the ground truth. In Sect. 2, we introduce the algorithm of
Earth Mover’s Distance and Wasserstein Barycenter. In Sect. 3, we present an
experiment including data preparation, music transcription with NMF, data
trimming, merging and evaluation. At last, we conclude that our crowdsourcing
method improves the robustness and accuracy of transcription result.

2 Algorithm

Our idea of music transcription ensemble is inspired by the recent study on Earth
Mover’s Distance and Wasserstein Barycenter in the area of machine learning.
Here, we introduce their formal definitions first.

Definition 1 (Earth Mover’s Distance (EMD) [13,14]). Let X = {x1, x2,
· · · , xn1} and Y = {y1, y2, · · · , yn2} be two sets of weighted points in R

d with
non-negative weights αi and βj for each xi ∈ X and yj ∈ Y respectively, and
WX and WY be their corresponding total weights. The Earth Mover’s Distance
between X and Y is EMD(X,Y )
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=
1

min{WX ,WY } min
F

n1∑

i=1

n2∑

j=1

fij ||xi − yj ||2, (1)

where F = {fij} is a feasible flow from X to Y , i.e., each fij ≥ 0,
∑n1

i=1 fij ≤ βj,∑n2
j=1 fij ≤ αi, and

∑n1
i=1

∑n2
j=1 fij = min{WX ,WY }.

Roughly speaking, EMD is an example of the least cost and maximum flow
problem in Euclidean space R

d. Therefore, the problem of computing EMD can
be solved by linear programming [15]. In addition, several faster algorithms have
been proposed by using the techniques developed in computational geometry
[16–18]. Following EMD, we have the definition of Wasserstein Barycenter.

Definition 2 (Wasserstein Barycenter (WB) [19]). Given a set of point
sets X1,X2, · · · ,Xk ⊂ R

d, where each Xj has the same total weight, the problem
of Wasserstein Barycenter is to build a new point set Q, such that the total EMDs∑k

j=1 EMD(Xj , Q) is minimized.

Intuitively, the WB Q can be treated as the representation of all the given
patterns X1,X2, · · · ,Xk. As mentioned in [14], WB has extensive applications
in practical areas. For example, it can be applied to compute the average of
a large set of images, so as to obtain a robust pattern or compress the image
dataset. Prior works include [19–25]. Recently, researchers also use WB to handle
Bayesian inference problem [26].

In theory, Ding and Liu have systematically studied the problem of WB (they
call it as geometric prototype in the paper) [14]. Given an instance of geometric
prototype problem, they show that a small core-set, which is independent of
any geometric prototype algorithm, can be effectively computed. That is, one
can achieve a similar result via running any available black box algorithm on
the core-set. The benefit of computing the core-set is that the data size can be
significantly reduced and thus the existing algorithms can run much faster. The
reader can find more details about core-set in [27,28].

In this paper, we adopt the method from [22] for computing WB. For the
sake of completeness, we briefly describe their algorithm below.

In Ye’s paper [22], they have developed an improved Bregman ADMM
(B-ADMM) method to optimize the centroid of big clusters. With the calcu-
lation of centroid distribution, clustering has a serious expandability problem,
and they introduced the Wasserstein barycenter algorithm, which can calculate
the sum of least squared distances with cluster members.

Suppose a set of discrete distributions {Q(1), ..., Q(N)}, N stands for the size
of a Wasserstein barycenter’s computation. They intend to get a centroid Q:
{(ω1, x1), ..., (ωm, xm)}, such that

min
Q

1
N

∑N

n=1
W 2(Q,Q(n)) (2)
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where includes the weights of the centroids {ωi ∈ R+}, the supporting points
{xi ∈ R

d}, and the optimum coupling between Q and Q(n) for each n, expressed
as {π

(n)
i,j }.

Clustering in B-ADMM method optimizes {ωi} and {π
(n)
i,j } in turn, n =

1, 2, . . . ,N, versus {xi}. Δn is defined a Probabilistic simplex of n dimensions.
To solve the optimal transport issue, they have introduced two sets of variables
π(n,1) = (π(n,1)

i,j ), i ∈ L′, j ∈ Ln, and π(n,2) = (π(n,2)
i,j ), i ∈ L′, j ∈ Ln, for n =

1, 2, · · · , N the constraints as follows. Let

Δn,1 := {π
(n,1)
i,j � 0 :

∑m

i=1
π
(n,1)
i,j = ω

(n)
j , j ∈ Ln} (3)

Δn,2(ω) := {π
(n,2)
i,j � 0 :

∑m

j=1
π
(n,2)
i,j = ωi, i ∈ L′} (4)

then π(n,1) ∈ Δ
n,1 and π(n,2) ∈ Δ

n,2(ω).

3 Experiment

In this section, we start to describe training data and experimental settings,
and then conduct the state-of-the-art method to merge different transcription
results. In this experiment, we employ anaconda3 and python3.5 to perform the
transcription, and sklearn toolbox to deal with data; while adopted pycharm to
merge the data of different transcription results.

3.1 Data Preparation in Different Scenes

In data preparation period, the instrumental sound records in studio were
described as dry source, however, most of scenes were not ideal. For a large
amount of ground noises would be added to dry source during recording due to
the sound card device or background. What’s more, some instrumental sounds
were recorded in different scenes and added different noises. We chose three clas-
sical music pieces by Bach, Mozart and Beethoven and preprocessed them with
filter noise, distortion noise, reverb noise and dynamic noise.

3.2 Experimental Settings and Transcription

In this paper, we first proposed a method based on non-negative matrix factor-
ization. Non-negative matrix factorization (NMF) algorithm is utilized as a tool
for music transcription [29]. The NMF model in its simplest form decomposes
an input spectrogram A ∈ R

X×Y
+ with X frequency bins and Y frames as:

A ≈ FT (5)
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where R � X,Y; F ∈ R
X×Y
+ contains the spectral cardinality of each R tone

component; and T ∈ R
X×Y
+ is the matrix of pitch activity across time.

Then we employed a fresh and simple Time-frequency representation, using
the effectiveness of spectral features when highlighting the start time of notes.
In addition, we adopted the NMF model to input the proposed features. In our
system, we used different audio signals recorded in different scenes with a sample
rate of 48 kHz. We split the frame with a hamming window of 8192 samples and
a jump size of 1764 samples. The 16384-point DFT was calculated on every
frame via double zero padding. Smoothing the spectrum through a median filter
covered 100 ms. The algorithms is updated and iterated 50 times. Each row of
the transcription results showed: onset time, offset time, notations of Midi are
as followed in Fig. 1.

Fig. 1. The transcription result

3.3 Data Trimming with Random Forest

When we conducted the transcription experiment, we found that the results had
some differences in dimensions of matrixes and maybe some data were lost or
added when transcription was performing. In order to obtain a better merging
result, we applied Random Forest Regression to complete data trimming through
inserting the predicted value or removing the large deviation. Random forest is an
integrated algorithm of decision tree. Random forests contain multiple decision
trees to reduce the risk of over-fitting.

Random forests train is a series of decision trees, so the training process is
analogical. Due to the addition of random processes to the algorithm, there is a
small difference among each decision tree. By combining the prediction results
of each tree, the variance of the prediction is reduced and the performance on
the test set is improved. Random representation:

1. At each iteration, the original data are subsampled to obtain different training
data.

2. For each tree node, considering different random feature subsets as split.
3. The training process of decision making is the same as that of decision tree.
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We first made an initial guess at the missing value, such as filling it with
mean/median, then sorting it from small to large according to the missing rate
of variable. Using Random Forest Regression to fill in the missing value of vari-
able first, and then iterating it until the latest and final filling result no longer
change (with little change). As is shown in Fig. 2, according to Random Forest
Regression which we can obtain the predict value and then by comparing with
true value, the result is great.

Fig. 2. Data prediction with Random Forest Regression (red line stands for predict
value and green line stands for true value) (Color figure online)

3.4 Ensemble and Comparison

In this section, we used transcribed data sets adding four kinds of noises to
see the properties of the ensemble method through the Wasserstein Barycenter
algorithm which we described above. In ensemble experiments, we examined the
conditions under which ensemble method could estimate clusters of transcrip-
tion data. In comparison experiments, we compared the ensemble method with
single transcription method in four scenes through Proportional Transportation
Distance (PTD) to see the advantages of the ensemble method.

(i) Ensemble. Firstly, we examined data sets in four scenes (adding filter noise,
distortion noise, reverb noise and dynamic noise) under which we could get
reasonable clusters. Then, we employed the Wasserstein Barycenter algorithm
as our ensemble method to obtain results. For example, as is shown in Fig. 3, we
put forward the transcription data with reverb noises before ensemble. It can be
seen that there is a large gap between unmerged data and raw data.

While, we generated the 10 transcription data adding with different reverb
noises and then merged them through Wasserstein means algorithm. The com-
parison between merged data and raw data is shown in Fig. 4.

(ii) Comparison. We show that ensemble method is more robust than single
transcription method in four scenes through Proportional Transportation Dis-
tance (PTD). The experimental results are evaluated objectively by using PTD
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Fig. 3. The raw data and unmerged data with reverb noises. (The blue dots represent
the raw data) (Color figure online)

Fig. 4. The raw data and merged data with reverb noises. (The blue dots represent
raw data) (Color figure online)

described above. The PTD is computed by first dividing each point’s weight by
the total weight of its point set, and then the EMD of resulting point sets is cal-
culated [30]. According to the EMD and PTD method, we present notation as
sets of weighted points. The weight represents note duration. Each note stands
for a point distributed in the x and y coordinates, representing the start time
and pitch, respectively. We use the Euclidean distance as the ground distance.
Thus, the distance between two notes with the coordinates (xi, yi) and (xj , yj) is

dij =
√

(xi − xj)
2 + (yi − yj)

2

Then it is used to calculate the EMD of the two audio matrices. At last, we
switch the EMD to PTD as the comparison of merged and unmerged data. The
result is shown in Fig. 5.

We selected three classical music pieces by Bach, Mozart and Beethoven
in four scenes by adding different noises including filter noise, distortion noise,
reverb noise and dynamic noise. We calculate the PTD between unmerged data
and ground truth (or raw data), and then between merged data and ground
truth. The PTD comparison of merged and unmerged data in four scenes are
shown in Tables 1, 2, 3 and 4.

From these tables we can see that the transcription has a more robust result
after merging. By comparing the PTD between merged and unmerged data, we
can find that the merged data are already very close to the ground truth, and
the PTD of merged data decreased more than 3 times compared with unmerged
data.
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Fig. 5. The PTD Comparison. (The middle blue dot represents the raw data, the black
dots represent the merged data, and other points represent the unmerged data.) (Color
figure online)

Table 1. The PTD comparison in scene1 with filter noises. (Filter 1–5 are unmerged
data, mix are merged data)

PTD Filter1 Filter2 Filter3 Filter4 Filter5 Mix

Bach 4.9777 4.1040 4.9818 4.7306 3.9892 0.3624

Beethoven 3.6474 3.4409 2.9725 2.9948 2.9216 0.7622

Mozart 1.8165 2.2874 1.8099 1.7664 1.7765 0.5321

Table 2. The PTD comparison in scene2 with reverb noises. (Reverb 1–5 are unmerged
data, mix are merged data)

PTD Reverb1 Reverb2 Reverb3 Reverb4 Reverb5 Mix

Bach 1.8228 1.9929 2.4563 2.4874 3.4708 0.4978

Beethoven 3.0975 3.2011 4.3783 3.1690 2.9124 0.4137

Mozart 2.4403 2.0241 1.8956 1.8765 1.8224 0.4167

Table 3. The PTD comparison in scene3 with dynamic noises. (Dynamic 1–5 are
unmerged data, mix are merged data)

PTD Dynamic1 Dynamic2 Dynamic3 Dynamic4 Dynamic5 Mix

Bach 2.3392 3.0378 2.8648 2.6319 2.4494 0.3909

Beethoven 2.4482 2.8423 2.4436 2.4857 2.9649 0.7432

Mozart 1.9077 1.9662 1.9327 1.8483 1.8813 0.6417

Table 4. The PTD comparison in scene4 with distortion noises. (Distortion 1–5 are
unmerged data, mix are merged data)

PTD Distortion1 Distortion2 Distortion3 Distortion4 Distortion5 Mix

Bach 3.2819 3.8431 3.1133 2.8937 2.2559 0.6667

Beethoven 4.2782 4.3418 3.5581 5.0861 2.7737 0.4621

Mozart 2.6864 2.6495 2.5223 2.1681 1.9183 0.8932
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3.5 Evaluation and Performance

We employed the evaluation by calculating precision (P = Ntp

Ntp+Nfp
), recall (R =

Ntp

Ntp+Nfn
), F-measure (F = 2PR

P+R ) and accuracy (A = Ntp

Ntp+Nfp+Nfn
), where Ntp,

Nfp and Nfn are the values of true positives, false positives and false negatives,
respectively. If the pitch is correct and its starting time is within 50ms of the
ground truth, we computed the notes as true positives [31].

The results are shown in Table 5. First of all, we averaged precision, recall,
F-measure and accuracy of unmerged data from three composers in four scenes.
Then, we compared the values of them in four scenes with those of merged data.
It can be seen that the ensemble method is better than single transcription
method in four scenes and the rates of precision, recall, F-measure and accuracy
are obviously higher than those of unmerged data. It has increased nearly 2 times
in F-measure and accuracy and 1.5 times in precision and recall.

Table 5. Performance comparison on the real date set

Precision Recall F-measure Accuracy

Filter 0.4321 0.6667 0.3766 0.3232

Reverb 0.4405 0.6829 0.3841 0.3927

Dynamic 0.4272 0.6977 0.3385 0.3431

Distortion 0.4137 0.6914 0.3278 0.3703

Mix 0.6421 0.9231 0.7371 0.6642

4 Conclusion

In this paper we showed that Wasserstein Barycenter is effective in multiple
scenes ensemble in machine learning. In different scenes and pieces of music,
we presented their effectiveness in ensemble results, as well as in improving the
robustness and accuracy of music transcriptions. We also proposed an objective
evaluation to measuring the differences between music notation transcriptions
in different scenes and the ground truth scores. Finally, we drew a conclusion
that our crowdsourcing method is very useful in improving the robustness and
accuracy of transcription results.
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Abstract. Non-coherent ultra-wideband (UWB) systems have attracted
great attention due to their low complexity, and without the need of chan-
nel estimation. In order to improve the transmission reliability, polar codes
were recently introduced into non-coherent UWB systems because of their
capability of approaching the Shannon channel capacity, and their low
complexity in both coding and decoding. In the case of polar codes with
medium and short length, the bit error rate (BER) performance of coded
incoherent UWB systems is limited to incompletely channel polarization,
poor Hamming distance and the sensitivity of successive cancellation (SC)
decoding resulting in error propagation. In order to improve the perfor-
mance of coded systems using polar codes with medium and short length,
Spinal-Polar codes were recently presented, in which inner codes and outer
codes are complementary, and the outer codes have good pseudo-random
characteristics and error correction performance in the case of short length.
Therefore, in this paper, the interleaved Spinal-Polar codes are introduced
into the non-coherent UWB systems. Simulation results show that the
interleaved Spinal-Polar codes can effectively improve the BER perfor-
mance of the coded non-coherent UWB systems using polar codes with
medium and short code length.

Keywords: UWB · Non-coherent reception · Spinal coding · Polar
coding · Concatenated coding

1 Introduction

Ultra-wideband (UWB) is a short-range wireless communication technology that
uses spectrum overlap technology to make full use of spectrum resources. UWB
technology has good coexistence and confidentiality characteristics, strong mul-
tipath resolution and fine positioning accuracy. The incoherent UWB systems
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have been widely studied for its low cost, low complexity and without the need of
precise synchronization while achieving suboptimal bit error rate (BER) perfor-
mance. However, many key technologies need to be developed for UWB commu-
nication systems, and these key technologies are of great significance to improve
the performance of systems. Among them, channel coding is investigated to
guarantee reliability.

At present, some forward error correction FEC codes have been introduced
into incoherent UWB systems to improve the BER performance of the systems
[1–4]. Polar codes were also recently introduced into non-coherent UWB systems
due to their capability of approaching the Shannon channel capacity, and com-
plexity in both coding and decoding [5]. In the case of polar codes with medium
and short length, the performance is inferior to that of Turbo codes and low
density parity check (LDPC) codes. Several typical concatenated polar coding
schemes were studied to improve the performance of polar codes with medium
and short length at present. The traditional Reed Solomon (RS)-Polar codes can
reduce the frame error rate (FER), however, it is hard to implement because the
length of outer codes increases exponentially with the increase of the length of
inner codes [6]. In the interleaved RS-Polar codes, the efficiency of the concate-
nated codes is higher as the coding length increases [7]. The LDPC-Polar codes
was proposed to overcome the incompletely polarization of polar codes with
medium and short length [8]. The BCH-Polar codes and the Convolutional-Polar
codes were proposed, in which the decoding scheme of outer codes is relatively
complex [9]. In order to solve the problem of pairwise bit error resulted from SC
decoding, interleaved LDPC-Polar codes were proposed [10]. However, LDPC
codes can obtain better error correcting ability only when the coding length is
long enough. Moreover, it has high encoding complexity, therefore, the encoding
complexity of the concatenated codes will increase. Each of these concatenated
codes improves the performance of polar codes, but also suffers from the prob-
lem that the error correction capability of outer codes is affected by the coding
length. The interleaved Spinal-Polar codes were proposed in [11], and it can sig-
nificantly improve the performance of polar codes in acceptable complexity [11].
In the interleaved Spinal-Polar codes, the information sequence is divided into
many data streams before interleaving operation. Therefore, we can make full
use of the performance of Spinal codes with short code length. The joint iterative
decoding corresponding to interleaved coding can alleviate the problem of error
derivation in SC decoding [12].

Based on the discussions above, in this paper, the interleaved Spinal-Polar
codes are used to improve the BER performance of the coded incoherent UWB
systems using polar codes with medium and short length. The information
sequence is coded by Spinal coding scheme firstly, and then the second layer
of protection is obtained by polar coding.

The rest of this paper is organized as follows. Section 2 introduces the signal
and channel models for the coded non-coherent UWB systems. Section 3 intro-
duces interleaved Spinal-Polar codes and joint iterative decoding. Section 4 gives
some simulation results. Finally, Sect. 5 provides the concluding remarks.
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2 Signal and Channel Model

2.1 NC-PPM Signaling

PPM is a modulation method that uses data signal to change the pulse position
in one symbol period. According to the IEEE 802.15.4a standard, PPM-UWB
signal is formed by evenly spaced double pulses to meet the FCC mask require-
ments. The PPM-UWB signal is [4]

s (t) =
√

Eb

2Ns

N−1∑
i=0

vi (t − iTs) (1)

where vi (t) Δ= [1 − cn (i)] s (t)+cn (i) s
(
t − Ts

2

)
, information bit cn(i) determines

the location of s(t) throughout the symbol period, N indicates the length of
the original information transmitted, Eb represents the average energy of each
symbol, Ns represents the pulse pairs in each symbol, and Ts represents the
symbol period.

2.2 TR Signaling

Assuming the information bit stream is cn ∈ {0, 1}, it is expressed as symbol
sequence bn ∈ {−1, 1} after BPSK modulation. In the TR transmission scheme,
the basic unit of the transmitted signal is a pulse pair containing a data pulse and
a reference pulse, and the reference pulse is transmitted before the modulated
data pulse. The TR signaling is [13]

ŝTR (t) =
∞∑

n=−∞

Ns−1∑
i=0

g (t − nTs − iTf ) + bng (t − nTs − iTf − Td) (2)

where g (t) represents the UWB pulse, Tf represents the duration of each frame,
Td represents the interval between two pulses in a pulse pair, Ts = NsTf is the bit
period, and bn is the n information bit. τmax and Tp represent maximum channel
spread time and pulse width respectively, to avoid inter-pulse interference (IPI),
taking Td ≥ τmax + Tp, and taking Tf ≥ 2Td to avoid inter-frame interference
(IFI). Compares to TR-UWB systems, the TRPC-UWB systems have smaller
interval between the data pulse and the reference pulse. In this paper, the sim-
ulation of the BER performance of TRPC-UWB systems, assuming Td = Tp.

2.3 Channel Model

The channel impulse response of the UWB multipath channel model given by
the IEEE 802.15.4a standard is [14]

h (t) =
L∑

l=1

αlδ (t − τl) (3)

where L represents the total number of multipaths, αl and τl represent complex
amplitude and spread delay of the l-th path.
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3 Interleaved Spinal-Polar Coding Scheme for
Non-coherent UWB Systems

3.1 Interleaved Spinal-Polar Coding Scheme

The coding process of coded non-coherent UWB systems using interleaved
Spinal-Polar codes is described as follows. Firstly, the information sequence is
coded by Spinal codes, next the interleaving process is operated, and then polar
coding is parallel implemented. The specific Spinal coding process is referred to in
reference [15]. Polar coding is represented by four parameters (N, k,A, uAc), the
specific coding process is referred to reference [16]. Two important steps in polar
coding are generating matrix and selecting bit sub-channel index of transmission
information. When selecting the bit sub-channel index of transmission informa-
tion, the channel noise is obtained by training sequence in non-coherent UWB
systems, the specific process is referred to reference [5]. When the interleaved
Spinal-Polar coding is performed, it is assumed that the number of channels is P ,
and each row of the matrix W has P Spinal code-words. Table 1 shows the spe-
cific procedure of the interleaved Spinal-Polar coding, where the channel number
is P [11], m represents the length of each Spinal code-word and n represents the
length of each polar code-word.

Algorithm 1. Interleaved Spinal-Polar coding procedure

Initialization:
Divide the information sequence M into r block data streams, each

block contains m′ bits, m′bits are divided into m′/k part;
Set the channel number parameter P in the outer Spinal coding;
Define the concatenated encoding matrix X with size mP × n.
for i ← 1 to m′/k do

for j ← 1 to r do
W (j, (i − 1)mk/m′p + 1 : imk/m′p) = Spinalencoder(m̄i, P );

end for
W ′ = W t;
X ((i − 1)mk/m′ + 1, imk/m′) = Polarencoder (W ′, n);

end for
End Obtain the interleaving Spinal-Polar coding matrix XmP×n.

3.2 Joint Iterative Decoding for Interleaved Spinal-Polar Codes

The coded NC-PPM, TR and TRPC signaling using interleaved Spinal-Polar
codes pass through the channel firstly, then the channel transmission sequence
pass through the receiving filters. The signals are expressed as follows [5]

r (t) = s̃ (t) ∗ h (t) + n (t) (4)

where ∗ denotes a linear convolution, n(t) represents a complex additive white
Gaussian noise.
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The autocorrelation operation is performed on the filtered TR and TRPC
signaling, and the output decision variable by the receiver is [4]

D =
∫ mTs+T2

mTs+T1

r̃ (t)r̃ (t − Td) dt (5)

where T1 = Td +Tl, T2 = Td +2 (Nf − 1) Td +Th +Tp = (2Nf − 1) Td +Th +Tp,
Tl and Th represent the starting and ending points of the integral respectively, Tl

usually approaches the arrival time of the first path, integral interval [T1, T2] will
affect the detection effect, so the choice of T1 and T2 should make the autocorre-
lation operation cover as many meaningful multipath channels as possible. The
specific determination algorithm can be referred to reference [17], and finally the
receiver output information [17]

b̃ =
sgn (D − d0) + 1

2
(6)

In TR-UWB systems, d0 in (6) is taked as 0. However, in TRPC-UWB sys-
tems, it is generally assumed that the pulse interval is approximately equal to
the pulse width. This will inevitably lead to inter-pulse interference, so it results
in the deviation of the decision threshold. Therefore, “0” isn’t the appropriate
decision threshold for TRPC-UWB systems any more. In the process of simu-
lating the BER performance of the coded TRPC-UWB systems, we assume that
Td = Tp and use the optimized decision threshold d0, and the specific acquisition
method is referred to reference [17].

The coded NC-PPM signaling passing through the filter is detected by a
square-law detector firstly, and then the signal passing through the square-law
detector is fed into the energy integrator with different integration windows.
The decision variable is from the different energy value of the energy integrator
with different integration windows. The signal energy collected corresponding to
different integration length is [4]

D0 =
∫ T2

T1

r̃(t)2dt (7)

D1 =
∫ T2+

Ts
2

T1+
Ts
2

r̃(t)2dt (8)

Among them, the starting and ending moments of the integral T1 and T2

are determined in reference [4]. The final decision variable D = D1 − D0. The
receiver output decision information [4]

b̃ =
sgn (D) + 1

2
(9)

where sgn (x) =
{

+1, x > 0
−1, x < 0 .
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In the coded non-coherent UWB systems, the decision variable is used as the
output of the receiver, to obtain the decoded decision variable. In this paper,
the joint iterative decoding algorithm [12] is applied, where, SC decoding for
inner codes [16] and FSD decoding for outer codes [18] are used, respectively.
Algorithm 2 shows the process of the joint iterative decoding algorithm.

Algorithm 2. Joint iterative decoding algorithm

Initialization:

Define the decoding auxiliary matrix yt and decoding matrix Ŵ ;
for i ← 1 to r do

for j ← 1 to mP do
yt (1 : mP, i) = Polardecoder(n,A, y (1 : mP, i));

end for

Ŵ (1 : m, i) = FSDdecoder
(
P, yt (1 : m, i) , B, k

)
;

//update information obtained from Spinal decoder back to the SC
decoder

y′ (1 : mP, i) = Spinalencoder
(
Ŵ (1 : m, i) , P

)
;

end for

End the decoding matrix Ŵm×r is get.

4 Simulation Results and Discussions

4.1 Parameter Setting for Outer Codes

In order to realize the complementary advantages between inner and outer codes
in interleaved Spinal-Polar codes, it is necessary to reasonably design the code
length of Spinal codes and polar codes, that is, to reasonably set the values
of k and r of Spinal codes and the values n of polar codes. In simulation, the
parameter setting of the outer codes mainly includes the Hash function and the
number of channel. In addition, the outer codes are applied at a fixed coding
rate, so it is also necessary to set the coding form.

A. Hash Function

In order to reduce the collision probability of different information segments
through hash function and ensure the efficiency of identifying the original infor-
mation sequence correctly, it is needed to adopt hash function with a long state
length as much possible. However, in order to balance hardware requirements
and the performance of concatenated codes, the one-at-a-time hash function with
32 bits length is adopted in this paper.

B. Coding Form

Due to the sequential nature of Spinal coding, the information data stream mi

has nothing to do with the coding symbol according to the information data
stream mi−1,mi−2, · · · ,m1, so the information data stream in former coded by
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Spinal codes can be better protected. That is, the error correction performance of
Spinal codes cannot be improved by increasing the coding length [19]. Therefore,
the BER of the coding form S (n, k, P ) (where n �= k) is greater than that of
the coding form S (k, k, P ), that is Pe > εD, where εD is the BER of the coding
form S (k, k, P ) of spinal codes.

C. Channel Number Settings

The BER calculation formula for the Spinal codes in the AWGN channel is given
in [20]

Pe (i) = 2−Θ(iPC2/k) (10)

In the formula (10), i represents the index of the block information, P rep-
resents the number of channels, and C represents the channel capacity. It can
be seen that the error correction performance of the Spinal codes increases with
the increase of the number of channels. Therefore, a number of channels greater
than 1 is set in the simulation process.

4.2 Simulation Results

In this paper, simulation is carried out under CM1 and CM8 channel models,
and the final BER data are obtained from an average of 100 channels, including
coded NC-PPM, TR and TRPC systems using interleaved Spinal-Polar codes.
CM1 is the channel environment of residential line-of-sight and CM8 channel is
the channel environment of factory non-line-of-sight. The uncoded TRPC sys-
tems have better BER performance compared to uncoded TR systems. The NC-
PPM systems are one kind of non-coherent UWB systems, which have different
modulation modes at the transmitter and detection methods at receiving end. In
the case of outer codes with single channel, there are two cases of concatenated
coding rate, 1/4 and 1/8, and the corresponding coding length are 512, 1024.

Figure 1 shows the BER performance of the coded TR-UWB systems using
interleaved Spinal-Polar codes in the CM1 channel model. The results show that
the coded systems have better performance. When the coding rate is the same,
the interleaved Spinal-Polar codes can improve the BER performance of the
coded systems using polar codes with medium and short length. For example,
when the code length is 512 and BER = 1× 10−3, the coded TR-UWB systems
using interleaved Spinal-Polar codes achieve a performance gain of 0.5 dB com-
pared to the coded TR-UWB systems using polar codes. When the code length
is 1024 and BER = 1 × 10−4, the coded TR-UWB systems using interleaved
Spinal-Polar codes achieve a performance gain of 1.3 dB compared to the coded
TR-UWB systems using polar codes.

Figure 2 shows the BER performance of the coded TRPC-UWB systems
using interleaved Spinal-Polar codes in the CM1 channel model.

As can be seen from Fig. 2, the coded systems have better performance as
the coding rate decreases. For example, when BER = 1×10−4, compared to the
coded systems with the coding rate 1/4, the coded systems with coding rate 1/8
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Fig. 1. BER performance of the coded TR-UWB systems using interleaved spinal-polar
codes in CM1 channels.

achieves a performance gain of approximately 1.5 dB. When the coding rate is
the same, the coded TRPC-UWB systems using interleaved Spinal-Polar codes
improve the BER performance of the coded TRPC-UWB systems using polar
codes. For example, when the code length is 512 and BER = 1×10−5, the coded
TRPC-UWB systems using concatenated codes achieves a performance gain of
approximately 0.9 dB.

Figure 3 gives the BER simulation of the coded TRPC-UWB systems inter-
leaved Spinal-Polar coding scheme in the CM8 channel model.

The simulation result in Fig. 3 shows that the interleaved Spinal-Polar coded
systems under this channel model have better BER performance as the coding
rate decreases. For example, when BER = 1 × 10−5, the concatenated cod-
ing systems with a coding rate 1/8 obtain a performance gain of nearly 2.0 dB
compared with the concatenated coding systems with a coding rate 1/4. At
the same coding rate, the BER performance of the coded TRPC-UWB systems
using interleaved Spinal-Polar coding scheme is better than that of the coded
TRPC-UWB systems using polar coding scheme. For example, when the codes

Fig. 2. BER performance of the coded TRPC-UWB systems using interleaved spinal-
polar codes in CM1 channels.
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Fig. 3. BER performance of the coded TRPC-UWB systems using interleaved spinal-
polar codes in CM8 channels.

length is 1024, the coded systems using the concatenated coding scheme obtain
a performance gain of 1.1 dB.

Figure 4 shows the BER performance simulation of the coded NC-PPM sys-
tem using interleaved Spinal-Polar codes in the CM1 channel model. As can be
seen from Fig. 4, the Spinal-Polar interleaved coded systems achieve better per-
formance gain than polar coded systems at the same coding rate. For example,
when BER = 1 × 10−4, the concatenated coding systems with the coding rate
1/4 and 1/8 obtain the performance gains of 0.4 dB and 0.6 dB compared with
the coded systems using polar codes alone. The BER performance of the coded
systems using concatenated codes get better as the coding rate decreases. For
example, when BER = 1 × 10−4, the concatenated coding systems with the
coding rate 1/8 obtain a performance gain of nearly 1 dB compared with the
concatenated coding systems with the coding rate 1/4.

Fig. 4. BER performance of the coded NC-PPM systems using interleaved spinal-polar
codes in CM1 channels.
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4.3 Complexity Comparison

Table 1. Complexity comparison

Interleaved Spinal-Polar concatenated codes Polar codes

Coding O
{

m′
k
P [r (v + k) + n]

}
O (N)

Decoding O
(
rmB · 2k (v + k + logB) + N log n

)
O (N logN)

Table 1 shows the time complexity of the interleaved Spinal-Polar codes and the
polar codes. Where the massage sequence is divided into r blocks, the state
length of Hash function for Spinal coding is v, the number of channels is P , each
of information blocks is divided into m′/k parts, the length of spinal code-word is
m. The length of polar code-word is n. The main time cost is the Hash function
acts on the information in Spinal coding, that is O (v + k).

5 Conclusions

In this paper, the coded non-coherent UWB systems using interleaved Spinal-
Polar codes are evaluated under CM1 and CM8 channels. Theoretical analysis
and simulation results show the interleaved Spinal-Polar coding scheme can effec-
tively improve the BER performance of the coded non-coherent UWB systems
using polar codes with the medium and short length.

References

1. Liang, Z., Dong, X., Gulliver, T.A.: Performance of coded transmitted reference
pulse cluster UWB systems. In: Proceedings of IEEE Asilomar Conference on Sig-
nals, Systems, and Computers, October 2008, pp. 1990–1995 (2008)

2. Liang, Z., Dong, X., Gulliver, T.A., Liao, X.: Performance of transmitted refer-
ence pulse cluster ultra-wideband systems with forward error correction. Int. J.
Commun. Syst. 27, 265–276 (2014)

3. Zang, J., Liang, Z., Liu, J., Li, P., Yang, X.: Performance of transmitted reference
pulse cluster UWB communication systems using LDPC codes. In: IEEE Interna-
tional Symposium on Personal, October 2015, pp. 585–589 (2015)

4. Liang, Z., Zang, J., Yang, X., Dong, X., Song, H.: Low-density parity-check codes
for noncoherent UWB communication systems. China Commun. 14, 1–11 (2017)

5. Ma, L., Liang, Z., Liu, D.: Performance of polarized channel coding in TRPC-UWB
communication systems. In: IEEE International Conference on Cyber-Enabled Dis-
tributed Computing and Knowledge Discovery (CyberC), pp. 466–470 (2017)

6. Bakshi, M., Jaggi, S.: Concatenated polar codes. In: IEEE International Sympo-
sium on Information Theory, pp. 918–922 (2010)

7. Mahdavifar, H., El-Khamy, M., Lee, J., Kang, I.: Performance limits and practi-
cal decoding of interleaved Reed-Solomon polar concatenated codes. IEEE Trans.
Commun. 62, 1406–1417 (2014)



Spinal-Polar Concatenated Codes 251

8. Guo, J., Qin, M., Fabregas, A.G., Siegel, P.H.: Enhanced belief propagation decod-
ing of polar codes through concatenation. In: IEEE International Symposium on
Information Theory, pp. 2987–2991 (2014)

9. Wang, Y., Narayanan, K., Huang, Y.: Interleaved concatenations of polar codes
with BCH and convolutional codes. IEEE J. Sel. Areas Commun. 34, 267–277
(2016)

10. Meng, Y., Li, L., Hu, Y.: A novel interleaving scheme for polar codes. In: IEEE
84th Vehicular Technology Conference, pp. 1–5 (2017)

11. Dong, D., Wu, S., Jiang, X., Jiao, J., Xhang, Q.: Towards high performance short
codes: concatenated with the spinal codes. In: IEEE 28th Annual International
Symposium on Personal, Indoor, and Mobile Radio Communications (PIMRC),
pp. 1–5 (2017)

12. Xu, X., Wu, S., Dong, D., Jiao, J., Zhang, Q.: High performance short polar codes:
a concatenation scheme using spinal codes as the outer code. IEEE Access 6(99),
70644–70654 (2018)

13. Dong, X., Lee, A., Xiao, L.: A new UWB dual pulse transmission and detection
technique. In: IEEE International Conference on Communications, pp. 2835–2839
(2005)

14. Molisch, A., et al.: IEEE 802.15.4a channel model-final report. IEEE 802.15-04-
0662-02-004a (2005)

15. Perry, J., Balakrishnan, H., Shah, D.: Rateless spinal codes. In: ACM Workshop
on Hot Topics in Networks, pp. 1–6 (2011)

16. Arikan, E.: Channel polarization: a method for constructing capacity-achieving
codes for symmetric binary-input memoryless channels. IEEE Trans. Inf. Theory
55, 3051–3073 (2009)

17. Dong, X., Jin, L., Orlik, P.: A new transmitted reference pulse cluster system for
UWB communications. IEEE Trans. Veh. Technol. 57(5), 3217–3224 (2008)

18. Yang, W., Li, Y., Yu, X., Li, J.: A low complexity sequential decoding algorithm
for rateless spinal codes. IEEE Commun. Lett. 19(7), 1105–1108 (2015)

19. Yang, H.: Design and analysis of cascaded Spinal codes (2018)
20. Balakrishnan, H., Iannucci, P., Perry, J., Shah, D.: De-randomizing Shannon: the

design and analysis of a capacity-achieving rateless code (2012). https://arxiv.org/
abs/1206.0418

https://arxiv.org/abs/1206.0418
https://arxiv.org/abs/1206.0418


Dynamic Programming Based
Cooperative Mobility Management

in Ultra Dense Networks

Ziyue Zhang1,2, Jie Gong3, and Xiang Chen1,2(B)

1 School of Electronics and Information Technology, Sun Yat-sen University,
Guangzhou 510006, China

chenxiang@mail.sysu.edu.cn
2 Key Lab of EDA, Research Institute of Tsinghua University in Shenzhen (RITS),

Shenzhen 518075, China
3 School of Data and Computer Science, Sun Yat-sen University,

Guangzhou 510006, China

Abstract. In ultra dense networks (UDNs), base stations (BSs) with
mobile edge computing (MEC) function can provide low latency and
powerful computation to energy and computation constrained mobile
users. Meanwhile, existing wireless access-oriented mobility management
(MM) schemes are not suitable for high mobility scenarios in UDNs. In
this paper, a novel dynamic programming based MM (DPMM) scheme is
proposed to optimize delay performance considering both wireless trans-
mission and task computation under an energy consumption constraint.
Based on markov decision process (MDP) and dynamic programming
(DP), DPMM utilizes statistic system information to get a stationary
optimal policy and can work in an offline mode. Cooperative trans-
mission is further considered to enhance uplink data transmission rate.
Simulations show that the proposed DPMM scheme can achieve close-
to-optimal delay performance while consume less energy. Moreover, the
handover times are effectively reduced so that quality of service (QoS)
is improved.
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1 Introduction
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computing (MEC) [6] are urgently required in 5G mobile communication sys-
tems. UDN aims at satisfying high data rate requirements to enhance the overall
network capacity. In MEC, cloud computing and storage resources are placed at
the network edge, so that mobile users experience lower latency, higher reliabil-
ity and reduced computing power. However, due to the intensive deployment of
base stations (BSs) in the UDN network and the high mobility of users, handover
among BSs may frequently occur during data transmission or task computing.
Frequent handover among BSs causes additional time delay and reduces the qual-
ity of service. Therefore, mobility management (MM) needs to be taken care of
to guarantee low-latency and reliable service.

Mobile edge computing has drawn increasing attentions recently. The exist-
ing works mainly focus on task offloading policies and resource management
schemes, i.e., how and when to offload a computation task from a mobile device
to the edge or cloud systems. Ref. [8] proposed a partial computation offloading
policy by comprehensively considering cloud computing and MEC in Internet of
Things (IoTs), but the resources of MEC are not limited, which is unrealistic.
Moreover, the user’s mobility was not considered. Some other works consider
service migration due to user’s mobility, which is a key component of MM in
MEC. With the consideration of the complex dynamics of UDN and the low
mobility of users, a non-stochastic online-learning approach was proposed in [10]
to reduce unnecessary handover. However, the high mobility of users makes the
mobility management policy ineffective.

Due to the mobility of users and the change of wireless environment, the infor-
mation obtained will be inaccurate, which brings challenges to wireless transmis-
sion and computation offloading. A Q-learning based MM was proposed in [13] to
handle the information uncertainties, considering the wireless transmission and
computation offloading. An energy efficient mobility scheme was designed in
[15] to improve computation delay performance while satisfying communication
energy constraint. Ref. [15] proposed a method to solve the optimization task
using Lyapunov optimization and Multi-armed Bandits. Different from [15], a
user-oriented energy-aware MM policy was proposed in [11] considering handover
cost and the BSs’ random ON/OFF. However, all these works are online-learning
approachs which do not take advantage of user mobility statistics. In addition,
inter-BS cooperation is not considered.

There are a few works considering cooperation to improve communication
and computation performance. A joint computation and communication coop-
eration approach was proposed in [1] by using the helper user as a relay. In
practice, using another BS as a relay would cause more access problems. Ref. [4]
proposed a scalable BS switching strategy, which applied cooperative communi-
cations and power control, to extend the network coverage to the service areas
of the switched-off BSs. However, the cooperative data transmission among BSs
has not been considered in those works.

In this paper, an MM scheme considering both user’s high mobility and
BS cooperation is proposed. A high mobility user is guided to connect to
delay-optimal BSs and performs handover if necessary. By utilizing the statistic
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information of user mobility and edge servers’ status, the MM problem is formu-
lated as a Markov decision process (MDP) and solved by the dynamic program-
ming (DP) algorithm. Simulations show that delay performance can be greatly
enhanced by using cooperative data transmission. Moreover, the proposed algo-
rithm can effectively reduce handover times compared with the benchmark algo-
rithm to guarantee UE’s quality of service (QoS).

2 System Model and Problem Formulation

In this section, we will introduce the system model. The user mobility model,
task generation and computation are first introduced. Then, the cooperative data
transmission, the time delay and energy consumption model, the handover cost
are described in detail. Finally, the mobility management problem is formulated.

2.1 System Overview

Fig. 1. Illustration of the considered mobility management in UDN with MEC-enabled
BSs. A mobile UE with random walk trajectory offloads tasks to two of the candidate
BSs via cooperative data transmission. The blue curve is the walk trajectory. The green
lines mean connections between the UE and its serving BSs while the red lines mean
possible connections between the UE and the candicate BSs. Moreover, the red/green
colored bar below each BS refers to BS’s computation status (red: heavy loaded, green:
idle or lightly loaded). (Color figure online)

As shown in Fig. 1, the system, which is considered as a UDN environment, is
running a set of MEC-enabled BSs which denoted as SN = {1, 2, . . . , N}. A high
mobility user equipment (UE) moves randomly in the network, which is modeled
as a two-dimensional Brown motion, generating totally M tasks to be offloaded to
the BSs for computing. Let Lm ∈ SL denoting the UE’s location where task m is
generated.Due to theUDNenvironment, there are always several candidate service
BSs SA(Lm) ⊆ SN , where SA(Lm) is the set of candicate BSs in location Lm.
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2.2 Task Computation

The computation task m is characterized using a two-parameter model [7]: input
data of size λm bits that needs to be offloaded and computation intensity μ
indicating how many CPU cycles are required to compute one bit input data.
Without loss of generality, we assume that tasks are all of equal size λ. The
following analysis can be extended to the cases where the data sizes are not
equal. Moreover, the CPU frequency distribution of BSs is uniform.

Each BS n ∈ SN is equipped with an MEC server of CPU frequency f ∈ SF

and supports cooperative data reception with the other BS. A UE who needs
task offloading can choose one BS or two BSs according to the candicate BSs
and time delay. Once the task is offloaded to two BSs via cooperation, it can be
computed jointly by the two BSs. The equivalent CPU frequency is modeled as
the sum of the two serving BSs’ CPU frequency for simplicity. If BS n1 and BS
n2 are selected to task computation, the computation delay is

dc
m,n1,n2

=
μλ

fm,n1 + fm,n2

, (1)

where fm,n1 and fm,n2 are the CPU frequencies that BS n1 and BS n2 can
provide to task m respectively. If the UE selects one BS to compute tasks, the
computation delay is

dc
m,n1

=
μλ

fm,n1

, (2)

where fm,n1 is the CPU frequency of BS n1.

2.3 Cooperative Data Transmission

Maximal ratio combining (MRC) is one of diversity merging technologies [14].
Compared with selection combining (SC) and equal gain combining (EGC),
MRC can get the best performance by getting a higher signal noise ratio (SNR).
According to Ref. [12], the SNR can be calculated as follows:

SNRm,n1,n2 =
Pt(Hm,n1 + Hm,n2)

σ2
, (3)

where Hm,n1 and Hm,n2 represent the channel power gain at task m between
the UE and the serving BSs n1 and n2 respectively. σ2 denotes the noise power
and Pt denotes the transmitted power.

Compared to the non-cooperative transmission model’s SNR:

SNRm,n1 =
PtHm,n1

σ2
. (4)

The transmission diversity of MRC can greatly improve data transmission rate
by increasing SNR.
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2.4 Time Delay and Energy Consumption

The task is offloaded to the serving BSs through the wireless uplink channel.
Assume that the SNR of uplink channel is constant during task transmission.
The uplink transmission rate is represented as follows:

rm,n1,n2 = W log2 (1 + SNRm,n1,n2) , (5)

where SNRm,n1,n2 is the equivalent SNR using MRC while connecting to BS n1

and BS n2. W is the channel bandwidth. The transmission delay sending the
task data of size λ to BS n1 and BS n2 is

dt
m,n1,n2

=
λ

rm,n1,n2

. (6)

The energy consumption of uplink transmission is

et
m,n1,n2

=
Ptλ

rm,n1,n2

. (7)

Meanwhile, cooperative data transmission also brings extra energy consumption

ecop
m,n1,n2

=
Pcopλ

rm,n1,n2

, (8)

where Pcop is the energy consumption per second.
Obviously, if the UE only connects to one BS, the uplink transmission rate

between task m and serving BS n1 is

rm,n1 = W log2 (1 + SNRm,n1) . (9)

The transmission delay sending the task data of size λ to BS n1 is

dt
m,n1

=
λ

rm,n1

. (10)

And the energy consumption of uplink transmission is

et
m,n1

=
Ptλ

rm,n1

. (11)

2.5 Handover Cost

For each task m, it must be computed in the same one BS or two BSs according
to the communication conditions. Due to the high mobility of the UE, different
tasks may be offloaded to different BSs for a lower time delay. When handover
is executed, there is an additional delay cost.

Let cm be one-time handover cost for task m and am ∈ SA(Lm) be the set
of the index of serving BSs for task m, the overall handover cost is

Dh = cm

M−1∑

m=1

dh
m = cm

M−1∑

m=1

I {am �= am+1} , (12)

where dh
m is the handover delay of task m. I {x} is an indicator function with

I {x} = 1 if x is true and I {x} = 0 otherwise.
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2.6 Problem Formulation

In this paper, we consider the problem of minimizing the average delay under
the constraint of average energy consumption, to determine which BSs serve the
user and calculate the task. For task m, the overall delay is

Dm,am
= dc

m,am
+ dt

m,am
+ dh

m,am
, (13)

consisting of computing delay dc
m,am

, transmission delay dt
m,am

and handover
delay dh

m,am
. As we focus on the user’s energy, the overall energy consumption

for task m is
Em,am

= et
m,am

+ ecop
m,am

. (14)

We formulate the problem as an infinite horizon problem and an average cost
problem. Therefore, the problem is formulated as follows:

min
a1,a2,...

lim
M→+∞

1
M

M∑

m=1

Dm,am

s.t. lim
M→+∞

1
M

M∑
m=1

Em,am
≤ αB

am ∈ SA(Lm), ∀m.

(15)

where B is the battery capacity and α ∈ (0, 1] indicates the desired energy
consumption for all tasks.

3 Proposed Mobility Management Scheme

In this section, a dynamic programming algorithm is proposed to make decision
based on statistic information. Handover and cooperative data transmission are
considered. Moreover, a benchmark algorithm with full information is given for
comparison.

3.1 Cooperative Mobility Management with DP

Dynamic programming is used to solve the MM problem. Firstly, the problem
(15) can be formulated as an MDP consisting of state set S, action set A, state
transition probability P and reward function R. The parameters of the DP-based
cooperative mobility management (DPMM) scheme are defined as follows:

(1) Agent: The agent is a UE who decides to select BSs to ensure task compu-
tation with the shortest delay.

(2) State: The state is defined as s = ((ni, nj), l, (fi, fj)), where ni and nj

represent the service BSs of the previous task. l represents the location of
UE. The available computing power of service BSs is denoted by fi and fj

respectively. If the UE only connects to a single BS, set n2 and f2 equal to
0. Then, the state space can be expressed as

S = {s = ((ni, nj), l, (fi, fj)) | ni ∈ SN , nj ∈ SN ∪ {0} ,

l ∈ SL, fi ∈ SF , fj ∈ SF ∪ {0}}.
(16)
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(3) Action: The action is a decision to select one or two BSs as the service BSs
for the current task. The set of action per state is defined as

A = {a = (ni, nj) | ni ∈ SN , nj ∈ SN ∪ {0}} . (17)

By selecting a set that consists of two elements at each state, the UE can
use cooperative data transmission method which is MRC as introduced in
Sect. 2.3 to get the improvement of transmission rate. If only one BS is
selected, we have nj = 0.

(4) Reward: The reward for executing an action a at state s is the negative
execution time of each task, which is defined as Rs,a = −Dm.

(5) State Transition Probability: The state transition probability P ∈
R

s×s×a is generated according to the statistic information of the random
walk trajectory model and BSs’ CPU frequency distribution.

To generate the state transition probability P , we need to know the state set,
the random walk trajectory model and the BSs’ CPU frequency distribution. As
the two-dimensional Brown motion is continuous, the probability of UE’s each
location is zero. To directly calculate the state transition probability, network
areas need to be discretized, resulting in discretization errors. Therefore, we
propose a simulation based method to calculate P .

In this method, all states are initialized firstly and then the next state of each
state is counted. Each experiment needs to be done until termination, or until it
has been done a relatively large number of times. After these experiments, the
state transition probability P can be concluded using following formula:

P a
ss′ =

T a
ss′

T a
s

, (18)

where P a
ss′ is the state transition probability of turning to state s′ after the user

takes action a at state s. T a
ss′ is the number of times when the user takes action

a at state s and then turns to state s′. T a
s is the number of times that the user

takes action a at state s.
By using DP algorithm, the optimal value function is calculated by value

iteration algorithm [2]. Each state-action pair (s, a) corresponds to an action-
value function, the action-value function can be defined as follows:

qπ(s, a) = Ra
s +

∑

s′∈S
P a

ss′νπ(s′), (19)

where π is the action selection policy. ν(s) is the value function of state s defined
as follows:

νπ(s) =
∑

a∈A
π(a|s)qπ(s, a). (20)

The i-stage value function is defined as

νi+1(s) = max
a

Ra
s +

∑

s′∈S
P a

ss′νi(s′), (21)
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and the differential utility is defined as vi(s) = νi(s) − νi(s0), where s0 is some
fixed state. Then Bellman equation [2] can be given as follows:

γ∗ + v∗(s) = max
a

[
Ra

s +
∑

s′∈S
P a

ss′v∗(s′)

]
, (22)

where γ∗ is the optimal average utility. The differential utility vi(s) represents
the maximum difference between the expected utility from state s to a given
state s0 and the utility if the utility of each stage is γ∗ [3]. In value iteration
algorithm, we first calculate

γi+1(s0) = max
a

[
Ra

s0
+ τ

∑

s′∈S
P a

s0s′vi(s′)

]
. (23)

Then we calculate the differential utility as

vi+1(s) = (1 − τ)vi(s) + max
a

[
Ra

s + τ
∑

s′∈S
P a

ss′vi(s′)

]
− γi+1(s0). (24)

Then the optimal policy π∗(s) can be found by calculating the optimal v∗(s).

Algorithm 1. DP-based Mobility Management
1: Generate the set of state S, the set of action A, the reward of state-action pair

R(s, a), and state transition probability P accord ing to the known models.
2: Initialize the differential utility v0(s) = 0, the initial policy π0 and parameter τ .
3: Choose a fixed state s0.
4: repeat
5: for every s do

6: vi+1(s) = (1 − τ)vi(s) + max
a

[
Ra

s + τ
∑

s′∈S
P a
ss′vi(s

′)

]
− γi+1(s0).

7: end for
8: until vi+1 = vi
9: output π∗(s)

Note that the parameter τ ∈ (0, 1) is used to guarantee the convergence of
relative value iteration and does not change the optimal value [2]. Since the optimal
average utility is irrelative with the initial state, γi+1(s0) converges to γ∗.

The proposed DPMM scheme with statistic information is summarized in
Algorithm 1. The MDP parameters are generated at first. Then the differential
utility, the policy and a fixed state are initialized. Line 4 to line 9 is the value
iteration algorithm to get the optimal policy according to the known models.
The iteration will stop when the maximal differential utility does not increase.
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3.2 Mobility Management with Greedy Strategy

For comparison, a delay optimal greedy strategy (DOGS) is proposed as a base-
line. In this strategy, the UE simply selects its serving BSs with minimum delay,
without considering energy consumption and handover. The algorithm is sum-
marized in Algorithm 2.

Algorithm 2. Delay Optimal Greedy Strategy (DOGS)
1: if ∃ task m then
2: input Lm, SA(Lm), λ, μ and ∀n ∈ SA(Lm), fm,n, Hm,n at the beginning of task

m.
3: Calculate the expected delay for each BS or each two BSs as in (13);
4: Select one BS or two BSs with the shortest expected delay.
5: end if

4 Simulations

In this section, we evaluate the average delay performance and the average energy
consumption of the proposed DPMM scheme and the DOGS scheme. Moreover,
the times of handover is an important indicator to ensure the quality of service.
Simulations are run to show the performance of the proposed scheme.

As shown in Fig. 2, a 300m × 300m square area with four densely deployed
BSs is simulated. The UE can associate with BSs within a distance of 100 m.
The trajectory of UE is generated by the classic random walk model with speed
v ∈ [5, 10] m/s. The wireless channel gain is modeled as Hm,n = 127 + 30 ×
log10 d as suggested in [9]. The cooperative power Pcop = 0.2W . Other simulation
parameters are based on [11,15], including channel bandwidth W = 20 Mhz,
noise power σ2 = 2 × 10−13W , transmit power Pt = 0.5W . We consider a video
stream analysis with some tasks generated during the whole moving process.
The size of every task is λ = 100 Mbits and the computation intensity is μ = 20
cycles/bit referring to [11]. The available CPU computation frequency is fm,n ∈
[12F, F ], where F = 25 GHz.

Figure 3(a) and (b) compare the average delay performance and the average
energy consumption of DPMM and DOGS over M tasks, respectively. It can
be seen that although the DPMM scheme sacrifices about 10% of the delay
performance, the energy consumption can be reduced. More importantly, the
DPMM scheme can greatly reduce handover times compared with DOGS as
shown in Fig. 4, which significantly reduces signalling cost for handover. This is
because in order to effectively control the handover times, the DPMM algorithm
will select the service BSs according to the average reward of the long-term state.
As a result, the single selection of BSs in a certain state is not optimal.
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To show the benefits of cooperation, we also compare the DP algorithms with
and without MRC. The result is shown in Fig. 5(a). It can be seen that by using
MRC, the average delay is reduced by 50% due to the increased data transmission
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Fig. 5. DPMM with MRC and without MRC

rate. Figure 5(b) shows that the energy consumption of DPMM with MRC is 20%
higher than the energy consumption of DPMM without MRC. This is because
the transmission diversity of MRC can greatly improve data transmission rate by
increasing SNR. However, it will consume extra energy. Therefore, by sacrificing
a certain amount of energy, the delay performance can be greatly improved.

Finally, DPMM algorithm is an offline algorithm, which means that it only
needs to use the current statistics information to calculate once. Then it can
get the optimal mobility management strategy. Considering that the statistical
information of the BSs side and the user side will not change frequently, the
computational complexity of the algorithm will not affect the user’s long-term
experience.

5 Conclusions

In this paper, we investigated the problem of MM based on BS cooperation.
The DPMM scheme was proposed to make MM decision based on statistic infor-
mation, taking UDN environment and high mobility of user into consideration.
Simulations show that the proposed algorithm has greatly reduced handover
times. At the same time, compared with greedy algorithm, it has similar delay
performance. Furthermore, a cooperative data transmission scheme was pro-
posed, which used the cooperation of BSs to improve data transmission rate.
Through cooperative data transmission, the delay performance can be signifi-
cantly improved. Future researches will include designing MM schemes for multi-
ple users scenarios where the users may compete for transmission and computing
resources.
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Abstract. High definition (HD) map attracts more and more attention of
researchers and map operators in recent years and has become an indispensable
part for autonomous or assistant driving. Different from existing navigation map,
HDmap has the features of high precision, large-volume data and real-time update.
Therefore, the real-time HD map transmission to the vehicles becomes one main
challenge in vehicular networks. This paper considers the scenario that a RSU at
the crossroad caches and transmits HD maps to its covered vehicles in four direc-
tions. To reduce the average delay of HD map delivery, the transmission power
allocation for vehicles and the cache allocation for HD maps of different road
segments are optimized by leveraging the traffic density and vehicle positions.
Simulation results indicate that the proposed scheme has lower latency than that
of equal power allocation scheme based on real traffic data.

Keywords: Vehicle networks · High definition map · Cache · Delay

1 Introduction

High definition (HD) maps are lane-level maps within 10 cm precision and real-time
updated maps. Usually, HD map can be divided into three layers, including static layer,
dynamic layer and analysis layer [1]. Ordinary navigation map is about 1 kb per kilome-
ter, while HDmap data is much larger than that of the ordinary navigationmap. Levinson
and Thrun employed data compression technology to store 20,000 miles map data in
200 GB of memory, which is equivalent to 6 MB per kilometer [2]. Momenta claimed
that they used a monocular camera to generate HD semantic maps, which could be com-
pressed to 10 kb/km. TomTom’s HD map named road DNA is founded with 25 kb/km
in average [3]. In conclusion, the HD map has larger data per kilometer than the normal
maps and needs to be updated in real time [4], therefore the on-board unit is not suitable
for pre-caching the entire city map for driving. How to transmit HD maps to vehicles in
a mobile environment timely and effectively becomes a challenge for automatic driving.

This work was supported by the China Natural Science Funding under Grant 61601044.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020

Published by Springer Nature Switzerland AG 2020. All Rights Reserved

H. Gao et al. (Eds.): ChinaCom 2019, LNICST 313, pp. 264–277, 2020.

https://doi.org/10.1007/978-3-030-41117-6_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41117-6_22&domain=pdf
https://doi.org/10.1007/978-3-030-41117-6_22


Low-Latency Transmission and Caching of High Definition Map at a Crossroad 265

In vehicular networks, V2I communications are helpful to take proactive manage-
ment in order to avoid traffic jam or transmit entertainment contents [5]. Some schemes
have been studied in the literature. An intelligent traffic management system based on
V2I communications is proposed aiming to coordinate traffic in a limited urban area,
including different driving scenarios [6, 7]. In [8], RSU transmits cycle information
of traffic light to coming vehicles, then the vehicles can collaboratively optimize their
speeds and other appropriate actions in order to pass crossroad within a shortest time.
Caching based infrastructure is another research point, it usually focuses on minimizing
the delay or resolving contents caching scheme with limited memory. Considering both
RSU caches and vehicle caches in a single-directional highway scenario, the minimum
latency has been studied in [9]. In vehicular content centric networks, based on the pre-
diction results of mobile nodes’ probability of reaching different hot areas according to
their past trajectories, vehicles can be chosen as caching nodes which stay more time in
a hot area and provide more services [10]. Considering the trajectory and dwell time of
vehicles passing several RSUs on a single-directional road, the contents caching prob-
lem at the RSU has been studied based on aggregate statistics about the distribution of
the dwell time under each cache nodes [11]. Moreover, the DDPG, a method of deep
reinforcement learning, is also employed to find the proactive caching strategy of RSU
on the road [12]. However, the features of transmission contents and the mobility of
vehicles are less utilized in the aforementioned researches. This paper considers the
requirement features of HD map and the mobility of vehicles in order to further reduce
the latency of HD map transmission.

In this paper, we consider a scenario of vehicular networks at a crossroad. Located in
the center of the crossroad, the RSU is in charge of caching and transmittingmap sections
of surrounding roads to the covered vehicles. The goal of this paper is to minimize the
average delay ofHDmap delivery to the vehicles, where both the transmission delays and
backhaul delays are primarily considered. Based on the mobility features of vehicles and
requirement features of HD map, a transmission power allocation scheme and a caching
allocation scheme are proposed, which can effectively reduce the transmission delay and
the backhaul delay, respectively.

The rest of this paper is organized as follows. Section 2 introduces the system model
and formulates the considered problem. The formulated problem is solved in Sect. 3,
where the optimal power allocation and cache allocation schemes are proposed. Section 4
gives the simulation results and analysis. Section 5 concludes this paper in the end.

2 System Model and Problem Formulation

2.1 System Model

As shown in Fig. 1, we consider a scenario of vehicular networks, where the RSU with
the storage capacity C and M antennas at the crossroad caches the HD maps of four
directions and transmits them to K single-antenna vehicles within its coverage. The
available system bandwidth is B, the coverage radius is L and the vehicles are uniformly
distributed on the covered road segments.



266 Y. Gu et al.

Fig. 1. HD map transmission scenario at the crossroad.

Channel Model
The channel vector from the RSU to the kth vehicle can be obtained by the uplink pilot
transmission and channel estimation, which can be expressed as

gHk = [gk1, gk2, . . . , gkM ], (1)

where gki =
√

φξkd
−α
k hki ,φ is a constant related to antenna gain, shadow fading variable

ξk follows the log-normal distribution 10 log10 ξk ∼ N(0, σ 2
SF), dk denotes the distance

between the kth vehicle and the RSU, and α represents path loss exponent. Small-scale
fading variables hki ∼ CN(0, 1)(k = 1, 2, · · · , K ; i = 1, 2, · · · , M).

Transmission Model
When the number of antennas becomes large, matched filtering (MF) has been proved
to be the asymptotically optimal precoder, therefore it is employed in this paper. The
MF precoding vector of the kth vehicle is wk = gk

/‖gk‖(k = 1, 2, . . . , K ). Denoting
sk as transmitted modulation symbol of the kth vehicle with ‖sk‖ = 1, then the received
signal of the i th vehicle is given by

yi =
√

pi
M

gHi wi si + gHi

K∑
k=1,�=i

√
pk
M

wksk + ni , (2)

where p/M = [p1, p2, · · · , pK ]
/
M denotes the power allocation vector, ni ∼

CN(0, N0B) is the complex white Gaussian noise (AWGN) at the i th vehicle with
the noise power spectral density N0.

Then, the signal-to-interference-plus-noise ratio of the i th vehicle can be written as

γi (pi ) =
pi
M ‖gi‖2

N0B +
K∑

k=1,�=i

pk
M

∣∣gHi gk
∣∣2

‖gk‖2
. (3)
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According to [13], the channel hardening and asymptotic orthogonality effects are valid
for largeM, i.e., gHi gi

/
M → φξi d

−α
i and gHk gi

/
M → 0(i �= k). Substituting them into

(3) gives rise to

γi (pi ) = φξi d
−α
i pi

N0B
. (4)

According to Shannon’s formula, the transmit rate of the i th vehicle can be expressed as

Ri (pi ) = B log2
[
1 + γi (pi )

]
. (5)

Caching Model and Delay Model
We assume that mx and Mx (x ∈ {n,s,e,w}) denote the map data cached at the RSU
and the road map data of the x direction, therefore ηx = mx

/
Mx (x ∈ {n,s,e,w})

represents the ratio of x-direction road data cached at the RSU. The total delay of HD
map transmission mainly consists of downlink transmission delay and backhaul delay,
while the processing delay and queuing delay are ignored in this paper.

Transmission Delay
Supposing that m bit data of HD map is requested by each vehicle at each time, the
transmission delay of the kth vehicle can be expressed as

dTk(pk) = m

Rk(pk)
, (6)

and the total transmission delay of all vehicles is given by

DT(p) =
K∑

k=1

m

Rk(pk)
. (7)

Backhaul Delay
If the requested map data was not cached at the RSU, the RSU should request it from
the data center, which generates the backhaul delay and it can be expressed as

dBk = m

R′ , (8)

where R′ represents the transmit rate from the data center to the RSU.
As the path planning of automatic driving has been determined in advance, the RSU

knows the number of vehicles requesting the map of x-direction, denoted by nx and∑
x∈{n,s,w,e} nx=K . Then, the total backhaul delay of all vehicles can be written as

DB(η) =
∑

x∈{n,s,w,e}
nx (1 − ηx )

m

R′ , (9)

where η = [ηn, ηs, ηe, ηw] and ηx is equivalent to the probability that the RSU has stored
the requested map segments.
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Average Delay
Based on the transmission delay in (7) and backhaul delay in (9), the average delay of
each vehicle is given by

D(η,p) = 1

K
DB(η) + 1

K
DT(p) = 1

K

K∑
k=1

m

Rk(pk)
+ 1

K

∑
x∈{n,s,w,e}

nx (1 − ηx )
m

R′ .

(10)

2.2 Problem Formulation

Assuming that the total transmit power of the RSU is P/M , the objective of this paper
is to minimize the average delay of each vehicle, while satisfying the constraints of the
total transmit power and RSU storage capacity, i.e., the problem can be formulated by

min
p,η

{D(η,p)}

s.t.
K∑

k=1

pk ≤ P,

∑
x∈{n,s,e,w}

ηx Mx ≤ C,

0 ≤ ηx ≤ 1, x ∈ {n,s,e,w}. (11)

3 Caching and Transmission Schemes of HD Map

The average delay expression (10) can be divided into two independent parts. One part
is the backhaul delay influenced by storage capacity and the traffic flow on each road,
which can be reduced by optimizing the cache allocation at the RSU. Another part
is the transmission delay, which can be minimized by power allocation at the RSU.
Therefore, problem (11) can be divided into caching allocation problem and power
allocation problem, i.e.,

min
η

{DB(η)}

s.t.
∑

x∈{n,s,e,w}
ηx Mx ≤ C,

0 ≤ ηx ≤ 1, x ∈ {n,s,e,w}, (12)

and

min
p

{DT(p)}

s.t.
K∑

k=1

pk ≤ P. (13)

The problems (12) and (13) will be solved respectively in the following subsections.
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3.1 Optimal Cache Allocation Scheme

The objective function in problem (12) can be transformed into

DB(η) = − m

R′

(
nn
Mn

ηnMn + ns
Ms

ηsMs + ne
Me

ηeMe + nw
Mw

ηwMw

)
+mK

R′ , (14)

and problem (12) can be rewritten as

max

(
nn
Mn

ηnMn + ns
Ms

ηsMs + ne
Me

ηeMe + nw
Mw

ηwMw

)
, (15)

s.t. η1M1 + η2M2 + η3M3 + η4M4 − C = 0. (16)

Based on (15) and (16), it is easy to know that more cache capacity of RSU should be
allocated for the map with larger nx

/
Mx . Therefore, we obtain Algorithm 1 to allocate

ηx in order to minimize the backhaul delay.

Algorithm 1 Optimal Caching Allocation Algorithm
Step 1: Initialize C , xM , xn , { }n,s,w,ex ∈ . 

Step 2: Calculate x xn M , sort them in descending order. 
Step 3: Denote 1 1 2 2 3 3 4 4n M n M n M n M≥ ≥ ≥ as the order, then 

For i=1:4
If 0iC M− ≥ , then 1iη = , iC C M= − ; 
Else 0iC M− < , then i iC Mη = , 0C = , break.

End.

3.2 Optimal Power Allocation Scheme

Proposition 1: With the fixed number of vehicles K , the minimum transmission delay
is given by

DT = m

B

K∑
k=1

log−1
2

[
1 + φξkqk(λ)

N0B

]
, (17)

where

qk(λ) = N0B

φξk

{
exp

[
2W0

(
1

2

√
mφξk ln 2

N0B2λd−α
k

)]
− 1

}
, (18)

and W0(·) : [−e−1,+∞) → [−1,+∞) is the first real branch of the Lambert W
function satisfying W0(x)eW0(x) = x . And λ is the Lagrange multiplier, which can be
calculated by a bi-section algorithm.
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Proof. Let qk = d−α
k pk , the transmit rate of the kth vehicle can be rewritten into

Rk(qk) = B ln
(
1 + φξkqk

/
N0B

)/
ln 2 and the total power constraint in problem (13)

becomes
∑K

k=1 qkd
α
k ≤ P . Then, the objective is to allocate qk in order to minimize the

average transmission delay.
The problem (13) can be solved by Lagrange multiplier method. Denoting q =

[q1, q2, · · · , qK ]T, the Lagrange function of problem (13) can be written as

L(q, λ) = DT(p) + λ

(
K∑

k=1

pk − P

)
= m ln 2

B

K∑
k=1

ln−1
(
1 + φξkqk

N0B

)

+ λ

(
K∑

k=1

qkd
α
k − P

)
. (19)

According to KKT conditions, we have

∂L(q, λ)

∂qk
= −mφξk ln 2

N0B2
(
1 + φξkqk

N0B

)
ln2

(
1 + φξkqk

N0B

) + λdα
k = 0, (20)

and

K∑
k=1

qkd
α
k − P = 0. (21)

Solving (20) leads to
(
1 + φξkqk

N0B

)
ln2

(
1 + φξkqk

N0B

)
= mφξk ln 2

N0B2λdα
k

. (22)

Let 
 = mφξk ln 2
/
N0B2dα

k and α = ln
(
1 + φξkqk

/
N0B

)/
2, Eq. (22) can be

transformed into

α exp(α) = 1

2

√



λ
. (23)

Equation (23) is a transcendental equation with two roots, i.e., α1 = W0
(√


/λ/2
)

and α2 = W0
(−√


/λ/2
)
. Because α > 0 based on (23), then we can obtain α = α1 =

W0
(√


/λ/2
)
, and qk(λ) can be written as

qk(λ) = N0B

φξk

{
exp

[
2W0

(
1

2

√
mφξk ln 2

N0B2λdα
k

)]
− 1

}
. (24)

In order to determine λ, we substitute (24) into (21) and have
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K∑
k=1

N0B

φξk

[
exp

(
2W0

(
1

2

√
mφξk ln 2

N0B2λdα
k

))
− 1

]
dα
k − P = 0. (25)

Defining

f (λ)=
K∑

k=1

N0B

φξk

[
exp

(
2W0

(
1

2

√
mφξk ln 2

N0B2λdα
k

))
− 1

]
dα
k − P, (26)

Function f (λ) is a monotonically decreasing function with respect to λ. When λ →
0, f (λ) tends to infinity; while f (λ) is less than 0 when λ → +∞. Therefore, equation
f (λ) = 0 has a unique solution and can be obtained by bi-section method, which is
given in Algorithm 2. �

The complexity of Algorithm 2 can be approximated by
⌈
log2

[
(λU − λL)

/
ε
]⌉
,

where ⎡ ⎤denotes rounding up to an integer.

Algorithm 2 Bi-Section Algorithm for Minimum Transmission Delay.
Step 1: Initialize Lλ and Uλ with ( )L 0f λ > and ( )U 0f λ < , toleration error 0ε > . 

Step 2: Let ( )L U 2λ λ λ= + and calculate ( )f λ . 

If ( )f λ ε> , go to step 3; 

Else go to step 4.
Step 3: If ( ) 0f λ > , then Lλ λ= ; 

Else ( ) 0f λ < , then Uλ λ= . 
Go to step 2.

Step 4: Substituting λ into (24) results in kq and therefore we obtain the minimum 
delay TD using (17).

4 Simulation and Analysis

In this section, the backhaul delay and transmission delay of the proposed scheme are
first evaluated with respect to different system parameters in contrast to the equal cache
or power allocation scheme. Then, the average delay ofHDmap delivery for each vehicle
is given based on real traffic data in Beijing.

4.1 Simulation Setup

In the simulation, the distance from the kth vehicle to the RSU, dk , follows uniform
distribution within the RSU’s coverage, i.e., [10, L] m. The other default parameters are
listed in Table 1.
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Table 1. Simulation parameters.

Parameters Values Parameters Values

L 300 m R′ 10 Mbps

Number of vehicles K 100 Bandwidth B 500 kHz

σSF 8 dB Total transmit power P 25 dBm

α 3 Constant φ 0.001

N0 −174 dBm/Hz C 100 kb

Mx , x ∈ {n,s,w,e} 50 kb Map segment size m 1 kb

Free flow speed vF 50 m/s Jamming density ρJ 1 vehicle/m

4.2 Backhaul Delay

The backhaul delay is mainly affected by the total number of vehicles and cache. An
equal cache allocation scheme is used for comparison, where the cache is equally divided
into four parts to store maps of four directions, respectively.

Figure 2 shows the backhaul delay of 20 vehicles distributed in four directions. The
horizontal axis denotes the number of vehicles in the north-direction road while the other
vehicles are equally distributed in other three roads. Table 2 enumerates the numbers
of vehicles in four-direction roads. From Fig. 2, the backhaul delay of the proposed
scheme first increases and then decreases with the number of vehicles increases in the
north-direction road, because the vehicle numbers of four directions first tends to the
same and then the number of north-direction dominates the total number; meanwhile
the RSU first tends to equally allocate the cache capacity and then prefers to cache the
north-direction map.Moreover, the total backhaul delay of the proposed scheme is lower
than that of the equal cache allocation scheme.
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Fig. 2. Backhaul delay of four directions at the crossroad.
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Table 2. Enumeration of vehicle distribution in four direction

Horizontal axis 1 2 3 4 5 6 7 8 9 10

North 1 2 3 4 5 6 7 8 9 10

South 7 6 6 6 5 5 5 4 4 4

West 6 6 6 5 5 5 4 4 4 3

East 6 6 5 5 5 4 4 4 3 3

Horizontal axis 11 12 13 14 15 16 17 18 19 20

North 11 12 13 14 15 16 17 18 19 20

South 3 3 3 2 2 2 1 1 1 0

West 3 3 2 2 2 1 1 1 0 0

East 3 2 2 2 1 1 1 0 0 0

4.3 Transmission Delay

Figure 3 shows the error, upper bound and lower bound of f (λ) in each iteration in
order to verify the convergence of the bi-section algorithm with the initialization values
λL = 10−7 and λU = 10−5. We can see that the upper bound decreases and the lower
bound increases with the increasing number of iterations. Both bounds and the error tend
to zero, which validates the convergence of the proposed bi-section algorithm.
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Fig. 3. Error v.s. the number of iterations in bi-section algorithm.

Figure 4 or 5 shows the relationship between the average transmission delay and
the system bandwidth or total transmit power. With the same bandwidth, the average
transmission delay of the optimal power allocation is lower than that of equal power
allocation in Fig. 4; with the same transmission power, the average transmission delay
of the optimal power allocation performs better than the equal power allocation in Fig. 5.
Therefore, both Figs. 4 and 5 validate the proposed power allocation algorithm. Besides,
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the delay gap between the optimal power allocation and equal power allocation decreases
with the increasing total transmit power.
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Fig. 4. Average transmission delay v.s. bandwidth.
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Fig. 5. Average transmission delay v.s. total transmission power.

4.4 Average Delay Based on Real Traffic Data

Next, the real traffic data of one day is employed to simulate the change of content
requirements at the RSU. The origin data contains the vehicle speed samples on the
Jianguomen Bridge in Beijing on October 2018. In order to obtain the traffic numbers
of four-direction roads, the following relationship between average vehicle speed and
traffic density is employed [14]

v̄ = vF(1 − ρ/ρJ), (27)
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where the constant vF is the free flow speed and the constant ρJ denotes the jamming
density. Then, the traffic density and the numbers of vehicles on the four-direction roads
can be calculated. Table 3 lists the calculated numbers of vehicles of 24 h in four-direction
roads.

Table 3. The numbers of vehicles in four-direction roads.

Time in one day (hour) 1 2 3 4 5 6 7 8 9 10 11 12

North 80 95 72 72 57 76 141 148 137 131 126 116

South 45 30 15 26 4 11 53 95 92 95 90 81

West 101 92 75 56 44 64 51 88 110 103 105 106

East 117 139 121 111 105 99 109 102 114 111 111 114

Time in one day (hour) 13 14 15 16 17 18 19 20 21 22 23 24

North 106 111 120 130 136 143 145 117 99 107 83 83

South 72 71 83 84 84 112 120 116 107 85 67 56

West 107 106 107 94 100 119 135 117 105 98 108 83

East 101 113 109 105 108 125 121 122 132 113 103 112

Figure 6 shows the cache allocation change of one day with Mn = Mw = 45 kb and
Me = Ms = 35 kb. The vertical axis represents the cache proportions of four-direction
roads, and the horizontal axis denotes the time of 24 h. It can be seen from Fig. 6, the
caching proportions of four-directionmaps are related to not only the numbers of vehicles
on four directions but also the map sizes of four directions, i.e., nx

/
Mx (x ∈ {e,s,w,n}).

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0

20

40

60

80

100

C
ac

he
 p

ro
po

rti
on

 (%
)

Time (hour)

 east  west  south  north

Fig. 6. Cache proportion at the RSU of one day based on real traffic data.

Figure 7 shows the average delay of each vehicle based on the numbers of vehicles
in Table 3 and cache allocation in Fig. 6. The average delay of the proposed scheme is
lower than that of the equal power and cache allocation scheme. Besides, we can observe
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that the average delay becomes smallest at 4:00 am and highest at around 6:00 pm, which
is the evening rush hour in Beijing.
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Fig. 7. Average delay of one day based on real traffic data.

5 Conclusion

This paper considered the problem of caching HD map at the RSU and transmitting
it to vehicles at a crossroad. The objective of this paper is to minimize the average
delay of HD map delivery for each vehicle with both the total transmit power and cache
capacity constraints at the RSU. According to the vehicle mobility, we proposed the
transmission power allocation and cache allocation scheme in order to minimize the
average delay of HD map delivery. Simulation results indicate that the proposed power
or cache allocation scheme can reduce the transmission or backhaul delay compared
with the equal power/cache allocation scheme. Therefore, the average delay of the HD
map delivery for each vehicle can be significantly reduced.
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Abstract. Under natural disaster or other emergency situations, the
fixed communication infrastructures are unavailable, which brings great
inconvenience to information interaction among people. In this paper,
we design a UAV relay network, using a small-scale UAV fleet serves as
communication relays of a team of ground users performing collaborate
tasks. Aiming at the user’s requirement for high communication capacity
for multi service transmission, we present a distributed gradient-based
algorithm of finding the optimal positions of UAV in UAV relay network
to improve the network average end-to-end throughput in real-time. The
system optimization objective is formulated by using Shannon-Hartley
Theorem and received signal-to-noise ratio (SNR) that incorporates with
UAV positions and ground user positions. Due to the non-smoothness of
the objective function, we use generalized gradient instead. Each UAV
moves along the generalized gradient direction of objective function to
optimize the target locally, and finally, all UAV convergence to stable
positions of optimizing the network throughput. Simulation results show
the effectiveness of our method in improving the network average end-
to-end throughput.

Keywords: UAV relay network · Throughput optimization ·
Gradient-based positioning

1 Introduction

Recently, the application of unmanned aerial vehicles (UAVs) has attracted
increasing research interest. Small-scale UAV fleet is a practical choice for com-
mercial applications due to their ease of deployment, low cost and hovering abil-
ity. Such aerial vehicles are suitable for natural disaster rescue, environmental
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monitoring, delivery of goods and outdoor tourism. The using of single or multi-
ple UAVs as communication relays or aerial base stations for ground users’ com-
munications in emergency situations and for public safety has been of particular
interest because of their mobility and large coverage capabilities. Meanwhile, the
development of wireless and mobile communication technologies has changed all
aspects of our lives. The demand for high-capacity, high-reliability, low-latency
wireless communication is increasing. In a UAV relay network, the locations of
UAV affect various network performance metrics, including throughput, connec-
tivity and coverage. The positions of ground nodes can usually be obtained by
GPS or other navigation system, one practical way to optimize above metrics is
positioning UAVs based on the nodes positions and network topology.

Many existing works have studied UAV relay network and its optimization.
Rasario et al. [1] proposed a mechanism for the placement of UAV relays to sup-
port the transmission of high-quality live videos. [2] proposed an algorithm for
the performance optimization of the ground-to-relay link of a UAV relay network
by controlling the UAV heading angle. Zeng et al. [3] addressed the throughput
maximization problem in a UAV relaying systems by optimizing the source/relay
transmit power along with the relay trajectory. The paper [4] investigated a par-
ticle swarm optimization (PSO) based method of finding the optimal positions
of unmanned aerial vehicles functioning as a communication relays to improve
the network connectivity and communication performance of a team of ground
nodes. Dixon et al. [5,6] presented a decentralized mobility control algorithm for
optimizing the end-to-end communication capacity of a UAV relay chain system.
The chaining controller drives the location of a virtual control point, using esti-
mates of the communication objective function gradient calculated by stochastic
approximation techniques, to locations of improving the relay performance. In
[7], a centralized heuristic algorithm was proposed for positioning UAV to max-
imize the throughput of a software-defined disaster area UAV communication
network. [8] developed a distributed controller to position a team of aerial vehi-
cles in a configuration that optimizes communication link quality, to support
a team of ground vehicles performing a collaborative task. They presented a
gradient-based control approach where the agent locally minimizes a physically
motivated cost function.

UAV deployment algorithm can be divided into three categories: heuristic
algorithm [4,7], gradient based search [5,6,8] and others [2,3]. Heuristic algo-
rithm has strong global search ability, which can obtain good UAV positions in
given iterations. Gradient based search has continuous search trajectory, which
is attractive in real-time optimization system. Other algorithm, such as UAV
heading angle control, is applicable to specific UAV network.

There are some limitations in above works. The work [1,3,5,6] only consider
one end-to-end transmission link, which is impractical for scenarios of multi-
team collaboration, while paper [2] did not consider the actual available end-to-
end communication capacity for ground users. The methods in [4] and [7] are
centralized and time-consuming, causing poor network invulnerability, and not
suitable for real-time optimization system. In [8], the objective function lacks
physical meanings.
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In view of the shortcomings of above literature, in this paper, we design a
distributed UAV relay network according to the search and rescue scenario, sup-
porting multi-users end-to-end communication. We propose a novel decentralized
UAV positioning algorithm to optimize the average end-to-end throughput of the
network in real-time. We consider the flow-pipe (FP) end-to-end communication
capacity model [5], and generate the system optimization target by Shannon-
Hartley Theorem based on the received signal-to-noise ratio (SNR). We design
a gradient-based controller, driving the UAV moves along the gradient flow to
maximize the target. Due to the non-smoothness of our objective function, the
generalized gradient theory is introduced. We utilize the stochastic approxima-
tion to estimate the generalized gradient, and the convergence of the objective
function to local maxima is proved by using the non-smooth stability analysis
literature [9]. The optimization effectiveness is validated by simulation experi-
ments. By contrast with PSO, this optimization result is global maxima.

The remainder of this paper is organized as follows. Section 2 describes the
system model and optimization objective. Section 3 provides the detailed descrip-
tion of the proposed positioning algorithm. Section 4 shows the result of simula-
tion experiments. In Sect. 5, we conclude this work.

2 System Model and Problem Formulation

In disaster or other emergency situations. The field is usually partitioned in sev-
eral isolated regions and the fixed communication infrastructures are unavailable.
The team members performing collaborate tasks in different regions cannot com-
municate directly with each other. The use of multiple UAV as communication
relays for this scenario is feasible because of their mobility and large coverage
capabilities. In this paper, we consider a distributed UAV mesh network.

2.1 UAV Relay Network Model

As shown in Fig. 1, a small-scale UAV fleet is employed as aerial base stations to
serve a group of ground users. The network is designed as decentralized struc-
ture to reduce the dependency to control center which has high risk of being
destroyed in complicated environment. All UAV play the same role and con-
struct a top-layer network, their motions are self-controlled and in the same
fixed altitude. Further, each UAV forms a sub-network with certain number of
users and provides communication relay service for them. The motion of ground
users is uncontrolled in their regions. For this model and optimization problem,
we make following assumptions:

– The users are distributed in isolated areas, cannot communicate directly with
other users without relays. The UAV communication range can cover the
deployment area, and UAV can communicate with each other directly.

– UAV equips with multi-radios which occupy different channels, while ground
users have one. Users in the same sub-network share a communication channel
by time division multiple access (TDMA), while the air-to-air links using
independent radio. No communication interference is considered in this work.
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– Ground users can report their positions obtained by GPS to UAV in real-
time. UAV shares these information with each other through interactions
that occupy seldom communication bandwidth.

– The ground user has the willingness to communicate continuously with all
other users in the network.

Fig. 1. System model of UAV relay network.

On a given area, a group of N UAV flying at height H are deployed
as communication relays to serve K users. Let N = {n1, n2, ..., nN} with
|N | = N be the set of sub-networks of the system, the corresponding identi-
fier of UAV is represented as A = {a1, a2, ..., aN} with horizontal coordinates
Pa = {p1, p2, ..., pN}, pi ∈ R

2. Let K = {k1, k2, ..., kN} with |K| = K presents
the number of ground users in each sub-network. For sub-network ni, the cor-
responding users set can be expressed as Ui = {ui1, ui2, ..., uiki

} with horizon-
tal positions Piu = {pi1, pi2, ..., piki

} where pij ∈ R
2, the horizontal distance

between these users and the host UAV is Di = {di1, di2, ..., diki
}. The user uij

in ni is willing to communicate continually with all other users in the network.

2.2 SNR Field and Communication Capacity

Communication quality can be characterized by received signal-to-noise ratio
(SNR). Denote the transmit power of node as P , and the received additive white
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Gaussian noise (AWGN) power is σ2, the available SNR between user uij and
UAV ai is given as

SNRij =
PGij

σ2
(1)

where Gij is the channel power gain. We assume that the channel power gain
from the UAV to users follows the free-space path loss model, which can be
expressed as

Gij =
ρ0
dα

ij

(2)

where ρ0 denotes the channel power gain at the reference distance d = 1m, α
represents the path-loss exponent and dij = (H2 + ‖pi − pij‖2) 1

2 is the distance
between the user uij and UAV ai. Further, the SNR between these two nodes
can be written as

SNRij =
γ0
dα

ij

(3)

where γ0 = Pρ0/σ2 denotes the reference received signal-to-noise ratio (SNR) at
d = 1m. The capacity of communication link between any two nodes is a function
of the channel bandwidth and the SNR of received signal. We use the Shannon-
Hartley Theorem, the unit bandwidth maximum achievable rate in bps/Hz can
be expressed as

rij = log2(1 + SNRij)

= log2(1 +
γ0
dα

ij

) (4)

2.3 UAV Relay Network Average End-to-End Throughput

We assume the capacity of a single link is divided equally by communications
carried by the link. The flow-pipe (FP) model [5] is implemented in end-to-end
throughput calculation, it equals to the capacity of the worst link of all links in
an end-to-end communication.

For an air-to-ground link, the theoretical capacity between user uij and UAV
ai is rij . The rate is firstly divided because the channel is shared by TDMA
within the sub-network, and each user can get 1/ki time slot in a unit time. We
get the real link rate

r′
ij =

rij

ki
(5)

The link carries the number of 2(K − 1) communications, including up-link and
down-link transmissions. And for each communication, the available average rate
is

r̄ij =
rij

2ki(K − 1)
(6)

With regard to air-to-air links, the link capacity between UAV am and UAV
an is Rmn, the link undertakes the cross sub-networks transmission with the
number of 2kmkn and for each communication, the available rate is

R̄mn =
Rmn

2kmkn
(7)
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For a communication between uni and unj in sub-network n, the end-to-end
throughput can be expressed as

min(r̄ni, r̄nj) (8)

Respectively, the sum of end-to-end throughput and communication amounts in
sub-networks are

∑

n∈N

∑

i∈Un

∑

j∈Un,j �=i

min(r̄ni, r̄nj),
∑

n∈N
kn(kn − 1) (9)

For a communication between un1i in sub-network n1 and un2j in sub-network
n2, the throughput can be expressed as

min(r̄n1i, R̄n1n2 , r̄n2j) (10)

Respectively, the sum of end-to-end throughput and amounts of cross sub-
network communication are

∑

n1∈N

∑

n2∈N ,n2 �=n1

∑

i∈Un1

∑

j∈Un2

min(r̄n1i, R̄n1n2 , r̄n2j),
∑

n1∈N

∑

n2∈N ,n2 �=n1

kn1kn2

(11)
The system average end-to-end throughput of the UAV relay network can be
defined as

J =

∑

n∈N

∑

i∈Un

∑

j∈Un,j �=i

min(r̄ni, r̄nj) +
∑

n1∈N

∑

n2∈N ,n2 �=n1

∑

i∈Un1

∑

j∈Un2

min(r̄n1i, R̄n1n2 , r̄n2j)

∑

n∈N
kn(kn − 1) +

∑

n1∈N

∑

n2∈N ,n2 �=n1

kn1kn2

(12)
where J is a function of all nodes positions p due to the definition of link rate r
and R.

2.4 Problem Formulation

As can be seen above, the system average end-to-end throughput associates
with the positions of all nodes. Ground users are moving in corresponding areas
and uncontrollable while UAV are self-controlled and can adjust their positions
dynamically. Our goal is real-timely maximizing (12) by distributed adaptive
deployment of UAV. Namely, to determine

p∗ = arg max
p∈R2·N

(J) (13)

where p∗ presents a group of positions of UAV.

3 Gradient-Based UAV Positioning Algorithm

This section describes a distributed gradient-based controlling algorithm to opti-
mize the system average end-to-end throughput. We design a gradient controller



284 X. Li et al.

for each UAV, driving the UAV moves along the gradient direction of global
objective function. The target is optimized locally in these movement process.
We lead into the generalized gradient due to the locally non-differentiable of
the objective function. Furthermore, we prove the stability of the controller by
non-smooth analysis.

3.1 Generalized Gradient Controller

Gradient ascent (decent) is a general method in solving various engineering opti-
mization problems. Consider the problem of maximizing a continuous differen-
tiable function J(p) where p ∈ R

d, which is equivalent to find p∗ that maximizing
J(p) such that the gradient at p∗

g(p∗) = ∇J(p∗) =
∂J

∂p
(p∗) = 0 (14)

using gradient ascent, the iteration optimization process can be expressed as

pk+1 = pk + λg(pk) (15)

where pk is the variable at the kth iteration, λ > 0 is the iteration movement
step and g(pk) indicates the normalized gradient of the objective function at pk.
Following the direction of gradient flow in each iteration, the objective function
will converge to local maxima finally.

Owing to the existence of minimum functions in (12) lead to locally non-
differentiable at points where the elements in minimum function are equal, gra-
dient ascent method has theoretical defects. We must instead use the generalized
gradient.

The generalized gradient and its properties are studied in discontinuous
dynamic systems [9]. For a locally Lipschitz function J , Rd → R, and ΩJ ∈ R

d

denotes the set of points where J fails to be differentiable. The generalized gra-
dient ∂J at a non-differentiability point p, can be expressed as the convex hull
of all possible limits of the gradient at neighboring points where the function J
is differentiable [9], written as

∂J(p) = co
{

lim
i→∞

∇J(pi) : pi → p, pi /∈ S ∪ ΩJ

}
(16)

where co denotes convex hull. If function J is continuously differentiable at p,
then the generalized gradient ∂J(p) = ∇J(p). Moreover, the generalized gradient
vector field [9] Ln∂(J), Rd → R, where Ln : B(Rd) → B(Rd) is a set-valued map
that associates to each subset S of Rd the set of least-norm elements of its closure
S. Furthermore, Ln(∂J/∂p) is a direction of ascent of J at p ∈ R

d.
We then design a generalized gradient controller. For UAV i, the controller

can be expressed as
ṗi = Ln(∂J)(pi) (17)

where Ln(∂J) is the generalized gradient vector field of J , and pi is the position
of UAV i.
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Calculating the generalized gradient of (12) is a difficult task. The method of
stochastic approximation for estimating the generalized gradient of non-smooth
function and the appropriate conditions for convergence has been studied in
[10]. In this paper, we apply a stochastic approximation approach named least
squares gradient estimation (LSGE) mentioned in [5] (Fig. 2).

Fig. 2. An example of sample points and sample vectors around a control point.

The LSGE algorithm uses the least square method to fit the objective func-
tion and provides the least-square estimate of the gradient of the target point.
We take n sample points {pi,k1 , pi,k2 , ..., pi,kn

} around the position of UAV i at
pi,k (defined as control point) of time k with sample angle 2π/n and define the
sample vector

di,kn
= pi,kn

− pi,k (18)

where di,kn
= hvi,k, vi,k with ‖vi,k‖ = 1 is the vector direction and h > 0 is

the length of sample vector. Define the sample matrix Hi,k used by the LSGE
algorithm [5]

Hi,k =

⎡

⎢⎣
1 di,k1

...
...

1 di,kn

⎤

⎥⎦ (19)

then the LSGE method is given by

[
Ĵ(pi,k)
ĝi(pi,k)

]
= (HT

i,kHi,k)
−1

HT
i,k

⎡

⎢⎣
J(pi,k1)

...
J(pi,kn

)

⎤

⎥⎦ (20)

where Ĵ(pi,k) is an estimate value of the objective function at pi,k, J(pi,kn
)

denotes the measurement of objective function at sample point pi,kn
, which can

be precisely calculated as the positions of all other nodes can be obtained in real
time. ĝi(pi,k) is the estimation of generalized gradient of UAV i at pi,k. The error
and variance analysis of this method in estimating the generalized gradient is
presented in [11].
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As the generalized gradient provide the movement direction, the position
iteration process for UAV i can be expressed as

pi,k+1 = pi,k + λĝi(pi,k) (21)

3.2 Non-smooth Analysis of the Controller

In this section, we present the stability analysis of generalized gradient controller.
We achieve this by non-smooth analysis in discontinuous dynamic system [9].

The existence of generalized gradient vector field of the objective function
depends on the fact that the function is locally Lipschitz and regular. A function
f : Rd → R

m is locally Lipschitz at x ∈ R
d if there exist a Lx, ε ∈ (0,∞) such

that
‖f(y) − f(y′)‖2 ≤ Lx‖y − y′‖2 (22)

for all y, y′ ∈ B(x, ε) where B(x, ε) is a ball centered at x of radius ε.
A function is said to be regular when its right directional derivative f ′(x; v)

is equal to its generalized directional derivative f0(x; v) [9], where

f ′(x; v) = lim
h→0+

f(x + hv) − f(x)
h

(23)

f0(x; v) = lim
h→0+

sup
y→x

f(y + hv) − f(y)
h

(24)

With regard to the locally Lipschitz and regular function, various results are
available to facilitate the computation of generalized gradient [9]. Followings are
the two properties for conserving the locally Lipschitz and regular property of
our objective function.

Sum Rule: If f1, f2: Rd → R, are locally Lipschitz and regular at x ∈ R
d, s1,

s2 ∈ R, then the function s1f1 + s2f2 is locally Lipschitz and regular at x and
the generalized gradient ∂(s1f1 + s2f2)(x) = s1∂f1 + s2∂f2.

The Minimum (Maximum) of A Finite Set of Continuous Differen-
tiable Functions is Locally Lipschitz and Regular: For k ∈ {1, 2, ...,m},
let fk : Rd → R be locally Lipschitz at x ∈ R

d, and define the functions fmax,
fmin: Rd → R by

fmax = max{fk(x) : k ∈ {1, 2, ...,m}} (25)

fmin = min{fk(x) : k ∈ {1, 2, ...,m}} (26)

fmax, fmin are locally Lipschitz and regular.
We combine the two rules above to valid the property of our objective func-

tion and utilize Proposition 11 in [9] to prove the stability of our controller (16)
as Theorem 1.

Theorem 1. UAV follows the generalized gradient vector field of J such that
ṗi = Ln(∂J/∂pi) will asymptotically converge to the critical points of J where
the strongly stable critical points are local maxima of J .
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Proof: On account of the continuous differentiability of functions (6) and (7),
(8) and (10) are locally Lipschitz and regular using the second rule above. Then,
consider the objective function J , which is an algebraic composition of a series
of minimum functions, by applying the sum rule, we conclude that J is a locally
Lipschitz and regular. According to Proposition 11 in [9], the strict maximizer of
J are strongly equilibria of the non-smooth gradient flow of J . Further, we find
a compact and strongly invariant set for this dynamic system follow the example
of [8]. If the UAV flies out of the ground user field, it will fail to communicate
with other nodes which leads to the generalized gradient ∂J/∂pi for agent i goes
to zero. So the ground user field is a strongly invariant set that with any initial
conditions, the UAV will converge to the set of critical points of J . Then our
distributed generalized gradient controller can be expressed as

ṗi = Ln(
∂J

∂pi

)

= Ln(

∂(
∑

n∈N
∑

a∈Un

∑

b∈Un,a �=b
min(r̄na, r̄nb) +

∑

n1∈N
∑

n2∈N ,n2 �=n1

∑

a∈Un1

∑

b∈Un2

min(r̄n1a, R̄n1n2 , r̄n2b))

∂pi · ( ∑

n∈N
kn(kn − 1) +

∑

n1∈N
∑

n2∈N ,n2 �=n1
kn1kn2 )

= ĝi(pi)

(27)

where ĝi(pi) is the generalized gradient estimation value.

4 Simulation Experiences

In this section, we show the performance of our algorithm in optimizing the UAV
relay network average end-to-end throughput. We consider a group of users dis-
tribute in a 3000 * 3000 m2 area, and a small-scale of UAV fleet provides com-
munication relay service. Each UAV forms a sub-network with several users and
their users are unchanged during the optimization process. We assume UAV can
gain the positions of all nodes through information interaction.

The algorithm is implemented using MATLAB. The simulation parameters
are provided in Table 1. The iteration step size λ can affect the stability of

Table 1. Simulation parameters

Parameter term Value Unit

UAV flight height (H) 100 m

Node transmit power (P ) 0.1 W

Channel power gain at reference distance = 1 m (ρ0) −50 dB

Received noise power (σ2) −110 dBm

Path-loss exponent (α) 2 n/a

Length of sample vector (h) 10 m

Iteration step size (λ) 8 m
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controller around convergence positions of objective function, if the value is too
big. We use 8 in following simulations.

Figure 3(a) presents a two-uav four-user scenario, user1 (500, 1200), user2
(500, 2200), user3 (2500, 1200) and user4 (2500, 2200) are plotted with hol-
low circles, and uav1 starts at (600, 2800) serving user1-2 and uav2 starts at
(1500, 2800) serving user3-4. The controller drives the UAV along the general-
ized gradient flow and stops at positions marked out with stars. The change of
system average end-to-end throughput during the optimization process is shown
is Fig. 4, increasing from 0.4363 bps/Hz to 0.6884 bps/Hz. We choose different
start positions for UAV, the final convergence positions are same.

A scenario of three-uav and six-user is shown in Fig. 3(b). The positions of
nodes, the sub-networks partition and the UAV optimization trajectory is plotted
with different colors. From the blue line in Fig. 4, we see a significant increase

(a) two-uav four-users (scenario 1) (b) three-uav six-users (scenario 2)

Fig. 3. The optimization of two sample scenarios.

Fig. 4. Variation of throughput versus iteration times.
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in system throughput, from 0.3330 bps/Hz to 0.5221 bps/Hz. The convergence
positions of UAV instruct that the air-to-air link rates are the bottleneck of the
end-to-end communications, causing UAV moves closer to get higher link rates.
Different UAV start positions get the same optimization result.

Particle swarm optimization (PSO) [4] is a heuristic iteration algorithm,
which can obtain global optimal solution by multiple particles joint searching
solution space. As the searching process is random in each iteration, UAV can
fly only if getting the final result. Let Pnum be the particle number, N denotes
the UAV number, I denotes the iteration times. For PSO, in each optimization,
the total computation times of fitness function is PnumI. And in a distributed
network, each UAV need to executes PSO algorithm to obtain its target posi-
tion. Therefore, the total computation times is NPnumI in each movement. In
general, dozens of particles need be used in large-scale optimization problems
and hundreds of iteration is necessary. This cause long computation time and is
difficult to meet the real-time requirements if ground users are moving in their
regions. While for our algorithm, the iteration process is continuous, UAV can
fly in each iteration which has very little computation as described in Sect. 3. If
users are moving, the UAV can adjust their flight direction in real-time.

Although PSO is not feasible to tackle this problem, it has great global
search capability. We implement PSO with high iteration times and view the
result of PSO as the optimal optimization result to validate the effectiveness of

Fig. 5. Variation of throughput versus iteration times.
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our method. We let the locations of a group of UAV as a particle, and using (12)
as the fitness function.

We take 40 sample simulation scenarios and apply the gradient-based algo-
rithm (GBA) and PSO to optimize the system average end-to-end throughput,
respectively. The optimization result is presented in Fig. 5.

Fig. 6. Variation of throughput versus iteration times.

We can observe a great improvement in system average end-to-end through-
put by using GBA. The final results of our method approximate the PSO result
closely, illustrating that our algorithm can obtain optimal solution in theory.
And the local maxima is global maxima in these scenarios of users distributing
in isolated areas. In other scenarios, multi local maxima may exist, different
UAV starting positions may converge to different local maxima. For this system,
local maxima is also acceptable because the optimization is in real-time. The
deviation (shown in Fig. 6) between our result and optimal value comes from
gradient estimation.

In these 40 sample scenarios, the average deviation of network average end-
to-end throughput of GBA with respect to optimal value is 0.085%.

5 Conclusions

In this paper, we designed a pragmatic UAV relay network to provide commu-
nication relays for ground users in emergency situations. The optimization of
system average end-to-end throughput has been formulated and addressed to
satisfy users’ demand for communication capacity. To tackle this problem, we
proposed a novel gradient-based UAV positioning algorithm. Using the general-
ized gradient controller, the UAV deploys adaptively to maximize the optimiza-
tion target in real-time, making the network have high communication capacity
at all times. We have proved the convergence and stability of this method by
applying the relative theories of discontinuous dynamic system. The effectiveness
of our method has been demonstrated by simulation experiments, whose results
approximate closely to the optimal values obtained by PSO.
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The data-intensive services based application (DISA) is considered as a collection of
related structured activities or tasks (services) that produce a specific result. There are
huge data sets exchanged between several loosely coupled services in such a data-
intensive application. The Workshop DISA 2019 is in conjunction with 14th EAI
International Conference on Communications and Networking in China (Chinacom
2019). On behalf of the organization committee, I would like to say thanks to Chi-
nacom 2019 to give a platform to encourage academic researchers and industry
practitioners to present and discuss all methods and technologies in a broad spectrum of
data-intensive services based applications.

The paper titled ‘Accompaniment Music Separation Based on 2DFT and Image
Processing’ presents how single-channel music manifests in the 2D Fourier Transform
spectrum. In the image domain, the position of periodic peak energy is determined by
image filtering. Then the masking matrix is constructed by a rectangular window to
extract the constituent of the accompaniment music.

The paper titled ‘Average Speed Based Broadcast Algorithm for Vehicular Ad Hoc
Networks’ shows an improved algorithm based on Speed Adaptive Probabilistic
Flooding (SAPF), to solve the problem of the broadcast storm and broadcast unrelia-
bility in Vehicular Ad Hoc Networks (VANET) on highways. This approach alleviates
the network load and reduces the complexity of implementation.

The paper titled ‘Secure k-Anonymization Linked with Differential Identifiability’
defines (k,q)-anonymization that achieves a secure k-anonymization notion linked with
differential identifiability under the condition of privacy parameter q. It can make
k-anonymization perform securely, while (k,q)-anonymization achieves the relaxation
of the notion of differential identifiability, which can avoid a lot of noise and help
obtain better utility for certain tasks.

The paper titled ‘Multi-convex Combination Adaptive Filtering Algorithm Based
on Maximum Versoria Criterion’ proposes a multi-convex combination MVC
(MCMVC) algorithm, aiming at the contradiction between the convergence rate and
steady-state mean square error of adaptive filter based on Maximum Versoria Criterion
(MVC).

The paper titled ‘Energy management strategy based on battery capacity degra-
dation in EH-CRSN’ proposes an optimal adaptive sampling rate control algorithm



(ASRC), which can adaptively adjust the sampling rate according to the battery level
and effectively manage energy use.

The paper titled ‘Multipath and distorted detection based on multicorrelator’ dis-
cusses the model of multipath signal and distorted signal. The multi-correlator range
setting method is proposed considering the characteristics of the correlation functions
of these two models, and the appropriate detection values are selected, which can
effectively distinguish signals at the relevant peak levels.

The paper titled ‘Delay Optimization-based Joint Route Selection and Resource
Allocation Algorithm for Cognitive Vehicular Ad Hoc Networks’ first proposes a
candidate link selection method that selects the transmission links satisfying the link
lifetime constraint. Then stressing the importance of transmission delay, the author
formulates the joint route selection and resource allocation problem as an end-to-end
transmission delay minimization problem.

The paper titled ‘Energy Efficiency Optimization-based Joint Resource Allocation
and Clustering Algorithm for M2M Communication Networks’ considers an M2M
communication network and formulate the joint resource allocation and clustering
problem as system EE maximization problem. The author decomposes it into two sub-
problems, mainly power allocation and clustering, and uses Lagrange dual method and
modified K-means algorithm to handle these problems.

The paper, titled ‘Latency-reliability Analysis for Multi-antenna System’ investi-
gates the relationship between the latency and reliability of the diversity system.
Diversity systems adopted with maximal ratio combining and selection combining
techniques are analyzed, respectively.

The paper titled ‘Cost Function Minimization-based Joint UAV Path Planning and
Charging Station Deployment’ considers joint UAV path planning and CS deployment
problem. The author formulates the problem as a cost function minimization problem,
that heuristic algorithms are used, including A* algorithm, K-shortest path algorithm,
and genetic algorithm (GA).

The paper titled ‘Energy Efficient Computation Offloading for Energy Harvesting-
Enabled Heterogeneous Cellular Networks’ considers a MEC-enabled heterogeneous
cellular network (HCN) consisting of one macro base station (MBS), one small base
station (SBS) and several users. The author proposes a hotbooting Q-learning-based
algorithm to obtain the optimal strategy.

The paper titled ‘Wi-Fi Gesture Recognition Technology Based on Time-
Frequency Features’ proposes a device-free gesture recognition system based on
channel state information. First, the DWT-PCA combined denoising method is adopted
for extracting useful gesture signals in complex environments. Then, the frequency
domain characteristics of the gesture signal are constructed by using the STFT of the
processed CSI amplitude signal. The features are trained and classified using the SVM
classification method.

The paper titled ‘DPTM: A UAV Message Transmission Path Optimization
Method under Dynamic Programming’ proposes a UAV message transmission path
optimization method under dynamic programming named DPTM. It obtains the opti-
mal object of message transmission, and then obtains the optimal path of messages to
the destination node, to reduce ping-pong effect ratio and delay.
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Abstract. Aiming at the contradiction between the convergence rate
and steady state mean square error of adaptive filter based on Maxi-
mum Versoria Criterion (MVC), this paper introduces the multi-convex
combination strategy into MVC algorithm, and proposes a multi-convex
combination MVC (MCMVC) algorithm. Simulation results show that
compared with the existing MVC algorithm, MCMVC algorithm can
select the best filter more flexibly under different weight change rates,
and thus it has faster convergence speed and stronger tracking ability.
Moreover, compared with the existing multi-convex combination max-
imum correntropy criterion (MCMCC) algorithm, MCMVC algorithm
not only ensures the tracking performance, but also has lower exponen-
tial computation and steady-state error.

Keywords: Maximum Versoria Criterion (MVC) · Multi-convex
combination · Multi-convex combination maximum correntropy
criterion (MCMCC) · Steady-state error

1 Introduction

At present, adaptive filters have been widely used in signal processing and
machine learning. With the development of linear adaptive filters, many linear
adaptive filtering algorithms have been proposed, the most common of which are:
least mean square (LMS) algorithm [1], affine projection algorithm (APA) [2] and
recursive least squares (RLS) algorithm [3]. Although the above algorithms have
the advantage of good performance in Gaussian noise environment, there is still
a problem of performance degradation under non-Gaussian noise.

Therefore, many linear adaptive filtering algorithms against non-Gaussian
noise have been proposed, such as least mean fourth (LMF) algorithm based on
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gradient [4], least mean p-power (LMP) algorithm [5] and recursive least p-norm
(RLP) algorithm [6]. In recent years, the concepts of entropy, mutual information
and correntropy in information theory have been applied in the field of adaptive
filtering, among which the maximum correntropy criterion (MCC) algorithm [7]
and minimum error entropy (MEE) algorithm [8] have attracted wide attention
due to their strong robustness to non-Gaussian environments. The common point
of MCC and MEE algorithms is that when the error is outliers, the superposition
of weight updating is almost zero, which makes the algorithm resistant to non-
Gaussian impulse noise.

However, since the default Gaussian kernel function in the MCC algorithm is
not the optimal, Chen et al. proposed generalized maximum correntropy criterion
(GMCC) by using generalized Gaussian density function as cost function in [9].
GMCC algorithm can be used in various non-Gaussian noise environments and it
includes the original correntropy with a Gaussian kernel as a special case. Later,
in [10], Huang et al. proposed maximum versoria criterion (MVC) algorithm
in which the versoria function is used as cost function. Compared with GMCC
algorithm, MVC algorithm not only avoids the high exponential function, but
also has lower steady-state error and stronger resistance to non-Gaussian inter-
ference. However, MVC algorithm with invariable step-size has the contradiction
between the convergence rate and steady state mean square error.

Therefore, this paper introduces the multi-convex combination strategy into
MVC algorithm, and proposes a multi-convex combination adaptive filtering
algorithm under non-Gaussian noise, namely MCMVC algorithm. Different from
the traditional multi-convex combination strategy [11], the proposed MCMVC
algorithm uses MVC to update the mixing factor indirectly, so it has strong
robustness against various non-Gaussian noises.

In addition, in order to improve the convergence speed of MCMVC algorithm,
the corresponding weight transfer scheme for non-Gaussian noise is presented.
Simulation results show that in non-stationary system identification scenarios
the proposed algorithm not only has good performance in the presence of non-
Gaussian noise, but also has better tracking performance and convergence per-
formance.

2 Adaptive Filtering Algorithm Based on Maximum
Versoria Criterion

Considering the system identification model, the unknown system is modeled
as a linear finite length unit impulse response filter. Therefore, the ideal output
signal for an unknown system is

d(i) = u(i)T W0 + v(i), (1)

where v(i) is noise interference, i represents the number of iterations, superscript
T represents the vector transpose operation, u(i) ∈ Rm represents the input
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vector of the unknown system, usually defined as: u(i) ∈ [u(i), u(i − 1), . . . ,
u(i + m − 1)]T , m represents the filter length, and W0 represents the unknown
weight vector to be estimated.

The system output error is defined as

e(i) = d(i) − u(i)T W (i − 1), (2)

where W (i − 1) is the weight vector for the i − 1-th iteration.
The generalized versoria function as a cost function can be expressed as [10]

J(W (i − 1)) = E[
1

1 + τ |e(i)|p ], (3)

where E represents the expectation operation, p > 0 represents the shape param-
eter of the generalized versoria function, τ = (2α)−p, and α > 0 represents the
radius of the circle generated by versoria function. From (3), the gradient of the
cost function of the generalized versoria function can be obtained as

∇J(W (i − 1)) = τp
1

(1 + τ |e(i)|p)2 |e(i)|p−1sign(e(i))u(i). (4)

According to the random positive gradient principle of the adaptive algo-
rithm, the weight coefficient update formula based on maximum versoria crite-
rion is [10]

W (i) = W (i − 1) + η1
1

(1 + τ |e(i)|p)2 |e(i)|p−1sign(e(i))u(i), (5)

where η1 = τp is the step-size. When p = 2, the weight update formula of the
standard MVC algorithm can be obtained

W (i) = W (i − 1) + η1
1

(1 + τe2(i))2
e(i)u(i). (6)

3 Multi-convex Combination Maximum Versoria
Criterion Algorithm

According to Eq. (6), the overall weight vector and output of MCMVC algorithm
can be expressed as

Weq(i) =
∑L

k=1
vk(i)Wk(i), (7)

yeq(i) =
∑L

k=1
vk(i)yk(i), (8)
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where vk(i) represents the mixing factor and satisfies
∑L

k=1 vk(i) = 1, yk(i) =
u(i)T Wk(i), k = 1, 2 . . . L represents the output of the partial filter, Wk(i) rep-
resents the weight of the k-th partial filter, namely

Wk(i) = Wk(i − 1) + μk
1

(1 + τek
2(i))2

ek(i)u(i), (9)

where μk represents the step size of the k-th partial filter.
In MCMVC algorithm, the setting of the mixing factor vk(i) uses a softmax

activation function that enhances the stability of the multi-convex combination
filter, namely

vk(i) =
exp(αk(i))

∑L
j=1 exp(αj(i))

, k = 1, 2 · · · L, (10)

where αk(i) is updated by maximizing the versoria function. The updated expres-
sion of improved αk(i) is as follows

αk(i + 1) = αk(i) + μα

2τ
∂f(eeq(i))

∂αk(i)

= αk(i) + μα

2τ
∂f(eeq(i))

∂vk(i)
∂vk(i)
∂αk(i)

,

= αk(i) + μαvk(i)(yk(i) − yeq(i))
eeq(i)

(1+τeeq
2(i))2

(11)

where f(eeq(i) = 1
1+τeeq

2(i) ) is the expression of versoria function, μα is the
update step of αk(i), and μα � μ1. In (11), in order to prevent MCMVC algo-
rithm from stopping, limit the range of αk(i) to [−ε, ε], where ε = 1/2ln(101−L).

In MCMVC algorithm, this paper proposes a weight transfer scheme suitable
for non-Gaussian noise environment, which accelerates the convergence perfor-
mance of the combined filter. The weight transfer scheme transfers a part of
the weight coefficient of the combined filter to the filter which is worse than the
combined filter. The weight of the improved k-th partial filter can be expressed
as

Wk(i + 1) = βWk(i) + μi
1

(1 + τek
2(i))2

ek(i)u(i) + (1 − β)Weq(i), (12)

where β is the smoothing factor. The use condition of Eq. (12) is that the com-
bined filter is obviously superior to the partial filter, and its judgment is based
on the versoria estimator of the filter. Therefore, this paper defines the versoria
estimator of partial filters and combined filters as follows

ver(ek(i)) = 0.9ver(ek(i − 1)) + 0.1
1

1 + τek
2(i)

, (13)

ver(eeq(i)) = 0.9ver(eeq(i − 1)) + 0.1
1

1 + τeeq
2(i)

. (14)

When ver(eeq(i))/ver(ek(i)) ≥ γk and γk > 1, the weight coefficient transfer
can be performed using Eq. (12). Through a lot of experiments, when γk and β
take 2 and 0.8 respectively, the algorithm achieves the best transfer effect. Then,
the implementation process of the MCMVC algorithm is shown in Algorithm 1.
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Algorithm 1. Implementation Process of MCMVC Algorithm
Initialization:
Parameter: μα, ε, β, τ , L, γk, μk, k = 1, 2, · · ·, L.
Initialization: αk(0) = 0, vk(0) = 1/L, Wk(0) = 0, k = 1, 2, · · ·, L, ver(ek(0)) = 0,
ver(eeq(0)) = 0.
Computation:
while i ≥ 1 do
(1) Compute partial filter output: yk(i) = Wk

T (i)u(i) , k = 1, 2 · · · L;
(2) Compute partial filter error: ek(i) = d(i) − yk(i) , k = 1, 2 · · · L;

(3) Compute combined filter output: yeq(i) =
L∑

k=1

vi(i)yi(i);

(4) Compute combined filter error: eeq(i) = d(i) − yeq(i);
(5) Compute versoria estimator of the filter:
ver(ek(i)) = 0.9ver(ek(i − 1)) + 0.1 1

1+τek
2(i)

, k = 1, 2 · · · L;

ver(eeq(i)) = 0.9ver(eeq(i − 1)) + 0.1 1
1+τeeq

2(i)
;

(6) Update partial filter weight vector:
if γk ≤ ver(eeq(i))/ver(ek(i))
Wk(i + 1) = βWk(i) + μi

1

(1+τek
2(i))2

ek(i)u(i) + (1 − β)Weq(i);

else
Wk(i+1) = Wk(i) + μk

1

(1+τek
2(i))2

ek(i)u(i);

(7) Update mixing factor:

αk(i + 1) = αk(i) + μαvk(i)(yk(i) − yeq(i))
eeq(i)

(1+τeeq
2(i))2

|ε−ε;

vk(i+1) = exp(αk(i+1))
∑L

j=1 exp(αj(i+1))
, k = 1, 2 · · · L;

(8) Update combined filter weight vector: Weq(i + 1) =
∑L

k=1 vk(i + 1)Wk(i + 1).
End

4 Simulation

In this section, the convergence and tracking performance of MCMVC algorithm
are analyzed and compared with MVC and MCMCCC algorithms [12] via sim-
ulations of non-stationary linear system identification. In the simulation, the
length of the identification system and the length of the adaptive filter are both
set to 32; the input signal is a Gaussian white noise sequence with zero mean
and variance 1. For noise v(i), this paper uses mixed noise model to simulate
non-Gaussian noise with impulse noise, which can be expressed as

v(i) = (1 − ς(i))A(i) + ς(i)B(i), (15)

where ς(i) is 0.04, B(i) is a Gaussian noise with zero mean and variance 15, and
four different noises are considered for A(i) as follows: (1) Gaussian noise with
zero mean and variance 0.25; (2) Uniform noise distributed in {−0.5, 0.5}; (3)
Laplacian noise with zero mean and variance 1; (4) Binary distribution noise
distributed in {−0.5, 0.5} with equal-probability, that is p(x = 0.5) = p(x =
0.5) = 0.5.
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This paper introduces different weight vector change rates through the ran-
dom walk model. The random walk model can be expressed as

W0(i + 1) = W0(i) + q(i), (16)

where the initial value of ideal weight W0(i) is generated randomly within the
range of [−1, 1], q(i) represents the random zero mean vector with indepen-
dent and identical distribution, its positive definite auto-correlation matrix is
Q = E[q(i)qT (i)]. Tr(Q) is the measurement of the velocity of weight vector. In
addition, q(i) is considered to be an independent gaussian distribution.

Fig. 1. Performance of different algorithms when A(i) is Uniform noise

Fig. 2. Performance of different algorithms when A(i) is Gaussian noise

Figures 1, 2, 3 and 4 show the tracking performance comparison between
MCMVC algorithm and MVC algorithm with corresponding step size under four
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non-Gaussian noise environments. The number of combined filters in MCMVC
algorithm is L = 4, the step size parameters are μ1 = 0.1, μ1 = 0.03, μ1 = 0.015
and μ1 = 0.005, the parameter μα is 5, and the parameter τ is 0.12. In addition,
when the number of iterations are 4000 ≤ i ≤ 5000 and 8000 ≤ i ≤ 9000, weight
vectors are added to Tr(Q1) = 10−6 and Tr(Q1) = 10−7 respectively.

Fig. 3. Performance of different algorithms when A(i) is Laplacian noise

Fig. 4. Performance of different algorithms when A(i) is Binary noise

According to Fig. 5, when the noise A(i) is uniform noise, the change process
of the four mixing factors of MCMVC algorithm can be seen. At different weight
change rates, MCMVC algorithm can adaptively select partial adaptive filters
with optimal performance, so that the performance of the algorithm shows the
performance of the optimal filter. For example, after the weight vector Tr(Q1)
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is added, MCMVC algorithm first selects the adaptive filter with the optimal
performance step size μ2, then selects the adaptive filter with the optimal per-
formance step size μ3 to play the main role, finally, when the stable state is
reached, the adaptive filter with the optimal performance step size μ4 plays the
main role.

Figure 6 shows performance comparison of weight transfer method for
MCMVC algorithm when A(i) is uniform noise. It can be seen from the graph
that in the convergence stage and the convergence stage after the weight vector
changes, the MCMVC algorithm with β = 1 has faster tracking speed than the
MCMVC algorithm with β = 0.8. The weight transfer method transfers part of
the weight of the combined filter to the filter with worse performance than the
combined filter, so the convergence speed of the multi-convex combined filter is
further improved.

Fig. 5. Four mixing factors of MCMVC algorithm when A(i) is Uniform noise

Fig. 6. Performance comparison of weight transfer method for MCMVC algorithm
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Figure 7 shows the performance comparison between MCMCC algorithm and
MCMVC algorithm when A(i) is uniform noise. Among them, the step parame-
ters of MCMCC algorithm are μ1 = 0.1, μ2 = 0.03, μ3 = 0.015 and μ4 = 0.005.
The step parameters of MCMVC algorithm are μ1 = 0.03, μ2 = 0.01, μ3 = 0.005
and μ4 = 0.001. In all the algorithms, parameter μα is taken as 5. In addi-
tion, when the number of iterations is 8000 ≤ k ≤ 9000, the weight vector
Tr(Q1) = 10−6 is added to the weight change rate. As can be seen from Fig. 7,
MCMVC algorithm is composed of MVC algorithms with low steady-state error
and no exponential operation. Therefore, compared with MCMCC, MCMVC
algorithm has lower steady-state error and exponential computation.
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Fig. 7. Performance comparison between MCMVC and MCMCC algorithms when A(i)
is Uniform noise

5 Conclusions

In this paper, the multi-convex combination strategy is combined with MVC
algorithm, and MCMVC algorithm is proposed to overcome the contradiction
between the convergence speed and the steady-state error of MVC algorithm.
Simulation results show that compared with MVC algorithm, MCMVC algo-
rithm can adaptively select the optimal performance filter under different weight
change rates, and therefore has faster convergence speed and stronger tracking
ability. At the same time, compared with MCMCC algorithm, MCMVC algo-
rithm has lower exponential computation and steady-state error while guaran-
teeing tracking performance.
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Abstract. Most k-anonymization mechanisms that have been developed
presently are vulnerable to re-identification attacks, e.g., those generat-
ing a generalized value based on input databases. k-anonymization mecha-
nisms do not properly capture the notion of hiding in a crowd, because they
do not impose any constraints on the mechanisms. In this paper, we define
(k, ρ)-anonymization that achieves secure k-anonymization notion linked
with differential identifiability under the condition of privacy parameter ρ.
Both differential identifiability and k-anonymization limit the probability
that an individual is re-identified in a database after an adversary observes
the output results of the database. Furthermore, differential identifiability
can provide the same strong privacy guarantees as differential privacy. It
can make k-anonymization perform securely, while (k, ρ)-anonymization
achieves the relaxation of the notion of differential identifiability, which
can avoid a lot of noise and help obtain better utility for certain tasks. We
also prove the properties (k, ρ)-anonymization under composition that can
be used for application in data publishing and data mining.

Keywords: Differential identifiability · k-anonymization · Privacy
preservation

1 Introduction

Privacy-preserving notions for data publishing and data mining have achieved
many advances with the increase of collected data that is used for various
data analysis. Many privacy definitions and applications for releasing data
securely have been introduced in the literatures (see [16] and [20] for surveys).
k-anonymity was proposed by Sweeny and Samarati [17–19] to protect the con-
tent of released data records. Some follow-up notions include l-diversity [15] and
t-closeness [13]. The most prominent is k-anonymity. Its basic idea is to ensure
that each quasi-identifier group has at least k tuples in order that individuals
cannot be uniquely re-identified. The notion of k-anonymity tries to work on
the attributes of quasi-identifiers, which is exposed to some subtle but effec-
tive attacks. Even the k-anonymity that treats all attributes as quasi-identifiers
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does not provide sufficient privacy preservation against re-identification attacks
[9]. In addition, k-anonymization mechanisms that satisfy k-anonymity have
weaknesses, because they do not properly capture the notion of hiding in a
crowd. Thus it is necessary to solve such problem and define a new notion of
k-anonymization that is secure without related weaknesses.

A privacy notion that is widely accepted is differential privacy (DP) devel-
oped by a series of works [1–5]. The basic idea is that any individual in a database
has only a limited influence on the output of the database to hide the con-
tribution of any single individual. Since privacy is a social notion with many
facets, research fields examine various facets of privacy to understand strength
and weakness. In 2011, Kifer and Machanavajjhala [11] argued that differential
privacy is not robust to arbitrary background knowledge and impossible to pro-
vide privacy and utility without the assumption of data. Gehrke et al. [8] intro-
duced zero-knowledge to provide sufficient protection when an individual may be
strongly correlated with other individuals. In 2012, Lee and Clifton [12] consid-
ered that differential privacy does not match legal definitions of privacy, which
is required to protect individually identifiable data. As a result, they proposed
differential identifiability (DI). The privacy parameter ρ limits the probability
estimate that is the contribution of an individual to the output results.

Although privacy definitions have some differences, both differential identi-
fiability and differential privacy provide strong privacy guarantees. In fact, such
strong privacy definitions are not suitable for all scenarios. Some mechanisms
may add a lot of noise to satisfy the given privacy definition, thus reducing the
utility of released data. For differential privacy, some relaxation notions have
been proposed. In 2012, Li et al. [14] proposed the definition of differential pri-
vacy under sampling that captures the adversary’s uncertainty about the input
database. The results showed that sampling is a powerful tool that can greatly
benefit differential privacy when sampling is used correctly. Gehrke et al. [7]
introduced crowd-blending privacy that can achieve better utility and strictly
relax the notion of differential privacy. However, for differential identifiability,
there does not exist any relaxation or even properties on it for application in
data publishing and data mining. So the new notion of k-anonymization should
be able to achieve the relaxation of the notion of differential identifiability.

In order to provide sufficient privacy guarantees, we further study
k-anonymization privacy preservation mechanisms and its link with differen-
tial identifiability. Both differential identifiability and k-anonymization limit the
probability that an individual is re-identified in a database after an adversary
observes the output results of the database. In this paper, we define a new
notion of (k, ρ)-anonymization that makes k-anonymization linked with differ-
ential identifiability to properly capture the notion of hiding in a crowd. The new
notion can make k-anonymization perform securely and achieve the relaxation
of the notion of differential identifiability. Furthermore, we prove the proper-
ties of (k, ρ)-anonymization under composition that can allow us to apply it for
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complex privacy preservation issues in data mining and data publishing. Taken
together, the results can provide basis for practical application of differential
identifiability.

2 Preliminaries

A database D can be considered a finite multiset. Each attribute value is a fixed
value in the universe U . Each entry in U can correspond to an individual in
the database that privacy should be protected. I(t) denotes the identity of the
individual corresponding to the entry t in U . ID = {I(t)|t ∈ D} denotes the
set of individuals which belong to D. D′ ⊂ D is a database having one less
individual than D, i.e., |D′| = |D| − 1.

Lee and Clifton [12] argued that differential privacy limits how much one
individual can affect an output, not how much information can be leaked about
an individual. This does not match legal definitions of privacy, which is required
to protect individually identifiable data. Thus they proposed the definition of
ρ-differential identifiability that can provide the same guarantees as differential
privacy, but ρ limits the probability estimate that an individual belongs to the
input database. The definition is:

Definition 1 (ρ-differential identifiability [12]). A randomized mechanism M is
said to satisfy ρ-differential identifiability if for all databases D, any D′ = D−t∗,
for any entry t ∈ U − D′:

Pr[I(t) ∈ ID|M(D) = R,D′] ≤ ρ. (1)

The definition of ρ-differential identifiability limits the identifiability risk of
any individual in the universe U , thus the posterior probability that any indi-
vidual t belonging to the database is less than or equal to ρ after an adversary
observes the output response R. In order to calculate the posterior probability,
it is necessary to assume prior beliefs that an adversary may have.

To measure the adversary’s confidence in making an inference, the proposed
definition assumes that there exists a possible worlds model [12] in which the
adversary considers the set of all possible databases. Given the adversary’s prior
knowledge L = 〈U,D′, I ′

D〉, the set of all possible databases Ψ is

Ψ = {D′ ∪ {t}|t ∈ U ∧ t /∈ D′}.

Every possible world ω ∈ Ψ is equally likely to be D. Only one of the databases
in Ψ is the true database which generates the output response R. In other words,
only one individual is uncertain, and this individual must be drawn uniform from
m = |Ψ | = |U | − |D′| possible individuals with the probability between 0 and
1. At the same time, Lee and Clifton have experimentally proved that when
the value of ρ is close to the correct probability of a random guess, the output
response is barely utility and the privacy goal is also violated. Thus ρ-differential
identifiability will be useful when ρ > 1

m .
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3 New Secure k-Anonymization Notion Linked with
Differential Identifiability

Both differential identifiability and differential privacy provide strong privacy
guarantees. For some data analysis tasks, some mechanisms may add a lot of
noise to satisfy the given privacy definition while reducing the utility of released
data. Furthermore, such strong privacy guarantees may be too restrictive for
specific data analysis. We may require a privacy definition that can be strictly
relaxed. In this section, we focus on a new k-anonymization notion linked with
differential identifiability, which can relax the notion of differential identifiability
and be more secure than classical k-anonymization.

3.1 Classical k-Anonymization

k-anonymity [19] is a privacy definition specifically for protecting data records
of tables. A published table satisfies k-anonymity if each quasi-identifier (QID)
group has at least k records in the table to reduce the probability of identification.
k-anonymity requires the separation of all attributes into quasi-identifiers (QIDs)
and sensitive attributes (SAs). The adversary is assumed to only know QIDs.
Such separation is very hard to achieve in practice. And any separation between
QIDs and SAs based on the adversary’s background knowledge can be easily
violated. There may exist an adversary that knows sensitive information on some
individuals. If these individuals can be re-identified based on these information,
it is still a privacy leak.

The literature [14] makes a clear distinction between k-anonymity and
k-anonymization algorithms. k-anonymization aims to generate the anonymized
output of the given input dataset which satisfies k-anonymity. Intrinsically, the
notion of k-anonymity is very weak. Then classical k-anonymization based on
k-anonymity is also vulnerable to re-identification attacks when some individuals
have extreme values. For example, we assume that the input dataset contains
the monthly income of individuals in a town. The adversary has known that
only one individual’s monthly income has been over 200K in this town. When
k(= 15)-anonymization generates the output dataset which contains one group
taking [50K, 210K] as the generalized value of monthly income, the adversary
can conclude the individual is in the group and the individual’s monthly income
is 210K. The adversary can re-identify the individual with a probability that is
over 1/15.

Most classical k-anonymization that computes generalization values accord-
ing to the input dataset is sensitive to extreme values, thus leaking private
information.

3.2 (k, ρ)-Anonymization

Classical k-anonymization does not provide sufficient privacy preservation. We
consider that it does not properly capture the notion of hiding in a k crowd,
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because it does not impose any constraints on the mechanism used to generate
generalized outputs, just as also mentioned in [14] and [7]. We aim to develop
a new secure k-anonymization privacy definition whose mechanism used does
not overly depend on an individual in the input dataset, i.e., it can achieve the
notion of hiding in a k crowd.

In Definition 1, I(t) ∈ ID can be denoted by t ∈ D. For convenience, we
use t to denote t ∈ D, M(D) to denote M(D) = R. Then Eq. 1 can be written
Pr[t|M(D)] ≤ ρ.

Definition 2. For all databases D, an individual t ∈ D ρ-hides in a k crowd in
D with respect to a mechanism M if Pr[t|M(D)] ≤ ρ and ρ ≤ 1

k .

Definition 3 ((k, ρ)-anonymization). A mechanism M is (k, ρ)-anonymization
if for any database D and each individual t ∈ D, t ρ-hides in a k crowd in the
database D.

(k, ρ)-anonymization requires that for each individual t ∈ D, t hides in a k crowd
in D. Individual t is indistinguishable from at least other k − 1 individuals
by means of the mechanism M regardless of what the database D is, i.e., an
adversary can re-identify t with a probability less than ρ ≤ 1

k . Thus the attribute
value of the individual t can be changed to the value of any other individuals
in the k crowd. The mechanism M does not release any re-identifying privacy
information on the individual t except the common information in a k crowd.

Many mechanisms achieving k-anonymization generalize a value in the input
database by means of replacing specific values with general values, such as
replacing a specific monthly income with monthly income range. As described
in Sect. 3.1, if it is not used carefully, the privacy information may be leaked.
Most of these mechanisms do not satisfy (k, ρ)- anonymization. If the data can
be generalized appropriately, it is possible to achieve (k, ρ)-anonymization.

(k, ρ)-anonymization is not sufficiently strong privacy preservation method
in all scenarios. It is crucial for relaxing the notion of differential identifiability
that an adversary may observe some common information on the individual t
when the adversary knows every individual in a k crowd except the individual
t. In a sense, this can be viewed as a privacy leak that is not allowed in differen-
tial identifiability. We consider that the leaked information on t is non-sensitive
information, because it is shared by a k crowd. Such relaxation is needed in some
scenarios that sacrifice non-sensitive information for improved utility while the
individual t is not re-identified with a probability over 1

k .
(k, ρ)-anonymization can be viewed as the relaxation of the notion of differ-

ential identifiability, thus there is a relationship between (k, ρ)-anonymization
and differential identifiability.

Proposition 1. A mechanism M satisfies ρ-differential identifiability. Then M
is (k, ρ)-anonymization for ρ ≤ 1

k (any integer k ≥ 2) and any database D of
size at least k.
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Proof. If the mechanism M satisfies ρ-differential identifiability, for any database
D of size at least k and every individual t ∈ D, we can know

Pr[I(t) ∈ ID|M(D) = R]
= Pr[t ∈ D|M(D) = R]
≤ ρ.

According to Definition 1, t is re-identified in D with a maximum probability of
ρ(≤ 1

k ), i.e.,
Pr[t|M(D)] ≤ ρ,

so the individual t can ρ-hide in a k crowd in the database D. The mechanism
M is (k, ρ)-anonymization.

Proposition 2. For any mechanism M , any database D of size at least k and
each individual t ∈ D, the mechanism M satisfies ρ-differential identifiability
if and only if for any integer k ≥ 2 and ρ = 1

k , t ρ-hides in a k crowd in the
database D, i.e., M is (k, ρ)-anonymization.

Proof. The “only if” direction can refer to Proof 3.2. If the mechanism M satisfies
ρ-differential identifiability,

Pr[I(t) ∈ ID|M(D) = R]
= Pr[t ∈ D|M(D) = R]
= Pr[t|M(D)]

≤ρ =
1
k

.

t can ρ-hide in a k crowd in the database D that satisfies (k, ρ)-anonymization.
For the “if” direction, the mechanism M is (k, ρ)-anonymization. The indi-

vidual t ρ-hides in a k crowd in the database D. Assume that the mechanism M
does not satisfy ρ-differential identifiability for the sake of contradiction, then
there exists

Pr[I(t) ∈ ID|M(D) = R]
= Pr[t ∈ D|M(D) = R]
> ρ.

Then for any database D of size at least k and each individual t ∈ D, t is
re-identified in D with a probability over ρ = 1

k , i.e.,

Pr[t|M(D)] > ρ.

Thus the individual t does not hide in a k crowd, which contradicts the fact that
M is (k, ρ)-anonymization.
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3.3 Privacy Axiom

Kifer and Lin [10] considered that the questions such as what makes a good pri-
vacy definition and how the data publisher should choose one must be addressed
axiomatically. They presented the two axioms, namely the Privacy Axiom of
Choice and the Transformation Invariance. The former allows us to randomly
choose a privacy mechanism as long as this decision is not influenced by input
database. It is a fundamental axiom which is required for any application of sta-
tistical privacy. The latter states that postprocessing sanitized data maintains
privacy as long as the postprocessing mechanism does not deal with the sensitive
information directly. We now show that the notion of (k, ρ)-anonymization also
satisfies the two axioms.

Proposition 3. Given two mechanisms M1 and M2 that both are (k, ρ)-
anonymization, for any p ∈ [0, 1], Mp is the mechanism that outputs M1 with
probability p and M2 with probability 1−p on input database D, then Mp is also
a privacy mechanism that satisfies (k, ρ)-anonymization.

Proof. Since both M1 and M2 are (k, ρ)-anonymization, for any database D and
each individual t ∈ D, we have

Pr[t|Mp(D)] = pPr[t|M1(D)] + (1 − p)Pr[t|M2(D)]
≤ p · ρ + (1 − p) · ρ

= ρ

≤ 1
k

.

Therefore, the mechanism Mp also is (k, ρ)-anonymization.

Proposition 4. Let M1 be (k, ρ)-anonymization. For a randomized M2 whose
input space is the output space of M1, M(·) = M2(M1(·)) also is (k, ρ)-
anonymization.

Proof. The randomness in M2 is independent of both the data and the random-
ness in the mechanism M1. We have

Pr[t|M2(M1(D))]
= Pr[t ∈ D|M2(M1(D)) = R]

=
Pr[D = D′ ∪ {t}] · Pr[M2(M1(D′ ∪ {t})) = R]

Pr[M2(M1(D)) = R]

=
Pr[D = D′ ∪ {t}] · Pr[M1(D′ ∪ {t}) = S]Pr[M2(S) = R]

Pr[M1(D) = S]Pr[M2(S) = R]
≤ ρ

≤ 1
k

.

We know that M(·) = M2(M1(·)) also is (k, ρ)-anonymization.
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3.4 Composition Axiom

(k, ρ)-anonymization can show that an adversary only know some common infor-
mation shared by a k crowd, which can be viewed as the relaxation of differen-
tial identifiability. Thus (k, ρ)-anonymization takes advantage of the adversary’s
uncertainty about the input database, i.e., the definition does not assume the
adversary’s background knowledge about database. Inevitably, there exists some
weaknesses. It has appeared in [6,7,14] that any privacy definition which exploits
the adversary’s uncertainty. Let M1 and M2 be (k, ρ)-anonymization. Since the
two crowds generated by M1 and M2 for an individual t may be basically dis-
joint, the new crowd generated by the combination of M1 and M2 includes the
individual t and can be very small. The adversary can re-identify individual t
with a probability over 1

k . Thus (k, ρ)-anonymization can release the output of
a database in the non-interactive model only once.

Although (k, ρ)-anonymization mechanism is not robust under composi-
tion, we expect that it can compose (k, ρ1)-anonymization mechanism with ρ2-
differential identifiability mechanism to obtain a (k, ρ)-anonymization mecha-
nism, while ρ is a function of ρ1 and ρ2. Such composition can be useful in
certain scenario. Given the anonymized output database that satisfies (k, ρ)-
anonymization, one can release the database in the interactive model and mean-
while answer the queries that use the mechanisms satisfying ρ-differential iden-
tifiability.

Proposition 5. Assume that mechanism M1 is (k, ρ1)-anonymization and M2

is a mechanism that satisfies ρ2-differential identifiability, then the mechanism
M = (M1,M2) is (k, ρ1ρ2m)-anonymization.

Proof. Let D be any database and t be any individual in D. The mechanism M1

is (k, ρ1)-anonymization making

Pr[t|M1(D)] = Pr[t ∈ D|M1(D)]
≤ ρ1.

M2 is a ρ2-differential identifiability mechanism making

Pr[I(t) ∈ ID|M2(D) = R] = Pr[t ∈ D|M2(D)]
≤ ρ2.

We have
Pr[t|M(D)] = Pr[t|(M1(D),M2(D))]

= Pr[t ∈ D|(M1(D),M2(D))]

=
Pr[D = D′ ∪ t]Pr[M1(D′ ∪ t),M2(D′ ∪ t)]

Pr[M1(D),M2(D)]

=
Pr[D = D′ ∪ t]Pr[M1(D′ ∪ t)]Pr[M2(D′ ∪ t)]

Pr[M1(D)]Pr[M2(D)]

=
Pr[D = D′ ∪ t]Pr[M1(D′ ∪ t)]

Pr[M1(D)]
· Pr[M2(D′ ∪ t)]

Pr[M2(D)]
≤ ρ1ρ2m.
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When the values of ρ1 and ρ2 are taken carefully, it can make ρ1ρ2m ≤ 1
k . Thus the

individual t can ρ1ρ2m-hides in a k crowd with respect to M in the database D.

It is normal that privacy level degrades as more information is leaked. As men-
tioned in the proof, we must control the values of ρ1 and ρ2 in a good way to
satisfy (k, ρ1ρ2m)-anonymization. Note that when the value of m is too large,
the values of ρ1 and ρ2 will become very small to satisfy ρ1ρ2m ≤ 1

k which
introduces too much noise. Furthermore, an adversary may conclude with high
confidence that the individual t is not in the database D after observing query
results and considering the values of ρ1 and ρ2 are very small. It is evident that
the composition between differential identifiability mechanism and other weaker
mechanism should be used in a well-controlled way.

4 Conclusions

In this paper, we proved the properties of differential identifiability under
composition that can allow us to apply differential identifiability for com-
plex privacy queries in data mining and data publishing. We identified the
weaknesses of the k-anonymization methods and provided the notion of (k, ρ)-
anonymization. (k, ρ)-anonymization can avoid the vulnerabilities existing in
classical k-anonymization and achieve the relaxation of the notion of differen-
tial identifiability. We also studied the power and the potential weaknesses under
composition. The results show that it is important to control the privacy param-
eters to prevent privacy information leaked when (k, ρ)-anonymization is used
in the interactive model. Our achievements provide basis for practical applica-
tion of differential identifiability and will facilitate the development of practical
privacy-preserving data mining algorithms supporting differential identifiability.
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Abstract. Energy Harvesting Cognitive Wireless Sensor Network (EH-CRSN)
is a novel network which introduces cognitive radio (CR) technology and energy
harvesting (EH) technology into traditional WSN. Most of the existing works do
not consider that battery capacity of the sensor is limited and will decay over
time. Battery capacity degradation will reduce the lifetime of the sensor and affect
the performance of the network. In this paper, in order to maximize the network
utility of the energy harvesting sensor node in its life cycle, we are concerned with
how to determine the optimal sampling rate of sensor node under the condition of
battery capacity degradation. Therefore, we propose an optimal adaptive sampling
rate control algorithm (ASRC), which can adaptively adjust the sampling rate
according to the battery level and effectively manage energy use. In addition, the
impact of link capacity on network utility is further investigated. The simulation
results verify the effectiveness of the algorithm, which shows that the algorithm
is more realistic than the existing algorithm. It can maximize the network utility
and improve the overall performance of the network.

Keywords: Energy management · Cognitive radio · Battery degradation ·
Sampling rate control

1 Introduction

In order to alleviate the spectrum shortage of unlicensed frequency bands and prolong the
network lifetime, energy harvesting cognitive wireless sensor network (EH-CRSN) has
been proposed and developed. In EH-CRSN, sensor nodes can opportunistically access
the vacant licensed channels which can provide a spectrum-efficient, energy-efficient,
and long-lived wireless networking solution in the coming era of the Internet of Things
(IoTs) [1]. In RF-powered CRSNs, sensor nodes can harvest energy from dedicated RF
power sources and ambient RF signals (e.g., WiFi signals, TV, and microwave radio)
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[2], and store them in batteries for later use. However, the lifetime of battery is closely
related to the charging and discharging cycles. Frequent battery charging and discharging
operations can cause irreversible battery capacity degradation and endanger the lifetime
of sensor nodes.

Existing works hardly consider the degradation of battery capacity and link con-
straint, which is not practical. Reference [3] studies the network utility maximization
problem in static route rechargeable sensor networks. however, the impact of battery
capacity degradation is neglected. Reference [4] proposes a fast sampling rate control
algorithmbasedonRFenergyharvestingwireless sensor networks.However, it considers
that the energy consumption rate does not exceed the energy harvesting rate. Reference
[5] proposes a distributed solution called QuickFix, to compute the optimal sampling
rate and routing path. However, insufficient battery capacity would result in the loss of
recharging opportunities. Reference [6] does not consider the link capacity constraint
for congestion control. Reference [7] proposes a double-threshold policy under channel
fading conditions. Reference [8] studies random Markov chain framework to capture
the degradation status of battery capacity. However, it does not consider the issue of
maximizing network utility.

In this paper, we propose an adaptive sampling rate control algorithm (ASRC) which
can adaptively determine the sampling rate of eachRF-powered cognitivewireless sensor
node under the condition of battery capacity degradation. Our algorithm achieves the
goal of maximizing the overall utility of the network.

The rest of the paper is organized as follows: Sect. 2 establishes the system model
and the mathematical model of optimization problem; Sect. 3 proposes the optimization
strategy and algorithm to solve the problem; Sect. 4 gives the simulation results; Sect. 5
summarizes the relevant conclusions.

2 System Model and Problem Formulation

2.1 Network Model

We consider a static-routing RF-powered CRSNwith N sensor nodes (excluding the sink
node), each sensor node only has a unique link to the next hop. Figure 1 is illustration of
an RF-powered CRSN. All sensor nodes are equipped with CR module and EHmodule.
They can opportunistically access the licensed spectrum of the PU and transmit the data
collected from the environment to the sink node.

2.2 Energy Harvesting Model

We consider sensor nodes can harvest energy from dedicated RF sources to ensure a
stable supply of energy. The amount of energy harvested by sensor node depends on the
transmission power ofRF energy source, the distance, and the propagation characteristics
of the environment. In the terrestrial environment, the energy harvest rate of the node i
from the uth energy source can be expressed as [9]:

Ei,u = δ
GuGiλ

α
u

4πdα
i,u

· Pu (1)
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Fig. 1. Illustration of an RF-powered CRSN

Where δ is the energy conversion efficiency, Gu and Gi are the antenna gain of the
uth energy source and the ith sensor node respectively; α is the path loss exponent; the
RF signal wavelength, the energy collection efficiency; d is the distance between the
node and the energy source; Pu is the transmission power of each energy source.

2.3 Energy Consumption Model

We consider the time cycle of energy harvesting is divided into a set T = {1, · · · , T },
and T represents the length of the cognitive wireless sensor life cycle. Let r ti represent
the sampling rate of the node i at the time slot t. Each sensor node consumes additional
energy due to the cognitive radio module, so the energy consumption rate of the whole
node can be expressed as:

ω(r t ) = eτ + (esi + eti )r
t
i + (eri + eti )

∑

j∈A(i)

r tj (2)

Where r t = [r t1, · · · , r tN ]T is the sampling rate vector. Let esi , e
r
i and eti denote the

energy consumption per bit of the sensor node data sensing, receiving and transmitting
respectively; eτ denote the energy consumed by spectrum sensing, and A(i) denote a
group of sensor nodes using the sensor node i as a relay node.

2.4 Battery Capacity Degradation Model

The number of charge and discharge cycles of the battery is related to the battery dis-
charge depth (D). The discharge depth is denoted as the ratio of the amount of battery
discharges to the battery capacity.Considering the exponential decaymodel of the battery
energy level [8], the decay rate of battery capacity at the time slot t is:

qi = λe
θ(1− Bti

B0
)

(3)

Where qi denote the amount of battery degradation of node i at the time slot t. Bt
i

denote the battery energy level of node i at the time slot t; B0 denote the initial capacity
of the battery; the battery constant λ > 0, θ > 0. Since the energy decay model is an
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exponential decay model which is only related to the current battery energy level, the
node’s current battery energy level can be expressed as:

Bt
i =

[
Bt−1
i + Ei,u	t − ω(r t )	t

]Bc
i

0
(4)

Where Bc
i denote the battery capacity of node i at the current time slot, 	t denote

time interval of time slot t. Equation (4) can be recursively calculated by

Bt
i = B0

i +
t∑

k=1

Ei,u	t −
t∑

k=1

ω(r ti )	t (5)

The current battery capacity of the node can be expressed as:

Bc
i = B0 −

t∑

k=1

λe
θ(1− Bti

B0
)

(6)

When Bc
i ≤ DminB0 and B0 = 0, the remaining storage space of the battery cannot

maintain the continuously operation of sensor node, and the life cycle of the cognitive
wireless sensors is over. Dmin denote the ratio of the minimum discharge space for
maintaining the operation of the wireless sensor to the initial battery capacity.

2.5 Problem Formulation

We establish a mathematical model and propose an optimal adaptive sampling rate
control algorithm (ASRC) to manage battery energy. Assuming that adjacent nodes
operate on orthogonal channels, the utility function is assumed to be increasing and
strictly concave. For example, let U (r ti ) = log(1 + r ti ), which is known to guarantee
the fairness of each sensor nodes [10]. The network utility maximization problem in
RF-powered CRSN with link and battery capacity constraints can be expressed as:

max
r ti

∑

t∈T

∑

i∈N
U (r ti )

s.t

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

r ti + ∑
j∈Ai

r tj ≤ cti

Bt
i ≤ Bc

i
Bt
i ≥ Bc

i − B0D
Bt
i ≥ 0

(7)

Constraint 1 indicates that the flow over one link should not exceed the link capacity
to avoid link congestion. Constraint 2 indicates that the battery energy level should
be within the current battery capacity range. Constraint 3 indicates that the battery
energy level must be within the discharge space to avoid excessive battery discharge.
Constraint 4 indicates that the battery level must be greater than zero. We can decouple
the original optimization problem into separable subproblems and then solve it locally
by dual decomposition [6].
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3 Optimal Adaptive Sampling Rate Control Algorithm

3.1 Introducing Lagrange

We introduce the Lagrangian multipliers λti , u
t
i , α

t
i ≥ 0 for each sensor node at each

time slot, and λ = [λti ]i∈N ,t∈T , u = [uti ]i∈N ,t∈T , α = [αt
i ]i∈N ,t∈T are the Lagrangian

multiplier matrixes. The Lagrangian function for our optimization problem is:

L(R, λ, u, α, β) =
∑

t∈T

∑

i∈N
U (r ti ) +

∑

t∈T

∑

i∈N
[λti (cti − (r ti +

∑

j∈Ai

r tj ))

+ uti (B
c
i − Bt

i ) + β t
i (B

t
i − (Bc

i − B0D)) + αt
i B

t
i ] (8)

We define the intermediate variables as follows, these equations can be proved
through expansion of both sides and mathematical induction.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ζ t
i =

T∑
k=t

(uti − αt
i − β t

i )

σ t
i = [ζ t

i (e
s
i + eti ) + ∑

j∈R(i)
ζ t
j (e

r
j + etj )]	t

ηti = λti + ∑
j∈R(i)

λtj

(9)

Thus, the Lagrangian is:

L(R, λ, u, α, β) =
∑

t∈T

∑

i∈N
[U (r ti ) − r ti η

t
i + r ti σ

t
i + (β t

i − uti )
t∑

k=1

qi ]

+
∑

t∈T

∑

i∈N
[λti cti + (uti − β t

i )B0 + β t
i B0D − ζ t

i (B
0
i +

T∑

k=1

Ei.u	t)]
(10)

Through the Lagrangian function, the original optimization problem can be decom-
posed, and the subproblem is:

P(λ, u, α, β) = max
r ti ≥0

∑

t∈T

∑

i∈N
[U (r ti ) − r ti η

t
i + r ti σ

t
i + (β t

i − uti )
t∑

k=1

qi ] (11)

It is not difficult to judge that the subproblem is also a convex optimization problem,
and the optimal solution satisfy the KKT optimization condition:

1

r ti
+ (σ t

i − ηti ) + (β t
i − uti )

θ

C0
(esi + eti )	t

t∑

k=1

qi = 0 (12)

The slackness conditions are as follows:
⎧
⎨

⎩

uti (B
c
i − Bt

i ) = 0
β t
i (B

t
i − (Bc

i − B0D)) = 0
αt
i B

t
i = 0

(13)



322 E. Pei et al.

So, the sampling rate can be obtained from Eq. (12):

r ti = [U ′−1(ηti − σ t
i + (uti − β t

i )gi )]+ (14)

Where

gi = θ

C0
(esi + eti )	t

t∑

k=1

qi (15)

3.2 Dual Problem

From the sampling rate formula (14), the Lagrangian multipliers in the equation can
be solved by the dual problem of the optimization problem. The dual problem can be
expressed as:

min
λ,u,α,β

P(λ, u, α, β)

s.t λti , u
t
i , α

t
i , β

t
i ≥ 0 (16)

The optimal solution to the dual problem can be solved iteratively by the subgra-
dient method. The Lagrangian multipliers is updated in the opposite direction of the
subgradient of the dual function:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

λ
t,k+1
i = [λt,ki − νλ(cti − (r ti + ∑

j∈A(i)
r tj ))]+

ut,k+1
i = [ut,ki − νu(Bc

i − Bt
i )]+

β
t,k+1
i = [β t,k

i − νβ(Bt
i − (Bc

i − B0D)]+
α
t,k+1
i = [αt,k

i − ναBt
i ]+

(17)

3.3 Battery Management Strategy

It can be seen from the sampling rate formula (14) that the sampling rate is related to the
battery level under the condition of battery degradation and limited discharge space. We
demonstrate the following lemma,whichoptimizes the sampling rate of nodes at different
battery energy levels to maintain a reasonable energy level. Theoretical estimation of
the life cycle of cognitive wireless sensors is also solved.

Lemma 1: When Bc
i −B0D > 0, if the battery energy levelmeet Bc

i −B0D ≤ Bt
i ≤ Bc

i ,
r ti = 1

/
ηti .If the battery energy level is equal to Bc

i − B0D, then r ti = [U ′−1(ηti − σ t
i −

β t
i )gi )]+, if the battery energy level is equal to Bc

i , then r
t
i = [U ′−1(ηti −σ t

i +uti )gi )]+.
When Bc

i −B0D ≤ 0, if the battery energy level meet 0 ≤ Bt
i ≤ Bc

i , then r
t
i = 1

/
ηti .

If the battery energy level is equal to 0, then r ti = [1/ (ηti − σ t
i )]+, if the battery energy

level is equal to Bc
i , then r

t
i = [U ′−1(ηti − σ t

i + uti )gi )]+.
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Proof: When Bc
i − B0D > 0, if the battery energy level meet Bc

i − B0D ≤ Bt
i ≤ Bc

i ,
it is easy to know by the slackness conditions (13): uti = 0, αt

i = 0, β t
i = 0, from

sampling rate formula (14): r ti = 1
/

ηti . Also, if the battery energy level is equal to
Bc
i − B0D, β t

i > 0, uti = 0, αt
i = 0, via calculation, r ti = [U ′−1(ηti − σ t

i − β t
i )gi )]+,

if the battery energy level is equal to Bc
i , u

t
i > 0, β t

i = 0, αt
i = 0, via calculation,

r ti = [U ′−1(ηti − σ t
i + uti )gi )]+.

When Bc
i − B0D ≤ 0, if the battery energy level meet 0 ≤ Bt

i ≤ Bc
i , it is Easy to

know by slackness conditions (13): uti = 0, αt
i = 0, β t

i = 0, from sampling rate formula
(14): r ti = 1

/
ηti . Also, if the battery energy level is equal to 0, αt

i > 0, uti = 0, β t
i = 0,

via calculation, r ti = [1/ (ηti − σ t
i )]+, if the battery energy level is equal to Bc

i , u
t
i >

0, β t
i = 0, αt

i = 0, via calculation, r ti = [U ′−1(ηti − σ t
i + uti )gi )]+.

According to the Eq. (3), the relationship between the battery discharge space and
the sensor network life cycle can be approximated.We denoteCTn as the battery capacity
of the nth charge and discharge cycle, tn is the length of the nth charge and discharge
cycle, the amount of battery degradation in the nth time slot: 	q = CTn − CTn−1 and
Dmin is the minimum discharge space. It can be expressed as:

DminB0 = w(r tmin)tn (18)

Where

ω(r tmin) = eτ + esi r
t
min (19)

The amount of battery capacity degradation during the nth charge and discharge
cycle is:

	q =
∫ tn

0
λe

θ(1− Bti
B0

)
dt (20)

The number of charge and discharge cycles during the sensor life cycle Ncyc(D) is:

Ncyc(D) =
∫ B0

DminB0

1

	q
dB (21)

So, the life cycle of the sensor approximately is:

T ∼=
Ncyc(D)∑

n=1

tn (22)
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The detailed steps of the proposed algorithm are as follows:

Adaptive sampling rate control algorithm (ASRC)
Input: network topology configuration, energy consumption rate, energy harvesting 
rate, link capacity, initial battery level, depth of discharge, life cycle T. 
Output: Network utility ( )tiU r . 
Initialization: let the number of iteration k=1, each node starts with an arbitrary La-
grangian multiplier ; 
Repeat

for each node i=1,...,N do 
Each node sends , , ,t t t t

i i i iu  to the sensor node , ( )j j A i , collecting and forward-

ing information from neighboring nodes, and calculate , ,t t t
i i i according to the in-

termediate variable Eq. (9); 
for each time slot t=1,...,T do 
The node battery level state is updated, according to the battery level state, each 

node adaptively adjust sampling rate by the Lemma 1; 
Each node locally updates the Lagrangian multiplier according to Eq. (17); 

End 
k=k+1; 
until , ,u  converge within a small range; 

4 Simulation Results and Analysis

In this section, simulation results are provided to demonstrate the performance of the
proposed ASRC algorithm and are compared with QuickFix in [5]. Figure 2 shows the
simple network topology. All the results are obtained by MATLAB.

Sink

RF-enabled Sensor

RF energy source

1
2

3

4
5

6

Fig. 2. Network topology

Weconsider the 20*20marea, 6 sensor nodes are equippedwithRFenergyharvesting
capability and cognitive function. For calculation conveniently, it is assumed that the
sensor nodes are symmetrically distributed around the sink. Transmission power is 3 W.
The energy consumption rate for sampling, transmitting and receiving are 100nJ/bit,
150nJ/bit, 158nJ/bit, respectively [4], and the energy consumed by spectrum sensing is
0.1mJ/s. The link capacity is 2 kbps, Table 1 shows other detailed simulation parameters.
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Table 1. Simulation parameters

Parameter Value

RF harvesting band 900 MHz

Initial battery capacity 10 J

Initial battery level 0 J

Battery degradation parameter λ, θ 0.035, 2

Harvesting efficiency 0.9

Antenna gain Gs ,Gr 8, 2

Path loss factor 2

Fig. 3. Battery capacity impact on network
utility

Fig. 4. Link capacity impact on network
utility

In Fig. 3, we compare the impact of perfect battery and battery degradation on net-
work utility. The ASRC algorithm considers the exponential decay model, so the perfect
battery has better utility. But ASRC algorithm can adaptively adjust the sampling rate
according to the battery level. It is more practical for those nodes in harsh environments.

In Fig. 4, we evaluate the impact of link capacity on network utility. Compared
with QuickFix algorithm, ASRC effectively improves the network utility. Because the
energy constraint of QuickFix algorithm only considers the node consumption rate not
exceeding the energy harvesting rate. The excess energy collected cannot save the battery
for later use, so it cannot be flexibly use in the time range.

Figure 5 shows that depth of discharge (D) impact on network utility. When D =
0.1 to D = 0.4, the network utility is improved which can also increase the accuracy
of environmental monitoring. When D = 0.4 to D = 1, the network utility cannot be
continuously improved due to the node link capacity is fixed. When D < 0.036, the
battery discharge space does not guarantee the minimum communication requirements
of the sensor node, so it is not considered.

Figure 6 shows that the curve of life cycle with depth of discharge. The two curves
are very close. It can be seen that the life cycle of the theoretical calculation and the
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Fig. 5. Depth of discharge (D) impact on
network utility

Fig. 6. Depth of discharge (D) impact on the
life cycle

ASRC algorithm are almost same under the same discharge space, indicating that depth
of discharge determines the life cycle of the wireless sensor.

5 Conclusion

In this paper, a novel cognitive wireless sensor network based on RF energy harvesting
is considered. We have proposed a sampling rate control algorithm called ASRC for
maximizing network utility under battery capacity degradation tomanage battery energy.
Also,we take the node link constraints into account. The results indicate that the proposed
algorithm ismore practical as compared to the existing algorithm for energymanagement
in EH-CRSN. In future, we will jointly optimize sample rate and routing based on the
characteristics of battery degradation to maximize network utility.
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Abstract. With the advent of new Global Navigation Satellite Systems (GNSS)
and signals, the signal quality monitoring techniques for navigation signals also
need to be updated. In the traditional satellite signal integrity detection, the multi-
correlator processing method is commonly used in signal quality monitoring to
detect if a signal is distorted.Thismethodoften assumes thatmultipath signals have
been eliminated, avoiding multipath signals from interfering with the detection
results. However, if there is a multipath signal that has not been eliminated, since
the correlation functions of the multipath signal and the distorted signal have
a certain similarity, if the detection method without considering the multipath
effect is used, here is a case where the multipath signal is erroneously detected
as a distorted signal. Since the influence of the multipath signal and the distorted
signal on the positioning result is very different, it is necessary to distinguish the
two signals during the detection process. In this paper, the model of multipath
signal and distorted signal is discussed for the new generation GNSS signal (BOC
signal). Based on the characteristics of the correlation functions of these two
models, a multi-correlator range setting method is proposed, and the appropriate
detection values are selected, which can effectively distinguish multipath signals
and distorted signals at the relevant peak levels.

Keywords: Multi-correlator · Multipath signal · Distorted signal

1 Introduction

The quality of satellite navigation signals is directly related to the user’s positioning,
navigation, and timing service performance.When the satellite fails for some reason, the
navigation signal will be distorted in the time domain. At this time, the receiver needs to
inform the user of the availability of the satellite signal in time. As an effective detection
mechanism, signal quality monitoring (SQM) technology has received extensive atten-
tion. SQM is favored by multipath signals and distorted signals for its simplicity and
efficiency. It is highly autonomous and does not require external dependencies [1].

For distorted signals, the International Civil Aviation Organization (ICAO) proposed
a 2nd-Order Step (20S) threat model for GNSS signals [2, 3]. The model describes the
anomalous waveform, or evil waveform (EWF), as the combination of a second-order
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ringing (analog failure mode) and/or a lead/lag of the pseudorandom noise code (PRN)
chips. In SQM, it is important to detect the distorted signal.

The multipath signal refers to the reproduction of the original signal after the signal
is reflected and scattered by the obstacle. The model of the multipath signal in the time
domain is discussed in [4]. Multipath signals also have an impact on positioning. [5]
discusses the effects of multipath signals on receiver performance. Usually in SQM,
it is often assumed that multipath signals have been suppressed. However, if there is a
multipath signal that is not suppressed and eliminated, it may interfere with the detection
of the distorted signal by SQM. Therefore, it is necessary to distinguish the distorted
signal and the multipath signal in SQM.

Multi-correlator technology is a commonly used signal quality monitoring method.
The principle is to use the multi-correlator output information of the correlation peak
to determine whether the satellite signal is distorted. Multi-correlator technology was
originally used formultipath suppression.NarrowEarly-minus-Late (E-L), introduced in
[6], and Double Delta (DD), introduced in [7, 8], are two applications of multi-correlator
technology inmultipath suppression. Subsequently, multi-correlator technology has also
been widely used in SQM, and the application of multi-correlator technology in SQM
is discussed in [9, 10].

Based on the multipath and distorted model of the new generation GNSS signal,
the multi-correlator processing method is used to monitor the satellite signal quality.
Aiming at the characteristics ofBOCmodulation, amulti-correlator range settingmethod
is proposed, and the appropriate detection values are selected to distinguish between
normal signal, distorted signal and multipath signal.

2 Multipath and Distorted Model of New Generation GNSS Signal

2.1 New Generation GNSS Signal Model

The BOC (binary offset carrier) modulation can be regarded as the product of the base-
band signal and a square wave subcarrier. BOC(m,n) is a simplified representation of
BOC modulation from a square wave subcarrier of m × 1.023 MHz frequency and a
pseudo code of n × 1.023 MHz chip rate.

The standard BOC modulation process can be expressed in the time domain as:

x(t) = s(t)sgn(sin(2π fsct)) (1)

Where t is the time, fsc is the frequency of the subcarrier, s(t) is the baseband signal,
sin(2π fsct) is the sinusoidal square wave subcarrier.

When BOC modulation is used, the autocorrelation curve of the signal is no longer
a unimodal case, but changes due to the values of m and n. The autocorrelation function
of the BOC modulation has a plurality of peaks, and the width of the main peak is n/m
chips, and the number of positive peaks is L = 2m/n − 1.

Since the autocorrelation main peak width of BOC modulation is narrower than that
of traditional BPSK, the correlation function is better, so signal quality monitoring is
easier.
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2.2 Distorted Signal Model

The distorted of satellite signals is mainly caused by the abnormality of the signal gen-
erator hardware in the analog or digital part. According to the difference between analog
and digital domain distorted, the typical distorted models are mainly divided into three
categories: digital circuit fault (TMA), analog circuit fault (TMB) and a combination of
the two (TMC). This model is also identified by the International Civil Aviation Organi-
zation (ICAO). In the distorted model defined by ICAO, there are three key parameters.
� (chip): used to describe the leading or trailing edge of the signal than the normal
position; damped oscillation frequency fd (MHz): describes the frequency of ringing
phenomenon at the edge of the signal; Damping coefficient σ (MNerpers/s): describes
the attenuation factor of ringing phenomenon at the edge of the signal.

The TMAmodel can be modeled as the sum of a normal sequence and a� sequence,
which is the difference between the normal sequence and its cyclically shifted sequence,
expressed as:

xT MA = x(t) + xΔ(t) (2)

xΔ(t) =
{
max[x(t − Δ) − x(t), 0] Δ ≥ 0
min[x(t + Δ) − x(t), 0] else

(3)

The TMBmodel can be represented by a 2nd-Order Step system response, expressed
as:

xT MB = x(t)h(σ, fd )(t) (4)

Where h(σ, fd )(t) is the step response of the code edge, which can be expressed as:

h(σ, fd )(t) =
{

0 t < 0

1 − e−σ t
[
cos(2π fd t) + σ

2π fd
sin(2π fd t)t ≥ 0

] (5)

The TMC model is a hybrid model of TMA and TMB, which can be expressed as:

xT MC = [x(t) + xΔ(t)]h(σ, fd )(t) (6)

The ICAOmodel parameters that have been recognized by ICAO are given in Annex
6, Volume 10 of the International Civil Aviation Convention

2.3 Multipath Signal Model

Multipath signals are generated by the refraction and reflection of the direct signals.
The multipath signal can be described by three parameters of amplitude attenuation,
propagation delay and phase variation. For the sake of discussion, consider the presence
of only one multipath signal. Since this paper only studies the effect of multipath effects
on correlation peaks, it is only necessary to use amplitude attenuation and delay param-
eters to represent multipath signals (phase changes do not affect correlation peaks). The
multipath signal can be expressed as:

xm(t) = x(t) + σmx(t − T ) (7)

Where σm is the amplitude attenuation of the signal, T is the propagation delay of
the signal. In general, the multipath signal amplitude is smaller than the direct signal.
So, there should be σm < 1.
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3 Multi-correlator Signal Quality Monitoring

3.1 Multi-correlator Technology

Themulti-correlator technology uses a number of different interval correlators to process
the received data, and judges the state of the received data according to the output of
each correlator. This method can not only monitor the multipath signals contained in the
input data. It also provides a more practical method for monitoring distorted waveforms.

Multi-correlator technology has a large number of applications in signal quality
monitoring technology, but there is no specific standard for the range setting of multi-
correlator. Moreover, when performing signal quality monitoring of a distorted signal,
it is often assumed that the multipath signal has been suppressed and eliminated. If
the multipath signal is not suppressed and eliminated, it may interfere with the result
of signal quality monitoring and cause false alarm. To solve this problem, we propose
a multi-correlator range setting method for BOC signals. On this basis, the detection
values are selected to distinguish between multipath signals and distorted signals.

3.2 Multi-correlator Range Setting and Detection Values Selection

For the distorted signal model, the TMC model is a mixture of TMA model and TMB
mode, so only the TMC model is considered. When � = 0.07 fd = 10 σ = 2, the
correlation function of the distorted signal and the normal signal is shown as follows:

Fig. 1. The correlation function of the distorted signal and the normal signal

Figure 1 shows that the correlation function of the distorted signal oscillates com-
paredwith the normal signal, and the correlation peak appears flat, causing the symmetry
of the correlation peak and the stability of the slope to be destroyed.

For the multipath signal model, when T = 0.15 σm = 0.5, the correlation function
of the multipath signal and the normal signal is shown as follows:
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Fig. 2. The correlation function of the multipath signal and the normal signal

Figure 2 shows that the correlation function of the multipath signal is the sum of
the correlation functions of the normal signal and the normal signal with delay and
attenuation. The correlation peaks are no longer symmetrical, and a sudden change in
slope occurs on both the rising and falling edges of the main peak.

Different from BPSK modulation, since the correlation function of the BOC mod-
ulation signal has multiple positive and negative peaks, the influence of the multipath
signal based on the BOC modulation signal is more complicated. The interval between
every two positive or negative peaks of the BOC signal’s correlation function is n/m
chips. After the attenuation and delay, these peak points are also the point at which the
slope of the multipath signal’s correlation function is abrupt. Since the multi-correlator
is usually placed on the main peak, only the mutation points falling within the main peak
range are considered. Since the distance between the two mutation points is n/2m, there
are only two mutation points in the main peak range at the same time. There are three
cases at this time:

(1) Multi-correlator range does not contain mutation points. Setting the correlators
according to Fig. 2, which range is C−1 to C1. Within the correlation detection
range, the unilateral slopes of both sides have not been abrupt.

(2) The multi-correlator range contains one mutation point. Setting the correlators
according to Fig. 2, which range is C−2 to C2. Within the detection range of the
correlator, there has been a sudden change in the unilateral slope of one side.

(3) The multi-correlator range contains two mutation points. Setting the correlators
according to Fig. 2, which range is C−3 to C3. Within the detection range of the
correlator, the unilateral slopes on both sides have been abrupt.
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Since the symmetry of the correlation peak and the stability of the slope of the
distorted signal and the multipath signal are both destroyed, there is a possibility that
the multipath signal is misjudged as a distorted signal. In order to be able to detect
multipath signals, it is necessary to set the correlator range so that it must contain only
one transition point. The correlator range C− ∼ C+ needs to satisfy:

∀T,C+ ≥ T and C− ≥ T − n

2m
and C− = −C+ (8)

Or

∀T,C+ ≤ T and C− ≤ T − n

2m
and C− = −C+ (9)

If and only if C+ = n/4m, the above formula holds. Therefore, when the correlator
range is set to −n/4m − n/4m, there must be only one mutation point in the correlator
range.

After setting the range of multiple correlators according to the above method, it is
necessary to find a detection values to distinguish betweenmultipath signals and distorted
signals. The following detection amount is considered:

Δi =
∣∣∣∣ I−i − Ii

I0

∣∣∣∣ i = 1, 2 . . . n (10)

Ri = Ii − Ii+1 i = 1, 2 . . . n − 1 (11)

R−i = I−i − I−i−1 i = 1, 2 . . . n − 1 (12)

Where Δi is the � detection value, Ri and R−i are bilateral slope detection value, Ii
and I−i are the output of the correlator pair which number is i. The mean and variance of
Δi reflect the symmetry of the correlation peak. The mean of Ri or R−i reflects whether
the slope is normal. The variance of Ri or R−i reflects whether the slope is abrupt.

Theoretically for normal signals, due to the symmetry of the correlation peaks, the
mean and variance of Δi should be zero, and the mean of Ri or R−i is related to the
number and interval of correlators, and the variance of Ri or R−i should be zero. For
distorted signals, the mean and variance of Δi should be much larger than the normal
value, and the mean of Ri or R−i should be different from the normal value, and both
the variances of Ri and R−i should be much larger than the normal value. For multipath
signals, the mean and variance of Δi should be much larger than the normal value, and
themean of Ri or R−i should be different from the normal value, and one of the variances
of Ri and R−i should be much larger than the normal value, while another one should
be similar to the normal value.

Assume that the detection values of the normal signals are Δnormal_mean ,
Δnormal_var , R+normal_var , R−normal_var , representing the mean of Δi , the variance
of Δi , the variance of Ri , the variance of R−i . The detection process can be expressed
as:

det1 = ∣∣Δmean − Δnormal_mean
∣∣ det2 = ∣∣Δvar − Δnormal_var

∣∣
det3 = ∣∣R+var − R+normal_var

∣∣ det4 = ∣∣R−var − R−normal_var
∣∣ (13)



334 R. Qin

Where Δmean is the mean of the detected Δi , Δvar is the variance of the detected
Δi , R+var is the variance of the detected Ri , R−var is the variance of the detected R−i .
By comparing the values of the above four equations and the thresholds, the type of
signal can be determined. When all four values are smaller than the thresholds, it can
be considered as a normal signal. When all four values are larger than the thresholds, it
can be considered as a distorted signal. When three values are larger than the thresholds
and one value is smaller than the threshold, it can be considered as a multipath signal.

4 Multi-correlator Simulation Analysis

4.1 Multipath Signal Simulation Analysis

For the convenience of discussion, it is assumed that the normal signal is the BOC(1,1)
signal.

For the multipath signal model, the correlation peak of the multipath signal can be
obtained by taking different parameters, as follows (Fig. 3):

Fig. 3. Multipath signal correlation function

According to the multi-correlator range setting method proposed in Sect. 3.2, set the
number of correlator pairs to 10 pairs, whose unilateral range is n/40m–n/4m chips and
interval is n/40m chips.

For the normal signal model and the multipath signal model under different param-
eters, the mean and variance of the detection values are shown in the following
table:

Table 1 shows that the mean and variance ofΔi of multipath signals are significantly
higher than those of normal signals. The mean of Ri and R−i of multipath signals are
significantly different from those of normal signals. The variance of R−i of multipath
signals is similar to that of normal signals. And the variance of Ri of multipath signals
is significantly higher than that of normal signals.
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Table 1. Detection values of normal signal and the multipath signal

Detection values Normal signal T = 0.125
σm = 0.5

T = 0.2
σm = 0.5

T = 0.2
σm = 0.2

Mean of Δi 1.67 × 10−17 0.2285 0.3249 0.1444

Variance of Δi 1.26 × 10−33 0.0065 0.0240 0.0047

Mean of Ri 0.0750 0.0791 0.0541 0.0666

Variance of Ri 8.30 × 10−33 0.0014 9.72 × 10−4 1.56 × 10−4

Mean of R−i 0.0750 0.1125 0.1125 0.0900

Variance of R−i 1.24 × 10−32 2.81 × 10−32 2.42 × 10−32 2.82 × 10−32

4.2 Distorted Signal Simulation Analysis

Because the GPS system uses BPSK modulation, the GLONASS system uses BOC
modulation, so the parameter range is selected according to the GLONASS system from
the ICAO model parameters.

For the distorted signal model, the correlation peak of the distorted signal can be
obtained by taking different parameters, as follows (Fig. 4):

Fig. 4. Distorted signal correlation function

Also set the number of correlator pairs to 10 pairs, whose unilateral range is n/40m–
n/4m chips and interval is n/40m chips.

For the normal signal model and the distorted signal model under different param-
eters, the mean and variance of the two detection values are shown in the following
table:

Table 2 shows that the mean and variance of Δi of distorted signals are significantly
higher than those of normal signals. The variances of Ri and R−i of multipath signals
are significantly higher than that of normal signals. When � is very large, fd and σ are
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Table 2. Detection values of normal signal and the distorted signal

Detection
values

Normal signal � = 0.11
fd = 10
σ = 2

� = 0.05
fd = 15
σ = 5

� = 0
fd = 20
σ = 8

Mean of Δi 1.67 × 10−17 0.3557 0.1668 0.0112

Variance of Δi 1.26 × 10−33 0.0125 5.97 × 10−4 6.07 × 10−5

Mean of Ri 0.0750 0.0778 0.0744 0.0747

Variance of Ri 8.30 × 10−33 4.43 × 10−4 1.75 × 10−5 5.70 × 10−6

Mean of R−i 0.0750 0.452 0.685 0.0765

Variance of
R−i

1.24 × 10−32 0.0019 5.28 × 10−4 1.80 × 10−4

very small, the means of Ri and R−i of distorted signals are significantly different from
those of normal signals. However, when � is very small, fd and σ are very large, the
means of Ri and R−i of distorted signals are similar to those of normal signals.

4.3 Multipath and Distorted Signal Comparison

As can be seen from the above, both multipath and distorted signals have an effect on
the correlation peak, causing the detection values to change.

In the usual signal quality monitoring, the main purpose is to detect the distorted
signal. As can be seen from the analysis in Sect. 3.2, if set the threshold of the mean of
Δi , the variance of Δi and the variances of Ri and R−i , we can accurately distinguish
between the distorted signal and the normal signal.

According to the steps in Sect. 3.2, the det1 det2 det3 det4 values of the multipath
signal and the distorted signal are calculated separately, shown in the following table:

Table 3 shows that the multipath signals under each parameter have three values that
are significantly greater than zero, while the other value is almost equal to zero. The four
values of the distorted signals under each parameter are significantly greater than zero.
This is consistent with our theoretical value, which can be used to determine whether
the signal is a multipath signal or a distorted signal.

Table 3. Det values of multipath signal and the distorted signal

Det values Multipath
T = 0.125
σm = 0.5

Multipath
T = 0.2
σm = 0.5

Multipath
T = 0.2
σm = 0.2

Distorted
� = 0.11
fd = 10
σ = 2

Distorted
� = 0.05
fd = 15
σ = 5

Distorted
� = 0
fd = 20
σ = 8

det1 0.2285 0.3249 0.1444 0.3557 0.1668 0.0112

det2 0.0065 0.0240 0.0047 0.0125 5.97 × 10−4 6.07 × 10−5

det3 0.0014 9.72 × 10−4 1.56 × 10−4 4.43 × 10−4 1.75 × 10−5 5.70 × 10−6

det4 1.57 × 10−32 1.18 × 10−32 1.58 × 10−32 0.0019 5.28 × 10−4 1.80 × 10−4
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In the actual situation, due to the various noises, the correlation curve is not as
ideal as the simulation. Therefore, when setting the threshold, it is necessary to count
the detection value of the normal signal multiple times under actual conditions. The
threshold is set according to the statistical characteristics of the detection values, so that
the false alarm and the missed alarm probability meet the requirements.

5 Conclusion

In this paper, for the new generation GNSS Signal, the model of multipath signal and
distorted signal are discussed. In order to be able to distinguish these kinds of signals
using multi-correlator technology, according to the characteristics of these kinds of
signal correlation functions, a multi-correlator range setting method for BOC signals is
proposed. Based on this method, we have selected several suitable detection values. By
analyzing the detection characteristics of the three signals, we can effectively distinguish
the three signals. Finally, the model of multipath signal and distorted signal is simulated
and verified. The simulation results show that the multipath correlator range setting
method and the selected detection value can be used to distinguish the multipath signal
and the distorted signal effectively.

References

1. Sun, C., Cheong, J.W., Dempster, A., Demicheli, L., Cetin, E., Zhao, H.: Performance
assessment of multi-metric joint detection technique for anti-spoofing. In: IGNSS, pp. 1–15,
February 2018

2. Phelts, R.E.: Multicorrelator techniques for robust mitigation of threats to GPS signal quality.
Ph.D. thesis, Stanford University, CA (2001)

3. Phelts, R.E., Akos, D.M., Enge, P.K.: Robust Signal Quality Monitoring and Detection of
Evil Waveforms, ION-GPS-2000, Salt lake City, UT, USA (2000)

4. Kaplan Elliott, D., Hegarty Christopher, J.: Understanding GPS Principles and Applications,
2nd edn. Publishing House of Electronics Industry, Beijing (2007)

5. Liu, L., Amin, M.G.: Tracking performance and average error analysis of GPS discriminators
in multi-path. Signal Process. 89, 1224–1239 (2009)

6. Van Dierendonck, A.J., et al.: Theory and performance of narrow correlator spacing in a GPS
receiver. Navig. J. US Inst. Navig. 39(3), 265–283 (1992)

7. McGraw, G.A., Braasch, M.S.: GNSS Multipath mitigation using gated and high resolution
correlator concepts. In: Proceedings of the US Institute of Navigation NTM, Nashville, USA
(1999)

8. Garin, L., Rousseau, J.-M.: Enhanced strobe correlator – multipath rejection for code and
carrier. In: Proceedings of the US Institute of Navigation GPS, USA (1997)

9. Akos, D.M., Phelts, R.E., Mitelman, A., Pullen, S., Enge, P.: GPS-SPS signal quality mon-
itoring (SQM). In: Position Location and Navigation Symposium, Conference Proceedings
Addendum, IEEE PLANS (2000)

10. Phelts, R.E., Akos, D., Enge, P.: Signal quality monitoring validation. ICAO, GNSSPWG-B,
WP/29, Seattle, WA (2000)



Delay Optimization-Based Joint Route
Selection and Resource Allocation Algorithm
for Cognitive Vehicular Ad Hoc Networks

(Workshop)

Changzhu Liu(B), Rong Chai, Shangxin Peng, and Qianbin Chen

Key Lab of Mobile Communication Technology,
Chongqing University of Posts and Telecommunications, Chongqing 400065, China

1039410361@qq.com, {chairong,chenqb}@cqupt.edu.cn,
1585975437@qq.com

Abstract. Cognitive vehicular ad-hoc networks (CVANETs) are expected to
improve spectrum utilization efficiently and offer both infotainment and safety
services for vehicles. In this paper, the joint route selection and resource allocation
problem is considered for CVANETs. Taking into account the lifetime of trans-
mission links, we first propose a candidate link selection method which selects the
transmission links satisfying the link lifetime constraint. Then stressing the impor-
tance of transmission delay, we formulate the joint route selection and resource
allocation problem as an end-to-end transmission delay minimization problem.
As the formulated optimization problem is a complicated integer nonlinear prob-
lem, which cannot be solved conveniently, we equivalently transform the original
problem into two subproblems, i.e., resource allocation subproblem for candidate
links and route selection subproblem. Solving the two optimization subproblems
by applying the K shortest path algorithm and the Dijkstra algorithm, respectively,
we can obtain the joint route selection and resource allocation strategy. Simulation
results demonstrate the effectiveness of the proposed algorithm.

Keywords: Cognitive vehicular ad hoc networks · Route selection · Resource
allocation · Channel allocation · Time-frequency resource block

1 Introduction

Cognitive vehicular ad hoc networks (CVANETs) have received considerable atten-
tion from both academia and industry in recent years. In CVANETs, cognitive vehicles
(CVs) equipped with onboard units are allowed to share the spectrum resource of pri-
mary vehicles (PVs) in an opportunistic manner, and transmitting both infotainment
and safety related information through interacting with roadside units and other vehi-
cles [1,2].

In CVANETs, in the case that the direct connection between one cognitive source
vehicle (CSV) and cognitive destination vehicle (CDV) pair is inaccessible, multi-hop
cognitive relay vehicles (CRVs) can be applied to forward the data packets for the CSV
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so that the successful information interaction between the CSV and CDV pair can be
achieved. It is apparent that various route selection and resource allocation strategies
may result in different user quality of service (QoS) as well as network transmission
performance.

Some recent research works address the problem of route selection in CVANETs
[3–5]. The authors in [3] study the route selection problem in software-defined vehicular
networks and propose a cognitive routing protocol which aims to achieve the maximal
end-to-end link lifetime. In [4], the authors present a software defined cognitive network
framework of the Internet of vehicles and propose a reinforcement learning (RL)-based
algorithm which selects the route selection strategies to maximize the rewards of the
vehicles overtime. A cognitive anypath vehicular routing protocol is proposed in [5].
By jointly considering the geographical location information and the perceived channel
information of various vehicles, the candidate vehicles which have available channel
resources and are located close to the destination vehicles are selected as the relay
vehicles.

Resource allocation problem in CVANETs is considered in [6–8]. In [6], the vehi-
cles are categorized into primary providers (PPs) that intend to transmit safety-related
messages and secondary providers (SPs) with non-safety information to be delivered.
A prioritized optimal channel allocation approach is proposed to improve channel uti-
lization and an optimal channel-hopping and channel allocation strategy is designed for
the SPs to achieve the maximum throughput.

The authors in [7] study the problem of reliable adaptive resource management
for CVANETs and design a distributed and adaptive resource management controller,
which allows the optimal exploitation of cognitive radio and data fusion in the net-
works. The resource management problem is formulated as a constrained stochastic
network utility maximization problem and the optimal cognitive resource manager is
designed to dynamically allocate the access time windows at the serving roadside units,
together with the access rates and traffic flows at the served vehicular clients. The
problem of resource allocation for video streaming in CVANETs is studied in [8]. A
semi-Markov decision process-based resource allocation scheme is proposed to facili-
tate video streaming application. By jointly considering the states of background users
and vehicle users, and the availability of cognitive bands, an optimal resource alloca-
tion algorithm is proposed to improve the video streaming quality while guaranteeing
the call-level performance of the background users.

Route selection problem or resource allocation problem in CVANETs has been
studied independently in [3–8]. In this paper, we jointly consider route selection and
resource allocation problem in CVANETs. Taking into account the link lifetime, we
first propose a candidate link selection method which selects the candidate links satis-
fying the link lifetime constraints. Then stressing the importance of data transmission
delay, we characterize the end-to-end data transmission delay of the CSV and CDV pair,
and formulate the joint route selection and resource allocation problem as an end-to-end
transmission delay minimization problem. Since the formulated optimization problem
is a complicated nonlinear integer optimization problem which cannot be solved conve-
niently using traditional optimization tools, we transform the original problem into two
subproblems, i.e., route selection subproblem of candidate links and resource allocation
subproblem and solve the two subproblems by means of the K shortest path algorithm
and the Dijkstra algorithm, respectively.
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The remainder of this paper is organized as follows. Section 2 describes the sys-
tem model considered in this paper. In Sect. 3, we propose a candidate link selection
method. In Sect. 4, the optimization problem formulation is presented. The solution to
the formulated optimization problem is described in Sect. 5 and the simulation results
are described in Sect. 6. Finally, we conclude the paper in Sect. 7.

2 System Model

In this paper, we consider a CVANET consisting of L PVs and a number of CVs, where
a CSV intends to transmit data packets to a CDV through a number of CRVs. For
convenience, we let Vi denote the ith CRV, 1 ≤ i ≤ M , where M denotes the number
of the CRVs in the network, let V0 and VM+1 denote respectively the CSV and the CDV.
Figure 1 shows the network model considered in this paper.

We assume that each PV is allocated one licensed channel, and different licensed
channels are allocated to various PVs so as to avoid the interference among the PVs.
We denote the set of the licensed channels of the PVs as C = {C1, C2, ..., CL}, where
Cl denotes the licensed channel of the lth PV, 1 ≤ l ≤ L. We further assume that
the overlay spectrum sharing mode is applied between the PVs and the CVs. More
specifically, the CVs are allowed to access the idle channels which are not occupied by
the PVs. In the case that one PV initializes a data transmission on its allocated channel,
the CVs transmitting on the channel should terminate the communications, wait on the
channel or switch to other available channels in order to avoid causing interference to
the PV.

In this paper, we assume that the data transmission of both the PVs and the CVs is in
the unit of time slots with fixed time duration. More specifically, a number of continuous
time slots are assigned to the PVs and the CVs for conducting data transmission. It is
also assumed that by applying efficient spectrum prediction mechanism, the channel
occupancy status of the PVs during a certain period of time can be obtained. Let αl,t ∈
{0, 1} denote the time-frequency resource block (RB) identifier occupied by the lth PV,
i.e., αl,t = 1, if the lth PV occupies the lth channel at the tth time slot, otherwise,
αl,t = 0, 1 ≤ l ≤ L, 1 ≤ t ≤ N0, where N0 denotes the total number of time slots.

Fig. 1. System model
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3 Candidate Link Selection Method

The rapid movement of the vehicles may result in communications link failure in the
CVANET. To characterize the stability of transmission links connecting two vehicles,
we introduce the concept of link lifetime which is defined as the time duration from
connection establishment to link disconnection.

Let L0
i,j denote the link between Vi and Vj , xi and yi denote the position of Vi

on horizontal direction and vertical axis, respectively, vi,x and vi,y denote the speed
of Vi at the corresponding direction, Dt

i and Dr
i denote the transmission range and

receiving range of Vi, respectively, and Ti,j denote the lifetime of L0
i,j . Denote D

(1)
i,j as

the distance between Vi and Vj at current time slot, we obtain

D
(1)
i,j =

√
(xi − xj)2 + (yi − yj)2. (1)

Assuming at current time slot, Vi is capable of transmitting data packet to Vj

directly, i.e., D(1)
i,j ≤ min{Dt

i ,D
r
i}.

Denote D
(2)
i,j as the distance between Vi and Vj after time slot t, we obtain [9]

D
(2)
i,j =

√
Δx2

i,j + Δy2
i,j (2)

where Δxi,j and Δyi,j are given by

Δxi,j = xi + vi,xt − xj − vj,xTi,j ,

Δyi,j = yi + vi,yt − yj − vj,yTi,j .
(3)

The life time of L0
i,j can be expressed as

Ti,j = max{t : D
(2)
i,j ≤ min{Dt

i ,D
r
i}}. (4)

To ensure stable transmission, we can select the transmission links of which the life-
time is larger than a given minimum lifetime threshold. Let Tmin

i denote the minimum
link lifetime of Vi, the candidate link set of Vi can be expressed as

Ψi =
{
L0

i,j |Ti,j ≥ Tmin
i , 0 ≤ i, j ≤ M + 1, i �= j

}
. (5)

Let Lij ∈ Ψi, 0 ≤ i, j ≤ M + 1, i �= j denote the candidate link of Vi, among all
the candidate links of Vi, the links offering the optimal transmission performance will
be selected and the corresponding optimal resource allocation strategy will be designed,
as discussed in following sections.

4 Optimization Problem Formulation

In this paper, to jointly design route selection and resource allocation algorithm for
CSV and CRVs in the CVANET, we examine the end-to-end transmission delay of the
candidate routes between the CSV and the CDV and formulate the joint optimization
problem as an end-to-end transmission delay minimization problem.
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4.1 Objective Function Formulation

The end-to-end transmission delay of the candidate routes between the CSV and the
CDV can be expressed as

D =
M∑
i=0

M+1∑
j=1,j �=i

τβi,jNi,j (6)

where τ denotes the duration of the time slot, βi,j is the binary route selection vari-
able, βi,j = 1 indicates that Li,j is selected to transmit the data packets for the CSV;
otherwise, βi,j = 0, and Ni,j is the minimum number of the time slots required to suc-
cessfully transmit the data packets of the CSV through Li,j . Let S denote the size of
the data packets of the CSV, Ni,j should meet the following constraints:

L∑
l=1

Ni,j−1∑
t=1

τδi,j,l,tRi,j,l < S, (7)

L∑
l=1

Ni,j∑
t=1

τδi,j,l,tRi,j,l ≥ S (8)

where δi,j,l,t denotes the resource allocation variable of Li,j , i.e., δi,j,l,t = 1 if the lth
channel is allocated to Li,j at the tth time slot, otherwise, δi,j,l,t = 0, and Ri,j,l denotes
the data rate of Li,j when transmitting data packets on the lth channel, which can be
expressed as

Ri,j,l = Bllog2

(
1 +

Pih
2
i,j,l

σ2

)
(9)

where Bl is the bandwidth of the lth channel, Pi is the transmit power of Vi, hi,j,l

denotes the channel gain of Li,j on the lth channel and σ2 is the power of channel
noise.

LetRi,j denote the data rate ofLi,j , we can expressRi,j in terms ofRi,j,l as follows

Ri,j =
L∑

l=1

Ni,j∑
t=1

δi,j,l,tRi,j,l. (10)

4.2 Optimization Constraints

To design the optimal joint route selection and resource allocation strategies which
minimizes the total end-to-end transmission delay, we should consider a number of
optimization constraints.
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Flow Conservation Constraints. While the data packets of the CSV may transmit via
various CRVs, route selection constraints should be satisfied at the CSV, the CDV and
the CRVs, i.e.,

C1 :
M+1∑
j=1

β0,j = 1, (11)

C2 :
M∑
i=0

βi,M+1 = 1, (12)

C3 :
M∑

i=0,i �=j

βi,j =
M+1∑

i′=1,i′ �=j

βj,i′ , 1 ≤ j ≤ M. (13)

Time Slot Allocation Constraints. In the case that Li,j is assigned to Vi, at least
one time-frequency RB should be allocated to Li,j , hence, we obtain the following
constraint:

C4 : βi,j ≤
L∑

l=1

δi,j,l,t. (14)

As it is assumed that continuous time slots should be allocated to the CSV or the
CRVs, we obtain

C5 :
t′−1∏
t=1

⎛
⎝

M∑
i=0

M+1∑
j=1,j �=i

L∑
l=1

δi,j,l,t

⎞
⎠ = 1, if δi,j,l,t′ = 1. (15)

To avoid causing interference to the PVs, the CSV and the CRVs are only allowed
to occupy the time-frequency RBs which are not used by the PVs, i.e.,

C6 : δi,j,k,t ≤ αk,t. (16)

Both the number of time slots and the resource allocation variables should meet the
conditions given in (7) and (8), for convenience, we rewrite the constraints as follows

C7 :
L∑

l=1

Ni,j−1∑
t=1

τδi,j,l,tRi,j,l < S, (17)

C8 :
L∑

l=1

Ni,j∑
t=1

τδi,j,l,tRi,j,l ≥ S. (18)
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Considering the practical implementation of CVs, we assume that each CV can only
send data packets to at most one neighboring CV at one time slot, and can only receive
data packets from at most one neighboring CV, i.e.,

C9 :
M∑
i=0

δi,j,l,t +
M+1∑
i′=1

δj,i′,l,t ≤ 1. (19)

MaximumHandoff Number Constraint. As frequent handoff of CSV and CRVs may
cause high signaling cost and transmission performance degradation which are highly
undesired. In this paper, we assume that the number of handoff on each link should
subject to a maximum number of handoff, denoted by Hmax, i.e.,

C10 :
Ni,j∑
t=1

L∑
l=1

L∑
l′=1, l′ �=l

δi,j,l,tδi,j,l′,t+1 ≤ Hmax. (20)

Minimum Data Rate Constraint. We assume that the data transmission of CSV
should meet a minimum data rate requirement. Let Rmin denote the minimum data
rate requirement of the CSV, the actual data rate on Li,j , denoted by Ri,j should meet

C11 : Ri,j ≥ Rmin. (21)

4.3 Optimization Model

According to the aforementioned optimization objective and constraints, the optimiza-
tion problem can be formulated as

min
βi,j ,δi,j,l,t

D

s.t. C1 − C11.
(22)

5 Solution to the Optimization Problem

The optimization problem formulated in (22) is a complicated nonlinear integer opti-
mization problem that is difficult to be solved conveniently. However, by considering
the lack of coupling between the resource allocation problem of one particular route
and the route selection problem in the network, the original optimization problem can
be equivalently transformed into two subproblems, namely, the resource allocation sub-
problem of candidate links and the route selection subproblem, and the two subprob-
lems can then be solved successively.

5.1 Solution to the Resource Allocation Subproblem

In this subsection, we first assume that Li,j is allocated to the CSV for data trans-
mission, i.e., βi,j = 1, and simplify the joint route selection and resource allocation
problem into the resource allocation subproblem of Li,j , which can then be solved by
applying the K shortest path algorithm [10].
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Resource Allocation Subproblem Formulation. Under the assumption of βi,j = 1,
the transmission delay of Li,j can be calculated as

Di,j =
L∑

l=1

Ni,j∑
t=1

τδi,j,l,t
S

Ri,j,l
, (23)

the resource allocation subproblem of Li,j can be formulated as

min
δi,j,l,t

Di,j (24)

s.t C4 − C11 in (22).

As both τ and S are given constants, the above optimization problem is equivalent
to the following problem

min
δi,j,l,t

L∑
l=1

Ni,j∑
t=1

δi,j,l,t
1

Ri,j,l
(25)

s.t C4 − C11 in (22).

To illustrate the resource allocation subproblem of Li,j , we show one simple exam-
ple in Table 1. Consider the case L = 3 and Ni,j = 7, Table I plots the unit transmis-
sion delay which is defined as the reciprocal of the data rate corresponding to particular
time-frequency RBs. In Table 1, Tt denotes the tth time slot, 1 ≤ t ≤ 7. Since PVs may
initialize data transmission at certain time-frequency RBs, the CSV and CRVs can-
not occupy these RBs for data transmission. For simplicity, we define the transmission
delay of the CSV and CRVs at these time-frequency RBs as ∞. Since Ni,j can be cal-
culated based on (7) and (8), it is apparent that to solve the above optimization problem
is equivalent to finding the combination of RBs within time interval between t = 1 and
Ni,j , which offering the minimum transmission delay under the given conditions.

Table 1. Unit transmission delay of various time-frequency RBs

T1 T2 T3 T4 T5 T6 T7

C1
1

Ri,j,1
∞ ∞ 1

Ri,j,1

1
Ri,j,1

1
Ri,j,1

∞
C2 ∞ 1

Ri,j,2

1
Ri,j,2

∞ 1
Ri,j,2

∞ 1
Ri,j,2

C3
1

Ri,j,3

1
Ri,j,3

1
Ri,j,3

1
Ri,j,3

∞ 1
Ri,j,3

1
Ri,j,3

Graph Theory-Based Problem Formulation. In this subsection, we apply the graph
theory, map the problem of resource allocation for Li,j into the route selection problem
in a weighted graph and determine the optimal solution by means of the K shortest path
algorithm [10].

Applying the graph theory to solve the resource allocation subproblem of Li,j , we
create a weighted directed graph, G0 = (V0, E0,W0), where V0 = {Xs,Xl,t,Xd} are
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vertices in the graph, Xs and Xd are the introduced super source node and super desti-
nation node, respectively, Xl,t, 1 ≤ l ≤ L, 1 ≤ t ≤ Ni,j , denotes the time-frequency
RB identifier of the lth channel at the tth time slot; E0 = {Es, Er, Ed} is the set
of the connected edges between channels in adjacent time slots, Es = {(Xs,Xl,1)}
denotes the set of the edges connecting Xs and Xl,1, Er = {(Xl,t−1,Xl′,t)} denotes
the set of edges connecting Xl,t−1 and Xl′,t, 1 ≤ l, l′ ≤ L, 2 ≤ t < Ni,j ,
Ed = {(Xl,Ni,j−1,Xd)} denotes the set of edges connecting Xl,Ni,j−1 and Xd. It
should be noticed that in the case of αl,t = 0, there does not exist an edge between
Xl′,t−1 and Xl,t, and between Xl,t and Xl′,t+1. W0 = {Ds,l,Dl1,l2,t,Dl,d} is the
weight set of the edges, 1 ≤ l1, l2 ≤ L, 1 ≤ t ≤ Ni,j , where Ds,l and Dl,d are con-
stants representing the weight of the links between Xs and Xl,1, and the weight of the
links between Xl,Ni,j

and Xd, respectively, Dl1,l2,t = 1
Ri,j,l1−1

is the unit transmission
delay of the link between Xl1,t−1 and Xl2,t.

Figure 2 shows a graphical representation of resource allocation subproblem of Li,j .

Fig. 2. Graphical representation of resource allocation subproblem.

K Shortest Path Algorithm-Based Resource Allocation Strategy. The K shortest
path algorithm can be applied to find the K end-to-end routes offering the minimum
weight between a source node and a destination node in a weighted directed graph.

The steps of solving the resource allocation subproblem in G0 based on the K short-
est path algorithm can be summarized as follows:

Step 1: Initialization phase
Initialize K, calculate Ri,j,l and Ti,j based on (7), (8) and (9).
Step 2: Find the K shortest paths
Determining the K shortest paths from Xs to Xd based on the K shortest path algo-
rithm. Denote Pk as the kth path obtained, 1 ≤ k ≤ K and Φ = {Pk, 1 ≤ k ≤ K}
as the set of the K shortest paths.
Step 3: Check handoff number condition
Calculating the number of handoff along Pk, 1 ≤ k ≤ K. If Pk fails to meet the
constraint C11 in (22), remove Pk from Φ.
Step 4: Find the optimal path
If Φ = ∅, set Ni,j = Ni,j +1, repeat step 1 to 3; elseif Φ only contains one path, set
the path as the optimal path; else, among all the paths in Φ, select the one with the
minimum delay as the optimal path.
Step 5: Determine the optimal resource allocation strategy
For the selected optimal path, map the path strategy to the optimal resource alloca-
tion strategy. More specifically, if (Xs,Xl,1) is contained in the optimal path, then
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set δ∗
i,j,l,1 = 1; if (Xl,t−1,Xl,t) is contained in the optimal path, then set δ∗

i,j,l,t = 1;
similarly, if (Xl,Ni,j−1,Xd) is contained in the optimal path, then δ∗

i,j,l,Ni,j
= 1.

According to the obtained resource allocation strategy, the transmission delay of
Li,j can be calculated as

D∗
i,j =

L∑
l=1

Ni,j∑
t=1

τδ∗
i,j,l,t

S

Ri,j,l
. (26)

5.2 Solution to the Route Selection Subproblem

For given resource allocation strategies of Li,j , 1 ≤ i, j ≤ M, i �= j, we can then
solve the route selection problem of the CSV. To this end, we model the CVANET as
a weighted graph, and solve the optimal route selection problem between the CSV and
the CDV by means of Dijkstra’s Algorithm [11].

Route Selection Subproblem Formulation. Based on the obtained optimal resource
allocation strategy and the minimum transmission delay of the candidate links, the cor-
responding end-to-end transmission delay between the CSV and the CDV can be cal-
culated as

Dtot =
M∑
i=0

M+1∑
j=1,j �=i

βi,jD
∗
i,j . (27)

The route selection subproblem which minimizes the end-to-end transmission delay
can be formulated as

min
βi,j

Dtot (28)

s.t C1 − C4 in (22).

The optimization problem (28) is the problem of determining the shortest path
between two points in a given network model. By modeling the CVANET considered
in this paper as a weighted directed graph in graph theory, Dijkstra’s algorithm can be
used to obtain the optimal route with the minimum end-to-end transmission delay [11].

Dijkstra’s Algorithm-Based Optimal Route Selection Strategy. Dijkstra’s algorithm
is widely used to solve the shortest path problem in a weighted directed graph. In order
to apply the Dijkstra’s algorithm to solve the optimization problem formulated in (28),
the network topology of the CVANET is modeled as a weighted directed graph G =
(V,E,W ), where V denotes the set of CVs, i.e., V = {V0, V1, · · · , VM+1}, E is the
candidate link set, E = {Li,j}, W = {D∗

i,j} is the weight set of Li,j .
According to the Dijkstra’s algorithm, the CVs in graphG are divided into unlabeled

nodes and labeled nodes. All nodes are unmarked nodes at the initialization phase.
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Let Uu and U l represent the unlabeled nodes and the labeled nodes respectively, and
ηi denote the optimal transmission delay between V0 and Vi, 1 ≤ i ≤ M + 1, we set
η0 = 0. Let Pr(Vi) denote the predecessor node of Vi, i.e., the last hop node of Vi along
the path from the CSV to the CDV.

The steps to determine the shortest path between the CSV and the CDV based on
Dijkstra’s algorithm are as follows:

Step 1: Initialization phase
Let ηi = ∞, 1 ≤ i ≤ M + 1. If Vi and Vj are not single-hop neighbor nodes, then
D∗

i,j = ∞. Let Uu = {Vi, 1 ≤ i ≤ M + 1}, U l = {V0} and Vt = V0.
Step 2: Search one-hop shortest CRV of Vi

If Vi is a one-hop neighbor of Vt, calculate ηi. If ηt + D∗
t,i < ηi, then ηi = ηt +

D∗
t,i. For all one-hop neighbor nodes of Vt, select the one with the shortest distance

between Vt, which can be denoted as Vx, i.e.,

Vx = argmin
Lt,i∈E

{ηi}, (29)

then Pr(Vx) = Vt, Uu = Uu − {Vx}, U l = U l ∪ {Vx}, and Vt = Vx.
Step 3: Determine the optimal route
Repeat step 2 until Vt = VM+1, the algorithm terminates, and the optimal route
can be determined by searching Pr(Vx) in reverse order. As a result, the route with
the minimum end-to-end transmission delay between the CSV and the CDV can be
obtained, i.e., β∗

i,j = arg min
βi,j

{Dtot}.

6 Simulation Results

In this section, MATLAB simulation software is used to evaluate the performance of
the proposed joint route selection and resource allocation algorithm. In the simulation,
it is assumed that all the CVs are randomly distributed on a 1000m×15m road section.
Simulation parameters are shown in Table 2.

In the simulation, our proposed algorithm is compared with the route selection algo-
rithm proposed in [3] and the random channel allocation algorithm. To examine the
performance of the route selection algorithm proposed in [3], we first apply our pro-
posed resource allocation strategy on the candidate links, and then determine the opti-
mal route selection strategy based on the algorithm proposed in [3]. To examine the
performance of the random channel allocation algorithm, we first randomly select the
available channel for the CSV and the CRVs and then apply our proposed end-to-end
transmission delay minimization-based route selection algorithm to obtain the optimal
route selection strategy.

Figure 3 shows the end-to-end transmission delay versus the number of channels.
It can be seen from the figure that as the number of channels increases, the end-to-end
transmission delay gradually decreases for our proposed algorithm and the algorithm
proposed in [3]. This is because the diversity of channel selection results in better trans-
mission performance. Comparing the transmission performance obtained from three
algorithms, we can see that our algorithm outperforms the other two algorithms. The
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Table 2. Simulation parameter list

Parameter Value

The maximum communication range of CSV and CRVs 300m

Number of CRVs 40

Speed of CSV, CRVs and CDV 60–80 km/h

Packet size 1280 bits

Length of time slot 5ms

Number of channels 3–12

Channel bandwidth 1MHz

Transmission power of CSV and CRVs 0.1–1 W

Noise power −136 dBm

Center frequency of channels 1GHz

reason is that the route selection algorithm proposed in [3] aims at maximizing the
transmission data rate, which may result in suboptimal end-to-end transmission delay.
Furthermore, as the random channel allocation algorithm randomly selects the trans-
mission channel, thus may offer undesired transmission performance.
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Fig. 3. End-to-end transmis-
sion delay versus the num-
ber channels.
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Fig. 4. End-to-end transmis-
sion delay versus the number
of CRVs.
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Fig. 5. End-to-end transmis-
sion delay versus the transmit
power of CSV and CRVs

Figure 4 shows the end-to-end transmission delay versus the number of CRVs. From
the figure we can see that as the number of CRVs increases, the end-to-end transmission
delay decreases. This is because the larger number of CRVs may offer the increased
number of available transmission links and transmission routes in turn, resulting in
better transmission performance. It can also be observed that compared with the other
two algorithms, our proposed joint optimization algorithm enjoys desired transmission
performance.

Figure 5 shows the end-to-end transmission delay versus the transmit power of the
CSV and the CRVs. We can see from the figure that the end-to-end transmission delay
decreases as the transmit power of the CVs increases. This is because larger transmit
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power offers better transmission data rate and smaller transmission delay in turn. In
addition, we can also observe that the proposed joint optimization algorithm achieves
the smallest end-to-end transmission delay compared with the other two algorithms.

7 Conclusions

In this paper, the problem of joint route selection and resource allocation in CVANETs
is addressed. We first examine the stability of the transmission links in the network
and propose a candidate link selection method which selects the transmission links
satisfying the link lifetime constraint. We then formulate the joint route selection and
resource allocation problem as an end-to-end transmission delay minimization problem.
By equivalently transforming the original problem into two subproblems, i.e., resource
allocation subproblem for candidate links and route selection subproblem and solving
the two optimization subproblems by applying the K shortest path algorithm and the
Dijkstra’s algorithm, respectively, the optimal joint route selection and resource allo-
cation strategy can be obtained. To examine the performance of our proposed algo-
rithm, we compare it with the route selection algorithm proposed in [3] and the random
channel allocation algorithm. Simulation results demonstrate the effectiveness of the
proposed algorithm.
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Abstract. In recent years, machine-to-machine (M2M) communications have
attracted great attentions from both academia and industry. In M2M communi-
cation networks, machine type communication devices (MTCDs) are capable of
communicating with each other intelligently under highly reduced human inter-
ventions. In this paper, we address the problem of joint resource allocation and
clustering for M2M communications. By defining the system energy efficiency
(EE) as the sum of the EE of MTCDs, the joint resource allocation and cluster-
ing problem is formulated as a system EE maximization problem. As the original
optimization problem is a nonlinear fractional programming problem, which can-
not be solved conveniently, we transform it into two subproblems, i,e., power allo-
cation subproblem and clustering subproblem, and solve the two subproblems by
means of Lagrange dual method and modified K-means algorithm, respectively.
Numerical results demonstrate the effectiveness of the proposed algorithm.

Keywords: Machine to machine (M2M) communications · Clustering ·
Resource allocation · Energy efficiency (EE)

1 Introduction

Machine to machine (M2M) communications have been considered as one of the
promising technologies to realize the Internet of Things (IoT) in future 5th genera-
tion network [1]. In M2M, machine type communication devices (MTCDs) are capable
of communicating with each other intelligently under highly reduced human interven-
tions. In some practical M2M applications, i.e., smart home, smart wearable device [2],
massive access requests from MTCDs pose challenges and difficulties to the random
access and resource allocation schemes of the traditional access networks.

In past few years, resource allocation problem has been studied for M2M com-
munications [3–5]. In [3], the authors proposed a preamble allocation method which
maximized system throughput and provides effective QoS differentiation across various
random access loads. The authors in [4] studied joint resource blocks (RBs) schedul-
ing and power allocation issues for M2M communications in long term evolution-
advanced (LTE-A) networks and proposed a sum-throughput maximization-based opti-
mal resource allocation scheme for the MTCDs. In [5], the authors studied resource
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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allocation problem of energy harvesting cognitive radio sensor networks and devel-
oped an aggregate network utility optimization framework to achieve efficient resource
management.

It has been demonstrated that resource allocation strategies can be jointly designed
with clustering schemes to enhance the transmission performance of the MTCDs in
M2M communication systems. In [6], energy efficient clustering and medium access
control (MAC) problem was investigated for cellular-based M2M communication sys-
tems. To achieve the tradeoff between energy efficiency (EE), transmission delay, and
spectral efficiency, and prolong the lifetime of the M2M system, the authors proposed
an optimal clustering and MAC scheme. The authors in [7] proposed an energy effi-
cient power control, user pairing and time scheduling algorithm to achieve the min-
imum energy consumption in non-orthogonal multiple access (NOMA)-based M2M
communication systems. In [8], to accommodate massive access for MTCDs in cellu-
lar systems, relaying and resource partitioning schemes were designed for the MTCDs
under the consideration of the signaling overhead in the cellular systems.

In this paper, we address the joint resource allocation and clustering problem for
M2M communications. By defining system EE as the sum of the EE of MTCDs, the
joint resource allocation and clustering problem is formulated as an EE maximiza-
tion problem. As the original optimization problem is a nonlinear fractional program-
ming problem, which cannot be solved conveniently, we transform it into two sub-
problems, i,e., power allocation subproblem and clustering subproblem, and solve the
two subproblems by means of Lagrange dual method and modified K-means algorithm,
respectively.

The rest of this paper is organized as follows. The system model is presented in
Sect. 2. In Sect. 3, the optimization problem is formulated. Section 4 discusses the solu-
tion of the optimization problem. Section 5 analyzes the simulation results. Finally, we
make a conclusion in Sect. 6.

2 System Model

In this paper, we consider the uplink transmission scenario of an M2M communication
network consisting of a single base station (BS) and multiple MTCDs. LetM denote the
number of MTCDs. We assume that the BS is deployed in the network center and the
MTCDs are randomly deployed within the coverage area of the BS. We further assume
that the MTCDs need to transmit their data packets to the BS and may apply direct
transmission mode in which the MTCDs transmit their data packets the BS directly.
On the other hand, to achieve highly efficient data transmission, we assume that the
cluster head (CH) forwarding mode is available. More specifically, the MTCDs may
form various clusters with each cluster having one CH and a number of cluster members
(CMs). While the CHs in each cluster may transmit their data packets to the BS in direct
transmission mode, the CMs may apply CH forwarding mode, i.e., sending their data
packets to the associated CHs, which then forward the received data packets to the BS
on behalf of the CMs.

We further assume that there are a number of channels with equal bandwidth. Let B
denote the bandwidth of each channel. For simplicity, it is assumed that enough band-
width resources are available and all the transmission links can be allocated with one
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channel, hence, no transmission interference among transmission links exists. Figure 1
shows the system model.

Fig. 1. System model.

3 Optimization Problem Formulation

In this section, we define system EE as the total EE of the MTCDs and formulate the
joint resource allocation and clustering problem as system EE maximization problem.

3.1 Objective Function

Considering the performance of all the MTCDs, we define system EE as the sum of EE
of the MTCDs, which can be expressed as

η =
M∑

i=1

ηi (1)

where ηi denotes the EE of the ith MTCD. For simplicity, we denote the ith MTCD as
MTCDi. The expression of ηi is given by

ηi = δdi ηd
i +

M∑

j=1

δci,jη
c
i,j (2)

where δdi ∈ {0, 1} is the association variable of MTCDi in direct transmission mode,
i.e., if δdi = 1, MTCDi transmits data packets to the BS directly, otherwise, δdi = 0,
1 ≤ i ≤ M , ηd

i denotes the EE of MTCDi in direct transmission mode. The expression
of ηd

i can be defined as follows:

ηd
i =

Rd
i

pdi + pcir
(3)

where pcir is the circuit power consumption of MTCDi, pdi denotes the transmit power
of MTCDi when transmitting data packets to the BS directly, Rd

i denotes the transmit
rate of MTCDi in direct transmission mode, which can be expressed as

Rd
i = B log2

(
1 +

pdi hd
i

σ2

)
(4)
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where hd
i denotes the channel gain of the link between MTCDi and the BS, σ2 denotes

the noise power.
In (2), δci,j is the association variable of MTCDi and the jth CH in CH forwarding

mode, i.e., if δci,j = 1, MTCDi chooses jth CH to forward its data packets to the BS,
otherwise, δci,j = 0, 1 ≤ i �= j ≤ M , for simplicity, let CHj represent the jth CH,
ηc

i,j denotes the EE of MTCDi when transmitting data packets to CHj , which can be
expressed as

ηc
i,j =

Rc
i,j

pci,j + pcir
(5)

where pci,j is the transmit power of MTCDi when transmitting data packets to CHj ,
Rc

i,j denotes the transmit rate of MTCDi when transmitting data packets to CHj . The
expression of Rc

i,j is given by

Rc
i,j = B log2

(
1 +

pci,jh
c
i,j

σ2

)
(6)

where hc
i,j denotes the channel gain of the link between MTCDi and CHj .

3.2 Optimization Constraints

The optimal design of the joint resource allocation and clustering strategy should be
subject to a number of constraints including maximum number of CHs, maximum num-
ber of MTCDs in clusters, etc.

Maximum Number of CHs. Let δcj,j = 1 denote the CH identifier, i.e. if δcj,j = 1,
MTCDj acts as a CH, otherwise, δcj,j = 0, 1 ≤ j ≤ M . Denote the maximum number
of CHs in the network asNmax, we may express the constraint on the maximum number
of CHs as:

C1 :
M∑

j=1

δcj,j ≤ Nmax, ∀i. (7)

Maximum Number of MTCDs in Clusters. Assuming that the number of MTCDs
that one CH can associate is at most K, hence, we obtain the following constraint:

C2 :
M∑

i=1,i �=j

δci,j ≤ K, 1 ≤ j ≤ M. (8)

CH Association Constraint. Assuming each MTCD can choose at most one CH for
association, i.e.,

C3 :
M∑

j=1,i �=j

δci,j ≤ 1, 1 ≤ i ≤ M. (9)
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Mode Selection Constraint. Assume that each MTCD can either choose direct trans-
mission mode or CH forwarding mode, i.e.,

C4 : δdi +
M∑

j=1,j �=i

δci,j ≤ 1, 1 ≤ i ≤ M. (10)

Maximum Transmit Power Constraints. As the transmit power of each MTCD must
be less than the maximum transmit power, we obtain

C5 : pdi ≤ pmax
i , 1 ≤ i ≤ M, (11)

C6 : pci,j ≤ pmax
i , 1 ≤ i �= j ≤ M (12)

where pmax
i denotes the maximum transmit power of MTCDi.

Transmit Rate Constraint. Considering the various QoS requirements of different
MTCDs, we assume that there is a minimum rate requirement for each MTCD. The
transmit rate of the MTCDs should be higher than the minimum transmit rate, i.e.,

C7 : Ri ≥ Rmin
i , 1 ≤ i ≤ M (13)

where Rmin
i is the minimum transmit rate, Ri denotes the actual transmit rate of

MTCDi, 1 ≤ i ≤ M , which can be expressed as

Ri = δdi,jR
d
i +

M∑

j=1,j �=i

δci,jRi,j (14)

where Ri,j = min
{
Rc

i,j , R
d
j

}
.

3.3 Optimization Problem

Considering the aforementioned objective function and optimization constraints, we
formulate the EE maximization-based joint resource allocation and clustering prob-
lem as

max
δd
i ,δc

i,j ,pd
i ,pc

i,j

η (15)

s.t. C1 − C7

C8 : δdi ∈ {0, 1} , 1 ≤ i ≤ M,

C9 : δci,j ∈ {0, 1} , 1 ≤ i �= j ≤ M.

4 Solution of the Optimization Problem

The optimization problem in (15) is a nonlinear fractional programming problem, which
cannot be solved conveniently, however, it can be demonstrated that given the cluster-
ing strategy, the power allocation strategy of the MTCDs in various transmission modes
can be designed independently. Hence, we may transform the optimization problem for-
mulated in (15) into two subproblems, i.e., power allocation subproblem and clustering
subproblem.
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4.1 Power Allocation Subproblem

In this subsection, we suppose MTCDi transmits its data packets to CHj in CH for-
warding mode, i.e., δci,j = 1, 1 ≤ i �= j ≤ M , the power allocation subproblem of
MTCDi can be expressed as

max
pc
i,j

ηc
i,j (16)

s.t. C1 : pci,j ≤ pmax
i , 1 ≤ i ≤ M, i �= j,

C2 : Rc
i,j ≥ Rmin

i , 1 ≤ i ≤ M, i �= j

Iterative Algorithm-Based Energy Efficiency Maximization. The optimization
problem formulated in (16) is a non-convex problem with the objective function being
a nonlinear fractional function, which cannot be solved directly using traditional opti-
mization tools. In this subsection, we apply an iterative algorithm to solve the optimiza-
tion problem.

To transform the objective function of the optimization problem defined in (16), we

denote q as the EE of MTCDi, i.e., q =
Rc

i,j

pci,j + pcir
, q∗ is the maximum EE, and pc,∗i,j as

the optimal power allocation strategy of MTCDi, i.e.,

q∗ =
Rc

i,j

(
pc,∗i,j

)

pc,∗i,j + pcir
= max

pc
i,j

Rc
i,j

pci,j + pcir
. (17)

It can be proved that the maximum EE q∗ is achieved if and only if the following
condition meets:

Rc
i,j

(
pci,j

) − q∗ (
pci,j + pcir

)
= 0. (18)

Thus, the optimization problem formulated in (16) can be transformed into the follow-
ing problem:

max
q,pc

i,j

Rc
i,j − q

(
pci,j + pcir

)
(19)

s.t. C1 : pci,j ≤ pmax
i , 1 ≤ i ≤ M, i �= j,

C2 : Rc
i,j ≥ Rmin

i , 1 ≤ i ≤ M , i �= j.

While the objective function in the above optimization problem is a nonlinear func-
tion of q and pci,j , which cannot be solved directly, it can be observed that given q, the
optimization problem in terms of local power allocation strategy can be obtained based
on which the value of q can be updated and the local power allocation strategy can be
re-designed.

Applying iterative algorithm, the optimal EE q∗ and power allocation strategy pc,∗i,j

can be obtained. The problem solving process can be summarized briefly: starting from
an initial value of q, the locally optimal power allocation strategy can be obtained
through applying traditional convex optimization tools, then the EE q can be updated
based on the obtained power solution. Then given the updated q, the power allocation
process can be re-conducted to obtained power allocation strategy, the process contin-
ues until the algorithm converges, i.e.,

∣∣Rc
i,j

(
pci,j

) − q
(
pci,j + pcir

)∣∣ ≤ ε0, where ε0
denotes the maximum tolerance.
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Lagrange Dual Method-Based Power Allocation Algorithm. For a given value of q,
the power allocation subproblem can be expressed as follows:

max
pc
i,j

Rc
i,j − q

(
pci,j + pcir

)
(20)

s.t. C1 : pci,j ≤ pmax
i , 1 ≤ i ≤ M, i �= j,

C2 : Rc
i,j ≥ Rmin

i , 1 ≤ i ≤ M, i �= j.

The optimization problem formulated in (20) is a constrained convex optimization
problem which can be solved by applying Lagrange dual method. The Lagrange func-
tion can be formulated as [9]

L
(
ϕ, μ, pci,j

)
= Rc

i,j − q
(
pci,j + pcir

) − ϕ
(
pci,j − pmax

i

) − μ
(
Rmin

i − Rc
i,j

)
(21)

where ϕ, μ are Lagrange multipliers.
The optimization problem in (20) can then be transformed into Lagrange dual

problem:

min
ϕ,μ

max
pc
i,j

L
(
ϕ, μ, pci,j

)
(22)

s.t. ϕ ≥ 0, μ ≥ 0.

The optimization problem formulated in (22) consists of two subproblems, i.e.,
internal maximum subproblem and external minimum subproblem, which can be solved
iteratively. For a set of fixed Lagrange multipliers, the internal maximum subproblem
can be solved to obtain the locally optimal power allocation strategy, which can then
be applied to solve the external minimum subproblem to obtain the updated Lagrange
multipliers.

The locally optimal power allocation strategy can be obtained by calculating the
derivative of formulated Lagrange function with respect to pci,j and let the computed
derivative equal to zero, i.e.,

∂L
(
ϕ, μ, pci,j

)

∂pci,j
=

(1 + μ)Bhc
i,j

ln 2
(
σ2 + pci,jh

c
i,j

) − q − ϕ = 0, (23)

we can obtain

pc,∗i,j =

[
(1 + μ)B

(q + ϕ) ln2
− σ2

hc
i,j

]+

(24)

where [x]+ = max {x, 0}, denote ηc,∗
i,j as the optimal EE of MTCDi obtained from pc,∗i,j .

To solve the external minimum subproblem, we apply gradient descent algorithm to
calculate the Lagrange multipliers, i.e.,

ϕ (t1 + 1) =
[
ϕ (t1) − ω1

(
pmax

i − pci,j
)]+

, (25)

μ (t1 + 1) =
[
μ (t1) − ω2

(
Rc

i,j − Rmin
i

)]+
(26)

where t1 denotes the iteration index, ω1 and ω2 are step size. The proposed Lagrange
dual method-based power allocation algorithm is shown in Algorithm 1. The above
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Algorithm 1. Lagrange Dual Method-based Power Allocation Algorithm
1: Set the maximum number of iterations T1, and the maximum tolerance ε1
2: Initialize the Lagrange multipliers ϕ (t1), μ (t1) for t1 = 0
3: repeat
4: Compute the power allocation strategy

pc,∗
i,j =

[
(1+μ)fiB
(q+ϕ) ln 2

− σ2

hc
i,j

]+

5: Update the Lagrange multipliers:
ϕ (t1 + 1) =

[
ϕ (t1) − ω1

(
pmax

i − pc
i,j

)]+
μ (t1 + 1) =

[
μ (t1) − ω2

(
Rc

i,j − Rmin
i

)]+
6: if |ϕ (t1 + 1) − ϕ (t1)| + |μ (t1 + 1) − μ (t1)| ≤ ε1 then
7: The algorithm terminates
8: Convergence = true
9: return pc,∗

i,j

10: else
11: t1 = t1 + 1
12: end if
13: until Convergence = true or t1 = T1

algorithm can be extended to the case that MTCDi communicates with BS in direct
transmission mode, let pd,∗

i denote the optimal value of pdi , η
d,∗
i denotes the optimal EE

corresponding to pd,∗
i .

4.2 Clustering Subproblem

In this subsection, based on the optimal power allocation strategy obtained from pre-
vious subsection, we address the clustering subproblem and solve the subproblem by
means of the modified K-means algorithm.

Direct Transmission Mode Selection. It can be understood easily that one MTCD
may tend to transmit its data packets to the BS directly provided that it achieves the
maximum EE in direct transmission mode compared to CH forwarding mode. Hence,
we may first assign the direct transmission mode to the MTCDs simply by comparing
the EE of the MTCDs obtained at different transmission modes.

In Table 1, we plot the optimal EE of the MTCDs obtained in different transmission
modes. As we can see from the table, different rows in the table represent the EE of
different MTCDs, and different columns correspond to different transmission modes
of the MTCDs. In particular, in CH forwarding modes, we consider the case that any
MTCD can be selected as the CH of other MTCDs. For simplicity, we define the EE of
MTCDi as 0 when the MTCD selects itself as CH for data forwarding, i.e., ηc,∗

i,i = 0,
1 ≤ i ≤ M .
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Table 1. EE of the links between BS and MTCDs and between MTCDs

Direct transmission mode CH forwarding mode

MTCD1 MTCD2 · · · MTCDM

MTCD1 ηd,∗
1 0 ηc,∗

1,2 · · · ηc,∗
1,M

MTCD2 ηd,∗
2 ηc,∗

2,1 0 · · · ηc,∗
2,M

· · · · · · · · · · · · · · · · · ·
MTCDM ηd,∗

M ηc,∗
M,1 ηc,∗

M,2 · · · 0

Examining Table 1, we can see that in the case that MTCDi achieves the maximum
EE when forwarding data packets to MTCDj (CHj), i.e., ηd,∗

i ≥ ηc,∗
i,j , ∀ 1 ≤ j �=

i ≤ M , we should assign direct transmission mode to MTCDi, i.e., δd,∗
i = 1. Let

Φd denote the set of MTCDs which are assigned direct transmission mode, i.e., Φd ={
MTCDi

∣∣∣δd,∗
i = 1, 1 ≤ i ≤ M

}
. It should be mentioned that MTCDi ∈ Φd cannot

be the CM of any clusters, however, it may act as CH for other CMs. Let Φ denote the
set of all the MTCDs, i.e., Φ = {MTCDi, 1 ≤ i ≤ M}.

Candidate CH Selection. To reduce the computation complexity of the clustering
scheme, we propose a candidate CH selection scheme which selects the qualified CHs
based on the transmission performance of the MTCDs.

Since the selected CHs should forward data packets for their associated CMs within
the clusters, the characteristic of the link between the CHs and the BS, i.e., the direct
transmission link of the CHs, is of particular importance as it may affect the trans-
mission performance of data packets significantly. To avoid selecting the MTCDs with
highly limited transmission performance, we set a threshold on the EE of the direct
transmission link of the MTCDs and set the MTCDs with the EE of the direct transmis-
sion link being greater than the threshold as the candidate CHs.

Let ηmin denote the EE threshold of the direct transmission link of the MTCDs,
MTCDi can be set as a candidate CH provided that ηd,∗

i ≥ ηmin, 1 ≤ i ≤ M . Denoting
Φ0 as the set of the candidate CHs, we obtain

Φ0 = {MTCDi|ηd,∗
i ≥ ηmin, 1 ≤ i ≤ M}. (27)

Let K0 denote the number of candidate CHs, i.e., K0 = |Φ0|, where |x| represents the
number of elements in set x.

Modified K-Means Algorithm-Based Clustering Scheme. The K-means algorithm
is commonly used for solving clustering problems [10]. In this paper, we propose a
modified K-means algorithm to solve the clustering problem of the MTCDs.

The basic idea of the proposed algorithm can be summarized briefly. We first set
the initial number of CHs, i.e., K1 = min {Nmax,K0}, then, select the CHs which
offer the highest EE of both the direct link and the association links with other MTCDs.
Given the initial CHs, associate the CMs with the CH offering the maximum EE of the
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association links. Within each cluster, the CH selection and association processes are
repeated until the algorithm achieves convergence.

The steps of modified K-means algorithm-based clustering scheme are as follows:

(a) Initialization: Set the maximum number of iterations T ′, the maximum tolerance
Δ, set t′ = 1, and determine the number of CHs, i.e., K1 = min {Nmax,K0}.

(b) Initial CH selection: For MTCDi ∈ Φ, 1 ≤ i ≤ M , calculate the sum of EE of both
the direct link and the association links with other MTCDs, denoted as ψi, i.e.,

ψi = ηd,∗
i +

M∑

j=1,j �=i

ηc,∗
i,j , 1 ≤ i ≤ M.

Select K1 MTCDs which offer the largest EE as the CHs. More specifically, order-
ing MTCDi ∈ Φ according to ψi, i.e.,

ψi1 ≥ ψi2 ≥ · · · ≥ ψik ≥ · · · ≥ ψiK0
,∀ MTCDik ∈ Φ.

The first K1 MTCDs will be selected as the CHs. Let Φch denote the set of CHs,
we set

Φch = {MTCDik | 1 ≤ k ≤ K1, MTCDik ∈ Φ}.

Let Φcm denote the set of CMs, we obtain

Φcm = {MTCDi |MTCDi ∈ Φ, MTCDi /∈ {Φch ∪ Φd}} .

(c) Initial CH Association: For MTCDi ∈ Φcm, compute the EE of the links between
MTCDi and MTCDj ∈ Φch, and choose the CH which offers the largest EE as the
associated CH. Let MTCDj′ denote the associated CH of MTCDi, we obtain

CHj′ = argmax
MTCDj∈Φch

{
ηc,∗

i,j

}
, MTCDi ∈ Φcm.

Accordingly, we set δci,j′ = 1.
(d) System EE calculation: Update the set of direct transmission MTCDs by removing

those MTCDs which are selected as CHs, denote Φd′ as the updated set of direct
transmission MTCDs, we express Φd′ as

Φd′ = {MTCDi |MTCDi ∈ Φd, MTCDi /∈ Φch}.

For MTCDi ∈ Φd′ , set the direct transmission mode selection variable δd,∗
i =

1. Based on the obtained transmission mode selection and clustering strategy, we
calculate system EE denoted by ηt′ , i.e.,

ηt′ =
∑

MTCDi∈Φd′

ηd,∗
i +

∑

MTCDi∈Φch

ηd,∗
i +

∑

MTCDi∈Φcm

∑

MTCDj′∈Φch

ηc,∗
i,j′ (28)

(e) CH reselection: Assuming MTCDj′ ∈ Φch is selected as one CH, we let Φj′ denote
the set of the CMs which are associated with MTCDj′ , i.e.,

Φj′ = {MTCDi |MTCDi ∈ Φcm, δci,j′ = 1}.
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For ∀ MTCDi ∈ Φj′ , compute the sum of EE of the direct link between MTCDi

and the BS, the link between MTCDi and MTCDj′ , and the links between MTCDi

and MTCDi′ ∈ Φj′ , i �= i′. Let ζi denote the EE performance of MTCDi ∈ Φj′ ,
we express ζi as

ζi = ηd,∗
i + ηc,∗

i,j′ +
∑

MTCDi′ ∈Φj′ ,i′ �=i

ηc,∗
i,i′

and choose MTCDi ∈ Φj′ which offers the largest EE as the updated CH, i.e.,

CHi = argmax
{MTCDj′}∪Φj′

{ζi} .

Accordingly, update the set of Φch and Φcm.
(f) CH reassociation: For MTCDi ∈ Φcm, compute the EE of the link betweenMTCDi

andMTCDj ∈ Φch, and choose the CHwhich offers the largest EE as the associated
CH.

(g) System EE update: Re-calculate the system EE based on (28), denoted by ηt′+1.
(h) Algorithm convergence: If |ηt′+1 − ηt′ | ≤ Δ or t′ = T ′, then algorithm stops, the

corresponding clustering strategy can be obtained, otherwise, set t′ = t′ +1, return
to Step (e).

Table 2. Simulation parameters

Parameters Value

Number of MTCDs 15

Small scale fading distribution Rayleigh fading with unit variance

Channel path loss model 128.1 + 37.6 log(d) dB

Bandwidth of one RB 180KHz

Maximum transmit power 0.15W

Noise power −104 dBm

Circuit power consumption 0.3W

5 Simulation Result Analysis

In this section, simulation results are presented to show the performance by our pro-
posed scheme. For comparison, we also examine the performance of the previously
proposed algorithm in [4] via simulation. In the simulation, we consider an M2M com-
munication network consisting of one BS and M MTCDs. The size of the simulation
region is set as 500m× 500m, and the MTCDs are randomly located in the simulation
area. Unless otherwise mentioned, the simulation parameters are listed in Table 2.

Figure 2 shows system EE versus maximum transmit power for different circuit
power consumption. From the figure, we can see that for small pmax

i , the EE increases
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with the increase of pmax
i for both schemes, indicating that a larger power threshold

is desired for achieving the maximum EE. However, as the maximum transmit power
reaches to a certain value, the EE obtained from our proposed scheme converges to
a constant while the EE obtained from the scheme proposed in [4] decreases as the
power increases. This is because the scheme proposed in [4] aims to achieve the maxi-
mum transmit rate, thus may require higher power consumption, resulting in undesired
EE. It can also be observed from the figure that the EE obtained from both algorithms
decreases with the increase of circuit power consumption. Comparing the curves in the
graph, we can see that the proposed algorithm offers higher EE than that of previously
proposed scheme.

In Fig. 3, we examine system EE versus maximum transmit power for different noise
power. From the figure, we can see that the EE decreases with the increase of noise
power. This is because larger noise power results in reduced transmission performance
and lower EE in turn. Comparing the results obtained from two algorithms, we can see
that our proposed scheme offers better performance compared with [4].

Fig. 2. Energy efficiency versus maximum
transmit power (different circuit power).

Fig. 3. Energy efficiency versus maximum
transmit power (different noise power).

In Fig. 4, we plot system EE versus the number of MTCDs for different circuit
power consumption. We set the number of MTCDs from 10 to 55 in the simulation. It
can be see from the figure that the EE obtained from both algorithms decreases with
the increase of circuit power consumption. As the number of MTCDs increases, the
EE obtained from both algorithms increases accordingly. This is due to the fact that as
the number of MTCDs increases, the increased amount of data flows are transmitted
through the system, resulting in an increased EE. In addition, we can observe that our
proposed scheme is more energy efficient than other algorithm.

Figure 5 shows system EE versus the number of MTCDs for different noise power.
From the figure, we can see that the EE decreases with the increase of noise power and
increases as the number of MTCDs increase. This is because larger noise power results
in worse transmission performance and lower EE in turn. In addition, we can see that
our proposed algorithm offers outperforms the other scheme.
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Fig. 4. Energy efficiency versus the number of
MTCDs (different circuit power).

Fig. 5. Energy efficiency versus the number
MTCDs (different noise power).

6 Conclusion

In this paper, we consider an M2M communication network and formulate the joint
resource allocation and clustering problem as system EE maximization problem. As the
formulated optimization problem is a nonlinear fractional programming problem, which
cannot be solved directly, we decompose it into two subproblems, i.e., power alloca-
tion subproblem and clustering subproblem, and solve the two subproblems by means
of Lagrange dual method and modified K-means algorithm, respectively. Numerical
results show that our proposed algorithm outperforms previously proposed algorithm.
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Abstract. The relationship between the latency and reliability of multi-
antena diversity system is investigated in this paper. The system perfor-
mance of diversity system is analysed with the outage probability chosen
as the reliability metric. Two combining techniques are considered in the
diversity system. It is proved that the latency-reliability trade-off degree
(LRTD), i.e., the slope of the latency-outage curves with logarithmic
scales, equals the number of the diversity order. In addition, the diversity
system with considering system overhead is investigated. Golden section
search algorithm and a simplified iterative method can be used to obtain
the optimum diversity order of multiple-input and single-output (MISO)
system adopted with maximal ratio combining and section combining
techniques, respectively.

Keywords: Latency-reliability trade-off degree · Multi-antenna ·
Overhead

1 Introduction

In the emerging fifth wireless communication systems, there are several crucial
performance requirements and targets including the data rate, the number of
connected devices, device battery life, end-to-end latency, and reliability of com-
munication [1]. The use case with low latency and high reliability is a very impor-
tant application scenario [2]. For example, in vehicular network applications,
data transmission latency below 5 ms and very high reliability of packet error
rations < 10−6 are expected [2]. Other application scenarios of low-latency and
high-reliability communications include future factory applications, distributed
utility grid protection, autonomous driving and so on [3].

Some solutions are proposed to meet the low latency target such as: employ-
ing shorter transmission time interval (TTI), cooperative communications, and
massive multiple-input multiple-output (MIMO) [1]. Simultaneously, in-depth
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theoretical analyses among the solutions for low-latency and high-reliability com-
munications are necessary. In [4], the fundamental trade-off between the outage
capacity, system bandwidth, and the latency requirement for ultra-reliable and
low-latency systems is demonstrated by system-level simulations. In [5], the rela-
tionship among reliability, throughput, and given latency requirement is shown.
Given the existing studies in the literature, a generalized analysis on the relation-
ship among latency, reliability and other performance metrics is much needed.

The relay technique has been used to meet the reliability and latency require-
ments. Cooperative communication based relaying schemes are discussed in [6],
which can provide ultra-high reliability while meeting the latency requirement at
moderate SNR. The low-latency and high-reliability communications in multi-
relay systems have been considered, and a new metric termed latency-reliability
trade-off degree (LRTD) is proposed in [7], which can also be analysed in other
communication systems.

At the same time, diversity technique can also be used for low-latency and
high-reliability communications. The ultra-reliable and low-latency communica-
tion can be supported through high diversity, transmission with shared diversity
resources is proposed in [8]. Diversity technique can result in significant increase
in system performance. Simultaneously, more system elements are cost for sys-
tem overhead [5], which is important and not ignorable in low-latency frame
structures. The reliability constraints on control information are studied in [9],
and some enhancement techniques are proposed. Reference [10] characterizes
the trade-off between the training sequence length and data code length. It is
important to consider the system overhead in the low-latency and high-reliability
communications.

In this study, the relationship between latency and reliability in multi-
antenna diversity systems is analysed. The relationship between latency and
reliability has been investigated in [7]. For spatial diversity systems, the slope of
the logarithmic scaled latency-reliability curve in diversity systems is proven to
be equivalent to the number of diversity order. In addition, the system overhead
is considered. In the multi-antenna diversity system with overhead, the reliability
increases because of the diversity gain at first, and decreases at last because of the
system overhead. With considering the system overhead, the optimum number of
diversity number is investigated. Golden section search algorithm is used to find
the optimum diversity order for the multiple-input and single-output (MISO)
system adopted with maximal ratio combining. A simple iterative method is
used for the MISO system adopted with selection combining.

The remainder of this paper is organized as follows. In Sect. 2, the relationship
between latency and reliability of spatial diversity system is analysed. Section 3
investigates the optimum number of diversity order for MISO system, where the
system overhead is considered. Section 4 concludes this study.

2 Latency-Reliability Analysis of Diversity System

To improve the performance of the communication systems, we consider the
adoption of diversity technique. There are several diversity techniques can be
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applied to wireless communication systems. In time diversity, the same data is
transmitted at different time slots, which is difficult to achieve in low latency
scenario. The channel gain in frequency diversity is related to the bandwidth and
transmitted signal. In this paper, we focus on spatial diversity when describing
diversity systems and the different combing techniques.

Multiple antennas can be installed at the transmitter or/and at the receiver
to achieve spatial diversity. In spatial diversity at the receive side, the receiver is
employed with multiple antennas. Consider a single-input and multiple-output
(SIMO) system, the multiple received signals can be combined by maximum ratio
combining (MRC), selection combing (SC), or equal gain combing (EGC) [11].

For transmit diversity, consider a MISO system. Under the assumption that
the channel state information (CSI) is available to both the transmitter and
receiver, the transmit diversity design is quite similar to receive diversity with
MRC. The detailed analysis of maximum ratio transmission (MRT) scheme has
been presented in [12]. Similarly, the analysis for SC under transmit diversity
is the same as under receiver diversity. That is to say, the system performance
analyses of SIMO and MISO systems can be described by the same formulas.

In this section, latency-reliability analyses of diversity systems are investi-
gated, while MRC and SC combining techniques are applied respectively. In
diversity systems, the fading paths are assumed to be independent and identical
distributed (i.i.d.) Rayleigh fading channels.

Similar to the system model described in [7], the system performance can
be analysed as follows. Data packets of length of C bits are transmitted over a
system bandwidth of B Hz. The required latency is L in the unit of seconds. The
outage probability is chosen as the system reliability metric. The instantaneous
received signal-to-noise ratio (SNR) is defined as ρ, which is considered as a
variable due to channel fading. According to the Shannon capacity theorem,
the system spectral efficiency can be shown as a function of ρ, i.e., log2(1 + ρ)
bits/symbol. In the ideal system without any overhead, the number of time
and frequency resource elements of the spatial diversity system is BL. In this
section, we take a SIMO system as a reference, which consists of one antenna
for transmission and NR antennas for reception. The system outage probability
can be shown as

Pout = Pr [BLlog2(1 + ρ) < C] = Pr [ρ < ρth] , (1)

where
ρth = 2

C
LB − 1 (2)

is the SNR threshold.
Rayleigh fading is assumed for the multiple wireless channels. Each channel

has the same average SNR. As such, the instantaneous SNR ρi of each channel
is an exponentially distributed variable

p(ρi) =
1
γ

e− ρi
γ , (3)
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where γ = E(ρi) is the average SNR. According to the probability density func-
tion (PDF) of the instantaneous SNR in (3), the system outage probability in
(1) can be attained as

Pout =

ρth∫

0

p(ρ)dρ. (4)

The instantaneous received SNR ρ is a function of the multiple SNRs of the
independent fading channels, which depends on the combining technique and
the number of diversity channels.

2.1 Diversity System with MRC

Considering of combining the multiple receive signals by MRC technique, the
received SNR is seen as the sum of the SNR of each antenna as follows [11]

ρ =
NR∑
i=1

ρi, (5)

where ρi is the received SNR of the i -th antenna. We can rewrite (4), the outage
probability of diversity system adopted with MRC technique for any NR can be
obtained as

Pout(NR) =
∫

ρ1+···+ρNR
<ρth

∫ · · · ∫ p(ρ1)p(ρ2) · · · p(ρN )dρ1dρ2 · · · dρNR

= 1 − e− ρth
γ

NR−1∑
i=0

ρth
i

i!γi .
(6)

The outage probability in (6) can also be viewed as a function of latency
L. The outage probability results with NR = 1, 2, 3 are plotted against the
latency in Fig. 1. The outage probability and the required latency are both plot-
ted with the logarithmic scale. Obviously, the outage probability is a monotoni-
cally decreasing function of L. The latency and reliability of a system have their
own constraints and cannot be improved simultaneously. Therefore, the latency-
reliability trade-off should be analysed. As can be seen from Fig. 1, the curves
with different average SNRs are nearly parallel.

As it is well known, the slope of the SNR-outage probability curve amounts
to the diversity order, that is,

d = − lim
γ→∞

log Pout

log γ
= NR. (7)

The relationship between latency and reliability can be derived by analyzing the
latency-reliability trade-off degree defined in [7]. Similar to the diversity order,
the LRTD can be derived as follows. First, we define

f =
ρth
γ

=
a

1
L − 1
γ

. (8)
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Fig. 1. Outage probability vs. latency with logarithmic scale in a diversity system with
MRC

Then we have

dLR = − lim
L→∞

log Pout(NR)

log L

= lim
x→0

log

(
1 − e−f

NR−1∑
i=0

fi

i!

)

log x

= lim
x→0

xf ′e−f fNR−1

(NR−1)!

1 − e−f
NR−1∑
i=0

fi

i!

= lim
x→0

f ′

(NR − 1)!

xfNR−1

1 − e−f
NR−1∑
i=0

fi

i!

= lim
x→0

f ′

(NR − 1)!

xfNR−2f ′(NR − 1) + fNR−1

e−f fNR−1

(NR−1)!
f ′

= 1 + lim
x→0

xf ′(NR − 1)

f
= 1 + NR − 1

= NR.

(9)

As can be seen from (9), the result does not depend on particular values of f .
It only requires that

lim
x→0

f = 0, (10)
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the derivative of f ,

f ′ =
∂f

∂x
(11)

exits, and
lim
x→0

f ′ �= 0. (12)

As can be seen in (9), in a diversity system with MRC, the LRTD is the
same as the system diversity order, which can also be seen from the slopes of
the outage probability-latency curves in Fig. 1.

2.2 Diversity System with SC

Considering of combining the multiple receive signals by SC technique, the diver-
sity antenna with the maximum SNR is chosen to receive the signal as follows

ic = arg max
i∈[1, 2, ..., NR]

ρi, (13)

where ρi is the received SNR of the i -th antenna. Therefore, the outage prob-
ability of the diversity system adopted with SC technique for any NR can be
obtained as

Pout(NR) = Pr [ max(ρi) < ρth]
= Pr [ ρ1 < ρth, ρ2 < ρth, · · · , ρN < ρth].

(14)

For each diversity channel, the outage probability can be derived as

Pout(1) = Pr[ρi < ρth] =

ρth∫

0

p(ρi)dρi = 1 − e− ρth
γ . (15)

The diversity antennas are independent and have the identical distributed chan-
nels. Then (14) can be rewritten as

Pout(NR) =
NR∏
i=1

Pr [ρi < ρth] = [Pout(1)]NR . (16)

The outage probability results with NR = 1, 2, 3 are plotted against the
latency in Fig. 2. As can be seen, similar to Fig. 1, the curves with different
average SNRs are nearly parallel.
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Fig. 2. Outage probability vs. latency with logarithmic scale in a diversity system with
SC

Similar to the analysis in (9), we analysis the LRTD with any NR. We have

dLR = − lim
L→∞

log Pout(NR)
log L

= lim
x→0

log Pout(NR)
log x

= lim
x→0

xP ′
out(NR)

Pout(NR)

= 1 + lim
x→0

xP ′′
out(NR)

P ′
out(NR)

= 1 + lim
x→0

(NR − 1)
xP ′

out(1)
Pout(1)

+ lim
x→0

xP ′′
out(1)

P ′
out(1)

= 1 + NR − 1
= NR.

(17)

As can be seen in (17), in a diversity system with SC technique, the LRTD
is the same as the system diversity order, which can also be seen from the slopes
of the outage probability-latency curves in Fig. 2.

In this section, spatial diversity with multiple antennas is applied to the low-
latency and high-reliability communications. The latency-reliability trade-off of
the diversity system is analysed. The above analysis indicates that the slope of
the Pout-L curve is the same as the diversity order. That is, the SNR scaling is
similar to the latency scaling. The conclusion remains the same when the diver-
sity system is applied with different combining techniques. Therefore, we can
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replace L with γ in (9) and (17) while the conclusion remains the same. In other
words, the latency and reliability can be improved with diversity techniques.

3 System Overhead Analysis in Diversity System

In a diversity system, the SNR received from each diversity channel ρi should be
known at receive or transmit side for the purpose of combining. We can assume
that the system overhead ratio of all the resource elements for a reference signal
is α. In a SIMO system with one transmitting antenna and NR receiving anten-
nas, one reference signal is required at the transmit side. Hence, the number of
resource elements for overhead is constant. With the diversity antennas increase,
the SIMO system performance gets better. However, in a MISO system with NT

transmitting antennas and one receiving antenna, the required reference signals
have the linear relation with the number of diversity antennas NT . That is, when
the transmitter is equipped with NT antennas, the number of resource elements
for the overhead is NT αBL, and the number of resource elements left for data
transmission is BL(1 − NT α).

In consideration of the system overhead for reference signals, (2) can be
rewritten as

ρth = 2
C

LB(1−NT α) − 1. (18)

As can be seen, ρth is a monotonically increasing function of NT in consideration
of the overhead, which affects the relationship between latency and reliability as
we discuss in more detail as follows.

3.1 MISO System with MRC

Without considering the overhead, as shown in (6), the outage probability of the
multi-antenna diversity system with MRC is a monotonically decreasing function
of NT . In the case of considering the overhead, integrating (18) into (6), we have
the outage probability of the MISO system with MRC as a function of NT .

In order to analysis the trend of outage probability with the growth of NT ,
we can first analysis how the SNR threshold ρth affects the outage probability.
Using the properties of incomplete gamma function [13], the outage probability
in (6) can be written as

Pout(NT ) = 1 − e− ρth
γ

NT −1∑
i=0

(
ρth
γ

)i

i!

=
1

(NT − 1)!

∫ ρth
γ

0

tNT −1e−tdt.

(19)

As can be seen from (19), the outage probability of the MISO system is a
monotonically increasing function of ρth. In (18), ρth is a monotonically increas-
ing function of NT in consideration of the overhead. Therefore, in the multi-
antenna diversity system with overhead, with the increase of NT , the outage
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probability will initially decrease due to the diversity gains. Then, too many
system resource elements are occupied due to the system overhead. The sys-
tem outage probability will increase at last. There exists an optimum number of
diversity order to achieve the lowest outage probability.

As plotted in Fig. 3 using the parameter α = 0.05 [7], the outage probability
is a discrete unimodal distribution function of the diversity order NT , which is
in accordance with the previous theoretical derivation. It can be seen from Fig. 3
that the optimum number is NT = 9. We can use greedy search to find the
optimum NT , but the optimum number is very large when α is small.

Fig. 3. Outage probability vs. diversity order in the system with MRC

In order to reduce the number of calculations, we propose to use the Golden
Section Search (GSS) algorithm for finding the optimum diversity order NT

which leads to the minimum value of Pout [14]. Compared with the Binary Search
algorithm, the benefit of GSS is that the function value is calculated additionally
once more instead of two times at each iteration. GSS is usually adopted for
finding the extremum of a unimodal continuous function, but in this problem,
Pout is a discrete function. The initial search interval of NT is [1, �1/α�]. In
the algorithm, the search interval is narrowed down by the golden section ratio
r = 0.618 after each iteration. The searching process using GSS algorithm is
shown in Algorithm1.

In the GSS algorithm described above, we have 1/r = r/1 − r as shown
in Fig. 4. Therefore, one new point is selected and one more function value is
calculated at each iteration. The number of diversity order NT is discrete, so
that the iteration of the golden section search can terminate when the size of
search range is less than or equal to 2, i.e., b−a ≤ 2. Then, the optimum number
is NT = �(a + b)/2�.
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Algorithm 1. GSS algorithm for finding the optimum diversity order NT

Input: function value Pout, parameter α
Output: optimum diversity order NT

1: initial a = 1, b = floor(1/α), r = 0.618, left = 1, right = 1
2: repeat
3: if left then
4: x1 = floor(b − r(b − a)), f1 = Pout(x1)
5: end if
6: if right then
7: x2 = ceil(a + r(b − a)), f2 = Pout(x2)
8: end if
9: if f1 > f2 then

10: a = x1, x1 = x2, f1 = f2, left = 0, right = 1
11: else
12: b = x2, x2 = x1, f2 = f1, right = 0, left = 1
13: end if
14: until (b − a <

= 2)
15: return NT= ceil((a + b)/2)

Fig. 4. Division of interval in GSS algorithm

As shown in Fig. 3, when the latency L = 0.5 ms, the optimum number of
diversity order is NT = 9. Using the GSS algorithm, when α = 0.05, the initial
search interval is [1, 20], the result is also NT = 9. As shown in Fig. 5(a), when
α = 0.05, the GSS algorithm gives the same results as greedy search algorithm.
When α = 0.04, more results are plotted in Fig. 5(b). The reason for calculation
error of GSS algorithm is that the outage probability is a discrete unimodal
distribution function of the diversity order NT . At each iteration, the new point
selected by golden ratio should be rounded up or down to the nearest integer. The
search range cannot be narrowed down any more when b−a = 1 or 2. Therefore,
there could be an error by using GSS algorithm. As shown in Fig. 5(a) and (b),
with the increase of L, the optimum number of diversity order NT increases.
Comparing Fig. 5(a) with (b), it can be seen that, with the decrease of α, the
optimum NT increases.

The results of optimum number by using GSS algorithm and greedy search
algorithm are compared in Fig. 5(a) and (b). The GSS algorithm gives smaller
results of NT than the greedy search algorithm. The error is less than or equal
to 1. Moreover, the GSS algorithm needs less number of calculations than the
greedy search algorithm, especially when α is small. Therefore, when the outage
probability is a discrete unimodal distribution function of the diversity order,
the GSS algorithm can be used to find the optimum diversity order NT .
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(a) with α=0.05 (b) with α=0.04

Fig. 5. Optimum number of diversity order with the GSS and greedy search algorithm

3.2 MISO System with SC

Without considering the overhead, as shown in (16), the outage probability of the
multi-antenna diversity system with SC is a monotonically decreasing function
of the diversity order. In the case of considering the overhead, integrating (18)
into (16), we have the outage probability of the MISO system with SC as a
function of NT .

As can be seen from (15), the outage probability is a monotonically increas-
ing function of ρth. In (18), ρth is a monotonically increasing function of NT in
consideration of the systems overhead. Therefore, in the MISO system with SC
with overhead, with the increase of NT , the outage probability of the diversity
system will initially decrease due to the diversity gains. Then, because of the
overhead, the system outage will increase at last. Therefore, there exist an opti-
mum number of diversity order to achieve the lowest outage probability. The
outage probability considered of system overhead with L = 1 ms and α = 0.05
is plotted as a function of NT in Fig. 6.

The outage probability of the MISO system with SC is similar to the outage
probability of multi-relay system modeled in [7]. To obtain the optimum diversity
order, we can use the simplified iterative method proposed in [7], which is much
simpler than greedy search method. The optimum number of diversity order can
be obtained taking the derivative of the outage probability in (16), then we have

P1 log P1 + N
∂P1

∂NT
= 0, (20)

where P1 = Pout(1). Because that the number of antenna NT should be an inte-
ger, the result should round down to the nearest integer. According to the LRTD
analysis in (17), when considering the system overhead, we have an approximate
fitting function

P1 ≈ b

L(1 − NT α)
, (21)
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Fig. 6. Outage probability vs. diversity order in the system with SC

where b is a constant, which can be obtained by fitting the outage probability
curve indicated by the black square symbol in Fig. 2, b = 0.0003694.

Integrating (21) into (20), we have

L

b
x = e(1−x)/x, (22)

where
x = 1 − NT α. (23)

Equation (22) can be rewritten as

x =
1

1 + log
(

L
b x

) . (24)

It can be proved that the two functions in (22) have a single intersection
point in the interval of x ∈ [0, 1]. That is, there is an optimum diversity order.

Therefore, the sole root of (24) can be calculated by the iterative method.
The iteration start from x = 1. The iteration process to obtain the optimum
diversity order NT is shown in Algorithm 2.

As shown in Fig. 6, the optimum number of diversity order is NT = 8. The
simplified iterative method in Algorithm2 gives the result NT = 7.

The results of optimum number by using simplified iterative method and
greedy search method are compared in Fig. 7. The simplified iterative method
gives smaller results of NT than the greedy search method. The error is not large.
Simultaneously, the error of the lower bound of the outage probability due to
inaccurate NT is small. The iterative method can be used to find the optimum
diversity order NT with simpler and less calculations.
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Algorithm 2. A simplified iterative method for finding the optimum NT

Input: function parameter α, the required latency L
Output: optimum diversity order NT

1: initial b = 0.0003694, x = 1, n = 1
2: while n = 1 or |N − N0| > 0.1 do
3: x0 = x
4: x = 1/ (1 + log(Lx/b))
5: N = (1 − x)/α
6: N0 = (1 − x0)/α
7: n = n + 1
8: end while
9: return NT= floor(N)

Fig. 7. Optimum number of diversity order with the iteration method and greedy
search method with α = 0.05

4 Conclusion

In this paper, the relationship between the latency and reliability of diversity
system is investigated. Diversity systems adopted with maximal ratio combin-
ing and selection combining techniques are analysed respectively. The LRTD is
proved to be the same as the number of the diversity order whichever combin-
ing technique is adopted. For the MISO system considered of system overhead,
the trade-off between diversity gains and the system overhead is analysed. For
system with MRC, golden section search algorithm for discrete function is pro-
posed to obtain the optimum number of diversity order. For system with SC, the
optimum diversity order is obtained with a simplified iterative method which is
much simpler than greedy search method.
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Abstract. The rapid development of automatic control, wireless communica-
tion and intelligent information processing promotes the prosperity of unmanned
aerial vehicles (UAVs) technologies. In some applications, UAVs are required
to fly from given source places to certain destinations for task execution, a rea-
sonable path planning and charging stations (CSs) strategy can be designed to
achieve the performance enhancement of task execution of the UAVs. In this
paper, we consider joint UAV path planning and CS deployment problem. Stress-
ing the importance of the total time of the UAVs to perform tasks and the cost
of deploying and maintaining CSs, we formulate the joint path planning and CS
deployment problem as a cost function minimization problem. Since the formu-
lated optimization problem is an NP-hard problem which cannot be solved easily,
we propose a heuristic algorithm which successively solves two subproblems, i.e,
path planning subproblem and destination path selection subproblem by applying
the A* algorithm, K-shortest path algorithm and genetic algorithm (GA), respec-
tively. Simulation results validate the effectiveness of the proposed algorithm.

Keywords: UAV · Path planning · Charging station deployment · Cost function

1 Introduction

The rapid development of automatic control, wireless communication and intelligent
information processing promotes the prosperity of unmanned aerial vehicles (UAVs)
technologies. Being capable of flying under certain commands and executing specific
tasks without a human pilot on board, UAVs have been commonly applied in public and
military fields [1].

In some applications [2–5], UAVs are required to fly from given source places to
certain destinations for task execution, a reasonable path planning strategy for the UAV
should be designed. Furthermore, due to the limited battery capacity of the UAVs, long-
distance continuous flying might be difficult. To tackle this problem, various charging
stations (CSs) can be deployed, i.e., deploying multiple CSs in the flying area of the
UAVs, can be an efficient and practical approach. By charging at the CSs, long distance
flight for UAVs might be possible.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
Published by Springer Nature Switzerland AG 2020. All Rights Reserved
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In recent years, researchers have carried out studies on UAV path planning and CS
deployment. The algorithm in [6] studied the path planning problem of UAVs and pro-
posed an A* algorithm-based heuristic search method to obtain the shortest flight time.
Aiming to minimize the flight time, the authors in [7] proposed a path planning method
based on A* algorithm and Dubins path strategy. Considering the flight constraints of
the UAVs during the planning process, the authors in [8] modeled the threat regions as
points and proposed a K-shortest path algorithm-based strategy with the objective of
minimizing the total flight time. To determine the paths with the shortest flight time, the
authors in [9] discussed any-angle path planning algorithm that are variants of classical
A* algorithm. Through propagating information along the edges of the flight grid, the
shortest paths can be determined. In [10], the authors proposed a path planing algorithm
which aims to minimize the flight time of UAVs.

The problem of CS deployment was considered when planing paths for UAVs [11,
12]. In [11], the authors studied the problem of determining a path for an energy-limited
UAV to visit a set of sites, and presented an algorithm aiming to find the shortest time
for UAVs and the optimal locations to place CSs. The authors in [12] consider deploying
mobile CSs for the UAVs, and proposed a joint UAV path planning and CS deployment
algorithm to obtain the optimal UAVs flight path and require the shortest time for the
CSs reach the charging points.

In this paper, we study joint UAV path planning and CS deployment problem.
Stressing the importance of the total time of the UAVs to perform tasks and the cost of
deploying the CSs, we formulate the joint path planning and CS deployment problem
as a cost function minimization problem. Since the formulated optimization problem is
an NP-hard problem which cannot be solved easily, we propose a heuristic algorithm
which successively solves two subproblems, i.e, path planning subproblem and destina-
tion path selection subproblem by applying the A* algorithm, K-shortest path algorithm
and genetic algorithm (GA), respectively.

The rest of this paper is organized as follows. Section 2 describes the system model
considered in this paper and the discrete processing of the UAV flight area. Section 3
presents the formulation of the cost function minimization problem. The solution to the
optimization problem is described in Sect. 4. Section 5 presents the numerical results.
The conclusion is drawn in Sect. 6.

2 System Model and Discrete Processing of the Flight Area

In this paper, we consider the scenario that multiple UAVs are required to perform
tasks in a rectangular area. We denote X , Y respectively as the length and the width
of the area, Ul as the lth UAV, 1 ≤ l ≤ L, L is the total number of UAVs. Let S =
{S1,S2, . . . ,SL} denote the set of task sources and D = {D1,D2, . . . ,DL} denote the
set of task destinations of the UAVs, where Sl, Dl denote respectively the task source
and destination of Ul.

Due to the limited endurance of the UAVs, they may not perform long-distance
tasks, thus should be charged during the flight. We assume that CSs can be deployed in
the flight area of UAVs, let C = {C1,C2, . . . ,CM} denote the set of CSs, where Cm

denotes the mth CS, 1 ≤ m ≤ M , M is the total number of CSs. We further assume
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that there are some threats in the flight area and the CSs can only be deployed in the
area without obstacles. Figure 1 shows the system model considered in this paper. For
simplicity, we conduct two-dimensional discrete processing over the flight region of the
UAVs, more specifically, we model the flight area of the UAVs as a two-dimensional
grid. Let Δx and Δy respectively be the distance between the adjacent grids in row and
columns, let Nmax

x and Nmax
y be the maximum number of the grids in row and column,

respectively, where Nmax
x = [ X

Δx
], Nmax

y = [ Y
Δy

]. Ni,j denotes the node in the ith row
and the jth column, 0 ≤ i ≤ Nmax

x , 0 ≤ j ≤ Nmax
y . Let Ns

l denote the source grid of

Ul and Nd
l denotes the destination grid of Ul, we obtain Ns

l = argmin{ |Sl − Ni,j |2},
Nd

l = argmin{ |dl − Ni,j |2}.

Fig. 1. System model

Let yi,j,m denote CS deployment variable, if Cm is deployed at Ni,j , yi,j,m = 1,
otherwise, yi,j,m = 0. We denote xl,m as the charging variable of the UAVs, if Ul

charges at Cm, xl,m = 1, otherwise, xl,m = 0. The flight path of the UAVs might
be subject to certain types of threats, i.e., atmospheric threats, terrain threats, etc.,
we denote Gi,j as the threats indicator of Ni,j , that is, if Ni,j is the threatening area,
Gi,j = 1, otherwise, Gi,j = 0. Figure 2 shows the two-dimensional discretization of
the flight area of the UAVs.

UAV

Des na on

Charging sta on

Source

Fig. 2. System model
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3 Optimization Problem Formulation

In this section, we examine the overall cost of the UAVs performing tasks and formulate
the joint UAV path selection and CS deployment problem as a cost function minimiza-
tion problem.

3.1 Objective Function

Stressing the importance of the total time required for the UAVs to perform missions
and the cost of deploying the CSs, we define the cost function, denoted by Q as

Q = T + λF (1)

where T denotes the time required for the UAVs to perform the tasks, F denotes the
cost of deploying the CSs, and λ denotes the weighting factor. T can be computed as

T =
L∑

l=1

Tl (2)

where Tl denotes the time required for Ul to fly from Ns
l to Nd

l , and can be calculated
as

T l = T t
l + T c

l (3)

where T t
l denotes the flight time required for Ul to reach the destination, and can be

expressed as

T t
l =

Nmax
x∑

i1=0

Nmax
y∑

j1=0

Nmax
x∑

i2=0

Nmax
y∑

j2=0

zl,i1,j1,i2,j2Tl,i1,j1,i2,j2 (4)

where zl,i1,j1,i2,j2 denotes path planing variable. If Ul reaches Ni2,j2 via Ni1,j1 , then
zl,i1,j1,i2,j2 = 1, otherwise, zl,i1,j1,i2,j2 = 0, Tl,i1,j1,i2,j2 denotes the flight time
required for Ul to fly from Ni1,j1 to Ni2,j2 , which can be computed as

Tl,i1,j1,i2,j2 =
Di1,j1,i2,j2

vl
(5)

where vl denotes the flight speed of Ul, Di1,j1,i2,j2 denotes the flight distance between
Ni1,j1 and Ni2,j2 , in the case no threatening area between Ni1,j1 and Ni2,j2 , Di1,j1,i2,j2

can be expressed as

Di1,j1,i2,j2 =
√

(i1 − i2)
2
Δ2

x + (j1 − j2)
2
Δ2

y. (6)

However, in the case that there exists threatening area between Ni1,j1 and Ni2,j2 ,
Di1,j1,i2,j2 should be calculated as discussed in later subsections.

T c
l in (3) denotes the charging time of Ul during the flight from Ns

l to Nd
l , and can

be expressed as

T c
l =

Nmax
x∑

i2=0

Nmax
y∑

j2=0

M∑

m=1

Tm
l,i1,j1,i2,j2xl,myi2,j2,m (7)
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where Tm
l,i1,j1,i2,j2

denotes the charging time of Ul at Cm when flying from Ni1,j1 to
Ni2,j2 , which can be computed as

Tm
l,i1,j1,i2,j2 =

W
l,i1,j1,i2,j2

Pm
(8)

where Pm denotes the charging power of Cm, Wl,i1,j1,i2,j2 denotes the energy con-
sumption of Ul when flying from Ni1,j1 to Ni2,j2 . The energy consumption of the UAV
is related to the flight distance, and can be expressed as

Wl,i1,j1,i2,j2 = WlDi1,j1,i2,j2 (9)

where Wl denotes the unit energy consumption of Ul.
F in (1) can be expressed as

F =
Nmax

x∑

i=0

Nmax
y∑

j=0

M∑

m=1

Fi,j,myi,j,m (10)

where Fi,j,m denotes the cost of Cm at node Ni,j , and is given by

Fi,j,m = F o
i,j,m + F c

i,j,m (11)

where F o
i,j,m denotes the cost for deploying Cm at node Ni,j , F c

i,j,m denotes the cost
required for maintaining Cm at nodeNi,j . In this paper, we assume that both F o

i,j,m and
F c

i,j,m are given constants.

3.2 Optimization Constraints

To achieve efficient path planning and CS deployment, the following constraints must
be considered.

Charging Station Deployment Constraints. In this paper, we assume that at most one
CS can be deployed at any node, i.e.,

C1 :
M∑

m=1

yi,j,m ≤ 1. (12)

In addition, we assume that each CS can at most be deployed at one node, hence, the
constraint can be expressed as

C2 :
Nmax

x∑

i=0

Nmax
y∑

j=0

yi,j,m ≤ 1 (13)



Joint UAV Path Planning and Charging Station Deployment (Workshop) 383

UAV Path Planing Constraints. Through flying from the sources to the destinations,
the following path planning constraints must be considered.

C3 :
Nmax

x∑

i2=0

Nmax
y∑

j2=0

zl,i1,j1,i2,j2 = 1, if Ni1,j1 = Sl,

(i2, j2) �= (i1, j1) (14)

C4 :
Nmax

x∑

i1=0

Nmax
y∑

j1=0

zl,i1,j1,i2,j2 = 1, if Ni2,j2 = Dl

(i2, j2) �= (i1, j1) (15)

C5 :
Nmax

x∑

i1=0

Nmax
y∑

j1=0

zl,i1,j1,i2,j2 =
Nmax

x∑

i3=0

Nmax
y∑

j3=0

zl,i2,j2,i3,j3 ,

if Ni2,j2 �= {Sl,Dl} (16)

Maximum Flight Distance Constraint. The path between two adjacent nodes can be
selected for the UAVs only if the distance between two points is less than the maxi-
mum flight distance of the UAVs, hence, we can express the maximum flight distance
constraint as

C6 : zl,i1,j1,i2,j2 = 0, if Di1,j1,i2,j2 > Dmax
l (17)

where Dmax
l denotes the maximum flight distance of Ul.

Maximum Number of UAVs Constraint. We assume that limited by the charging
power of the CSs, the constraint on the maximum number of UAVs must be considered,
i.e.,

C7 :
Nmax

x∑

i1=0

Nmax
y∑

j1=0

L∑

l=1

zl,i1,j1,i2,j2yi2,j2,mxl,m ≤ Nm (18)

where Nm denotes the maximum number of UAVs allowed to charge at Cm.

Flight Area Constraint. As the UAVs cannot fly over the threaten areas, the constraint
can be expressed as

C8 : zl,i1,j1,i2,j2 = 0, if Gi2,j2 = 1 (19)

Maximum Task Execution Time Constraint. Let Tl
max denote the maximum allow-

able time for Ul to reach the destination, the maximum task execution time constraint
can be expressed as

C9 : Tl ≤ Tl
max (20)
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3.3 Optimization Problem

Considering the objective function and optimization constraints, we formulate the joint
UAV path planning and CS deployment problem as

min
xl,m,yi,j,m,zl,i1,i2,j1,j2

Q

s.t. C1 − C9. (21)

Through solving above optimization problem, we can obtain the joint path planning,
CS deployment strategy.

4 Solution to the Optimization Problem

The optimization problem formulated in (21) is an NP-hard problem which cannot be
solved easily using traditional convex optimization tools. In this section, we propose
a heuristic algorithm which successively solves two subproblems, i.e, path planning
subproblem and destination path selection subproblem by applying the A* algorithm,
K-shortest path algorithm and genetic algorithm (GA), respectively.

4.1 Path Planning Subproblem

In this subsection, for simplicity, we assume that CS deployment strategy is given, i.e.,
yi,j,m = 1, 0 ≤ i ≤ Nmax

x , 0 ≤ j ≤ Nmax
y , 1 ≤ m ≤ M . As Fi,j,m is a given con-

stant, the path planing process of different UAVs is relatively independent, hence, the
optimization problem formulated in (21) reduces to a set of path planning subproblems.
For Ul, the path planning subproblem can be formulated as

min
xl,m,zl,i1,i2,j1,j2

Tl

s.t. C3 − C9 in (21). (22)

K-shortest Paths Algorithm-Based Path Planning Strategy. To solve the optimiza-
tion problem in (22), we model the system model as a weighted graph G = (V,E,W ),
where V = {Ns

l } ∪ {Nd
l } ∪ {Ni,j}, 1 ≤ l ≤ L, 1 ≤ m ≤ M , 0 ≤ i ≤ Nmax

x , 0 ≤
j ≤ Nmax

y . Let Vi denote the ith vertex in V , 1 ≤ i ≤ |V |, |a| denotes the number of
elements in set a, E = {Ei,j , 1 ≤ i, j ≤ N, i �= j} denotes the link set, where Ei,j

represents the link between Vi and Vj , and W = {Wi,j , 1 ≤ i, j ≤ I, i �= j} denotes
the weight set of links, Wi,j denotes the weight of Ei,j . Let Vi and Vj represent Ni1,j1

and Ni2,j2 , respectively, Wi,j can be computed as

Wi,j = Tl,i1,j1,i2,j2 +
M∑

m=1

Tm
l,i1,j1,i2,j2yi2,j2,m (23)

Given Wi,j , we apply the K-shortest paths algorithm to obtain the K candidate paths
offering the minimum cost. Let Pl denote the set of the K candidate paths of Ul, pk

l

denote the kth candidate path of Ul, we may express Pl as Pl =
{
p1l , p

2
l , . . . p

k
l , . . . pK

l

}
.
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It should be noticed that to calculate Wi,j based on (23), the distance between Vi

and Vj , denoted by Dl,i1,j1,i2,j2 should be calculated. However, since various types of
threats might exist along the flight path between Vi and Vj , the flight distance may not
exactly equal to the length of the directly connected link between the two positions. In
next subsection, we apply A* algorithm to calculate the optimal Dl,i1,j1,i2,j2 .

A* Algorithm-Based Flight Distance Determination. A* algorithm is commonly
used to solve the problem of path planning in the scenario consisting of threat areas or
obstacles. The basic idea of A* algorithm is that given start position and destination
position, a cost function is defined, and a feasible path from start position to destina-
tion position is obtained through determining the intermediate nodes successively. To
determine individual intermediate nodes, we select the one offering the smallest cost
function.

Let s and d denote respectively the start position and destination position, the pro-
cess of determining the optimal path between s and d based on A* algorithm can be
summarized as follows:

(1) Initialization
Set Ψ1 = {s} and Ψ2 = Φ, where Φ denotes the empty set.

(2) Calculating cost function
Let x denote the reachable node of s, update Ψ1 as Ψ1 = Ψ1∪{x}. Let C(x) denote
the cost of selecting x as the next-hop node, C(x) can be calculated as

C(x) = ag(x) + bh(x) (24)

where g(x) denotes the cost required for routing from the start position s to x, h(x)
denotes the estimated cost due to flying from x to the destination position d, a and
b are weighting parameters.

(3) Determining one hop reachable nodes of s
Select the reachable node of s which offers the smallest cost as the next-hop node,
i.e., x∗ = arg min C(x).

(4) Update Ψ1 and Ψ2, and s
Remove x∗ from Ψ1, i.e., set Ψ1 = Ψ1\{x∗} and add x∗ to Ψ2, i.e., Ψ2 = Ψ2∪{x∗},
set s = x∗.

(5) Algorithm termination condition
If x∗ = d, the algorithm completes, otherwise, back to Step (2).

Applying the A* algorithm, we will be able to determine the optimal flight strategy
between any two nodes Vi and Vj in G, and obtain the optimal flight distance denoted
by D∗

l,i1,j1,i2,j2
.

4.2 Destination Path Selection Subproblem

While each UAV may fly according to the obtained K candidate paths strategy, i.e.,
Pl, 1 ≤ l ≤ L, considering the possible sharing on CSs and the various deployment
cost of the CSs, it is highly possible that the overall cost might be reduced by selecting
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suitable candidate path for individual UAVs. More specifically, among K candidate
paths, we may select one candidate path for each UAV so as the achieve the total cost
minimization.

It can be demonstrated that given the K candidate paths set of all the UAVs, the
problem of selecting one candidate path for each UAV can be formulated as an opti-
mization problem. Let T ∗

l,k denote the cost of Ul when choosing the kth candidate path,
yi,j,m,l,k denote the CS deployment strategy of Ul on the kth candidate path. That is, if
Cm is deployed at Ni,j , which is selected as the intermediate node of the kth candidate
path of Ul, yi,j,m,l,k = 1, otherwise, yi,j,m,l,k = 0. Notice that given the candidate path
selection strategy Pl, yi,j,m,l,k is a known constant.

Redefine the cost function Q as Q′, we obtain

Q′ =
L∑

l=1

K∑

k=1

αl,kTl,k ∗ −
M∑

m=1

L∑

l=1

K∑

k=1

Nmax
x∑

i=0

Nmax
y∑

j=0

αl,kyi,j,m,l,kFi,j,m

Am
(25)

where αl,k is the destination path selection variable, i.e., αl,k = 1, if Ul chooses the kth
candidate path, αl,k = 0, otherwise. Am is the number of UAVs which share Cm, and
can be expressed as

Am =
L∑

l=1

K∑

k=1

Nmax
x∑

i=0

Nmax
y∑

j=0

αl,kyi,j,m,l,k. (26)

The destination path selection problem can be formulated as

min
αl,k

Q′

s.t.
K∑

k=1

αl,k = 1. (27)

where the constraint indicates that one UAV can only select one candidate path as its
destination path.

The formulated optimization problem in (27) is an nonlinear integer optimization
problem, which can be solved via the extensive search method for the scenario with
small number of UAVs and relatively small path planning area of the UAVs. However,
the computation complexity becomes prohibitive as the size of the problem increases.
In this subsection, we model the optimization problem as a biological evolution process
and propose a low-complexity GA-based destination path search strategy.

Defining the combination of the candidate paths selected for various UAVs as pop-
ulation, and choosing Q′ in (25) as fitness function, we can solve the problem based on
GA [13].

The steps for obtaining the GA-based destination path search strategy can be sum-
marized as follows.

(1) Initialization
Set generation counter t = 1, denote population size by N and pl,t,n as the can-
didate path of UAVl of the nth individual in the tth generation, i.e., pl,t,n = pkl

l ,
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Table 1. Simulation parameters

Parameters Value

The flight speed of UAVs (vk) 10 km/h

The cost for deploying and maintaining CSs (Fi,j,m) 10,000.0

Number of iterations Tmax 100.0

Chromosome mutation probability (Pmut) 0.2

Weighting factor (λ) 1.0/1.5

Number of candidate paths K 8

Number of UAVs n 4, 6

Number of threaten areas 10

1 ≤ kl ≤ K, 1 ≤ n ≤ N , 1 ≤ t ≤ Tmax where N and Tmax denote respectively
the maximum number of individuals and generations. Defining the population of
the nth individual in the tth generation as

Rt,n =
(
p1,t,n,, p2,t,n, · · · , pL,t,n

)T
, (28)

and denoting Rt as the population in the tth generation, we express the initial pop-
ulation as

R1 =
(
R1,1, R1,2, · · · , R1,N

)T
. (29)

(2) Fitness function evaluation
Substitute Rt,n into the fitness function Q′, the corresponding fitness value can be
obtained.

(3) Gene selection
Through a fitness proportionated-based process [13], the fitness function assigns
each fitness value a probability of selecting individuals. The probability of selecting
Rt,n can be defined as

P (Rt,n) =
Q′(Rt,n)∑N

n=1 Q′(Rt,n)
. (30)

Selecting individuals with high P (Rt,n) from the population Rt, and conducting

reproduction, we can obtain the reproduced population R
(1)
t .

(4) Crossover process
Randomly select two parent individuals Rt,n1 , Rt,n2 from R

(1)
t , 1 ≤ n1, n2 ≤ N ,

crossover the two parent individuals to form two children individuals R′
t,n1

, R′
t,n2

of the next generation through applying crossover-based method.
(5) Mutation process

Based on Gaussian mutation process, mutating the two children individuals R′
t,n1

,
R′

t,n2
with certain mutation rate Pmut, and collecting the resulting individuals Rt,n,

we can obtain the next generation:

R′
t = (R′

t,1, R
′
t,2, . . . , R

′
t,N ). (31)
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(6) Termination condition
If |Q′(R′

t) − Q′(Rt)| ≤ Qth, where Qth denotes the threshold of Q′, the algo-
rithm terminates and the obtained R′

t offers the feasible destination path selection
solution. If t = Tmax, the process terminates and the destination path selection
algorithm fails, else set Rt+1 = R′

t, t = t + 1, go to Step (3).

5 Simulation and Result Analysis

In this section, we examine the performance of the proposed joint path planning and CS
deployment algorithm via simulation. In the simulation, we consider a square region
with the size being 50 km× 50 km where a number of UAVs perform tasks from source
position to destination position. We assume that threaten areas are randomly located in
the region. Other parameters used in the simulation are summarized in Table 1. Simula-
tion results are averaged over 100 independent processes involving different simulation
parameters.
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In Figs. 3 and 4, we plot the total cost of UAVs versus the number of generations
of GA. The number of UAVs is set as 4 and 6 in Figs. 3 and 4, respectively. It can
be seen from the figure that the total cost converges to a constant, demonstrating the
effectiveness of the applied GA.

Figures 5 and 6 show the total cost versus the maximum flight distance of the UAVs
with different weighting factor. The number of UAVs is set as 4 and 6 in Figs. 5 and
6. For comparison, we plot the total cost of the UAVs obtained from our proposed
scheme and the scheme proposed in [10]. We can see from the figures that the total
cost decreases with the increase of the maximum flight distance of the UAVs. This is
because as the maximum flight distance of the UAVs increases, the number of the CSs
required to be deployed will decrease, which will result in the decrease of the total cost
in turn. It can also be observed from the figures that, for both schemes, the total cost
increases with the increase of weighting factor. Comparing the results obtained from
our proposed scheme and the scheme proposed in [10], we can see that our proposed
algorithm outperforms the scheme proposed in [10]. The reason is that our proposed
scheme aims at minimizing the total cost, while the scheme proposed in [10] mainly
considers the minimization of the flight time of UAVs and fails to consider the deploy
time of the UAVs, thus may result in undesired total time.

6 Conclusions

In this paper, we jointly investigate UAV path planning and CS deployment algorithm.
To stress the importance of the total time of the UAV to perform tasks and the cost of
deploying and maintaining CSs, we formulate the joint optimization problem as a total
cost minimization problem. Since the formulated optimization problem is an NP-hard
problem, which cannot be solved easily, we transform the problem into two subprob-
lems, i.e., path planning subproblem and destination path selection subproblem, and
solve the two subproblems by applying the A* algorithm, K-shortest path algorithm
and GA, respectively. The simulations demonstrate the effectiveness of the proposed
algorithm.
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Abstract. Mobile edge computing (MEC) is regarded as an emerging paradigm
of computation that aims at reducing computation latency and improving quality
of experience. In this paper, we consider an MEC-enabled heterogeneous cellu-
lar network (HCN) consisting of one macro base station (MBS), one small base
station (SBS) and a number of users. By defining workload execution cost as the
weighted sum of the energy consumption of the MBS and the workload dropping
cost, the joint computation offloading and resource allocation problem is formu-
lated as a workload execution cost minimization problem under the constraints of
computation offloading, resource allocation and delay tolerant, etc. As the formu-
lated optimization problem is a Markov decision process (MDP)-based offload-
ing problem, we propose a hotbooting Q-learning-based algorithm to obtain the
optimal strategy. Numerical results demonstrate the effectiveness of the proposed
scheme.

Keywords: Mobile edge computing · Heterogeneous cellular network ·
Computation offloading · Resource allocation · Hotbooting Q-learning

1 Introduction

Mobile edge computing (MEC) is regarded as an emerging paradigm of computation
that aims at reducing computation latency and improving quality of experience through
pushing mobile computing, network control and storage to the network edges of cellular
networks [1]. On the other hand, to improve the transmission performance of the cellular
users, heterogeneous cellular networks (HCNs) which consist of macro base stations
(MBSs) and various heterogeneous small BSs (SBSs) have demonstrated promising
advantages. By deploying high performance MEC servers at the MBS or the SBSs
of the HCNs, MEC-enabled HCNs are expected to offer flexible network access and
enhanced computation capability for the users.

In recent years, considerable efforts have been dedicated to studying the computa-
tion offloading schemes of the MEC-enabled HCNs [2,3]. In [2], computation offload-
ing schemes were considered for MEC-enabled HCNs. Aiming to minimize the overall
computation overhead of all the users, the authors formulated the computation offload-
ing problem as a non-cooperative game model and demonstrated the existence of Nash
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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equilibrium point. In [3], a two-tier computation offloading framework was proposed
for HCNs. By formulating task execution problem as an energy consumption minimiza-
tion problem, and solving the problem by means of separable semi-definite program
and quadratically constrained quadratic program, an efficient joint user association and
computation offloading algorithm strategy was obtained.

Energy harvesting (EH) technology can also be applied to reduce the on-grid energy
consumption of the MEC servers. The authors in [4] considered the task offloading
problem in an EH-powered MEC system. The task offloading problem was formulated
as a system cost minimization problem and solved by using the Lyapunov optimiza-
tion optimization technique. Specifically, the emerging EH-SBSs, which are equipped
with EH devices (like solar panels or wind turbines) and exploit renewable energy as
supplementary or alternative power sources, have received great attentions from both
academia and industry. The possibility and reliability of self-powered cellular networks
were investigated in [5]. In [6], a dynamic computation offloading framework was pro-
posed for an EH-enabled MEC system. By examining the weighted sum of task execu-
tion delay and task dropping cost, the task execution problem was formulated as average
weighted sum minimization problem and the optimal offloading strategy were obtained
by solving the optimization problem.

The problem of task offloading and resource allocation can be jointly designed
to further enhance task execution performance. In [7], the problem of task offloading
and resource allocation was considered for MEC systems and an optimal joint design
scheme was proposed to achieve the minimization of system-wide computation over-
head. The authors in [8] addressed the problem of joint task offloading and resource
allocation problem in an MEC-enabled HCN and proposed a joint optimal scheme to
achieve the minimum energy consumption of the users.

In this paper, we consider the computation offloading and resource allocation prob-
lem in an MEC-enabled HCN. By defining workload execution cost as the weighted
sum of the energy consumption of MBS and workload dropping cost, the joint compu-
tation offloading and resource allocation problem is formulated as a workload execution
cost minimization problem. As the original optimization problem is a Markov deci-
sion process (MDP) problem, traditional Q-learning-based algorithm and hotbooting
Q-learning-based algorithm are proposed to solve the problem.

2 System Model

In this paper, we consider an MEC-enabled HCN consisting of one MBS, one SBS
and a number of users where the users are allowed to access both the MBS and the SBS
through wireless links, and the SBS may also access the MBS via wireless link. To facil-
itate edge computation, we assume that both the MBS and the SBS are equipped with
an MEC server, which are capable of executing user workloads. It is further assumed
that the MBS is powered solely by on-grid power, while the SBS is equipped with an
EH component and powered purely by the harvested renewable energy. The considered
system model is plotted in Fig. 1.

We consider the computation offloading and resource allocation problem during a
relatively long time duration. For convenience, the time duration is divided into equal-
length slots with the length of each time slot being τ . We assume that at each time
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Grid-based MBS 
 with MEC server

EH-based SBS 
 with MEC server

Fig. 1. System model

slot, the computation workloads may arrive at the SBS randomly, and the arrival of the
workload follows a Poisson process with the average amount of the workload being λ.
Let λk denote the amount of the workload arriving at the beginning of the kth time
slot, we set E[λk] = λ, k = 1, 2, 3, · · · , where E[x] denotes the expectation value of x.
At each time slot, upon receiving the workload from the users, the SBS may conduct
local computing or offload the workload to the MBS. In addition, due to highly limited
energy supply at the SBS, the SBS may also drop the workload. Let xm

k ∈ {0, 1} and
xs

k ∈ {0, 1} denote respectively the computation offloading variable of the MBS and
the SBS at the kth time slot, i.e., xm

k = 1, if the computation workload requested at the
kth time slot is offloaded to the MBS, otherwise, xm

k = 0; xs
k = 1, if the computation

workload requested at the kth slot is executed at the SBS, otherwise, xs
k = 0. We further

define the binary variable of workload dropping. Let xd
k ∈ {0, 1} denote the workload

dropping variable at the kth time slot, i.e., xd
k = 1, if the workload requested at the kth

time slot is dropped, otherwise, xd
k = 0.

In the case that the workload is executed locally at the SBS at the kth time slot,
the SBS may allocate a portion of computation capability of the MEC server to the
workload. Let f s

k denote the computation capability of the SBS allocated for executing
the workload at the kth time slot, we have 0 ≤ f s

k ≤ fmax, where fmax denotes the
maximum computation capability of the MEC server deployed at the SBS.

3 Problem Formulation

In this section, we define the average long-term execution cost of the workloads and for-
mulate the joint computation offloading and resource allocation problem as a workload
execution cost minimization problem.

3.1 Objective Function

We define the average long-term execution cost of the workloads as

C = lim
T→∞

1
T
E

[
T−1∑
k=0

Ck

]
(1)
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where Ck denotes the execution cost of the workload at the kth time slot. Jointly con-
sidering the energy consumption of the MBS and the workload dropping cost, we for-
mulate Ck as

Ck = xm
k Em

k + φψk (2)

where Em
k is the energy consumption of the MBS at the kth time slot, ψk denotes the

workload dropping cost at the kth time slot and φ is the weight of the workload dropping
cost. We formulate Em

k as
Em

k = δm(fm)2Wk (3)

where δm is the energy consumption coefficient of the MBS, fm is the computation
capability of the MBS. ψk in (2) can be calculated as

ψk = xd
kλk. (4)

3.2 Optimization Constraints

To design the optimal joint computation offloading and resource allocation strategy
which minimizes the execution cost of the workloads, we should consider following
optimization constraints.

Workload Processing Constraint. In this paper, we assume that the SBS can only
choose one of the two computation offloading modes for the workloads or drop the
workloads, thus, we can express the workload processing constraint as

C1 : xm
k + xs

k + xd
k = 1. (5)

Resource Allocation Constraints. The computing resource constraints of the SBS can
be expressed as

C2 : 0 ≤ f s
k ≤ fmax, (6)

C3 : 0 ≤ Pk ≤ Pmax (7)

where Pk denotes the transmit power of the SBS when transmitting the workload to the
MBS at the kth time slot and Pmax denotes the maximum transmit power of the SBS.

Delay Tolerant Constraint. In this paper, we consider delay-sensitive applications
and assume that the execution latency of the workloads should be less the length of
time slot, i.e.,

C4 : Dk ≤ τ (8)

where Dk denotes the workload execution latency at the kth time slot, which can be
expressed as

Dk = xm
k Dm

k + xs
kDs

k (9)
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where Dm
k and Ds

k denote respectively the workload execution latency in MBS offload-
ing mode and SBS computing mode at the kth time slot. Dm

k can be formulated as

Dm
k = Dm,t

k + Dm,e
k (10)

where Dm,t
k denotes the transmission latency required for SBS to offload its workload

to the MBS and Dm,e
k denotes the workload computation latency at the MBS. Dm,t

k is
given by

Dm,t
k =

λk

Rk
(11)

where Rk denotes the achievable data rate of SBS when transmitting to the MBS at the
kth time slot and can be expressed as

Rk = Blog2

(
1 +

Pkgk

σ2

)
(12)

where B denotes the bandwidth of the link between the SBS and the MBS, Pk denotes
the transmit power of the SBS when offloading to the MBS at the kth time slot, gk and
σ2 denote respectively the channel gain and the noise power of the link between the
SBS and the MBS at the kth time slot. Dm,e

k can be computed as

Dm,e
k =

Wk

fm
(13)

where Wk denotes computation resource required for workload execution. Wk can be
calculated as

Wk = ρλk (14)

where ρ denotes the number of CPU cycles required to process one bit. Ds
k in (9) can

be formulated as

Ds
k =

Wk

f s
k

. (15)

It should be noticed that without loss of generality, we assume that the output of the
computation execution at theMBS is of small size, hence, we may omit the transmission
latency for sending the result back to the SBS.

Energy Causality Constraint. At each time slot, the energy consumed by the SBS
will not exceed its battery level, i.e., the energy causality constraint must be satisfied,
which can be expressed as

C5 : Es
k ≤ Bk (16)

where Es
k denotes the energy consumption of the SBS at the kth time slot, and Bk

denotes the residual battery level at the beginning of the kth time slot. Es
k can be

calculated as the sum of basic energy consumption, the energy consumption resulted
from executing the workload locally and that for transmitting the workload to the MBS,
hence, can be expressed as

Es
k = Es,0

k + xs
kEs,e

k + xm
k Em,t

k (17)
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where Es,0
k denotes the basic energy consumption of the SBS, Es,e

k denote the energy
consumption of the SBS for executing the workload, and Em,t

k denotes the energy con-
sumption required for the SBS to transmit the workload to the MBS. Es,e

k can be for-
mulated as

Es,e
k = δs(f s

k)
2
Wk (18)

where δs is the energy consumption coefficient of the SBS. Em,t
k is given by

Em,t
k = PkDm,t

k . (19)

The battery energy level Bk in (16) evolves according to the following equation:

Bk+1 = min
{
Bk + Eh

k − Es
k, Bmax

}
(20)

where Eh
k denotes the harvested energy of the SBS at the kth time slot, and Bmax

denotes the battery capacity of the SBS. To capture the intermittent and unpredictable
nature of the EH process, we model it as successive energy packet arrivals, i.e., at
the beginning of the kth time slot, energy packets with the amount of energy being
Eh

k ≤ Emax arrives at the SBS and then will be harvested and stored in the battery.
Then, from the (k + 1)th time slot, the stored energy will be available for computa-
tion and communication. We further assume that Eh

k , k ≥ 1, 2, · · · is i.i.d. with the
maximum value being Emax.

3.3 Optimization Problem

To minimize the long-term average execution cost subject to the constraints, we formu-
late the optimization problem as follows:

min
xm
k ,xs

k,xd
k,fs

k,Pk

lim
T→∞

1
T
E

[
T−1∑
k=0

Ck

]
(21)

s.t. C1 − C5

4 Solution of the Optimization Problem

It can be shown that the optimization problem formulated in (21) can be regarded as an
infinite-horizon MDP problem and solved by using reinforcement learning method.

4.1 MDP-Based Offloading Problem Formulation

The problem of making an offloading decision for the SBS can be formulated as a finite
MDPwhich can be characterized by four elements, i.e., state space, action space, reward
function and policy.

State Space. The state of the MDP at any particular slot can be characterized by three
metrics, i.e., the residual battery level of the SBS, the channel gain of the link between
the SBS and the MBS, and the amount of the workloads arriving at each time slot. Let
S denote the state space of the MDP and sk ∈ S denote the state at the kth time slot,
we obtain sk = {Bk, gk, λk}.
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Action Space. The action of the MDP taken at any time slot can be characterized by
the computation offloading and resource allocation strategy made at the time slot. Let
A denote the action space of the MDP and ak ∈ A denote the action taken at the kth
time slot, we may express ak =

{
xm

k , xs
k, xd

k, f s
k, Pk

}
.

Reward Function. In the case that the MDP is at state sk, various actions can be taken
under the constraints C1–C5, immediate reward will be resulted accordingly. We define
the immediate reward function of taking action ak at state sk as follows:

r (sk, ak) =

⎧⎨
⎩

−Em
k , if xm

k = 1
−φψk, if xd

k = 1
0, if xs

k = 1
(22)

Policy. The policy of the formulated MDP at the kth time slot is defined as a mapping
π : sk → ak. Given initial state s0 ∈ S, we focus on optimizing the policy to maxi-
mize the expected long-term system reward, the expected discounted long-term system
reward is defined as

V π (s0) = E

( ∞∑
k=0

γkr (sk, ak) |s0
)

(23)

where γ ∈ (0, 1) is a constant discount factor. The discounted cumulative reward V (sk)
of state sk can be expressed as

V (sk) = r (sk, ak) + γ
∑
s̃k∈S

p (s̃k|sk, ak)V (s̃k) (24)

where p (s̃k|sk, ak) is the transition probability from sk to s̃k when choosing action ak.
The optimal policy π∗ can be obtained when the total discounted expected reward is
maximal according to the Bellman’s theory, i.e.,

V ∗ (sk) = max
ak∈A

V (sk) (25)

where V ∗ (sk) is the expected optimal reward of sk.

4.2 Traditional Q-Learning-Based Method

Examining (23)–(25), we can see that given the transition probability p (s̃k|sk, ak),
the optimal policy can be derived by solving the Bellman equation. However, in many
practical scenarios, it can be very different or computationally prohibitive to obtain
these probability distributions. To tackle this problem, model-free reinforcement learn-
ing method such as Q-learning method can be employed to derive the optimal policy.

Applying Q-learning method to solve the joint computation offloading and resource
allocation problem formulated in (21), we define Q value denoted by Q (sk, ak) for
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state-action pair (sk, ak). Given an initial value of Q (sk, ak), for ∀(sk, ak), Q (sk, ak)
can be updated according to the following formula:

Q (sk, ak) = (1 − α)Q (sk, ak)

+ α

(
r (sk, ak) + γ max

a
′
k∈A

Q
(
s

′
k, a

′
k

))
(26)

where 0 ≤ α ≤ 1 is the learning rate. Once Q (sk, ak) achieves convergence for
∀(sk, ak) pair, the optimal action a∗

k taken at state sk can be determined, and the optimal
joint computation offloading and resource allocation strategy can be obtained.

It should be noticed that to achieve the tradeoff between exploring the new actions
and exploitating the existing actions, ε-greedy policy can be applied. More specifi-
cally, although with a high probability (1 − ε), the action which maximizes the reward
function will be selected; with a relatively small probability ε, one action is randomly
selected to avoiding the algorithm converging to the local maximum.

4.3 Hotbooting Q-Learning-Based Method

For simplicity, applying traditional Q-learning algorithm to solve engineering problem,
we may set the initial Q value as zero for ∀(sk, ak) pair, however, this may require
relative long time for the algorithm to achieve convergence, which is highly undesired.
To solve this problem, hotbooting technique can be applied. In particular, instead of
initializing Q value as zero, we may obtain a set of training data in advance from large-
scale experiments conducted in similar scenarios, then set the initial Q value based
on the training data. In this manner, as the training data and initial Q value can be
relatively close to the optimal value, the time required for the algorithm to achieve
convergence can be reduce significantly. The proposed hotbooting Q-learning-based
method for solving the joint computation offloading and resource allocation problem is
summarized in Algorithm 1.

Algorithm 1. Hotbooting Q-learning based offloading decision
1: Initialization α , γ and B0

2: Set Q = Q* according to the hotbooting technique
3: for k = 1, 2, 3, ... do
4: Observe the channel condition gk, workload size λk

and the current battery level Bk

5: Select ak =
{
xm
k , xs

k, xd
k, f s

k, Pk

}
via ε-greedy policy

6: Evaluate the energy consumption, workload drop rate
and the execution cost

7: Update Q (sk, ak) via (26)
8: end for
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5 Simulation Results

In this section, simulation results are provided to evaluate the proposed Hotbooting
Q-learning-based algorithm. For comparison, we also examine the performance of two
benchmark algorithms, i.e., Q-learning-based algorithm and greedy algorithm. To con-
duct Greedy algorithm, At each time slot, the joint computation offloading and resource
allocation strategy was designed with the aim of minimizing the instantaneous workload
execution cost. The parameters used in the simulation are given in Table 1.

Table 1. Simulation parameters

Parameters Value

Channel bandwidth B 10MHz

Noise power σ2 −95 dBm

Battery capacity Bmax 100 J

Maximum transmit power Pmax 2 W

Circuit power consumption Es,0
k 20 J

Time slot length τ 1s

Bit/CPU conversion coefficient ρ 1000
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Fig. 3. Workload drop rate vs average size of
the workload

Figure 2 shows the system reward versus number of time slots. From the figure, we
can see that the Q-learning algorithm can almost achieve the same reward as the pro-
posed Hotbooting Q-learning algorithm, the time required for the Q-learning algorithm
to reach convergence is much longer, demonstrating the effectiveness of the proposed
hotbooting Q-learning algorithm. This is because the hotbooting technique can formu-
late the emulated experiences in dynamic radio environments to effectively reduce the
exploration trials and thus significantly improve the convergence speed of Q-learning.

In Fig. 3 shows workload drop rate versus the average size of the computation work-
load. It is shown in the figure that the workload drop rate increases with the increase
of the average size of the computation workload for both our proposed scheme and the
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greedy scheme. This is because larger workload size requires larger energy consump-
tion for completing workload computation, thus resulting in larger workload drop rate
due to insufficient residual energy of the SBS’s battery.

In Fig. 4, we can see that the energy consumption of MBS increases with the
increase of the average size of the computation workload for the proposed scheme and
the greedy scheme. This is because larger workload size results in larger energy con-
sumption for completing workload computation, thus the algorithm prefers to execute
workload at the MBS for energy savings. Comparing the results obtained from our pro-
posed scheme and the greedy scheme, we can see that our proposed scheme outperforms
the greedy scheme.

In Fig. 5, it is shown in the figure that the ratio of the workload being executed at
the SBS increases with the increase of the mean of harvested energy, while the ratio
of the workload being executed at the MBS and that being dropped decrease with the
increase of the mean of harvested energy. It is because that the SBS tends to execute the
workloads for high rewards in the case that the energy of the SBS is relatively sufficient.

6 Conclusion

In this paper, we consider anMEC-enabled HCN system and formulate the joint compu-
tation offloading and resource allocation as an optimization problem which minimizes
the long-term execution cost of the workloads. As the formulated optimization problem
is MDP-based offloading problem, we propose a Q-learning-based algorithm and a hot-
booting Q-learning-based algorithm. Numerical results demonstrate the effectiveness
of the proposed algorithms.
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Abstract. With the rapid development of artificial intelligence, gesture
recognition has become the focus of many countries for research. Gesture
recognition using Wi-Fi signals has become the mainstream of gesture
recognition because it does not require additional equipment and light-
ing conditions. Firstly, how to extract useful gesture signals in a com-
plex indoor environment. In this paper, after de-noising the signal by
Discrete Wavelet Transform (DWT) technology, Principal Component
Analysis (PCA) is used to eliminate the problem of signal redundancy
between multiple CSI subcarriers, further to remove noise. Secondly,
the frequency domain features of the gesture signal are constructed by
performing Short-Time Fourier Transform (STFT) on the denoised CSI
amplitude signal. Then, the time domain features are combined with the
frequency domain features, and the features are trained and classified
using the Support Vector Machine (SVM) classification method to com-
plete the training and recognition of gesture. The experimental results
show that this paper can effectively identify gestures in complex indoor
environments.

Keywords: Dynamic gesture recognition · Discrete Wavelet
Transform · Principal Component Analysis · Time-frequency domain
features

1 First Section

With the rapid development of science and technology in the 21st century and the
popularity of computers, human-computer interaction technology has become
the object of attention and research in many countries [1]. Gesture as one of the
basic features of vision, it is the simplest way to interact with nature. And it
plays an important role in many fields such as smart home and auxiliary car con-
trol system. Therefore, gesture recognition has gradually become an important
research direction of human-computer interaction.

At present, the previous works are mainly based on wearable sensors [2],
computer vision [3], and radiofrequency signals [4]. Among them, the gesture
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recognition system based on wearable devices and computer vision started ear-
lier, has been very mature so far and achieved gratifying precision. However, the
wearable sensors system requires the user to wear a sensing device such as a
data glove or an armband to obtain response parameters, it is inconvenient for
the user; the computer vision system cannot be used in dark or smoke environ-
ments. Compared with them, the Wi-Fi signal-based gesture recognition system
does not require a piece of wearable equipment and the condition of light. It
only needs to use software upgrades and updates, so it gradually becomes the
mainstream of gesture recognition.

In the Wi-Fi based gesture recognition system, most systems currently use
Received Signal Strength Indications (RSSI) to capture a signal. However, RSSI
has poor stability under uncertain noise and indoor multipath conditions, there-
fore RSSI does not provide sufficient reliability. As the pursuit of reliability
becomes higher and higher, Channel State Information (CSI) gradually appears
in everyone’s field of vision. In this paper, we realized a gesture recognition sys-
tem based on CSI which is collected from commercial wireless devices. It does
not require additional sensors, is resilient to changes within the environment and
can operate in non-line-of-sight scenarios. The basic idea is to leverage the ampli-
tude of CSI to complete the gesture recognition. There are several challenges,
however, that need to be addressed to realize our system including handling the
noisy and extracting the feature of different gestures. To address these challenges,
the main contributions of this paper are as follows:

1. How to extract gesture signals from complex indoor environments? First,
the least variance method is used to segment the gesture. Then, we use the
Discrete Wavelet Transform-Principal Component Analysis (DTW-PCA) to
extract useful gesture signals in a complex environment.

2. How to extract features of different gestures for classification? We propose a
method that combines time domain and frequency domain feature informa-
tion to complete classification.

The rest of this paper is organized as follows. We first summarize the related
work in Sect. 2, followed by Sect. 3, which is a brief introduction to the gesture
recognition system. Then in Sect. 4 we illustrate the detailed system design and
methodology. We show the experimental results and evaluation of the perfor-
mance in Sect. 5. Finally, we will conclude this work and list our future work in
Sect. 6.

2 Related Work

In this section, we introduce the state-of-the-artwork of gesture recognition sys-
tems, which are related to our work. These systems are mainly divided into the
following two categories.

(1) Device-Based Gesture Systems: These technologies include wearable sensors
and computer vision: As mentioned earlier, the wearable based methods usu-
ally need gloves or external sensors attached to a user for gesture capture.
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These methods can capture the gestures more precisely, but the process is
invasive, as the user needs to wear sensors around him. For example, Wang
et al. [5] describe a system using data glove for gesture recognition, which
can measure the change of hand joints’ angles and the motion state of the
hand. And PhonePoint Pen [6] recognizes handwriting by holding a mobile
phone in hands; The other type is camera-based systems, the camera based
method uses the camera to capture user gesture behavior, which relies on
high-resolution video or images and cannot be used in non-light conditions
for example darkness. [7] proposes a camera-based hand gesture that can
achieve a higher average recognition rate and better distinguishes the con-
fusion gesture. The Xbox Kinect [8] and Leap Motion [9] also can be the
typical successful examples of applications.

(2) Device-Free Gesture Systems: Nowadays, Kellogg et al. [4] can use Radio-
frequency identification (RFID) to identify gestures and it can achieve high
precision, but the system only works with RFID transmissions whose costs
are high. In the device-free systems, the wireless signal-based method has
a low expanse and is easy to deploy. In 2015, Abdelnasser et al. proposed
WiGest [10], which performs gesture recognition by analyzing the rising and
falling edges of RSSI signal changes. The accuracy is 87.5% in the case of a
single access point when there are three access points. the accuracy rate is
96%. But the RSSI is lack of stable in complex indoor environments. The
system WiGeR [11] leverages the fluctuation of the amplitude of CSI caused
by the gesture to complete the recognition. But the pattern recognition
such as dynamic time warping (DTW) takes a lot of time so that it is not
practical.

All of these systems contain some weaknesses which make it hard to be
further popularized, though most of them can achieve an impressive estimation
accuracy.

3 System Overview

In this section, we first briefly introduce the background knowledge of CSI value
which is the foundation of our system, then give an overview of the system.

3.1 Channel State Information

The indoor environment is complex and changeable, and there are interferences
of multipath effects, such as static reflections on walls, sofas, tables and so on.
The model diagram is shown in Fig. 1.

According to Fig. 1, the CSI data received by the receiver is a superposition
of multiple path signals, which can be expressed as

H (fi, t) = |H (fi, t)| × arg (H (fi, t))

= e−j2πft
N∑

k=1

ak (fi, t) e−j2πfiτk(t) + n
(1)
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Fig. 1. Indoor environment diagram.

where |H (fi, t)| and arg (H (fi, t)) are the amplitude and phase of the i sub-
carrier at the t moment, fi is the frequency of the subcarrier, e−j2πft is phase
shift due to phase error, N is the number of multipath, ak (fi, t) is the propa-
gation attenuation of the first multipath, e−j2πfiτk(t) is the phase shift due to
propagation delay, n is noise vector.

The literature [12] derives the square formula of the CSI amplitude according
to formula (1) as follows

|H (fi, t)|2 =
∑

k∈Pd

2 |Hs (fi) ak (fi, t)| cos
(

2πνkt
λ

+ 2πdk(0)
λ

+ ϕsk

)

+ |Hs (fi)|2 +
∑

k∈Pd

|ak (fi, t)|2

+
∑

k, l ∈ Pd

k �= l

|ak (fi, t) al (fi, t)| cos
(

2π(νk−νl)t
λ

+ 2π(dk(0)−dl(0))
λ

+ ϕkl

) (2)

It can be obtained from formula (2) that the square of the CSI amplitude
is composed of some constant and cosine functions, which can accurately reflect
the jitter of the target motion. Therefore, this paper considers the feature infor-
mation of CSI amplitude to complete the training and recognition of the gesture.

3.2 Overview

As shown in Fig. 2, our gesture recognition system consists of three modules:
CSI data preprocessing, feature extraction of gesture and gesture recognition.
In the CSI data preprocessing, we use the DWT to remove noise, and PCA is
also used to reduce the data dimension as well as remove noise further. After
CSI data preprocessing, we combine time domain and frequency domain features
information to extract the features such as event duration, interquartile range,
spectral entropy and so on. At last, these features be used for classification in
gesture recognition.

4 System Design

In this section, we elaborate on the methodology of our system relied on three
blocks as mentioned before.
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Fig. 2. Overview of system.

4.1 Data Preprocessing

As can be seen from Fig. 1, the CSI data received by the receiver is a superposi-
tion of multiple path signals, and there are interferences from static reflections
such as walls, tables and chairs. So how to extract the signal changes caused by
the user’s gesture movement in a complex indoor environment is a huge chal-
lenge.

In response to this problem, first, this paper uses the Discrete Wavelet
Transform (DWT) technique to effectively remove the noise and smooth the
CSI data. The core thought is three steps: decomposition, noise removal and
reconstruction. Firstly, DWT decomposes the signal into detail coefficients{
β1fβ2f · · · fβJ

}
(with J = 5) and approximation coefficients αJ . Then we

apply hard thresholding to denoise the 1–3 layer detail coefficients. Finally,
we combine the approximation coefficient and the denoised detail coefficient
to reconstruct the CSI signal.

Second, since the CSI signal has 30 subcarriers, the information carried by
the 30 subcarriers is redundant and the number of all subcarriers increases the
computational complexity. Therefore, we use the Principal Component Analysis
(PCA) to effectively reduce the data, and further achieve the denoising. PCA is
a mathematical transformation method that converts a given set of related vari-
ables into another set of unrelated variables by a linear transformation. These
new variables are arranged in descending order of variance. In the mathematical
transformation, the total variance of the variables is kept constant, so that the
first variable has the largest variance, which is called the first principal compo-
nent, and the variance of the second variable is the second largest, and is not
related to the first variable, and is called the second principal component, and
so on. According to the literature [13], the first principal component after the
dimension reduction contains almost all the information of the gesture motion
signal.

Figure 3 shows the result of noise filtering. It shows the DWT-PCA method
can extract the signal from the complex indoor environment. Figure 4 compares
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the first three principal components for the same activity when de-noising is
applied before PCA. It also shows that a jority of the gesture activity induced
variation is concentrated in the first and second principal components, but in
the third principal component (and onwards) the noise level begins to have a
higher influence [13].

Fig. 3. Channel State Information (CSI) preprocessing.

Fig. 4. Comparison of the resultant first three PCs after wavelet de-noising and then
PCA. First and second PCs are less noisy, yet in the third PC, the noise level has a
higher influence.

4.2 Segment Algorithm

The CSI data is a continuous-time series. To complete feature extraction and
classification of gestures, segmentation of the received time series is required. To
solve this problem, we divide the continuous-time series by the smallest variance
segment algorithm.

In the segmented algorithm, we use two windows on the CSI time series to
segment it. Firstly, The first window corresponds to the beginning of the time
series, and the beginning of the second window corresponds to the end of the first
window; Secondly, the width W is initialized to Wmin, the first window is Pfrist =
(P1, P2, · · · , Pw) and the second window is Psec ond = (pw+1, pw+2, · · · , p2w);
Thirdly, we calculate the variance difference between the two windows; Then,
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we make w = w+1 and repeat the second step to calculate the variance difference
of the two windows until the width of the window reaches Wmax. We can get
Wmax − Wmin + 1 pairs of (w, d). The window width W corresponds to the
minimum d is the final window width. Finally, repeat the previous steps unless
there is not enough time series. Figure 5 shows the result of gesture segmentation,
we can see from Fig. 5 the algorithm can segment the gesture more accurately.
The results of 5 kinds of gesture segmentation are shown in Fig. 6.

Fig. 5. The segmentation graph of Wave gesture.

4.3 Time Frequency Analysis

After CSI data collection and preprocessing, a transformation to the time-
frequency domain is necessary to perform the feature extraction. For the time-
frequency analysis, there are various linear and non-linear techniques. Among
them, the non-linear methods tend to distort the frequency components gen-
erated by movement. Therefore, we selected Short-Time Fourier Transform
(STFT) for our time-frequency analysis.

In STFT, the time resolution and frequency resolution are inversely propor-
tional, so it is necessary to find an optimal window size to obtain satisfactory
time resolution and frequency resolution. Since each person completes a ges-
ture action for 1 to 4 s, the time is short and requires sufficient time resolution.
For this problem, we opt for an FFT window size of 256 samples at a sam-
pling rate of 1000 pkts/s. We chose the overlap size of two windows to be 250
samples. So, the selected parameters provide us with a frequency resolution of
sample rate

FFTsize ≈ 4 Hz and a time resolution of window−overlap

sample rate
≈ 0.006 s. Figure 6

shows the STFT of five gestures.
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Fig. 6. Time domain signal diagram and spectrum diagram corresponding to the five
gestures.

4.4 Feature Extraction

Although the time domain signal and the frequency domain signal can well reflect
the characteristics of different gesture motions, most of the pattern recognition
methods are not feasible due to the inconsistency of time series. The time-series-
inconsistent recognition method, for example, Hidden Markov Model has a large
time expenditure and is not suitable for practical application scenarios. There-
fore, we propose to select useful features for training and classification. The
selected features are shown in Table 1.

Table 1. Selected eigenvalue

Time domain Frequency domain

Standard deviation Spectral entropy of 1–10Hz

Interquartile range Spectral entropy of 10–20Hz

Event duration Spectral entropy of 20–30Hz

The literature [14] uses the mean, standard deviation, and interquartile range
of time-domain features to identify the gesture but due to the small amplitude of
gestures, these statistical feature values are not representative. In response to this
problem, we choose the standard deviation, interquartile range and duration of
each gesture motion are used as the time-domain feature. The standard deviation
can well reflect the degree of dispersion of the gesture signal based on the mean,
which is more representative than the mean; The interquartile range reflects the
degree of dispersion of 50% of the data in the middle of the signal, and is not
affected by the extreme value; Since the time of each action is different, the
duration of each action obtained by segmentation is also used as the feature.
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For frequency-domain features, conventional algorithms use feature such as
mean and standard deviation of frequency domain information as criteria for
gesture classification. In this paper, we propose spectral entropy in different
frequency ranges as the feature. This is a normalized feature and measures the
textural properties of a gesture (randomness in the distribution of energy in a
spectrogram). The calculation formula is as follows

⎧
⎪⎪⎨

⎪⎪⎩

H = −∑ku

i=kl
p (ni) ln p (ni)

p (ni) = p̂(ni)∑
p̂(ni)

p̂ (ni) = |S|2
(3)

where p̂ (ni) is the of spectrum amplitude, p (ni) is the normalized power spectral
density. kl and ku are lower and upper frequency bounds. H is the spectral
entropy in the corresponding frequency range.

5 Experimental Evaluation

In this section, we will describe the relevant experimental setup and analyze the
result of our experiments.

5.1 Lab Environment

The proposed gesture system contains a transmitter and a receiver both equipped
with the Intel 5300 wireless NIC and CSI toolkit, and the parameters setting is
shown in Table 2. All the experiments are conducted in a typical indoor environ-
ment with the size for 70 square meters, surrounded by meeting tables, chairs
and other furniture. During the experiments, five gestures shown in Fig. 6 are
designed to verify the effectiveness of the proposed system.

Table 2. Parameter setting

Parameters Transmitting AP Receiving AP

Mode Injection Monitor

Channel number Default = 149 5.745 GHz

Bandwidth Default = 40 MHz

Number of subcarriers 30

Index of subcarriers [−58, −54, . . . , 54, 58]

Transmit power 15 dBm
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5.2 Result

Classification Accuracy. This paper first verifies the effectiveness of the algo-
rithm. Five groups of 100 gestures each with 500 groups to build classifiers and
test samples, and used 3 times cross-validation and SVM classifier to calculate
classification accuracy. Figure 7 is the confusion matrix diagram.

Fig. 7. Confusion matrix diagram at 1000 sampling rate.

The results of Fig. 8 show that the classification accuracy of the five gestures
in the method of extracting time domain features and frequency domain features
is {88%, 95%, 90%, 87%, 93%}, and the overall average accuracy of the five
gestures is 90.6%. Among them, the gestures Push-Pull and Wave have higher
recognition accuracy, while the Circle and Up-Down gesture recognition accuracy
is relatively low, because the Push-Pull and Wave gestures have a greater impact
on the direct link, and the features are more obvious.

Fig. 8. Recognition accuracy under different sampling rates.
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Impact of Sample Rate. As can be seen from Fig. 8, the increase of the
sampling rate improves the recognition rate of the system. If the sampling rate
is increased to 2000 packet/s, the recognition accuracy will be higher, but it will
also reduce the performance of the device and the operating efficiency of the
system, so the sampling rate of this paper is 1000 Hz.

6 Conclusion

In this paper, we propose a device-free gesture recognition system based on
channel state information. First, the DWT-PCA combined denoising method
is adopted for extracting useful gesture signals in complex environments, after
denoising by DWT, PCA solves the problem of signal redundancy between mul-
tiple CSI subcarriers to further remove noise; Secondly, the frequency domain
characteristics of the gesture signal are constructed by using the STFT of the
processed CSI amplitude signal; Then, the time domain features are combined
with the frequency domain features, and the features are trained and classified
using the SVM classification method. The experimental results show that this
paper can effectively recognize gestures in complex indoor environments. The
average recognition rate reached 90.6%.
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Abstract. For the difficulty of separation of accompaniment from mono music,
image filtering was applied into a novel approach to separate accompaniment
music. Our approach presents how single channel music manifests in the 2D
Fourier Transform spectrum. In image domain, the position of periodic peak
energy was determined by image filtering, and then masking matrix was con-
structed by rectangular window to extract the constituent of the accompaniment
music. We find that our system is more robust and very simple to describe. The
simulation experiments show that the method in this work has an advantage over
other separation algorithm.

Keywords: Accompaniment separation · 2 dimension fourier transform ·
Time-frequency mask · Image processing

1 Introduction

In the information age, the demand for music signal processing technologies such as
music annotation, retrieval, and identification, under massive digital music is growing.
However, the correlation between accompaniment music and human voice makes it
difficult for accompaniment and vocals to be extracted separately, which brings huge
obstacles to music processing. The separation of vocal accompaniment in the music
signal, as a pre-treatment of these techniques, has drawn increasing attention and has
important research value.

In recent years, many experts have conducted in-depth research on music separation.
Li and Hsu et al. used pitch estimation [1–3] to generate a sound music template, and
Li used amplitude and phase information to further estimate the pitch [2] to generate
a more accurate template, and then used the template to extract singing voice from the
mixed music.

Using the sparseness of the vocal signal and the low rank property of the music
accompaniment, Huang separates the mixed signal amplitude spectrum into a sparse
matrix and a low rank matrix [4], and then uses the binary mask to realize the separation
ofmusic. REPETused the beat spectrum to extract backgroundmusic, based on the priori
knowledge of musical accompaniment with a certain periodicity [5–8]. Raffi based on
local self-similarity of the accompaniment music, proposed adaptive method [9]. And
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similar matrixes [10] are used to extract the model of the repeated background music,
which further improves the accuracy of the separation. The separation methods studied
by the above scholars can separate the accompaniment music to a certain extent, but the
robustness of the algorithm is poor, and the separation effect of different music segments
is different.

Inmusic information retrieval, 2DFT (2DimensionFourier Transform) has been used
for song recognition [11, 12] and music segmentation [13]. Stöter and Fabian Robert
[14] and others used 2DFT transform as input for sound source separation. Pishdadian
et al. [15] used a multi-resolution 2D patches instead of a fixed-size 2D patches to fur-
ther improve this separation method. Both approaches focus on distinguishing different
characteristics of the sound source (such as vibrato, etc.), to separate sources with the
same fundamental frequency from one to another in short audio. Both need to create
more complex multi-resolution filter banks using 2DFT. At present, most scholars use
the sparseness and periodicity of signals to separate music while few scholars use 2DFT
transform to separate the accompaniment music.

Based on the above analysis, we explored a novel accompaniment separationmethod
using image processing based on 2DFT. Our system is with high robustness and very
easy to describe and implement and competitive to existing music separation method.

2 Proposed Method

2.1 The 2D Fourier Transform on Single Channel Musical Signals

The 2DFT, like the IDFT in music analysis, is a popular technique in digital image
processing, and is used for image denoising and compression, among other things, but
2DFT cannot be applied on single channel audio. By taking the magnitude of the 2DFT
on the STFT (Short-Time Fourier Transform), we obtain a key-invariant representation
of the audio.

Let Xω,τ denote the constant Q transform (CQT) of the music signal f (t),Wω,τ =
∣
∣Xω,τ

∣
∣ is its amplitude spectrum, where and are variables representing frequency and

time respectively. The 2D Fourier transform is expressed as follows

F(u, v) = 1

MN

M−1
∑

ω=0

[
N−1
∑

τ=0

Wω,τ exp(− j2πvτ/N )

]

exp(− j2πuω/M) (1)

The vertical dimension and horizontal dimension of 2DFT domain are called scale
and rate. These terms are borrowed from studies of the auditory system in mammals
[16–18]. Figure 1 presents 2DFT spectrum of different music signals.

It can be seen from Fig. 1(b) that the energy of the pure singing voice mainly con-
centrates on the central region of the 2DFT transform spectrum, while the energy of the
singing voice is striped from the center of the 2DFT transform spectrum to the two sides
as shown in Fig. 1(c). The 2DFT transform spectrum of mixed music is a superposition
of pure vocal and pure music spectra as shown in Fig. 1(a). If the 2DFT transform spec-
trum of the mixed music can be separated into the forms of the two figures (b) and (c)
of Fig. 1, the accompaniment and the singing voice can be separated.
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(a) The 2DFT spectrum of mixed music

(b) The 2DFT spectrum of pure singing

(c) The 2DFT spectrum of pure accompaniment

Fig. 1. 2DFT spectrum of different music signals
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2.2 Accompaniment Music Separation

We separate accompaniment music by constructing time-frequency masking. In 2DFT
spectrum,we set 1 to the position of bright stripe, and 0 otherwise. By this way, we obtain
time-frequency masking. To pick bright stripe positions, we compare the difference
between themaximumandminimummagnitude values over a neighborhood surrounding
eachpoint in the scale-rate domainwith a certain threshold.When the difference is greater
than the threshold, the maximum point existing in the neighborhood is recorded. This
means there is a sharp increase in energy compared to other points.

In this work, we design our neighborhood shape to be a rectangle whose size along
the scale is 1. The size of our rectangle neighborhood along the rate axis varies from
15 to 50. If the neighborhood is too large, the singing will be easily leaked into the
accompaniment. On the contrary, the separated accompaniment will be more easily
leaked into the singing voice.

We denote the center point of our rectangle neighborhood by C = (sC , rC ), and
represent the length of the neighborhood. Set the standard deviation γ of Wω,τ for
the threshold and α for the difference between the maximum and minimum magnitude
values over a neighborhood, that is

α=max
N

|F(s, r)| −min
N

|F(s, r)| (2)

The vocal masking matrix can be derived from the following formula:

Mfg(sC , rC )=
{

1 α > γ |F(s, r)| = max
N

|F(s, r)|
0 otherwise

(3)

Figure 2 shows the masking matrix of the singing voice.

Fig. 2. The masking matrix of the song
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It can be seen in Fig. 2, the positions of the value 1 are basically consistent with
the positions of the singing value in mixed music matrix. Comparing masking matrix
and 2DFT spectrum in Fig. 1, we find the energy of accompaniment music is mainly
concentrated in the position of the center of the spectrum, and the vocal energy at this
position is relatively low. Therefore, the masking matrix is processed to remove the
center. The masking matrix after processing is shown in Fig. 3.

Fig. 3. Remove the center band of masking matrix

The masking matrix of accompaniment music can be calculated by the following
formula:

Mbg(s, r) = 1− M fg(s, r) (4)

Where represents inverse 2D Fourier transform, and denotes element-by-element
multiplication. The time-frequency masking can obtain by comparing the magnitude
spectrogram of accompaniment and singing.

Mbg(ω, τ ) =
{

1
∣
∣Xbg(ω, τ )

∣
∣ = ∣

∣X f g(ω, τ )
∣
∣

0 otherwise
(5)

The short-time Fourier spectrum of the accompaniment can be obtained by the two-
dimensional inverse Fourier transform by the masking matrix of the singing voice and
the 2DFT transform spectrum of the mixed music.

Finally, the time domain signal of the accompaniment can be obtained by time-
frequencymaskingMbg(ω, τ ) and the time-frequency spectrogramX(ω, τ) of themixed
signal.

xbg(t) = ICQT
{

Mbg(ω, τ) · X(ω, τ)
}

(6)

Where ICQT {·} is the inverse constant Q transform.
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3 Evaluations

The music data set in the experiment uses the music data set MIR-1 K [19] published by
Hsu Lab. The data set consists of 1,000 song clips in the form of split stereo WAVE files
sampled at 16 kHz, extracted from 110 karaoke Chinese pop songs, performed mostly
by amateurs, with the music and voice recorded separately on the left and right channels,
respectively. The duration of the clips ranges from 4 to 13 s.

In order to quantitatively evaluate the separation effect of the method in this work,
the Févotte Blind Source Separation Evaluation (BSS_EVAL) [20] was used to measure
the performance of the improved algorithm. The toolbox provides a set of measures
that intend to quantify the quality of the separation between the source signal and its
estimate. The principle is to decompose the estimated signal as follows:

ŝ(t) = st arg et (t) + einter f (t) + earti f (t) + enoise(t) (7)

Where st arg et (t) is the portion of the estimated signal that belongs to the source
signal, and einter f (t) is the estimated error caused by the other signal source, that is, the
portion of the estimated signal that is a mixed signal but does not belong to the source
signal. earti f (t) represents the system noise error due to the algorithm itself, and denotes
the noise interference error contained in the observed signal.

Since the effects of noise can be ignored in most music separations, enoise(t) can
be omitted directly. Therefore, we use the following performance indicators, namely
source-to-interference ratio (SIR) and source-to-artifacts ratio (SAR), which are defined
as follows:

SI R = 10 lg

[∥
∥st arg et (t)

∥
∥
2

∥
∥einter f (t)

∥
∥
2

]

(8)

SAR = 10 lg

[∥
∥st arg et (t) + einter f (t)

∥
∥2

∥
∥earti f (t)

∥
∥2

]

(9)

SIR represents the resolution of the algorithm, SAR represents the robustness of the
algorithm, and the higher the values of SIR and SAR, the better the performance of the
algorithm.

3.1 Comparative Results

A piece of music (geniusturtle_5_01.wav) in MIR-1 K was randomly selected, and the
accompaniment was separate by the method in this work.Waveforms comparison before
and after separation are shown in Fig. 4.

It can be seen from Fig. 4 that the waveforms of the separated accompaniment and
the original accompaniment are basically the same in shape, but the amplitude of the
separated accompaniment waveform is reduced, which is caused by the neighborhood
length being too small. It can be improved by adjusting the length of the rectangular
neighborhood.

After verifying that the method can effectively separate the accompaniment music,
the advantages of the method are explained. Five pieces of music in the MIR-1 K



420 T. Zhang et al.

(a) Original accompaniment waveform

(b) Separated accompaniment with neighborhood is 15.

Fig. 4. Comparison of waveforms before and after separation
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(c) Separated accompaniment with neighborhood is 35. 

(d) Separated accompaniment with neighborhood is 50. 

Fig. 4. (continued)
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dataset are randomly selected and separated, and the SIR and SAR values are calcu-
lated. The extracted segment is ‘Ani_1_05.wav. ‘, ‘jmzen_3_05.wav’, ‘leon_6_07.wav’,
‘annar_1_06.wav’, ‘fdps_3_05.wav’), the result is shown in Fig. 5.

(a)Accompaniment separation indicator SIR (dB) contrast diagram 

 (b) Accompaniment separation indicator SAR (dB) contrast diagram 
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Fig. 5. Comparison diagram of random 5 music segment separation performance indexes

It can be seen from Fig. 5, our approach is superior to HPSS and REPET and its
improved algorithm in separating indicators SIR andSARwhen separatingmusic accom-
paniment. In thiswork, proposedmethod has at least 2 dB improvement onSIR compared
with other traditional algorithms. In SAR, our method keeps about 30 dB, which is at
least 15 dB better than other algorithms.
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The 500 pieces of music in MIR-1 K were separated by the 2DFT algorithm, and the
SIR and SAR averages were calculated and compared with HPSS algorithm, REPET
and its improved algorithm. The results are shown in Table 1.

Table 1. Separation performance (Average result)

Method Accompaniment

SIR(dB) SAR(dB)

HPSS 4.989 8.078

REPET 8.121 4.572

REPET-SIM 4.672 6.068

REPET-MFCC 7.346 5.278

2DFT 9.290 31.177

It can be seen from Table 1 that the 2DFT algorithm in this paper is about 4 dB
higher than HPSS in SIR when separating accompaniment. Compared with REPET and
its improved algorithm, SIR is improved by about 0.9–4 dB. In terms of SAR, the SAR
of this algorithm is 27 dB. Better than other algorithms.

4 Conclusion

Aiming at the accompaniment separation in music separation, we proposed an accom-
paniment separation approach based on 2DFT transform. The method firstly transforms
the single-dimensional music signal into a two-dimensional domain by 2D Fourier trans-
form, and then uses the image filtering method to process the spectrogram. Thus we used
the rectangular neighborhood to pick the position of the energy peak, and constructed the
masking matrix to extract the music accompaniment component. Finally time-domain
accompaniment was recovered by inverse transformation. Simulation experiments show
that the music accompaniment separation method based on 2DFT does not need to
create a complex filter bank and very easy to implement. We find that our system is com-
petitive with existing unsupervised music separation approaches that leverage similar
assumptions.

References

1. Li, Y., Wang, D.L.: Separation of singing voice from music accompaniment for monaural
recordings. IEEE Trans. Audio Speech Lang. Process. 15(4), 1475–1487 (2007)

2. Li, Y., Woodruff, J., Wang, D.L.: Monaural musical sound separation based on pitch and
common amplitude modulation. IEEE Trans. Audio Speech Lang. Process. 17(7), 1361–1371
(2009)

3. Hsu, C.L., Jang, J.S.R.: On the improvement of singing voice separation for monaural record-
ings using the MIR-1 K dataset. IEEE Trans. Audio Speech Lang. Process. 18(2), 310–319
(2010)



424 T. Zhang et al.

4. Huang, P.S., Chen, S.D., Smaragdis, P.: Singing-voice separation from monaural record-
ings using robust principal component analysis. In: 2012 IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP), pp. 57–60 (2012)

5. Rafii, Z., Pardo, B.: A simple music/voice separation method based on the extraction of the
repeating musical structure. In: 2011 IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP), pp. 221–224 (2011)

6. Rafii, Z., Pardo, B.: Repeating pattern extraction technique (REPET): a simple method for
music/voice separation. IEEE Trans. Audio Speech Lang. Process. 21(1), 73–84 (2013)

7. Zhang, T., Xu, X., Wu, W.: Music/vice separation based on the multi-repeating structure of
mel-frequence cepstrum coefficients. Acta Acustica 2016(1), 134–142 (2016). (in Chinese)

8. Rafii, Z., Pardo, B.: Online REPET-SIM for real-time speech enhancement. In: IEEE
International Conference on Acoustics, Speech and Signal Processing. IEEE (2016)

9. Liutkus, A., Rafii, Z., Badeau, R.: Adaptive filtering for music/voice separation exploiting the
repeating musical structure. In: 2012 IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP), pp. 53–56 (2012)

10. Rafii, Z., Pardo, B.: Music/voice separation using the similarity matrix. In: 13th International
Society for Music Information Retrieval(ISMIR), pp. 583–588 (2012)

11. Seetharaman, P., Rafii, Z.: Cover song identification with 2D fourier transform sequences. In:
2017 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP),
pp. 616–620 (2017)

12. Bertin-Mahieux, T., Ellis, D.P.: Large-scale cover song recognition using the 2DFourier trans-
form magnitude. In: 13th International Society for Music Information Retrieval Conference
(2012)

13. Nieto, O., Bello, J.P.: Music segment similarity using 2D-fourier magnitude coefficients. In:
2014 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP),
pp. 664–668 (2014)

14. Stöter, F.-R., Liutkus, A., Badeau, R., et al.: Common fate model for unison source separation.
In: IEEE International Conference on Acoustics Speech and Signal Processing (ICASSP).
IEEE, pp. 126–130 (2016)

15. Pishdadian, F., Pardo, B., Liutkus, A.: A multi-resolution approach to common fate-based
audio separation. In: 2017 IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), pp. 566–570 (2017)

16. Chi, T., Ru, P., Shamma, S.A.: Multiresolution spectrotemporal analysis of complex sounds.
J. Acoust. Soc. Am. 118(2), 887–906 (2005)

17. Patterson, R.D., Allerhand, M.H., Giguere, C.: Time-domain modeling of peripheral auditory
processing: a modular architecture and a software platform. J. Acoust. Soc. Am. 98(4), 1890–
1894 (1995)

18. Ru, P., Shamma, S.A.: Representation of musical timbre in the auditory cortex. J. NewMusic
Res. 26(2), 154–169 (1997)

19. http://sites.google.com/site/unvoicedsoundseparation/mir-1k[OL]
20. Vincent, E., Gribonval, R., Fevotte, C.: Performance measurement in blind audio source

separation. IEEE Trans. Audio Speech Lang. Process. 14(4), 1462–1469 (2006)

http://sites.google.com/site/unvoicedsoundseparation/mir-1k%5bOL


Average Speed Based Broadcast Algorithm
for Vehicular Ad Hoc Networks (Workshop)

Qichao Cao(B), Yanping Yu, and Xue Su

College of Information and Electronic Engineering, Zhejiang Gongshang University,
Hangzhou 310018, China

2731491712@qq.com, yuyanping@zjgsu.edu.cn, 2865287037@qq.com

Abstract. In order to solve the problem of broadcast storm and broadcast unre-
liability in Vehicular Ad Hoc Networks (VANET) on highways, an improved
algorithm based on Speed Adaptive Probabilistic Flooding (SAPF) [1], which is
referred to as Average Speed Based Broadcast (ASBB), is proposed. Since the
average speed of vehicles in the vicinity reflects the network congestion around
the current node more accurately, ASBB dynamically calculates the forwarding
probability according to the average speed of the current node and the correspond-
ing neighbor nodes. To obtain the speed of neighbor nodes, each node encapsulates
its speed into the header of packets it transmits, instead of employing new types
of packet for exchanging speed. This approach alleviates the network load and
reduces the complexity of implementation. Meanwhile, only the nodes located
behind the current node may participate in the forwarding of the broadcast packet,
which reduces the number of nodes participating in the forwarding and further
mitigates the broadcast storm and improves the broadcast reliability. The simu-
lation results show that ASBB performs well in terms of suppressing broadcast
storms, increasing the reachability and reducing the end-to-end delay.

Keywords: Vehicular Ad Hoc Networks · Broadcast storm · Broadcast
reliability · Probability based broadcast algorithms · Average speed based
broadcast algorithms

1 Introduction

On highway, many accidents are usually caused by slow detection of rear vehicles to
the accidents in front of them [2]. Vehicular Ad Hoc Networks (VANETs) [3] are a
type of network in which self-organizing technology is applied to the inter-vehicle com-
munication. It can rapidly and automatically form a network providing communication
between vehicles. Hazard warning applications in VANETs can extend the vision of
drivers, allowing drivers to know the accidents in advance and take steps to avoid traffic
accidents. The problem faced by VANETs in this scenario is how to quickly and reliably
transmit emergency warning messages to other vehicles.

Broadcasting is the technique by which a source node transmits a broadcast packet
to all other nodes in a network. After receiving a broadcast packet, a node may forward
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it to the nodes within its coverage. Therefore, a message is disseminated throughout the
network quickly.

Flooding is the simplest broadcast algorithm in VANETs [4]. By flooding, each
node forwards the packet received after receiving it for the first time. When the node
distribution is sparse, it achieves high broadcast coverage and low latency. However,
when the node distribution is dense, it is easy to cause serious broadcast storm due
to a large number of redundant transmissions. Redundant transmission may also result
in unreliable broadcast and longer end-to-end delay which seriously deteriorate the
performance of emergency information transmission. In addition, since the topology of
VANETs changes rapidly, traditional broadcast algorithms are not able to be applied
to VANETs directly. Therefore, it is desirable to design efficient, reliable broadcast
algorithms which are suitable to VANETs.

To address the broadcast storm problem of VANETs, many algorithms have been
proposed. Basically, they can be categorized into single-hop broadcast algorithms and
multi-hop broadcast algorithms [5–8]. The single-hop broadcast is referred to as the
approach by which the source nodes only transmit the broadcast packets to the nodes
within its one-hop coverage, and the broadcast packet cannot be transmitted throughout
the entire network. In contrast, by the multi-hop broadcast, the broadcast packets are
forwarded throughout the entire network. Since the coverage of the multi-hop broadcast
is larger, it is more suitable for the highway scenario. The multi-hop broadcast algorithm
in VANETs can be further divided into probability based broadcast algorithms, delay
based broadcast algorithms, location based broadcast algorithms, cluster based broadcast
algorithms and hybrid broadcast algorithms.

By the probability based broadcast algorithms, the node that receives a certain broad-
cast packet for the first time calculates the forwarding probability according to a prede-
termined rule, then the node forwards the broadcast packet according to the forwarding
probability. The forwarding probability is calculated based on local or global parame-
ters, such as distance, density, speed, and so on. Such algorithms have the advantages of
its simplicity to be implemented. The SAPF [1] algorithm is one of representative algo-
rithms by which each node calculates its forwarding probability according to the speed
of the vehicle. The higher the speed, the larger the forwarding probability. However,
when calculating the forwarding probability, only its own speed of the current node is
considered. By observing the fact that the speed of only one node cannot well reflect the
node density in its vicinity, the calculation of its forwarding probability in SAPF is not
reasonable enough.

In the delay based broadcast algorithms, each node in the network sets a different
waiting delay before forwarding the broadcast packet. Generally, the delay is set accord-
ing to the distance between the transceiver nodes. The farther the distance, the shorter
the delay. The node whose delay count down to zero first forwards the broadcast packet
first. If the other nodes that is still deferring receive the broadcast packet again, they stop
the delay and no longer participate in the forwarding process. This type of algorithms
achieves low broadcast packet redundancy. However, when the node density is heavy,
the nodes whose distances to the upstream node are close have almost identical delay.
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Hence, their delay timers expire and then those nodes start to transmit almost simulta-
neously which result in more redundant broadcast packets [9]. Moreover, according to
[10], the optimal forwarding node may suffer from the longest waiting delay.

In location based broadcast algorithms, the forwarding nodes are selected according
to the location and the direction of the nodes. Generally, the node that is the farthest from
the source node is selected as the forwarding node. In this way, the number of nodes
participating in forwarding is reduced. The main drawback of this category of broad-
cast algorithms is that GPS or other positioning devices are generally required to obtain
the position. There are some representative algorithms such as BPAB (Binary-Partition-
Assisted Broadcast) [11], improved BPAB, UVMBP (Urban VANETMulti-hop Broad-
cast Protocol), UMBP (Urban Multi-hop Broadcast Protocol) [10], and 3P3B (Trinary
Partitioned Black-burst-based Broadcast) [12]. The core idea behind these algorithms
is to use the dichotomy or the trichotomy to select the farthest effective area. Then,
the nodes in the farthest effective area compete to forward broadcast packets. These
algorithms can select the optimal forwarding node faster, with low delay. However, the
complexity of selecting the forwarding node is high.

In the cluster based broadcast algorithms, each cluster is composed of cluster head
nodes, gateway nodes, and member nodes. The cluster head is responsible for transmit-
ting the message to the member nodes in the cluster, and the gateway node is responsible
for realizing communication between the clusters. This type of algorithms reduces the
redundancyof transmission.However, because the topologyofVANETs changes rapidly,
the cluster based broadcast algorithms have largemaintenance overhead. Also, they have
longer delay.

The aforementioned types of broadcast algorithms are able to suppress the broadcast
storm and provide the broadcast reliability to some extent. However, they suffer from
one problem or another. Therefore, some hybrid broadcast algorithms are proposed
with the aim to perform better. However, hybrid broadcast algorithms still have many
problems, e.g. high redundant broadcast packets and low reliability. They may not meet
the requirements for low delay [13, 14] and high reliability [15] under highway scenario.

From the above discussion, the following conclusions can be drawn for the highway
scenario. Firstly, the fewer nodes participating in the broadcast, the more favorable to
mitigate the broadcast storm. Secondly, the fewer the number of packets forwarded, the
better the suppression effect on the broadcast storm. Thirdly, the broadcast algorithm
must accurately reflect the situation of surrounding nodes, thereby improving the relia-
bility of the algorithm. An improved algorithm based on SAPF, Average Speed Based
Broadcast algorithm (ASBB), is proposed.

In ASBB, each relay node calculates the forwarding probability based on the average
speed of the current node and the neighbor nodes, and then forwards the broadcast packet
according to the probability. First of all, the algorithm is a probability based broadcast
algorithm, which is simple and easy to be implemented and can effectively suppress
broadcast storm. Secondly, the average speed of the current node and the neighbor nodes
is used as a parameter for dynamically calculating the forwarding probability, which can
accurately reflect the network congestion in the vicinity of the current node. In addition,
the speed and location of the neighbors are carried by the broadcast packet header, so it is
not required to periodically exchange additional new type of packets to acquire the speed
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of the neighbor nodes. Consequently, the network load is reduced, possible congestion
is alleviated and the broadcast storm is mitigated. As a result, the broadcast reliability
is not deteriorated. Furthermore, only the nodes located behind the immediate upstream
nodes may be selected as the forwarding nodes, which further reduce the number of
forwarding nodes and suppress the broadcast storm.

The rest of this paper is organized as follows. The introduction is given in Sect. 1.
Section 2 describes ASBB in detail. The simulation scenario and simulation results are
given in Sect. 3. Conclusions are drawn in Sect. 4.

2 Description of ASBB

Firstly, density of nodes distribution is relevant to the velocity of nodes [1]. However, we
argue that the average speed nodes can better reflect the nearby density of nodes. Thus,
the forwarding probability of each relay node is determined according to the average
speed of the current node and the neighbor nodes.

The following strategies are adopted in ASBB. (1) Each node in the network obtains
the speed and location of its neighbors by extracting from the headers of the packets
received and calculates the average speed of the current node and its neighbors. (2)
Calculate the forwarding probability according to the average speed of the current node
and the neighboring nodes and forward the broadcast packet according to the forwarding
probability. (3) The speed and location information of the neighbor nodes are carried in
the broadcast packet headers. (4) Nodes located behind the immediate upstream node
may be selected as the forwarding nodes.

2.1 Table Maintaining

In ASBB, each node in a network needs to maintain a neighbor information table (NIT)
and a table recording the broadcast packets received (TRBPR).

A node establishes or updates the corresponding entry in NIT which is consisted of
upon receiving a broadcast packet. The NIT includes the IP address of the current node j
and entries of neighbor nodes. The entry of the qth neighbor node of node j is consisted
of the IP address of the qth neighbor node of node j, the speed v jq of the qth neighbor
node of node j, and overtime value T1 of the corresponding entry. So after running for a
period of time, each node has the speed values of its neighbor nodes. If the overtime of
an entry is expired, this entry should be canceled since the entry has not been updated
by the corresponding nodes.

2.2 Calculate the Forwarding Probability

The basic idea behind ASBB is that a node forwards a packet received according to
the forwarding probability of the node which varies with the average speed of the node
and its own neighbor nodes. The higher the average speed, the higher the broadcast
probability, and vice versa. Therefore, calculating the broadcast forwarding probability
is the key step of ASBB. Before that, it is required to determine the average speed of a
node.
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The average speed v̄ j of the node j and its surrounding area is calculated as the
Eq. (1):

v̄ j = 1

n + 1

⎛
⎝v j +

n∑
q=1

v jq

⎞
⎠ (1)

Where n is the number of neighbor nodes of node j recorded in NIT of node j, v j

denotes the speed of the current node j, and v jq denotes the speed of the qth neighbor
node of node j.

The forwarding probability Pj of node j is calculated as in Eq. (2):

Pj =

⎧⎪⎨
⎪⎩

0.08 v̄ j < 15 km/h
2
π
sin−1 v̄ j

120 15 km/h ≤ v̄ j ≤ 110 km/h
0.738 v̄ j > 110 km/h

(2)

When v̄ j < 15 km/h, the traffic on the road is close to saturation, which means the
network reaches a very high density. So, the forwarding probability of node j is set as
Pj = 2

π
sin−1 15

120 ≈ 0.08. When 15 km/h ≤ v̄ j ≤ 110 km/h, calculate the forwarding

probability of node j according to Pj = 2
π
sin−1 v̄ j

120 . When v̄ j > 110 km/h, the network
density is sparse. In order to improve the broadcast coverage, the forwarding probability
is set as Pj = 2

π
sin−1 110

120 ≈ 0.738, which is a relatively high probability. It can be seen
fromEq. (2) that Pj ismonotonically increasedwith v̄ j .Apparently, Pj ∈ [0.08, 0.738].

2.3 Source Node Sends a Broadcast Packet

Assuming that node i is a source node in the Vehicular Ad Hoc Network, the steps for
the source node i to send a broadcast packet are as in Algorithm 1.

Algorism 1 Source node sends a broadcast packet. 
1 the source node i generates a broadcast packet with sequence number z; 

establishes the broadcast packet entry in TRBPR; sets an overtime value T2; 
records that the broadcast packet has been received;

2 node i obtains the speed of the current node;
3 encapsulates the IP address of the source node i, the broadcast packet se-

quence number, the IP address of the current node i, the broadcast destina-
tion IP address, the speed and location information of the node i into the 
broadcast packet header;

4 transmits the broadcast packet;
5 end;

2.4 Relay Node Receives and Forwards Broadcast Packets

All nodes in the network can act as relay nodes. Assume that node j is a relay node in the
Vehicular Ad Hoc Network. Node j receives a broadcast packet with sequence number
z from its previous hop neighbor nodes h. The steps are shown as in Algorithm 2.
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3 Simulation

To evaluate the performance of ASBB, we conducted a series of simulations over a
diverse range of network conditions. To compare the performance, Flooding and SAPF
are taken as references. In the simulation, a highway whose size is 1.0 km * 9.0 km has
three lanes in each direction. Initially, nodes in a network are randomly and uniformly
distributed on the road according to the node density set before the simulation. The initial
velocity of vehicles is uniformly distributed over [60, 120] km/h. Each node adaptively
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adjusts the speed according to its distance from the front node. According to the 80th
entry of the Enforcement Regulations of the People’s Republic of China Road Traffic
Safety Law, a vehicle shouldmaintain a distance of more than 100m from the immediate
front vehicle of the same lane when the vehicle speed exceeds 100 km/h. The distance
can be shortened appropriately, but the shortest distance is 50 m when the vehicle speed
is lower than 100 km/h. In this case, the speed of the vehicle should be maintained
constant. When the distance between the two closest nodes on the same lane is less than
50 m, the deceleration starts at an acceleration speed of−5m/s2. The acceleration starts
at 5m/s2 when the distance is greater than 100 m. The maximum speed is no more
than 120 km/h. Each node remains in the same lane when moving forward and will not
change lanes during driving. All vehicles use an omni-directional antenna and moves in
the same direction. A source node in the network transmits at Constant Bit Rate (CBR).
Detailed parameter setting is shown in Table 1.

Table 1. Simulation parameters

Parameters Value

Wireless interface rate (Mb/s) 11

MAC layer protocol IEEE802.11DCF

Antenna Omni-directional antenna

Node wireless coverage radius (m) 300

Road length (km) 9.0

Number of lanes (lane) 3

Lane width (m) 3.75

Broadcast packet size (bytes) 1024

Simulation time (s) 200

Change parameters

Node density (vehicles/km/lane) 10/15/20/25/30 20

CBR (Packets/s) 1 0.5/1/1.5/2

The node density and CBR are set as follows.
Scenario 1: The node density in the network is set to 10, 15, 20, 25, 30

vehicles/km/lane, while CBR of a source node is 1 Packet/s.
Scenario 2: The node density in the network is set to 20 vehicles/km/lane while a

source node varies CBR from 0.5, 1, 1.5, to 2 Packets/s.
The performance of Flooding, SAPF and ASBB are compared in terms of ratio of

forwarding nodes, reachability and average end-to-end delay.
Ratio of forwarding nodes is the result of the number of forwarding nodes over the

number of all nodes in a network. Figure 1 shows the ratio of forwarding nodes versus the
node densities. Figure 2 shows the ratio of forwarding nodes versus the CBR rates. It can
be seen that, inmost cases, the ASBB algorithm has the lowest ratio of forwarding nodes,
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Fig. 2. The ratio of forwarding nodes versus
CBR rates

followed by SAPF, Flooding, respectively. The reasons are given as follows. According
to Eq. (2), the forwarding probability is calculated based on the average speed of the
current node and the neighbor nodes inASBB. The average speed of the current node and
the neighbor nodes can better reflect the network congestion around the current node.
While in SAPF, the forwarding probability is calculated only according to the speed of
the current node which cannot accurately reflect the traffic situation around the current
node. Thus, the selected forwarding node may not be reasonable. For example, when
the nodes on the same lane are densely distributed on a highway, there may be several
nodes moving fast, which leads to a higher forwarding probability and then more nodes
are involved in forwarding. However, if the ASBB algorithm is adopted the forwarding
probability that is calculated according to the average speed of the current node and its
neighbor nodes is lower than that of SAPF. So less nodes are involved in forwarding,
which directly leads to the lower ratio of forwarding nodes. For Flooding, all nodes
participate in the forwarding of broadcast packets, so the ratio of forwarding nodes is
the highest.

The lower the ratio of forwarding nodes, the better the broadcast storm suppression
effect. Therefore, the ASBB algorithm suppresses broadcast storm best among the above
three broadcast algorithms.

Reachability is the number of packets received in the entire network over the number
of packets should be received. Figure 3 shows the reachability versus the node densities
and Fig. 4 shows the reachability versus CBR rates. We can observe that Flooding has
the best performance in terms of reachability, followed by ASBB, and SAPF respec-
tively. This can be explained as follows. In Flooding, all the nodes participate in the
forwarding of broadcast packets. Intuitively, the reachability flooding is the highest. In
SAPF, sometimes the case that one node is of low speed which leads to low forwarding
probability while its neighbors are of high speed exists. The node with low forward-
ing probability may not participate in the forwarding of broadcast packets, which may
lead to network fragmentation. In this case, the broadcast packet will not be received
by all nodes. As a result, the reachability decreases. If the ASBB algorithm is adopted
however, the forwarding probability that is calculated according to the average speed
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of the current node and its neighbor nodes is higher than that of SAPF. More nodes are
involved in forwarding, which directly increases the reachability.

The higher the reachability of the broadcast packet, the higher the reliability of the
broadcast algorithm. In summary, ASBB is more reliable than SAPF.

Average end-to-end delay is defined as the averaged time duration from the time
when a packet is sent from a source to the time when the packet reaches a destination.
Figure 5 shows the average end-to-end delay versus the node densities. Figure 6 shows
the average end-to-end delay versus the CBR rates. It is evident that ASBBmaintains the
lowest average end-to-end delay, followed by SAPF and Flooding respectively. While
the fewer the number of forwarding nodes, the smaller the probability of the channel
contending, the smaller the collision probability between broadcast packets. Thus, the
simulation results can be explained as follows. In ASBB, the forwarding probability is
adaptively adjusted according to the average speed of the current node and its neighbor
nodes which is more reasonable than SPAF. As a result, fewer forwarding nodes are
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involved in forwarding in ASBB than that in SPAF. Intuitively, the forwarding nodes
involved in Flooding are the most, which lead to the highest end-to-end delay.

4 Conclusions

In this paper, to mitigate the broadcast storm and to provide reliability, an average
speed based broadcast algorithm ASBB is proposed. The simulation results show that
the performance of ASBB algorithm is better than that of SAPF in terms of ratio of
forwarding node, reachability and average end-to-end delay. Therefore, ASBB algorithm
can effectively suppress broadcast storm, providing higher reliability and short end-to-
end delay at the same time. It can be well applied to VANETs on highway.

References

1. Mylonas, Y., Lestas, M., Pitsillides, A., Ioannou, P.G., Papadopoulou, V.: Speed adaptive
probabilistic flooding for vehicular ad-hoc networks. IEEE Trans. Veh. Technol. 64(5), 1973–
1990 (2015)

2. Biswas, S., Tatchikou, R., Dion, F.: Vehicle-to-vehicle wireless communication protocols for
enhancing highway traffic safety. IEEE Commun. Mag. 44(1), 74–82 (2006)

3. Hartenstein, H., Laberteaux, L.P.: A tutorial survey on vehicular ad hoc networks. IEEE
Commun. Mag. 6(6), 164–171 (2008)

4. Tseng, Y.C., Ni, S.Y., Chen, Y.S., Sheu, J.P.: The broadcast storm problem in a mobile ad hoc
network. Wireless Netw. 8(2/3), 153–167 (2002)

5. Mussa, S.A.B., Manaf, M., Ghafoor, K.Z.: Beaconing and transmission range adaptation
approaches in vehicular ad hoc networks: trends and research challenges. In: International
Conference onComputational Science andTechnology 2014,KotaKinabalu,Malaysia, pp. 1–
6. IEEE (2014)

6. Kumar, R., Dave, M.: A review of various VANET data dissemination protocols. Int. J. U-E-
Serv. Sci. Technol. 5(3), 27–44 (2012)

7. Pramuanyat, N., Nakorn, K.N., Rojviboonchai, K.: Preliminary study of reliable broadcast
protocol on 802.11p public transport testbed. In: International Conference on Electrical Engi-
neering/Electronics, Computer, Telecommunications and Information Technology 2015, Hua
Hin, Thailand, pp. 1–6. IEEE (2015)

8. Lee, S., Lim, A.: Reliability and performance of IEEE 802.11n for vehicle networks withmul-
tiple nodes. In: International Conference on Computing, Networking and Communications
2012, Maui, HI, USA, pp. 252–256. IEEE (2012)

9. Li, D., Huang, H., Li, X., et al.: A distance-based directional broadcast protocol for
urban vehicular ad hoc network. In: International Conference on Wireless Communications,
Networking and Mobile Computing 2007, Shanghai, China, pp. 1520–1523. IEEE (2007)

10. Korkmaz, G., Ekici, E.: Urban multi-hop broadcast protocol for inter-vehicle communication
systems. In:ACMInternationalWorkshop onVehicularAdHocNetworks 2004, Philadelphia,
PA, USA, pp. 76–85. ACM (2004)

11. Sahoo, J., Wu, E.H.K., Sahu, P.K., et al.: BPAB: binary partition assisted emergency broad-
cast protocol for vehicular ad hoc networks. In: International Conference on Computer
Communications and Networks 2009, San Francisco, CA, USA, pp. 1–6. IEEE (2009)

12. Suthaputchakun, C., Dianati, M., Sun, Z.: Trinary partitioned black-burst-based broadcast
protocol for time-critical emergency message dissemination in VANETs. IEEE Trans. Veh.
Technol. 63(6), 2926–2940 (2014)



Average Speed Based Broadcast Algorithm 435

13. Lima, D.S., Paula, M.R.P., Robert, F.M., et al.: ProbT: a temporal probabilistic protocol to
mitigate the broadcast stormproblem inVANETs. In: InternationalConferenceon Information
Networking 2015, Cambodia, pp. 7–12. IEEE (2015)

14. Al-Dubai, A.Y., Khalaf, M.B., Gharibi, W., et al.: A new adaptive probabilistic broadcast
protocol for vehicular networks. In: IEEE Vehicular Technology Conference 2015, Glasgow,
UK, pp. 1–5. IEEE (2015)

15. Alotaibi, M.M., Mouftah, H.T.: Probabilistic area-based dissemination for heterogeneous
transmission ranges in vehicular ad-hoc networks. In: IEEE International Conference on
Computer and Information Technology, Liverpool, UK, pp. 1101–1108. IEEE (2015)



Author Index

Ai, Bo I-579, II-113

Bai, Yimeng II-297

Cai, Wen-Yu I-498
Cao, Qichao II-425
Chai, Rong I-129, II-180, II-338, II-351,

II-378, II-391
Chen, Chen I-607
Chen, Dongfeng I-669
Chen, Huifang I-316, I-483
Chen, Jianing II-140
Chen, Jing I-642
Chen, Liang I-43
Chen, Nan I-368
Chen, Peijie II-29
Chen, Qianbin I-129, I-283, I-385, II-338,

II-351, II-378, II-391
Chen, Xi II-192
Chen, Xiang II-252
Chen, Xin II-154
Cheng, Wei I-269
Cui, Guonan I-143
Cui, Jingjing I-693
Cui, Mingxin I-549

Dai, Cui-Qin I-283, I-385
Deng, Pingyu I-167
Ding, Lianghui I-331, I-607
Ding, Peng I-741
Ding, Yuemin I-117
Dong, Yangze I-207
Du, Yifan I-679
Duan, Hongda I-316
Duan, Yu I-729

Fan, Bo I-43
Fan, Congcong II-414
Fan, Wenjin I-246
Fan, Yaqing I-402
Fan, Zifu I-589
Fang, Bing I-564
Fang, Chao I-417

Feng, Hao I-642
Feng, Wenquan I-537
Fu, Biao I-385
Fu, Luoyi I-77
Fu, Peipei I-549

Gan, Xiaoying I-77
Gao, Wenjing I-707
Gilani, Syed Mushhad Mustuzhar I-619
Gong, Jie II-252
Gu, Yue II-264
Guo, Chang I-331
Guo, Shuo II-113
Guo, Wenbin I-707
Guo, Zhe I-331, I-607

He, Bi II-168
He, Di II-154
He, Wenxi I-258, I-679
He, Xiandeng I-368, I-457
Hu, Jianling I-193, I-356
Hu, Junshi I-102
Hu, Tianze I-316
Huang, Guimin I-402
Huang, Jun I-693
Huang, Kai I-402

Ji, Hong I-102, II-140
Jiang, Qing II-402
Jin, Cong II-230
Jin, Yue II-192, II-216
Ju, Wei II-154
Justo, Godfrey Njulumi I-66

Kuang, Ling I-720

Lan, Bo I-220
Lei, Weijia I-433
Li, ChunLin I-471
Li, Huayu I-579
Li, Jianguang II-230
Li, Jin I-301
Li, Juan I-669



Li, Kui I-143, I-167
Li, Lanhui I-3
Li, Lingxia II-95
Li, Lixuan I-537
Li, Minshuo II-168
Li, Qian II-62
Li, Quanqi I-509
Li, Qun I-525, II-205
Li, Shanshan I-631, I-707
Li, Wei II-297
Li, Xi I-102, II-140
Li, Xiangyu II-278
Li, Xiaohui I-117
Li, Xiaoyang II-278
Li, Yang I-43
Li, Yixiao II-364
Li, Yong I-269
Li, Yonggang I-445
Li, Youming I-659
Li, Yuanjiang I-33
Li, Zhaohui I-433
Li, Zhenzhen I-549
Li, Zhongtong II-230
Liang, Zhonghua II-241, II-297
Liao, Guangyan I-283
Lin, Hai I-417
Liu, Biao I-509
Liu, Changzhu II-338, II-351
Liu, Danpu I-91
Liu, Dian II-82
Liu, Erwu I-53, I-344
Liu, Hongqing II-20
Liu, Jianwei II-307
Liu, Jie II-264
Liu, Junkai I-207
Liu, Liang I-143
Liu, Pingshan I-402
Liu, Qian I-509
Liu, Qixu I-509
Liu, Shan II-317
Liu, Shouxun II-230
Liu, Wei-Lun I-269
Liu, Xingcheng II-126
Liu, Yan I-642
Liu, Yang I-720
Liu, Yu I-246
Liu, Zhanjun I-720
Liu, Zhenxing I-117

Liu, Zi-Qiang I-498
Long, Hang I-258, I-679, II-62, II-364
Lu, Zhufei I-331, I-607
Luo, Jiamei II-37
Luo, Qianwen II-241
Luo, Zhen II-20
Lv, Tiejun I-3
Lv, Xin II-230
Lyu, Junyi I-91

Ma, Chaochen I-77
Ma, Pengfei II-180
Mao, Mengqi II-391
Massawe, Libe Valentine I-66
Mathiopoulos, P. Takis I-283
Meng, Huan II-20
Ming, Chunqiang I-445
Muwumba, Abel Mukakanya I-66

Ngubiri, John I-66
Ning, MeiJun I-235

Pei, Errong II-317
Peng, Min I-417
Peng, Shangxin II-338
Peng, Tao I-220, I-235, I-707, II-47, II-278
Piao, Dongming I-356

Qin, Qi I-344
Qin, Rongtao II-328
Qin, Zhida I-77
Qiu, Yifan I-368, I-457
Quan, QingYi I-235

Ran, Maohai II-317
Ren, Haoqi I-741
Ren, Mengtian II-402
Ren, Yanling I-33

Shang, Tao II-307
Shao, Wei I-564
Shi, Fanwei I-193, I-356
Shi, Minyan I-53
Shi, Ruoqi I-193, I-356
Shi, Xu II-168
Song, Chao I-483
Song, Kening I-33

438 Author Index



Song, Xia I-129
Su, Xue II-425
Sun, Chao I-537
Sun, Hua I-537
Sun, Xiaolei I-33
Sun, Xin II-3
Sun, Yinghao I-659
Sun, Yuanyuan II-230

Tan, Bin II-37, II-82
Tan, Xin I-117
Tan, Xinrui I-720
Tang, Jian I-193
Tang, Mingwei II-62
Tang, Pei I-579
Tian, Shuangfei II-73
Tian, Zengshan II-95, II-192, II-216, II-402

Wan, Xiaoyu I-589
Wang, Bicheng I-193, I-356
Wang, Chengfei II-29
Wang, Fang I-258
Wang, Gang I-659
Wang, Huahua I-669
Wang, Hui II-168
Wang, Kuang I-316
Wang, Ling II-180
Wang, Longchao I-457
Wang, Longwei I-53, II-29
Wang, Lusheng I-417
Wang, Min II-37
Wang, Ning I-43
Wang, Qingcai I-368, I-457
Wang, Rui I-15, I-53, I-344, II-29, II-82
Wang, Shuhao I-445
Wang, Wanwan I-729
Wang, Wenbo I-220
Wang, Yumei I-246
Wang, Zhengqiang I-589
Wang, Zhiqiang I-509
Wei, Tao II-180, II-378
Weng, Zhihui I-33
Wu, Jun I-15, I-741, II-82
Wu, Wenjing II-297

Xie, Lei I-316, I-483
Xie, Zhibin I-33
Xin, Yue II-241
Xiong, Lei I-579, II-113
Xiu, Zhichao II-364

Xu, Changqing II-154
Xu, Chuan I-619
Xu, Ding I-525, II-205
Xu, Pengfei I-179
Xu, YueQing I-235
Xu, Zhixin I-53

Yang, Feng I-331, I-607
Yang, Mingyi II-73
Yang, Tao I-509
Yang, Weiqin II-216
Yang, Xiaoxia I-589
Yao, Dongping II-113
Yao, Heping I-368, I-457
Yin, Fangfang I-91
Yu, Jun I-15
Yu, Wenxian II-154
Yu, Yanping II-425
Yury, Kozyrev II-168

Zeng, Bo I-631
Zeng, Minyin I-91
Zeng, Wei II-192
Zhang, Chao I-179, I-301
Zhang, Gangqiang I-207
Zhang, Gege I-631
Zhang, Gongzhui II-216
Zhang, Haiyin II-230
Zhang, Heli I-102, II-140
Zhang, Hongjia I-589
Zhang, Jianyi I-509
Zhang, Junqing I-207
Zhang, Mei-Yan I-498
Zhang, Tian II-414
Zhang, Tianqi II-414
Zhang, Wei II-73
Zhang, Wenru I-741
Zhang, Xiaoya II-95, II-402
Zhang, Yating II-47
Zhang, Yuan I-43
Zhang, Zhengyu I-579, II-113
Zhang, Zhifeng I-741
Zhang, Zhilong I-91
Zhang, Zhixue I-631
Zhang, Zhizhong I-445, I-729
Zhang, Ziyue II-252
Zhao, Guofeng I-619
Zhao, Hang II-82
Zhao, Hongbo I-537

Author Index 439



Zhao, Lei I-707
Zhao, Long II-264
Zhao, Songyuan II-82
Zhao, Yingying II-126
Zhao, Zheng II-307
Zheng, Bo I-269
Zheng, Xiaoyan I-483
Zhou, Jun II-3
Zhou, Mo I-619

Zhou, Qing I-143, I-167
Zhou, Yi II-20
Zhou, Ziqiao I-642
Zhu, Feifei I-167
Zhu, Fusheng I-741
Zobary, Firas Fawzy I-471
Zou, Qin II-37
Zubair, Ahmad II-180, II-351
Zuo, PeiLiang I-220

440 Author Index


	Preface
	Organization
	Contents – Part II
	Contents – Part I
	Pattern Recognition and Signal Processing
	Integrity-Preserving Image Aesthetic Assessment
	1 Introduction
	2 Related Work
	2.1 Image Aesthetic Assessment
	2.2 Multi-task Learning
	2.3 FCN and SPP

	3 Framework
	3.1 Multi-task Learning
	3.2 Double-Column Network
	3.3 Variance and Distribution-Aware

	4 Experiment
	4.1 Datasets
	4.2 Distribution Predicting Results
	4.3 Two-Category Prediction
	4.4 Effect of Input Size Reserving
	4.5 Implementation Details

	5 Conclusion
	References

	Near-Field Source Localization by Exploiting the Signal Sparsity
	1 Introduction
	2 Signal Model
	3 The Proposed Algorithm
	3.1 Signal Reformulation
	3.2 Sparse Reconstruction

	4 Simulation Results
	5 Conclusion
	References

	Layer-Wise Entropy Analysis and Visualization of Neurons Activation
	1 Introduction and Motivation
	1.1 Contribution

	2 Visualization Methods
	2.1 How to Visualize the Neurons Activation of a Layer?
	2.2 How to Quantify the Activation Patterns of Each Layer

	3 Results 1: MNIST
	3.1 Visualization of the Convolution Layers' Neuron Activation
	3.2 Visualization of the Fully Connected Layers' Neuron Activation

	4 Results 2: CIFAR
	4.1 Entropy Reduction
	4.2 Relationship Between Entropy and How Many Fully Connected Layers Are Needed

	5 Conclusion
	References

	Analog Images Communication Based on Block Compressive Sensing
	1 Introduction
	2 System Design
	2.1 Overview of System Model
	2.2 Transmitter
	2.3 Receiver

	3 Simulation Results
	3.1 Evaluation Metric
	3.2 Parameters Selection
	3.3 Performance Comparison

	4 Conclusion
	References

	Tier-Based Directed Weighted Graph Coloring Algorithm for Device-to-Device Underlay Cellular Networks
	1 Introduction
	2 System Model and Problem Formulation
	2.1 System Model
	2.2 Problem Formulation

	3 Tier-Based Directed Weighted Graph Coloring Algorithm
	3.1 Tier-Based Directed Weighted Graph Construction
	3.2 Coloring Algorithm

	4 Theoretical Analysis
	5 Simulation Results
	6 Conclusion
	References

	Iterative Phase Error Compensation Joint Channel Estimation in OFDM Systems
	1 Introduction
	2 System Model and CPE Estimation
	3 Joint Estimation of CPE and Channel
	3.1 No Prior Information
	3.2 With Known Delay Power Spectrum

	4 MSE Analysis of Proposed Joint Estimation
	4.1 K=1, N=2
	4.2 N=2

	5 Simulation Results and Analysis
	5.1 No Prior Information
	5.2 With Known Delay Power Spectrum

	6 Conclusion
	References

	A Practical Low Latency System for Cloud-Based VR Applications
	1 Introduction
	2 The Design of the Low Latency System
	2.1 Overview of the Proposed System
	2.2 Reference Frame Determination
	2.3 Rate Control for Quality Consistency

	3 Performance of the System
	3.1 Cloud-to-End Latency
	3.2 Coding Efficiency

	4 Conclusion
	References

	A Panoramic Video Face Detection System Design and Implement
	1 Introduction
	2 Relate Works
	3 System Design
	3.1 Panoramic Video Module
	3.2 Face Detection Module

	4 Evaluation
	4.1 Experiments
	4.2 Performance

	5 Conclusion
	References

	Coherence Histogram Based Wi-Fi Passive Human Detection Approach
	1 Introduction
	2 Related Work
	3 Coherence Histogram Based Detection System
	3.1 System Overview
	3.2 Signal Collection and Processing
	3.3 Model Training
	3.4 Real-Time Detection

	4 Experiment Evaluation
	4.1 Experiment Setting
	4.2 Parameter L, N and C for System Performance
	4.3 Parameter G for System Performance
	4.4 Performance Analysis

	5 Conclusion
	References

	Information Processing
	A Convolutional Neural Network Decoder for Convolutional Codes
	1 Introduction
	2 Neural Network Decoder
	2.1 System Model
	2.2 Training Set
	2.3 Decoding Process
	2.4 Convolutional Neural Network Design

	3 Performance
	3.1 Parameter Setting
	3.2 Simulation Result

	4 Conclusion
	References

	A Classifier Combining Local Distance Mean and Centroid for Imbalanced Datasets
	1 Introduction
	2 Related Work
	2.1 KNN
	2.2 LMKNN
	2.3 Imbalance Datasets

	3 Proposed Method
	4 Experiments and Results
	4.1 Degree of Imbalance
	4.2 Indices for Evaluation of Classification Performance
	4.3 Experimental Procedure

	5 Conclusions
	References

	Content Recommendation Algorithm Based on Double Lists in Heterogeneous Network
	1 Introduction
	2 System Model
	3 Problem Formulation
	4 Content Recommendation Algorithm Based on Double Lists
	4.1 User Preferences Estimating
	4.2 Content Recommendation Algorithm Based on Double Lists

	5 Simulation Results and Discussions
	6 Conclusion
	References

	Research on High Precision Location Algorithm of NB Terminal Based on 5G/NB-IoT Cluster Node Information Fusion
	1 Introduction
	2 Traditional TDOA-Based Positioning on 5G Side
	2.1 TDOA Positioning Model
	2.2 CHAN Algorithm

	3 Novel DOA and RSSI Fusion Method on NB-IoT Side
	3.1 DOA Positioning Model
	3.2 MUSIC Algorithm
	3.3 RSSI Positioning Model
	3.4 Fusion of DOA and RSSI
	3.5 Result of DOA and RSSI Fusion Algorithm

	4 Fusion Positioning of 5G and NB-IoT
	4.1 Algorithm Description
	4.2 Result of Fusion Positioning Algorithm

	5 Conclusion
	References

	A Novel Indoor Positioning Algorithm Based on IMU
	1 Introduction
	2 Working Principle of Inertial Sensor
	2.1 Accelerometer
	2.2 Gyroscope

	3 Indoor Positioning Algorithm of Inertial Sensor
	3.1 DMP Solution Quaternion
	3.2 Coordinate Transformation
	3.3 Acceleration Double Integral
	3.4 Zero-Velocity Update Algorithm

	4 Simulation of Indoor Positioning Algorithm Based on IMU
	4.1 Zero Correction Simulation
	4.2 Zero-Velocity Update Simulation

	5 Conclusion
	References

	Service Delay Minimization-Based Joint Clustering and Content Placement Algorithm for Cellular D2D Communication Systems
	1 Introduction
	2 System Model and Proposed Clustering Mechanism
	3 Optimization Problem Formulation
	3.1 User Service Delay Formulation
	3.2 Optimization Model

	4 Solution to the Optimization Problem
	4.1 Reformulation of the Optimization Problem
	4.2 Iterative Algorithm-Based Solution

	5 Simulation Results
	6 Conclusions
	References

	T-HuDe: Through-The-Wall Human Detection with WiFi Devices
	1 Introduction
	2 Preliminaries
	2.1 Channel State Information
	2.2 Doppler Frequency Shift

	3 Methodology
	3.1 Antenna Selection
	3.2 Phase Sanitizations
	3.3 Filtering
	3.4 Linear Interpolation
	3.5 Active Human Detection

	4 Experiment and Evaluation
	4.1 Experiment Methodology
	4.2 Performance Evaluation

	5 Conclusion
	References

	Legitimate Eavesdropping with Multiple Wireless Powered Eavesdroppers
	1 Introduction
	2 System Model and Problem Formulation
	3 Proposed Algorithms
	3.1 Collusive Eavesdroppers
	3.2 Non-collusive Eavesdroppers

	4 Simulation Results
	5 Conclusions
	References

	WiHlo: A Case Study of WiFi-Based Human Passive Localization by Angle Refinement
	1 Introduction
	2 Related Work
	3 System Design
	3.1 System Overview
	3.2 AoA Estimation Algorithm Based on 2D-SS
	3.3 Phase Offsets Compensation and Dynamic Path Signal Extraction
	3.4 Target Reflection Path Recognition
	3.5 Target Location Estimation

	4 Experimental Evaluation
	4.1 Experimental Methodology
	4.2 Localization Performance and AoA Estimation Accuracy
	4.3 Performance Analysis and Discussion

	5 Conclusion
	References

	An Integrated Processing Method Based on Wasserstein Barycenter Algorithm for Automatic Music Transcription
	1 Introduction
	2 Algorithm
	3 Experiment
	3.1 Data Preparation in Different Scenes
	3.2 Experimental Settings and Transcription
	3.3 Data Trimming with Random Forest
	3.4 Ensemble and Comparison
	3.5 Evaluation and Performance

	4 Conclusion
	References

	Spinal-Polar Concatenated Codes in Non-coherent UWB Communication Systems
	1 Introduction
	2 Signal and Channel Model
	2.1 NC-PPM Signaling
	2.2 TR Signaling
	2.3 Channel Model

	3 Interleaved Spinal-Polar Coding Scheme for Non-coherent UWB Systems
	3.1 Interleaved Spinal-Polar Coding Scheme
	3.2 Joint Iterative Decoding for Interleaved Spinal-Polar Codes

	4 Simulation Results and Discussions
	4.1 Parameter Setting for Outer Codes
	4.2 Simulation Results
	4.3 Complexity Comparison

	5 Conclusions
	References

	Dynamic Programming Based Cooperative Mobility Management in Ultra Dense Networks
	1 Introduction
	2 System Model and Problem Formulation
	2.1 System Overview
	2.2 Task Computation
	2.3 Cooperative Data Transmission
	2.4 Time Delay and Energy Consumption
	2.5 Handover Cost
	2.6 Problem Formulation

	3 Proposed Mobility Management Scheme
	3.1 Cooperative Mobility Management with DP
	3.2 Mobility Management with Greedy Strategy

	4 Simulations
	5 Conclusions
	References

	Low-Latency Transmission and Caching of High Definition Map at a Crossroad
	1 Introduction
	2 System Model and Problem Formulation
	2.1 System Model
	2.2 Problem Formulation

	3 Caching and Transmission Schemes of HD Map
	3.1 Optimal Cache Allocation Scheme
	3.2 Optimal Power Allocation Scheme

	4 Simulation and Analysis
	4.1 Simulation Setup
	4.2 Backhaul Delay
	4.3 Transmission Delay
	4.4 Average Delay Based on Real Traffic Data

	5 Conclusion
	References

	Gradient-Based UAV Positioning Algorithm for Throughput Optimization in UAV Relay Networks
	1 Introduction
	2 System Model and Problem Formulation
	2.1 UAV Relay Network Model
	2.2 SNR Field and Communication Capacity
	2.3 UAV Relay Network Average End-to-End Throughput
	2.4 Problem Formulation

	3 Gradient-Based UAV Positioning Algorithm
	3.1 Generalized Gradient Controller
	3.2 Non-smooth Analysis of the Controller

	4 Simulation Experiences
	5 Conclusions
	References

	DISA Workshop
	Workshop Summary on Data-Intensive Services Based Application (DISA 2019)
	Acknowledgments

	Multi-convex Combination Adaptive Filtering Algorithm Based on Maximum Versoria Criterion (Workshop)
	1 Introduction
	2 Adaptive Filtering Algorithm Based on Maximum Versoria Criterion
	3 Multi-convex Combination Maximum Versoria Criterion Algorithm
	4 Simulation
	5 Conclusions
	References

	Secure k-Anonymization Linked with Differential Identifiability (Workshop)
	1 Introduction
	2 Preliminaries
	3 New Secure k-Anonymization Notion Linked with Differential Identifiability
	3.1 Classical k-Anonymization
	3.2 (k,)-Anonymization
	3.3 Privacy Axiom
	3.4 Composition Axiom

	4 Conclusions
	References

	Energy Management Strategy Based on Battery Capacity Degradation in EH-CRSN (Workshop)
	1 Introduction
	2 System Model and Problem Formulation
	2.1 Network Model
	2.2 Energy Harvesting Model
	2.3 Energy Consumption Model
	2.4 Battery Capacity Degradation Model
	2.5 Problem Formulation

	3 Optimal Adaptive Sampling Rate Control Algorithm
	3.1 Introducing Lagrange
	3.2 Dual Problem
	3.3 Battery Management Strategy

	4 Simulation Results and Analysis
	5 Conclusion
	References

	Multipath and Distorted Detection Based on Multi-correlator (Workshop)
	1 Introduction
	2 Multipath and Distorted Model of New Generation GNSS Signal
	2.1 New Generation GNSS Signal Model
	2.2 Distorted Signal Model
	2.3 Multipath Signal Model

	3 Multi-correlator Signal Quality Monitoring
	3.1 Multi-correlator Technology
	3.2 Multi-correlator Range Setting and Detection Values Selection

	4 Multi-correlator Simulation Analysis
	4.1 Multipath Signal Simulation Analysis
	4.2 Distorted Signal Simulation Analysis
	4.3 Multipath and Distorted Signal Comparison

	5 Conclusion
	References

	Delay Optimization-Based Joint Route Selection and Resource Allocation Algorithm for Cognitive Vehicular Ad Hoc Networks (Workshop)
	1 Introduction
	2 System Model
	3 Candidate Link Selection Method
	4 Optimization Problem Formulation
	4.1 Objective Function Formulation
	4.2 Optimization Constraints
	4.3 Optimization Model

	5 Solution to the Optimization Problem
	5.1 Solution to the Resource Allocation Subproblem
	5.2 Solution to the Route Selection Subproblem

	6 Simulation Results
	7 Conclusions
	References

	Energy Efficiency Optimization-Based Joint Resource Allocation and Clustering Algorithm for M2M Communication Networks (Workshop)
	1 Introduction
	2 System Model
	3 Optimization Problem Formulation
	3.1 Objective Function
	3.2 Optimization Constraints
	3.3 Optimization Problem

	4 Solution of the Optimization Problem
	4.1 Power Allocation Subproblem
	4.2 Clustering Subproblem

	5 Simulation Result Analysis
	6 Conclusion
	References

	Latency-Reliability Analysis for Multi-antenna System (Workshop)
	1 Introduction
	2 Latency-Reliability Analysis of Diversity System
	2.1 Diversity System with MRC
	2.2 Diversity System with SC

	3 System Overhead Analysis in Diversity System
	3.1 MISO System with MRC
	3.2 MISO System with SC

	4 Conclusion
	References

	Cost Function Minimization-Based Joint UAV Path Planning and Charging Station Deployment (Workshop)
	1 Introduction
	2 System Model and Discrete Processing of the Flight Area
	3 Optimization Problem Formulation
	3.1 Objective Function
	3.2 Optimization Constraints
	3.3 Optimization Problem

	4 Solution to the Optimization Problem
	4.1 Path Planning Subproblem
	4.2 Destination Path Selection Subproblem

	5 Simulation and Result Analysis
	6 Conclusions
	References

	Energy Efficient Computation Offloading for Energy Harvesting-Enabled Heterogeneous Cellular Networks (Workshop)
	1 Introduction
	2 System Model
	3 Problem Formulation
	3.1 Objective Function
	3.2 Optimization Constraints
	3.3 Optimization Problem

	4 Solution of the Optimization Problem
	4.1 MDP-Based Offloading Problem Formulation
	4.2 Traditional Q-Learning-Based Method
	4.3 Hotbooting Q-Learning-Based Method

	5 Simulation Results
	6 Conclusion
	References

	Wi-Fi Gesture Recognition Technology Based on Time-Frequency Features (Workshop)
	1 First Section
	2 Related Work
	3 System Overview
	3.1 Channel State Information
	3.2 Overview

	4 System Design
	4.1 Data Preprocessing
	4.2 Segment Algorithm
	4.3 Time Frequency Analysis
	4.4 Feature Extraction

	5 Experimental Evaluation
	5.1 Lab Environment
	5.2 Result

	6 Conclusion
	References

	Accompaniment Music Separation Based on 2DFT and Image Processing (Workshop)
	1 Introduction
	2 Proposed Method
	2.1 The 2D Fourier Transform on Single Channel Musical Signals
	2.2 Accompaniment Music Separation

	3 Evaluations
	3.1 Comparative Results

	4 Conclusion
	References

	Average Speed Based Broadcast Algorithm for Vehicular Ad Hoc Networks (Workshop)
	1 Introduction
	2 Description of ASBB
	2.1 Table Maintaining
	2.2 Calculate the Forwarding Probability
	2.3 Source Node Sends a Broadcast Packet
	2.4 Relay Node Receives and Forwards Broadcast Packets

	3 Simulation
	4 Conclusions
	References

	Author Index



