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Preface

We are delighted to introduce the proceedings of the 14th European Alliance for
Innovation (EAI) International Conference on Communications and Networking in
China (ChinaCom 2019). This conference brought together researchers, developers,
and practitioners from around the world, who are interested in the field of communi-
cations, networks, image processing, and internet applications.

The technical program of ChinaCom 2019 consisted of 92 papers, including 80 full
papers and 12 workshop papers in oral presentation sessions at the main conference
tracks. The conference sessions were: Session 1 - Internet of Things, Edge and Fog;
Session 2 - Antenna, Microwave and Cellular Communication; Session 3 - Wireless
Communications and Networking; Session 4 - Network and Information Security;
Session 5 - Communication QoS, Reliability & Modeling; Session 6 - Pattern
Recognition and Signal Processing; Session 7 - Information Processing; and Session 8 -
DISA Workshop. Apart from high quality technical paper presentations, the technical
program also featured four keynote speeches which were delivered by Prof. Jun Yu
from Hangzhou Dianzi University, Prof. Yang Yang from Shanghai Tech University,
Prof. Xinheng Wang from Xi’an Jiaotong - Liverpool University, and Prof. Haijun
Zhang from the University of Science and Technology Beijing.

Coordination with the steering chair, Prof. Imrich Chlamtac, and honorary chairs,
Prof. Changjun Jiang, Prof. Qing Nie, and Prof. R. K. Shyamasundar, was essential for
the success of the conference. We sincerely appreciate their constant support and
guidance. It was also a great pleasure to work with such an excellent Organizing
Committee and we thank them for their hard work in organizing and supporting the
conference. In particular we would like to thank, the Technical Program Committee
(TPC), led by our TPC co-chairs, Honghao Gao, Guangjie Han, Jun Wu, and Wei Xi,
who completed the peer-review process of technical papers and made a high-quality
technical program. We are also grateful to conference manager, Kristina Lappyova, for
her support, and all the authors who submitted their papers to the ChinaCom 2019
conference and workshops.

We strongly believe that the ChinaCom conference series provides a good forum for
all researcher, developers, and practitioners to discuss all science and technology
aspects that are relevant to communications and networking. We also expect that the
future ChinaCom conferences will be as successful and stimulating, as indicated by the
contributions presented in this volume.

November 2019 Honghao Gao
Jizhong Zhao
Zhiyong Feng

Jun Yu
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Pricing-Based Partial Computation
Offloading in Mobile Edge Computing

Lanhui Li(B) and Tiejun Lv

Beijing University of Posts and Telecommunications, Beijing 100876, China
{lilanhui,lvtiejun}@bupt.edu.cn

Abstract. For mobile devices (MDs) and Internet of Things (IoT)
devices with limited computing capacity and battery, offloading part
of tasks to the mobile edge computing (MEC) server is attractive. In
this paper, we propose a joint partial computation offloading and pric-
ing scheme in a multi-user MEC system. Firstly, we establish MD’s cost
model and MEC server’s revenue model in terms of money. Secondly, we
investigate MD’s cost minimization partial offloading strategy to jointly
control MD’s task allocation, local CPU frequency and the amount of
computational resource blocks (CRBs) requested. Finally, we formulate
the revenue maximization problem for MEC server with limited comput-
ing capacity, a heuristic algorithm is proposed for MEC server to find
the optimal service price. Numerical results verify the effectiveness of our
proposed scheme in cost saving and pricing.

Keywords: Mobile edge computing · Partial computation offloading ·
MEC server · Pricing scheme

1 Introduction

Recent years, with the rapid development of mobile computing and communi-
cation techniques, more and more computation-demanding and latency-sensitive
mobile applications are appearing, such as face recognition, argument reality and
natural language processing [1]. However, due to the finite storage and computing
capacity, mobile devices (MDs) are still not able to handle these tasks locally [2].

To meet these challenges, mobile edge computing (MEC), which works at
the close proximity of MDs has been advocated [3,4]. MEC offloading has been
recognized as a promising paradigm to enhance the computing capacity of MDs.
For energy and computing capacity constrained MDs, offloading tasks to adja-
cent MEC server is effective in reducing latency, saving energy and extending
the battery lifetime. Comparing with mobile cloud computing (MCC), MEC can
reduce transmitting delay and alleviate network burden.

Recent years, many researches have investigated the computation offloading
problem in mobile edge networks. The authors of [5] presented an energy-efficient
computation offloading scheme in 5G heterogeneous networks. In [6], the authors
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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investigated the cost and latency trade-off in the process of mobile code offload-
ing. In [7], the authors studied the economic performance in the D2D assisted
data offloading network. In [8], the authors proposed a distributed full compu-
tation offloading and resource allocation mechanism in heterogeneous networks,
however, the service price has not been optimized in this paper. The authors
of [9,10] investigated partial computation offloading in MEC system. Although
there have been many studies working on the energy efficiency and resource allo-
cation in MEC system, the economic performance has seldom been investigated.
Moreover, none of these works jointly optimized the revenue of MEC server and
the cost of MDs with partial computation offloading. As partial computation
offloading offers MDs more flexibility in making offloading strategies, we adopt
partial offloading in this paper.

As money expenditure is more intuitive for MDs and MEC server, we aim to
investigate the economic performance of partial computation offloading in this
paper. The main contributions of this paper are summarized as follows:

– Firstly, we establish MD’s cost model in terms of money and formulate its
computation offloading problem. In the problem, MDs optimize its cost by
jointly adjusting local execution ratio, CPU speed and computational resource
blocks (CRBs) rent from MEC server. The minimization problem is subjected
to the delay and computing capacity limits.

– Secondly, we formulate the revenue maximization problem of MEC server and
propose a heuristic optimal pricing algorithm. In the pricing algorithm, we
take the limitation of CRBs in MEC server into consideration.

– Finally, we conduct simulations to verify the proposed MEC offloading
scheme. The relationships between CRB renting price, number of CRBs
rented by MDs and the revenue of MEC server are analyzed. Simulation
results show that our pricing algorithm converges quickly. We also compare
our proposed cost minimization partial computation offloading scheme with
other two computation schemes, simulation results indicate that our proposed
offloading mechanism is more effective in cost saving.

The rest of the paper is organized as follows. Section 2 presents our system model
and computation model. In Sect. 3, we propose the cost minimization partial
offloading scheme of MDs together with the optimal pricing scheme of MEC
server. The simulation results are presented and analyzed in Sect. 4. Finally, we
conclude this paper in Sect. 5.

2 System Model

As depicted in Fig. 1, we consider I = {1, 2, . . . , I} MDs and one MEC server in
the system. We assume MDs have tasks need to be executed. The MEC server
which is assumed to be deployed between the remote cloud server and MDs,
generally near the small-cell base stations. MEC server’s computing resource
can be divided into multiple CRBs. The computing capacity of each CRB is f c

and the maximum number of CRBs is Q. If there are available CRBs at the MEC
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Fig. 1. System model

server, MDs can rent CRBs to compute its task. Note that the MEC server can
handle different MDs’ tasks independently. Thus, if errors happen in some tasks,
these errors would not influence other tasks processed by the MEC server.

2.1 Computation Model

In this sub-section, we describe the local and offloading computation model of
MD. We denote MD i’ task as Ti = {mi, ci, t

max
i }. Where mi is the task size,

ci represents the number of CPU cycles required per bit; and mici is the total
CPU cycles needed by task Ti. tmax

i denotes the time limitation of task Ti, which
means the task should be finished before tmax

i . In this paper, we assume that
MD’s task can be divided. We define αi (0 ≤ αi ≤ 1) as the ratio of the task
that MD i computes locally. Thus, 1 − αi is the ratio of task that MD i offloads
to the MEC server.

Local Computation Model. Same with [11], the energy consumed per CPU
cycle of MD i is denoted as P = kif

2
i , where ki is a parameter related to the

structure of device, fi denotes the local CPU speed of MD i. With DVS technology,
MD can reduce energy consumption by adjusting fi. According to the task model
described above, the time and energy consumption of local computing is

tlocal
i =

αimici

fi
, (1)

elocal
i = αimicikif

2
i . (2)
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MEC Offloading Model. The uplink transmitting rate of MD i can be defined
as

ri = Bi log2(1 +
pid

−v
i |hi|2
N0

), (3)

where Bi is the channel bandwidth between MD i and MEC server, di is the
distance between MD and MEC server, hi is the channel fading coefficient of the
link and pi is the transmitting power of MD i. Besides, v represents the path loss
coefficient and N0 is the background noise. As the output data size is generally
very small, we do not consider the delay of receiving output data, like [12,13].
When the offloading data size of MD i is (1 − αi)mi bits, the consumed time
and energy of transmitting can be written as

ttrans
i =

(1 − αi)mi

ri
, (4)

etrans
i =

(1 − αi)pimi

ri
. (5)

The computation time in MEC server can be given by

tmec
i =

(1 − αi)mici

qif c
, (6)

where qi is the number of CRBs MD i rents from MEC server, and f c (in
cycles/s) is the computing capacity of each CRB. Thus, the time consumption
of computation offloading can be represented as

toffi = tmec
i + ttrans

i =
(1 − αi)mici

qif c
+

(1 − αi)mi

ri
. (7)

In partial computation offloading, MD and MEC server cope with the task
simultaneously. The total time and energy consumption of completing task Ti

can be denoted as

ttotali = max{αimici

fi
,
(1 − αi)mici

qif c
+

(1 − αi)mi

ri
}. (8)

etotal
i = αimicikif

2
i +

(1 − αi)pimi

ri
. (9)

3 Computation Offloading and Pricing Scheme

3.1 Cost Minimization Computation Offloading for MDs

The cost function of MD i is defined as MD’s payment for renting CRBs plus
the consumed energy. Here, the consumed energy is transformed into monetary
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cost with λi, which represents the value of energy of MD i. Therefore, the cost
function can be expressed as

Ci = λie
total
i + sqit

mec
i , (10)

where s (in cents/s) is the price per second for renting a CRB. Substituting (6)
and (9) into (10), the cost function can be rewritten as

Ci(αi, fi) = λi(αimicikif
2
i +

pimi(1 − αi)
ri

) +
(1 − αi)micis

f c
. (11)

From (11), it is clear that once the service price s is given, Ci is affected by
the local executing ratio αi and frequency fi. Therefore, αi and fi should be
optimized. Thus, MD’s cost minimization problem can be established as

min
αi,fi

Ci (12a)

s.t. ttotali ≤ tmax
i , (12b)

0 ≤ αi ≤ 1, (12c)
0 ≤ fi ≤ fmax

i , (12d)

where fmax
i is the largest computing speed of MD i. In the above problem, con-

dition (12b) ensures the task can be finished within the deadline; (12c) limits the
domain of αi; and (12d) is the maximum local computation frequency constraint.

Based on (12b) and (12d), we have

αi ≤ fmax
i tmax

i

mici
� αu

i , (13)

Thus, we have
αmax

i = min{αu
i , 1}, (14)

Therefore, the new range of αi is

0 ≤ αi ≤ αmax
i . (15)

From(11),we canknowthatCi(αi, fi) increasesmonotonicallywithfi.Accord-
ing to (12b),wehave tlocal

i ≤ tmax
i , toffi ≤ tmax

i fromwhichwe canobtainfi ≥ αimici
tmax
i

and qi ≥ miciri(1−αi)
tmax
i rifc−(1−αi)mifmec . Therefore, the optimal fi is denoted as

f∗
i (αi) =

αimici

tmax
i

. (16)
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The amount of CRBs requested by MD i is written as

q∗
i =

⌈
miciri(1 − αi)

tmax
i rif c − (1 − αi)mif c

⌉
. (17)

Taking (15) and (16) into (12a)–(12d), we can transform the problem into

min
αi

Ci, (18a)

s.t. 0 ≤ αi ≤ αmax
i , (18b)

where

Ci(αi) =
kiλiα

3
i m

3
i c

3
i

(tmax
i )2

+
λipimi(1 − αi)

ri
+

(1 − αi)micis

f c
. (19)

The first and second-order derivatives of Ci with respect to αi can be denoted
as

∂Ci(αi)
∂αi

=
3kiλiα

2
i m

3
i c

3
i

(tmax
i )2

− λipimi

ri
− micis

fCRB
, (20)

∂C2
i (αi)
∂α2

i

=
6kiλiαim

3
i c

3
i

(tmax
i )2

≥ 0. (21)

Let

lim
αi→0

∂Ci(αi)
∂αi

= −λipimi

ri
− micis

f c
< 0, (22)

lim
αi→αmax

i

∂Ci(αi)
∂αi

=
3kiλi(αmax

i )2m3
i c

3
i

(tmax
i )2

− λipimi

ri
− micis

f c
. (23)

When (23) is smaller than zero, Ci is a decreasing function of αi, the optimal
local execution ratio is

α∗
i = αmax

i . (24)

If (23) is greater than zero, the cost function of MD i is a strict convex function
of αi, then

α∗
i =

√
λipimif c (tmax

i )2 + miciris (tmax
i )2

3rikiλim3
i c

3
i f

c
. (25)

Therefore, Ci(αi) must have a minimum value when 0 ≤ αi ≤ αmax
i . Now,

we have obtained the optimal local execution ratio α∗
i . By taking it into (16)

and (17), the local computing speed f∗
i and the number of CRBs MD should

request q∗
i can be obtained.
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3.2 Optimal Pricing Scheme for MEC Server

In the MEC offloading system, earn profit from computation offloading service is
the motivation of MEC server. Thus, pricing strategy is very important to MEC
server. We aim to design a dynamic pricing strategy for MEC server, where MEC
server charges MDs according to the number of CRBs requested and the length
of time occupied. Take the service cost into consideration, MEC server’s revenue
function can be given by

R (s) = (s − ε)
I∑

i=1

qit
mec
i . (26)

where ε (in cents/s) is the cost to maintain CRB’s service per second. Then, the
revenue maximization problem is established as

max
s

R (27a)

s.t. 0 ≤
I∑

i=1

qi ≤ Q, (27b)

s ≥ 0, (27c)

where Q is the maximum number of CRBs that MEC server can offer. In this
problem, (27b) limits the total requested CRBs would not be more than Q, and
(27c) guarantees the price is positive.

From (17) and (25), we can know that q∗
i is a decreasing function of s. It’s

obvious that when the service price s increases, MDs tend to request less CRBs
from MEC server. As the number of CRBs is limited, we need to find the lowest
price smin that guarantees the requested CRBs would not be more than Q. In
addition, we set smax = 10 ∗ ε.

Inspired by the simulate anneal algorithm, we propose the following Optimal
Pricing Algorithm. In the following algorithm, U and Umin are the initial and
lowest temperature while g is the temperature decreasing factor. This algorithm
runs while U > Umin holds. Firstly, the lowest price is got by step 2–7, where
ω is a constant used to control the price. In step 8 and 9, MEC server obtains
a random initial price s1 (smin < s1 < smax) and calculate the corresponding
revenue according to MDs’ offloading decisions. In step 11–13, we get the next
price by sn+1 = sn + random and calculate Rn+1. In step 14–18, we compare
Rn and Rn+1, if the revenue is improved, we get the new price sn+1 directly. If
not improved, sn+1 can be used as new price if P = e−τ/U > random, where
τ = R(n)−R(n+1). With this step, we can jump out of the local optimal price.
As the current temperature is cooled by U = g∗U in each iteration, the iteration
will end when U < Umin.
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Algorithm 1. Optimal Pricing Algorithm for MEC Server
1: input: smax, Q, fc, U , Umin, g, n = 1, ε
2: Set the initial service price as s0 = 0 and announce vehicles

3: Calculate
I∑

i=1

qi according to MDs’ reply

4: while
I∑

i=1

qi > Q

5: Increase the service price by s = s + ω
6: end while
7: smin ← s
8: Get the initial service price s1 and announce MDs, s∗ ← s1
9: Calculate R1 according to MDs’ replies
10: while U > Umin

11: Moves randomly to get a new service price sn+1 = sn + random
12: MDs calculate q∗

i based on sn+1 and reply to the server
13: Calculate Rn+1 by (26)
14: if Rn+1 > Rn

15: s∗ ← sn+1

16: else if P > random
17: s∗ ← sn+1

18: end if
19: Announce s∗ to MDs
20: U = g ∗ U
21: n = n + 1
22: end while
23: output: s∗

4 Simulations

In this section, we present the simulation results of our computation offloading
mechanism. We firstly list the simulation parameters used, then we discuss the
experiment results.

4.1 Simulation Settings

We list the main parameter settings in Table 1.

4.2 Simulation Results

In this subsection, the simulation results of our proposed scheme is presented.
Figure 2 describes the relationship between the service price s and the num-

ber of CRBs required by MDs. When s increases from 0 cents/s to 3 cents/s,
the number of CRBs rented by MDs decreases obviously. When s rises to an
unacceptable value, MDs do not require any CRBs at all, which implies αi = 1.
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Table 1. Simulation settings

Parameter Description Value

I Number of MDs 3–6

mi Size of task 200 kB–1300 KB

ci Cycles needed per bit by task 600–1000 cycles/bit

tmax
i Latency constraint of task 5–10 s

fmax
i Maximum computing capacity of MD i 0.5–1 Gigacycles/s

pi Transmitting power of MD i 0.1–0.3 W

k Local energy consumption coefficient 1 × 10−24

λi Energy-Money coefficient of MD i 1.5–2.4 cents/W

fc Computing capacity of CRB 0.1 Gigacycles/s

Q Total number of CRBs 80

ε MEC server’s cost 0.3–1 cents/s
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Fig. 2. The requested CRBs qi versus service price s

The relationship between price s and revenue of MEC server is presented in
Fig. 3. When s = 0 cents/s, the revenue of MEC server is not positive, which
indicates the MEC server is in a loss state. Obviously, R rises with s in the
beginning, after reaching the maximum value, R starts to decline with s. It’s
obvious that MEC server with higher service cost has relatively low revenue. For
MEC server, reducing the service cost ε is an effective way to gain more profit.
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Fig. 3. The revenue R versus service price s
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Fig. 4. Service price s versus iteration times

Figure 4 shows the service price got by the proposed Optimal Pricing Algo-
rithm. As shown in the picture, the algorithm converges very fast, which implies
that our proposed algorithm is very effective in pricing. When providing ser-
vice to the same MDs, MEC server with higher cost has a higher service price
correspondingly, which verifies the trend in Fig. 3.

In Fig. 5, we compare our computation scheme with other two schemes. (1)
Local computation: MD computes the task locally and configures its local CPU
speed to save cost. (2) Full computation offloading: MD chooses either local
execution or full computation offloading according to the cost.
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Fig. 5. Cost of MD i in different computing schemes

When the task size is not very large, the cost of the three execution mech-
anisms is similar. Nevertheless, the gap of cost between local execution and
computation offloading becomes larger with the increase of task size. This is
mainly because that the local energy is usually more valuable compared with
the price of renting CRBs. It’s obvious that our proposed offloading scheme keeps
the lowest cost among the three schemes. Thus, we have proved the superiority
of our proposed offloading strategy.

5 Conclusion

In this paper, we proposed a cost minimization offloading mechanism for MDs
together with a price scheme for server. Firstly, we established the cost model of
MDs. Then, the cost minimization partial offloading scheme was studied. After
that, we formulated MEC server’s revenue maximization problem and proposed
the optimal pricing algorithm. Numerical results verified our scheme as compared
to two benchmark schemes. In the future work, we will pay attention to the
mobility of MDs.
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Abstract. By applying caching resource at the remote radio heads
(RRHs), the fog radio access network (Fog-RAN) has been considered
as an promising wireless architecture in the future network to reduce
the transmission delay and release the heavy burden of backhaul link
for huge data delivery. In this paper, we propose to use the Fog-RAN to
assist the data transmission in the high-speed railway scenario. In spe-
cific, we investigate the dynamic resource allocation in high-speed rail-
way Fog-RAN systems by considering the delay constraint. The instan-
taneous power allocation at the RRHs and the instantaneous content
delivery rate over the backhaul links are jointly optimized with an aim
to minimize the total power consumed at the RRHs and over the back-
haul links. An alternating optimization (AO) approach is used to find
solutions of the instantaneous power and instantaneous content delivery
rate in two separate subproblems. The closed-form solutions are derived
in two subproblems under certain special conditions. Simulation results
demonstrate that the proposed dynamic resource allocation is signifi-
cantly superior to the constant resource allocation scheme.

Keywords: Fog radio access network · High-speed railway · Mobility ·
Power allocation

1 Introduction

Cloud radio access network (C-RAN) has been considered a promising wireless
access network architecture to deal with the confronted explosive amount of traf-
fic in the current cellular network to carry out the goal of the fifth generation
(5G) wireless communication [1]. Thanks to the centralized wireless resource
control ability at the base band unit (BBU) pool, the C-RAN can allocate the
wireless resource of the network in a more efficient way. In C-RAN system,
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the uplink/downlink data transmission between BBU and the rate radio heads
(RRHs) uses the backhaul links. However, the capacity of the backhaul links is
still insufficient. As a result, when transmission data becomes large, the ginor-
mous content demand creates heavy burden on backhaul links. To overcome this
limitation, the fog radio access network (Fog-RAN) is proposed [2]. Compared to
the C-RAN, certain caching resources are employed at RRHs. By caching some
popular contents at RRHs, the requested data by users can be directly served
by edge RRHs. This greatly alleviates the heavy traffic load pressure over the
backhaul links and a significant portion of delay could be declined.

Although Fog-RAN is more efficient than C-RAN to achieve low-latency
transmission and alleviate huge traffic burden on backhaul links, the configu-
ration of network resources, including caching, power, computation etc., need
further optimization to achieve better performance. A good number of studies
have already been reported in this direction. For example, in literature [3], the
authors investigated the problem of maximizing the delivery rate of Fog-RAN
through content prefetching and improved precoding scheme. In literature [4],
the authors investigated a proactive probabilistic caching optimization in wire-
less Fog-RAN by maximizing the successful transmission probability (STP). The
authors in [5] studied the subchannel assignment and power control in mmWave-
based fog radio access networks. In literature [6], the authors studied sparse
beamforming design in a multicast Fog-RAN system.

All the aforementioned contributions show that great efforts have been paid
to overcome the challenges of Fog-RAN architecture. However, the investiga-
tions are still insufficient as more different application scenarios may emerge in
the upcoming 5G network domain. One important application is to employ the
Fog-RAN architecture to assist the huge data transmission in high speed rail-
way (HSR) scenario [7]. Recently, HSR is developing rapidly all over the world,
especially in China. How to provide a reliable, high data rate and low latency
HSR wireless communication has been identified as one of most important tech-
nologies needing to break though in the development. Moreover, HSR wireless
communication has been categorized as a typical scenario in future 5G systems
[8]. Undoubtedly, the Fog-RAN can be treated as an promising solution.

Different from traditional wireless communication problem, HSR wireless
communication has to take the high-speed mobility condition into account, which
greatly challenges the corresponding key technologies studies. High-speed mobil-
ity has already been considered in traditional wireless communication studies.
For example, the authors in [9] studied a pilot aided joint channel and fre-
quency offset estimation. In [10], the authors investigated the effect of distributed
antenna techniques in HSR communications. In [11], a quality-of-service (QoS)
based achievable rate region was characterized and a QoS distinguished power
allocation algorithm was proposed to achieve the largest achievable rate region.
In [12], the authors studied how to optimize the power to match user-data arrival
process and time-varying channel service process with a delay constraint. The
work in [13] studied the location-fair beamforming design by considering the
Doppler shift. However, to the best of our knowledge, there are limited works



Dynamic Resource Allocation in HSR Fog-RAN 17

studying the Fog-RAN in the HSR scenarios, which motivates the study of this
work.

In this paper, we propose to use the Fog-RAN architecture to assist the data
transmission in the HSR wireless communications to achieve low latency ser-
vice. In the considered Fog-RAN system, the train is served by multiple RRHs
and each RRH node has a local cache, which stores certain popular contents.
When the contents requested by passengers has been cached at a given RRH,
this RRH can directly serve the train; otherwise, the RRH needs to fetch the
content from BBU pool via backhaul link. We investigate the dynamic resource
allocation at Fog-RAN with an aim to minimize total power cost, including the
power cost at RRHs and over backhaul links. The instantaneous power alloca-
tion at the RRHs and the instantaneous content delivery rate over backhaul links
are simultaneously optimized under transmission delay constraint. By adopting
smoothed l0-norm approximation and other techniques, we propose an alternat-
ing optimization (AO) approach to find solutions of the instantaneous power
and instantaneous content delivery rate in two separate subproblems. To reduce
the computational complexity, we derive the closed-form solutions in two sub-
problem under certain special conditions. A constant resource allocation scheme
is also provided as a benchmark to assess the performance of dynamic resource
allocation scheme. Simulation results verify our analysis and demonstrate that
the proposed dynamic resource allocation is significantly superior to the constant
resource allocation scheme.

2 System Model

2.1 Channel Model

In a Fog-RAN served high speed railway wireless communication systems as
illustrated in Fig. 1, BBU performs the resource allocation and the RRH selection
to archive a high efficiency transmission. We consider the downlink transmission
of a Fog-RAN system where a high speed train is served by uniformly deployed
base stations (i.e., RRHs) along one side of the railway with equal intervals d.
Assume that the distance between each RRH and railway is d0, and the height
of antenna equipped at each RRH is h0. A high-speed train is traveling along
the line railway with a constant velocity v0. At the system time t = 0, the train
passes the original point 0, and during time interval t ∈ (0, T ], the train is served
by the same set of by N RRHs. Let N = {1, ..., N} denote the set of RRHs.
The coordinate of the n-th RRH is denoted as (ln, d0). Then we can obtain the
transmission distance between the n-th RRH antenna and the access point (AP)
at train at time t as dn(t) =

√
(v0t − ln)2 + d20 + h2

0 with t ∈ (0, T ]. After the
time t = T , the BBU will coordinate the handoff process and the train will be
served by another set of N RRHs. Since the transmission process along the time is
periodic, we only need to investigate the transmission problem during t ∈ (0, T ].
Here we assume that the users in the train connect to the RRHs through the
help of AP equipped on the roof the train to avoid severe penetration loss and
large amounts of handoff operations. And the connection between the users and
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Fig. 1. Fog-RAN based high-speed railway communication system.

the AP is based on some other traditional reliable access networks, e.g. Wi-Fi
etc. Therefore, in this study, we only focus on the transmission process between
RRHs and AP.

It is supposed that the required data by the passengers in the train are
grouped to F different contents. Contents have the same size of Q. We assume
that the local storage size of RRH n is Fn and Fn < QF , which means that
a RRH cannot store all the contents. Therefore, we define a cache placement
matrix C ∈ B

N×F , where cn,f = 1 means that the content f is cached in
RRH n and cn,f = 0 means the opposite. Note that ∀n,

∑F
f=1 cn,fQ ≤ Fn. At

the beginning of each transmission time interval, the train submits a content
request. According to the caching status of all RRHs, the BBU performs the
dynamic resource allocation. Denote x(t) the transmit signal from RRHs and
yn(t) the received signal at the AP sent from RRH n. x(t) can be considered
as a stochastic process with zero mean and unit variance. Then, the baseband-
equivalent instantaneous-time signal transmission between RRH n and AP can
be represented as

yn(t) =
√

Pn(t)hn(t)x(t) + nn(t) (1)

where Pn(t) is instantaneous transmit power at RRH n, hn(t) represents the
instantaneous channel state information, and nn(t) denotes the additive complex
cycle symmetric Gaussian noise at AP following a distribution of CN(0, σ2). It
is noted that we here assume that the signal transmissions from RRHs are over
orthogonal bandwidth, then at the receiver, maximal ratio combiner can be used
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to combine the signals. The corresponding instantaneous information capacity
at time t can be expressed as

C(t) = B log2

(

1 +
N∑

n=1

Pn(t)|hn(t)|2
σ2

)

(2)

where B is the bandwidth allocated for each channel between a RRH and the AP.
Consider that in HSR scenario, the train always runs in plain areas with less

scatters. In this case, line-of-sight (LOS) component dominates the channel gain.
Therefore, in this work a simple propagation attenuation model, i.e., hn(t) =√

G
dα

n(t) , is employed.

2.2 Problem Formulation

Our objective aims to minimize the total network power cost including total RRH
power consumption and backhaul power consumption, while satisfying the delay
constraint and individual RRH power constraint. Assume that the train request
content Ff . If content Ff has been cached at RRH n, RRH n can directly transmit
it to the AP without costing backhaul. Otherwise, content Ff needs to be fetched
from the BBU via backhaul links. Assuming that instantaneous content delivery
rate at time t over backhaul link connecting BBU and RRH n is Rn(t), the total
power cost for backhaul content delivery can be represented by

Costb =
∫ T

0

N∑

n=1

β||
∫ T

0

Pn(t)dt||0(1 − cn,f )Rn(t)dt. (3)

In (3), we use term | ∫ T

0
Pn(t)dt|0 to indicate the active RRH and term 1 − cn,f

to indicate the RRHs which do not cache the content Ff . It is noted that only
the active RRHs which do not cache the content needs to cost backhaul links.
Parameter β in (3) represents the ratio relationship between the rate Rn(t) and
the power cost.

On the other hand, the total power consumed by the RRHs over time period
(0, T ] is represented by

Costp =
∫ T

0

∑

n∈N
Pn(t)dt. (4)

As a result, the network total power cost can be modeled as

Cost = Costb + Costp. (5)



20 R. Wang et al.

Regarding the delay consideration, as Fog-RAN based HSR system consists
of two hops. One hop refers to the backhaul data transmission and the other
refers to the content delivery over the wireless channel between the RRHs and
the AP. Denote the set of active RRHs which do not cache content Ff as Θ =
{n||| ∫ T

0
Pn(t)dt||0(1 − cn,f ) �= 0}. The instantaneous transmission delay can be

represented as

τf (t) =
1

min {C(t),minm∈Θ Rm(t)} . (6)

In summary, the overall resource allocation problem is formulated as follows:

min
Pn(t),Rn(t)

Cost (7a)

s.t
1
T

∫ T

0

Pn(t)dt ≤ Pn,avg ∀n ∈ N (7b)

τf (t) ≤ τmax (7c)
∫ T

0

C(t)dt ≥ Q,

∫ T

0

Rn(t)dt ≥ Q,n ∈ Θ (7d)

Rn(t) ≤ bn, Pn(t) ≥ 0 (7e)

where (7b) indicates the average power constraint of each RRH, (7c) represents
the instantaneous transmission delay constraint, (7d) means that the content
needs to sent out though the network during the time period of T , constraint (7e)
indicates that for each backhaul link, we have maximum instantaneous trans-
mission rate, and for each RRH, instantaneous power should not be smaller than
zero. Our final objective is to minimize the overall network cost by optimizing
the instantaneous power at each RRH and the instantaneous transmission rate
over each backhaul link.

3 Dynamic Resource Optimization for HSR with Delay
Constraint

In this section, we try to solve problem (7) by using proper optimization tech-
niques. It is noted that different from traditional resource allocation problem, the
considered dynamic optimization problem involves integration, which makes the
optimization more challenging. Also, as we instantaneously optimize the power
at each RRH and the content delivery rates over backhaul links, optimization (7)
is a non-convex problem. To find an efficient solution, we apply the alternating
optimization to decouple Pn(t) and Rn(t) in optimization (7). Our contribution
lies in that in each subproblem, we can approximately find the optimal solution.
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3.1 Solving Power Pn(t)

With given Rn(t), we optimize the power allocation by solving the following
problem

min
Pn(t)

Cost (8a)

s.t
1
T

∫ T

0

Pn(t)dt ≤ Pn,avg ∀n ∈ N (8b)

1
C(t)

≤ τmax (8c)

∫ T

0

C(t)dt ≥ Q (8d)

Rn(t) ≤ bn, Pn(t) ≥ 0 (8e)

In (8), we observe that all constraints are convex with respect to Pn(t). However,
since Costb in the objective function includes a nonconvex l0-norm function, the
overall problem (8) is nonconvex. To deal with this problem, we approximate
the discontinuous l0-norm with a continuous smooth log-function, i.e., ||x||0 ≈
log( x

θ +1)
log( 1

θ +1) . Here the introduced parameter θ can control the smoothness of the

approximation. In general, a larger value of θ leads to a smoother function but
a worse approximation and vice versa. With this approximation, the term Costb

in the objection function of (8) can be approximated as

Costb ≈ cβ

N∑

n=1

(1 − cn,f ) log

(∫ T

0
Pn(t)dt + θ

θ

)∫ T

0

Rn(t)dt. (9)

where c = 1

log( 1
θ +1) . Then the objective function in (8) changes to

Costappro1 ≈
∫ T

0

∑

n∈N
Pn(t)dt +

∑

n∈N
bn log

(∫ T

0
Pn(t)dt + θ

θ

)

. (10)

where bn = c
∫ T

0
β(1 − cn,f )Rn(t)dt.

In (10), it is found that the objective function is still nonconvex as it is the
sum of convex function and a concave function, which cannot be solved directly.
We next use the majorization-minimization (MM) algorithm to further approxi-
mate it. The key idea is to minimize an upper bound. As the logarithmic function
is a concave one, it is upper bounded by its first-order Taylor expansion. In MM
algorithm, an optimal solution of problem (10) can be obtained by minimizing
the upper-bounded function of objective in an iterative manner.

Costappro2 ≈
∫ T

0

∑

n∈N
Pn(t)dt +

∑

n∈N
bn

[

log
(θ +

∫ T

0
P 0

n(t)dt

θ

)

+

∫ T

0
Pn(t)dt − ∫ T

0
P 0

n(t)dt

θ +
∫ T

0
P 0

n(t)dt

] (11)
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where
∫ T

0
P 0

n(t)dt is basis point of the Taylor expansion of log
( ∫ T

0 Pn(t)dt+θ

θ

)
.

Let kn = 1 + bn
1

θ+
∫ T
0 P 0

n(t)dt
, we transfer (8) to the following MM problem:

min
Pn(t)

∫ T

0

( ∑

n∈N
knPn(t)

)
dt (12a)

s.t
1
T

∫ T

0

Pn(t)dt ≤ Pn,avg ∀n ∈ N (12b)

C(t) ≥ 1
τmax

(12c)
∫ T

0

C(t)dt ≥ Q (12d)

Pn(t) ≥ 0 (12e)

To solve (12), we first give the following theorem.

Theorem 1. If T
τmax

≥ Q, we have C(t) = 1
τmax

at the optimal solution and
optimal solution of (12) can be represented as

Pn(t) = βnãn(t), n = {2, 3, · · · , N}

P1(t) = ã0(t) −
N∑

n=2

ãn(t)Pn(t)
(13)

where ãn(t) is defined in (16), and optimal βn with ordered form is given by

β[n] =

⎧
⎪⎪⎨

⎪⎪⎩

TP[n],avg

A[n]
if n ≤ m − 1

b
k[n]A[n]

n = m

0 Otherwise

(14)

where β[n] is defined in (22), m and b are defined in (23).

Proof. It is found that if T
τmax

≥ Q, constraint (12d) is redundant as it must be
satisfied if constraint (12c) is satisfied. In this case, constraint (12c) is active.
Otherwise, we can always scale Pn(t) using a positive and less than 1 value to
activate constraint (12c) and simultaneously decreases the value of the objective
function. With above analysis, problem (12) can be equivalently rewritten as:

min
Pn(t)

∫ T

0

( ∑

n∈N
knPn(t)

)
dt (15a)

s.t

∫ T

0

Pn(t)dt ≤ TPn,avg ∀n ∈ N (15b)

B log2
(
1 +

∑

n∈N

GPn(t)
dn(t)ασ2

)
=

1
τmax

(15c)

Pn(t) ≥ 0 (15d)
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To proceed, we re-express constraint (15c) as
∑N

n=1 an(t)Pn(t) = 2
1

Bτmax where
an(t) = G

dn(t)ασ2 . With this relationship between Pn(t), we have

P1(t) = ã0(t) −
N∑

n=2

ãn(t)Pn(t) (16)

where ã0(t) = 1
a1(t)

(2
1

Bτmax − 1) and ãn(t) = an(t)
a1(t)

. Substituting (16) into (15),
we have

min
Pn(t)

∫ T

0

( N∑

n=2

knPn(t)
)

dt +
∫ T

0

(

k1ã0(t) −
N∑

n=2

k1ãn(t)Pn(t)

)

dt (17a)

s.t

∫ T

0

Pn(t)dt ≤ TPn,avg ∀n ∈ {2, 3, · · · , N} (17b)

∫ T

0

(

ã0(t) −
N∑

n=2

ãn(t)Pn(t)

)

dt ≤ TP1,avg (17c)

Pn(t) ≥ 0 (17d)

From problem (17), we see that at the optimal solution, for given average power,
the term

∫ T

0
ãn(t)Pn(t)dt should be as large as possible. To obtain the optimal

solution, using Cauchy-Schwarz inequality, we have

∫ T

0

ãn(t)Pn(t)dt ≤
√∫ T

0

ã2
n(t)dt

∫ T

0

P 2
n(t)dt (18)

where the equality succeeds when Pn(t) = βnãn(t) with βn being an variable to
control the average consumed power. With this observation, finding the optimal
solution of problem (17) reduces to finding optimal variables of βn via solving

min
βn

N∑

n=2

(knAn − k1Bn) βn (19a)

s.t 0 ≤ βn ≤ TPn,avg

An
∀n ∈ {2, 3, · · · , N} (19b)

∫ T

0

ã0(t)dt − TP1,avg ≤
N∑

n=2

βnBn ≤
∫ T

0

ã0(t)dt (19c)

where An =
∫ T

0
ãn(t)dt and Bn =

∫ T

0
ã2

n(t)dt. It is observed that problem (19) is
a linear programming which can efficiently solved by interior point algorithm. We
next derive the optimal analytical solution. It is noted that if ignoring constraint
(19c), the optimal solution can be represented as

βn =
{ TPn,avg

An
if Sign(knAn − k1Bn) < 0

0 Otherwise
(20)
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If the solution given in (20) satisfies constraint (19c), it is the optimal solu-
tion of (19). Otherwise, we should increase the values of βn with correspond-
ing Sign(knAn − k1Bn) > 0 if

∑N
n=2 βnBn <

∫ T

0
ã0(t)dt − TP1,avg to make

∑N
n=2 βnBn =

∫ T

0
ã0(t)dt−TP1,avg; or we should decrease the values of βn with

corresponding Sign(knAn − k1Bn) < 0 if
∑N

n=2 βnBn >
∫ T

0
ã0(t)dt to make

∑N
n=2 βnBn =

∫ T

0
ã0(t)dt. Then optimal βn in (19) can be found by solving

min
βn

N∑

n=2

knAnβn (21a)

s.t 0 ≤ βn ≤ TPn,avg

An
∀n ∈ {2, 3, · · · , N} (21b)

N∑

n=2

βnBn = a (21c)

where a =
∫ T

0
ã0(t)dt − TP1,avg or

∫ T

0
ã0(t)dt depending on the previous anal-

ysis. By replacing the variable βn by a new variable β′
n = knAnβn, we transfer

problem (21) to the one given by (19) can be found by solving

min
βn

N∑

n=2

β′
n (22a)

s.t 0 ≤ β′
n ≤ knAnTPn,avg

An
∀n ∈ {2, 3, · · · , N} (22b)

N∑

n=2

β′
n

Bn

knAn
= a (22c)

To find the optimal solution of (22), we reorder
{

Bn

knAn

}
as B[2]

k[2]A[2]
≥ B[3]

k[3]A[3]
≥

· · · ≥ B[N]

k[N]A[N]
. The optimal solution of β′

[n] can be represented as

β′
[n] =

⎧
⎪⎨

⎪⎩

k[n]A[n]TP[n],avg

A[n]
if n ≤ m − 1

b n = m
0 Otherwise

(23)

where m is the smallest integer ensuring
∑m

[n]=2
B[n]TP[n],avg

A[n]
> a and b = a −

∑m−1
[n]=2

B[n]TP[n],avg

A[n]
. This completes the proof of Theorem 1.

For s special case where N = 1, Lemma 1 reduces to the following lemma.

Lemma 1. If T
τmax

≥ Q and N = 1, we have C(t) = 1
τmax

at the optimal solution
and optimal solution of (12) can be represented as

P1(t) =
(
2

1
Bτmax − 1

) dα
1 (t)σ2

G
. (24)
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Proof. When N = 1, problem (12) can be written as

min
P1(t)

∫ T

0

(
k1P1(t)

)
dt (25a)

s.t
1
T

∫ T

0

P1(t)dt ≤ P1,avg ∀n ∈ N (25b)

C(t) =
1

τmax
(25c)

P1(t) ≥ 0 (25d)

If the problem is feasible, the solution is determined by constraint (25c), which
completes the proof of Lemma 1.

If condition T
τmax

≥ Q is not satisfied, the conclusions presented in Theorem1
and Lemma 1 are not applicable. To find the solution, we decompose the power
Pn(t) = Pn,1(t) + Pn,2(t), where Pn,1(t) is used to satisfy

min
Pn,1(t)

∫ T

0

( ∑

n∈N
knPn,1(t)

)
dt (26a)

s.t
1
T

∫ T

0

Pn,1(t)dt ≤ Pn,avg ∀n ∈ N (26b)

B log2

(

1 +
N∑

n=1

GPn,1(t)
dα

n(t)σ2

)

=
1

τmax
(26c)

Pn,1(t) ≥ 0 (26d)

It is noted that conclusions presented in Theorem 1 and Lemma 1 can be used
to find Pn,1(t). After determining optimal Pn,1(t), denoted by P ∗

n,1(t), Pn,2(t)
can found by solving

min
Pn,2(t)

∫ T

0

( ∑

n∈N
knPn,2(t)

)
dt (27a)

s.t
1
T

∫ T

0

Pn,2(t)dt ≤ bn(t) ∀n ∈ N (27b)

∫ T

0

B log2

(

cn(t) +
N∑

n=1

GPn,2(t)
dα

n(t)σ2

)

dt ≥ Q (27c)

Pn,2(t) ≥ 0 (27d)

where bn(t) = Pn,avg − 1
T

∫ T

0
P ∗

n,1(t)dt and cn(t) = 1+
∑N

n=1

GP ∗
n,1(t)

dα
n(t)σ2 . As Pn,2(t)

is non-negative, constraint (12c) must be satisfied when solving Pn,2(t) and thus
it can be ignored.
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It is easy to observe that problem (27) is a convex problem. To get the opti-
mal solution, we next develop a algorithm based on Karush-Kuhn-Tucher (KKT)
conditions. To proceed, we first present the Lagrangian function given as

L =
∫ T

0

( ∑

n∈N

(
knPn,2(t) + μ1,n(Pn,2(t) − Tbn(t))

)

− μ2

(
B log2(cn(t) +

N∑

n=1

GPn,2(t)
dα

n(t)σ2
) − Q

))
dt

(28)

where μ1,n and μ2 are non-negative multiplier related to constraints (27b) and
(27c), respectively. To minimize the Lagrangian function, it is necessary to dif-
ferentiate the Lagrangian function with respect to Pn,2(t) and set the derivative
to zero for each time t, that is

∂L

∂Pn,2(t)
= kn + μ1,n − μ2B

log 2

G
dn(t)ασ2

cn(t) +
∑

n∈N
GPn,2(t)
dn(t)ασ2 − Q

= 0 (29)

By combining with the constraint (27d), we can obtain the solution given by

Pn,2(t) =

⎡

⎣

⎛

⎝ μ2GB

log 2dn(t)ασ2(kn + μ1)
+ Q − cn(t) −

N∑

m �=n

GPm,2(t)
dm(t)ασ2

⎞

⎠

×dn(t)ασ2

G
, 0

]+

.

(30)

(30) shows that Pn,2(t) with different n are coupled with each other, the final
solution of Pn,2(t) can be obtained by iterative update them until convergence.
During the iteration, Lagrangian multipliers μ1,n and μ2 can be obtained via
subgradient technique.

3.2 Solving Content Delivery Rate Rn(t)

For given Pn(t), we next optimize the content delivery rate Rn(t) over backhaul
link by solving

min
Rn(t)

∫ T

0

∑

n∈N
E(t)Rn(t)dt (31a)

s.t
1

minn∈Θ Rn(t)
≤ τmax (31b)

∫ T

0

Rn(t)dt ≥ Q,n ∈ Θ (31c)

0 ≤ Rn(t) ≤ bn (31d)

where E(t) = β|| ∫ T

0
Pn(t)dt||0(1 − cn,f ). The optimal solution is given in the

following lemma.
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Lemma 2. For problem (31), if T
τmax

, the optimal solution is
{

Rn(t) = 1
τmax

, n ∈ Θ

Rn(t) = 0, n /∈ Θ
(32)

Otherwise, the optimal solution is
{

Rn(t) = γ 1
τmax

, n ∈ Θ

Rn(t) = 0, n /∈ Θ
(33)

where γ is chosen to activate constraint (31c).

Proof. To find optimal Rn(t), we rewrite problem (31) as

min
Rn(t)

∫ T

0

∑

n∈N
E(t)Rn(t)dt (34a)

s.t Rn(t) ≥ 1
τmax

, n ∈ Θ (34b)
∫ T

0

Rn(t)dt ≥ Q,n ∈ Θ (34c)

0 ≤ Rn(t) ≤ bn (34d)

If condition T
τmax

is met, constraint in (34c) is redundant. The optimal solution is
to activate constraint (34b) with the optimal solution given in (32). Otherwise,
the optimal Rn(t) should activate constraint (34c) with the optimal solution
given in (33).

4 Invariant Resource Optimization for HSR with Delay
Constraint

As another simple power allocation scheme, we consider a constant power opti-
mization design where power does not vary with the channel. In this case, the
overall optimization problem is modified as

min
Pn,Rn(t)

T
N∑

n=1

Pn +
∫ T

0

N∑

n=1

β||Pn||0(1 − cn,f )Rn(t)dt (35a)

s.t 0 ≤ Pn ≤ Pn,avg ∀n ∈ N (35b)
1

min {C(t),minm∈Θ Rm(t)} ≤ τmax (35c)

∫ T

0

C(t)dt ≥ Q,

∫ T

0

Rn(t)dt ≥ Q,n ∈ Θ (35d)

Rn(t) ≤ bn (35e)

where Θ = {n| ||Pn||0(1 − cn,f ) �= 0} and C(t) = B log2
(
1 +

∑N
n=1

GPn

dn(t)ασ2

)
.

The alternating optimization approach is also used here to jointly solve Pn and
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Rn(t) in an iterative way. For given Pn, the optimization of Rn(t) is the same
with the dynamic case. In what follows, we mainly focus on the optimization of
Pn by solving

min
Pn

N∑

n=1

k′
nPn (36a)

s.t 0 ≤ Pn ≤ Pn,avg ∀n ∈ N (36b)
1

C(t)
≤ τmax (36c)

∫ T

0

C(t)dt ≥ Q (36d)

where k′
n = T + 1

log(1/θ+1)

β(1−cn,f )
∫ T
0 Rn(t)dt

θ+P 0
n

with P 0
n being a is basis point of

the Taylor expansion.
To solve (36), we consider two specific cases. If T

τmax
≥ Q, we have C(t) =

1
τmax

. Then constraint (36d) is redundant. Pn can be found by solving

min
Pn

N∑

n=1

k′
nPn (37a)

s.t 0 ≤ Pn ≤ Pn,avg ∀n ∈ N (37b)
N∑

n=1

GPn

dn(t)ασ2
≥ 2

1
τmaxB − 1 (37c)

It is noted in (37), constraint (37c) should be satisfied for arbitrary t, which
makes that problem (37) contains infinite constraints. To be feasible, we next
sample the time period to generate certain discrete time points. If the time
interval between two neighboring discrete points is small enough, the obtained
solution can be approximately considered as an solution of (37). Denote the
discrete time points {t1, t2, · · · , tM}, the power Pn can be efficient obtained by
solving the following linear programming problem

min
Pn,1

N∑

n=1

k′
nPn (38a)

s.t 0 ≤ Pn ≤ Pn,avg ∀n ∈ N (38b)
N∑

n=1

GPn

dn(ti)ασ2
≥ 2

1
τmaxB − 1,∀i (38c)
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If T
τmax

< Q, similar to the dynamic case, we represent the power as Pn =
Pn,1 +Pn,2 where Pn,1 is used to activate the constraint (38c) in (38). Then Pn,2

can be obtained by solving

min
Pn,2

N∑

n=1

k′
nPn (39a)

s.t 0 ≤ Pn,2 ≤ Pn,avg − Pn,1 ∀n ∈ N (39b)
∫ T

0

B log2

(

1 +
N∑

n=1

GPn,1

dn(t)ασ2
+

N∑

n=1

GPn,2

dn(t)ασ2

)

dt ≥ Q (39c)

Problem (39) can be solved similarly to (36) by using Lagrangian method.

5 Numerical Results

In this section, we present some numerical results to illustrate the superiority of
the proposed dynamic resource allocation. For the network shown in Fig. 1, it
is assumed that we have 2 RRHs and the coordinates of them are (−200, 100)
and (800, 100). The height of the RRH is 100 m. We assume that the periodic
transmission time is 5 s and only consider the content service during t ∈ (0, 5).
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σ2 = 10 dB at v0 = 200 km/h.
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Fig. 3. SNR varying with respect to the time with G = 10, τmax = 0.005 and average
SNR

P1,avg
σ2 =

P2,avg
σ2 = 10 dB at v0 = 200 km/h.

The bandwidth of the frequency is 200 Hz. We compare the performance of
dynamic power allocation with the constant power allocation scheme in terms of
total cost defined in (5) with the ratio parameter β = 2.8. Regarding the cached
contents at BBU, we assume that the number of contents is F = 30 and the size
of all contents is normalized to 1. All contents are independently requested by the
passengers in the train with equal probability 1

F , which implies all the cached con-
tents have the same popularity. For simplicity, we assume that the local storage size
at both RRHs is 5. In specific, it is assumed that contents {1, 2, 3, 4, 5} are cached
at RRH 1 and contents {5, 6, 7, 8, 9} are cached at RRH 2.

In Fig. 2, we demonstrate the dynamic power allocation with the time-varying
channel gains h1(t) and h2(t) at v0 = 200 km/h with G = 2 and average signal to
noise ratio (SNR) P1,avg

σ2 = P2,avg
σ2 = 10 dB. It is observed that as the time goes,

the channel gain of h1(t) decreases while the channel gain of h2(t) increases
due to the fact that the train gradually departs from RRH 1 and approaches
RRH 2. To satisfy the delay constraint, the power is dynamically allocated over
the time period (0, T ). The curves in Fig. 2 show that the values of the power
P1(t) and P2(t) change in the opposite direction of the channels h1(t) and h2(t),
respectively. That is, the RRH allocates more power to the time instant when
the channel gain is low, which accords with the intuition.
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Fig. 4. Total cost comparison between the dynamic power allocation and constant
power allocation with G = 10 and average SNR

P1,avg
σ2 =

P2,avg
σ2 = 10dB at v0 =

200 km/h.

In Fig. 3, we illustrate the change of the instantaneous SNR over the time
by considering a special case where the requested content is cached at both
RRHs. With a slight abuse of the notation, we denote |h1(t)|2p1(t)

σ2 and |h2(t)|2p2(t)
σ2

as the instantaneous SNR at the time t over the channel links from RRH 1
to the train and from RRH 2 to the train, respectively. The final instanta-
neous SNR we obtain at the train after using the maximal ratio combiner
is |h1(t)|2p1(t)

σ2 + |h2(t)|2p2(t)
σ2 . It is observed that although the values of SNR

|h1(t)|2p1(t)
σ2 and |h2(t)|2p2(t)

σ2 vary over the time, their summation equals to a
constant value, which is consistent with our analysis in Theorem 1, that is,
to minimize the power cost, the constraint (12c) is active if T

τmax
≥ Q.

In Fig. 4, we compare the performance of the proposed dynamic resource allo-
cation and the constant resource allocation with the change of τmax. The curves
show that the proposed dynamic resource allocation is significantly superior to
the constant one. Constant resource allocation degrades the performance as it
cannot fit the time-varying characteristic of the channel. It is also observed that
as the increase of τmax, the total cost decreases as less power is needed to meet
the delay requirement.
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6 Conclusion

This paper investigated the dynamic resources allocation in the HSR Fog-RAN
system. By optimizing the instantaneous power allocation at the RRHs and
the instantaneous content delivery rate over the backhaul links, we minimize
the total power consumed at RRHs and backhaul links. We saw that the cached
resource at RRHs can help reduce the power cost. Moreover, as dynamic resource
allocation considers the time-varying characteristic of the channel, it can signif-
icantly outperform the constant resource allocation scheme.
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Abstract. With the rapid development of the mobile internet, many emerging
compute-intensive and data-intensive tasks are extremely sensitive to latency and
cannot be implemented on mobile devices (MDs). To solve this problem, mobile
edge computing (MEC) appears to be a promising solution. In this paper, we
propose a distributed task splitting and offloading algorithm (DSOA) for the sce-
nario of multi-device and multi-MEC servers in ultra-dense networks (UDN). In
the proposed scheme, the MDs can perform their tasks locally or offload suitable
percentage of tasks to the MEC server. The optimization goal is to minimize the
overall task computation time. Since theMDsare selfish,wepropose a game theory
approach to achieve optimal global computation time. Finally, the numerical sim-
ulation results verify that the algorithm can effectively reduce global computation
time.

Keywords: Mobile edge computing · Offload strategy · Game theory

1 Introduction

In recent years, the mobile internet have developed rapidly, which has promoted the
popularity of mobile devices (MDs) and the exponential growth of internet traffic [1].
Ultra-dense network (UDN) is considered to be one of the key technologies of the future
mobile network [2]. However, many applications are computationally intensive and data
intensive with strict time requirements such as virtual reality, face recognition, smart
traffic and interactive games. The computing resources of existingMDs are often limited,
and the processing capability is difficult to meet the requirements of these applications.
Therefore, the deployment of UDN faces unprecedented challenges [3].

Cloud computing is an optional solution [4, 5]. However, the remotely offloading
task to the cloud has some limitations that will still consume some unexpected excessive
time and energy. Subsequently, some researchers began to pay attention to provide
cloud computing ability at the edge of the wireless access network near MDs, which is
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namedMobile EdgeComputing (MEC).MECnot only solves the problemof insufficient
resources of the MDs, but also makes up for the shortcomings of long delays in cloud
computing. The issues related to deployment, resource allocation, load balancing and
fairness amongmultipleMDs in amobile network are discussed in [6]. Someworks have
beendoneon the problemof offloadingdecision-making and resource allocation. Thekey
technology is how to achieve low latency caused by communication and computation.
In [7], cloud and wireless resource allocation are considered, and a convex optimization
solution method is adopted. The model established in [7, 8] is a single model of multi-
device and single MEC server. Guo et al. discussed the case of multiple servers and
used potential games to solve the problem of offloading strategies, but the situation of
task splitting was not taken into account [9]. The distributed joint computing offloading
and resource allocation optimization problem in heterogeneous networks is considered
in [10], but it is also directed to the case of single server offloading. Reference [11]
combines the offloading task and the scheduling execution sequence to form a dynamic
task offloading and scheduling problem, and use a logic-based bending decomposition
technique to solve the problem.

Although, there are some excellent works in terms of offloading decisions and
resource allocation, few literature has considered multi-device and multi-server offload
scenarios to our knowledge. Most of the works are binary offloading choice, either the
MDs performs computational tasks locally on its CPU or offloads its computationally
intensive tasks to the MEC server [7]. In this paper, we propose an effective distributed
task splitting and offloading algorithm (DSOA) for multi-device and multi-MEC server
scenarios in UDN. In the proposed scheme, the change of the MEC server computing
resources and the distance are considered. Based on these factors, the optimal server
and the offload ratio are searched for realizing the goal of overall minimum computation
time. Since theMDs are selfish, a game approach is proposed to find the optimal strategy.
The numerical simulation results show the effectiveness of DSOA.

2 System Model

2.1 Network Model

As shown in Fig. 1, we consider a distributed UDN including multi-device and multi-
MEC servers. In this network, there are small base stations (BS),
i MDs, the small BS and MDs are evenly distributed. The small BSs
is connected to the core network through wired fibers. A lightweight MEC server is
deployed around the small BS, so that the small BS has MEC capability. Assume that
each MD has an intensive computing task to perform, they will choose to offload to the
MEC server subject to their own resources and latency requirements. The small BSs
can communicate with each other, and determine the MD’s offloading decisions that
minimize the overall computation time.

2.2 Communication Model

The data transmission rate ri of MD i can be expressed as:

ri = B log2(1 + pi hi
σ 2 ), (1)
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where B represents the bandwidth of the selected channel when the task is offloaded, pi
represents the transmission power of MD i, hi is the channel gain between MD i and the
BS, and σ 2 represents the thermal noise power.

Small BSMD

Wireless 
transmission

MEC server

Fig. 1. Mobile edge computing model in ultra-dense network

2.3 Computation Model

If MD i selects MEC server j to offload, then the task transmission time is divided into
three parts: uplink time, channel transmission time and downlink time. For each MD i,
the size of task input data is bi. Compared with bi, the size of output data that calculation
result from MEC servers is less, so the downlink time is set to be a constant α [7]. So
the task transmission time is

t transi = bi
ri

+ di, j
v

+ α, (2)

where di,j is the distance from the MD i to the MEC server j, and v is the speed at which
the electromagnetic wave propagates.

Assume that si is the required CPU cycles for finishing the task bi, and f i is the
computing capability of the device, then the computation execution time canbe expressed
as

t = si
fi

. (3)

3 Problem Formulation

Assume that each MD i is running a computing task, there are two possibilities for the
execution location of these tasks. One is performed locally by the MD, and the other
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is offloaded to the MEC server for execution. Limited by their computation resources,
the MDs will choose to offload computing tasks. However, if a lot of MDs offload its
task, it will cause a certain amount of congestion and increase the task calculation time.
The MD can make a decision whether to split the computation task according to its own
needs and the characteristics of the task.

If the computing task is a detachable task, a part of the task is executed locally, and the
rest is offloaded to the MEC server for calculation. That is, each MD can only select one
MEC server to offload the computing task, and the MEC server j can provide computing
service for multiple MDs at the same time. Let λi,j∈{0,1} denote the offloading decision
between the MD i and the MEC server j, where λi,j = 1 means that the MD i decides to
offload the computing task to the MEC server j, otherwise λi,j = 0.

Suppose that the MD i task offloading proportion is xi, and the locally calculating
proportion is (1-xi). According to (3), we know that the local calculation time is

T local
i = (1 − xi )

si
f locali

, (4)

where f locali represents the local computing capability of the MD i.
The computation time tcloudi of the MEC server is mainly divided into two parts,

one is the transmission time of the computation task, and the other is the calculation
execution time of the task processed by the MEC server. Combined with (2) (3), the task
execution time on the MEC server side can be expressed as

T cloud
i = xi bi

ri
+ di, j

v
+ α + xi si

fi, j
, (5)

where f i,j represents the computing capability allocated by the MEC server j to the MD

i, and fi, j = f j

/
N∑
i=1

λi, j , where
N∑
i=1

λi, j indicates the number of MDs that all choose

to offload the computing task to the MEC server j.
Therefore, the task computation time of the MD i is

Ti = max{T local
i , T cloud

i }. (6)

Based on this, the problem of minimizing overall computation time can be described
as follows:

min{λi, j ,xi }
N∑
i=1

Ti ,

s.t.
N∑
i=1

fi, j ≤ fmax
j ,

Ti ≤ Tmax
i ,

0 < pi ≤ pmax
i ,

f locali ≥ 0.

(7)

In (7), the first constraint indicates that the sum of the computing resources allocated
by the MEC server j for the MDs does not exceed its maximum computing capability;
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the second constraint indicates that the total execution time of the computing task is
lower than the sum of the maximum tolerable time Tmax

i of each MD. In this paper,
we set Tmax

i as the time which all tasks are executed locally, because the selection task
offloading execution time cannot be performed higher than the task locally; the third
constraint represents the range of variation of the uplink transmission power of the MD
i; the fourth constraint indicates that the MD i has a certain computing capability f locali .

4 Distributed Task Splitting and Offloading Algorithm

After one MEC server is selected, the proportion xi of offloading task determines T local
i

and T cloud
i . According to (6), we can know that the computation time of the MD i

depends on the maximum value of the local computing time T local
i and the MEC server

side time T cloud
i . The computation time of the MD i has three possible situations, i.e.,

T local
i < T cloud

i , T local
i > T cloud

i , T local
i = T cloud

i . Based on (4) and (5), we can find that
the computation time of the MD i when T local

i > T cloud
i or T local

i < T cloud
i is more than

when T local
i = T cloud

i . Therefore, when T local
i = T cloud

i , the optimal T*
i exists and the

task computation time reaches a minimum value, then

x∗
i =

si
f locali

− di, j
v

− α

bi
ri

+ si
f locali

+ si
fi, j

. (8)

Based on (8), we can know that the time caused by computing locally of MD i is
as fast as the MEC time for the transmission and calculate caused by offloading to the
MEC server. Therefore, the problem (7) can be converted into

min{λi, j }
N∑
i=1

(1 − x∗
i )

si
f locali

,

s.t.
n∑
i

fi, j ≤ fmax
j ,

Ti ≤ Tmax
i ,

f locali > 0.

(9)

In order to solve the optimization problem of (9), we need to obtain the specific
offloading ratio xi according to the distancedi,j and the computing capability f i,j allocated
by the MEC server j to the MD i. Therefore, the problem (9) can be transformed into
an offloading decision problem. In order to solve the offloading decision problem, we
adopt the game approach to find the optimal decision and achieve minimum global
computation time.

Let ai indicates the offloading decision of MD i, and let a-i indicates the offload-
ing decision of all other MDs except MD i. The goal of the game is to minimize the
computational time of each MD, i.e.,

min{λi, j }
T (ai , a−i ),∀ai , (10)
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where T (ai , a−i ) is the overall computing time for allMDs based on the current decision,
i.e.,

T (ai , a−i ) =
N∑
i

Ti (λi, j ). (11)

The offloading decision problem can be described as a distributed offloading decision
game for multi-MD and multi-MEC servers. The game can be denoted by

(12)

where K represents all game participants, is the decision set of participant i,
{T (ai , a−i )}i∈K is the revenue function of MD i in the game, and this paper refers to the
time function.

According to the Nash equalization (NE) existence theorem, there is at least one
pure strategic NE in a finite number of repeated games [12]. Our distributed offloading
decision game have finite players and offloading strategy space, and each player can
choose a pure strategy from a limited set of offloading strategies, so have a NE. Thus,
our game will get NE over a limited number of iterations. In this state of NE, none
MD can further reduce computing time by changing its strategy. If the strategy of the
equilibrium point is denoted as

a∗ = (a∗
1 , . . . , a

∗
i−1, a

∗
i , a

∗
i+1, . . . , a

∗
K ), (13)

wherea* is the optimal decision.According to the equilibriumpoint decision, the optimal
computation time Ti can be expressed as

T (a∗
i , a−i ) ≤ T (ai , a−i ),∀ai . (14)

Next, in order to get the equilibriumpoint decisiona*,wepropose an effectiveDSOA.
In this algorithm, it is assumed that the MDs can get all the information, including the
distance, the computing capability of the MEC server, and the size of tasks that other
MDs need to offload. First, each MD first selects the MEC server closest to itself as the
offload destination, and the current decision is called the initial decision. Within each
iteration, the MD can select a better decision based on the decisions of other MDs in
the previous iteration, and calculate whether the decision is an overall better decision.
If T (a′

i , a−i ) < T (ai , a−i ), store the updated and broadcast them to other MDs.
Then, each iteration updates the decision that is the global optimum in the current .
After a finite number of iterations, when the is empty, i.e., all MDs have no better
choice than current decisions, it indicates that the entire system has reached the NE, and
the algorithm has converged to the global optimal solution.
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5 Simulation Results

In this section, the transmission distance between MDs to MEC server is in the [100,
1000] m following uniform distribution. The bandwidth of the wireless channel is
B = 1 MHz. The transmit power of the MD i is 100 mW. The Gaussian thermal noise
σ 2 is −100 dBm. The path fading factor γ is 3. The downlink backhaul time α of the
calculated result is 0.5 µs. Each MD’s computing task data size bi is between 200 KB
and 500KBwhich follows uniform distribution, and the required CPU cycles range from
5,000 megacycles to 10,000 megacycles. The computing capability of the MEC server
is 4 GHz, and the computing capability of the MD is 0.1 GHz.

In order to verify the DSOA, we use the exhaustive scheme as a benchmark for
comparison, as shown in Fig. 2. Considering that the exhaustive algorithm has a large
amount of computation and is not suitable for adopting more MDs and MEC servers,
therefore the number of MEC servers is set to 4, and the number of MDs N = 1, 2, …,
8. It can be found that the overall minimum computation time of our proposed DSOA
scheme is very consistent with exhaustive scheme results. The numerical results confirm
that the solution can provide a near-optimal solution to our problem.

In addition, we present the convergence behavior of the algorithm under different
MD numbers, which areN = 30, 50 respectively. The number ofMEC servers is 8. It can
be easily observed from Fig. 3 that the overall computation time of the system gradually
decreases as the number of iterations increases. After a finite number of iterations, the
DSOA converges to a certain value. In addition, it can be found from the two curves
that when N = 30, the number of iterations to reach equilibrium is 7, and when N = 50,
the number of iterations is 13, indicating that the more devices, the more iterations are
needed.
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Fig. 2. Comparison between DSOA and exhaustive scheme
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Fig. 3. Iteration comparison of DSOA with different number of MDs

In order to verify the performance of our proposed DSOA, we simulated the local
computing strategy, all offloading computing strategies and our DSOA respectively, and
the other two strategies also adopt game theory to get optimal decision. At this time, the
number of MEC servers is set to 10. The comparison results are shown in Fig. 4. It can
be seen from the simulation results that our solution can increase the calculation time by
43% and 63% respectively compared to all computing locally and all offloading to the
MEC server. In the scheme of computing locally, all MDs perform calculations on the
device itself, and the CPU consumption per unit is large, so the time of local execution
of the computing task is significantly increased. The scheme of offloading all tasks to
the MEC server, as the number of MDs increases, the latency will increase significantly.
This is because the more MDs there are, the more tasks that need to be offloaded, the
communication resources and MEC server resources are limited, so it will cause more
time.
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Fig. 4. Comparison results by adopting different offload strategies
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Fig. 5. Comparison results between task splitting and non-splitting

Finally, we compare DSOA with the scheme of no splitting the task. Under this
scheme, the MD can choose to calculate locally or offload it to the MEC server and it
also adopt game theory to get optimal decision. As can be seen fromFig. 5, as the number
of MDs increases, DSOA will reduce the computation time by nearly 57% compared
to the scenario without task splitting. Therefore, our DSOA has better flexibility and
adaptability. Numerical results not only demonstrates the need to use multiple MEC
servers for computational offloading in UDN, but also demonstrates that our DSOA can
adopt multiple server selections and partially offload to reduce overall computation time.

6 Conclusions

Due to most of MDs have limited resources and mobile applications are sensitive to task
computation time, we consider a minimizing the computational offloading time scheme
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for multi-device and multi-MEC servers networks. Different from previous works, the
tasks can be splitted to make full use of the computing resources of MDs and MEC
servers. Next, we transform the minimize computation offloading time problem to an
offloading decision problem. In order to get the optimal offloading decision, we pro-
pose an effective DSOA based on game theory. Experiments show that the DSOA can
effectively achieve the minimum overall computation time and improve network perfor-
mance. In the future work, we will pay attention to more practical MEC scenarios and
solve the weighting problem of joint time and energy consumption.
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Abstract. Incorporating visible light communication (VLC) with exist-
ing radio frequency (RF) access techniques has received widespread con-
cern to enhance network coverage/capacity. This paper focuses on the
joint downlink resource allocation (RA) in a hybrid VLC-RF network.
The problem is formulated as utility maximization by jointly adjusting
downlink sub-channel allocation. A Evolution Computation (EC) based
centralized algorithm is developed to solve the problem. To reduce com-
putation complexity, the algorithm is decoupled into two sub-steps. First,
users are assigned to different VLC access points and the allocation is
initialized in a proportional fair (PF) like method. Second, EC search
procedures are iteratively operated until optimality. Through simulation,
the algorithm outperforms classic PF and Round Robin RA methods in
terms of throughput and user fairness.

Keywords: Visible light communication · Heterogeneous network · 5G

1 Introduction

Visible-light communication is considered as a promising technique to provide
high-speed network access for future indoor users. Its main advantages include
license-free operation, clean electro-magnetic interference and high network secu-
rity. One primary research direction is to deploy indoor VLC attocells with
symbols-based dc-biased optical discrete multi-tone modulation (DMT) signals
[1]. VLC attocell refers to indoor femtocell-like VLC coverage with radius of
0.5–1.5 m. Such deployment enables VLC system to serve multiple mobile users,
allowing them to move around inside a room with seamless connection to the
best serving light bulb. Besides, DMT offers adaptability in modulation patterns,
which have recently demonstrated excellent bit-rate performance [2].

In spite of above advantages, the main drawback of VLC is its limited cover-
age. Obstacles can easily cut off VLC links and then leave the service deprived.
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On the other hand, radio frequency (RF) can cover larger area up to several
square kilometers. Therefore, next generation mobile communication (5G) envi-
sions an ultra-dense small cell deployment network (UDN) on licensed and unli-
censed spectrum, aggregating various access techniques including Wireless Local
Area Network (WLAN), millimetre-wave, Optical Wireless (OW), etc.

Following this trend, VLC attocell may also work as part of future UDN.
Many researchers have demonstrated the attraction of corporation VLC with
RF because of their complementary nature in both coverage and capacity [3].
VLC provides wide bandwidth with limited coverage, while radio frequency (RF)
covers large area with lower throughput. What’ more, there exists no interference
problem between VLC and RF. Therefore, this paper considers an indoor co-
deployment of several VLC attocells and a classic RF femtocell.

Joint resource allocation (RA) is an important issue in such hybrid systems
but there exist few related studies. [4] focuses on network capacity analysis in
hybrid VLC-RF system. The study is built on queue theory and VLC channel is
idealized as binary channel of transmission success or failure. The network capac-
ity is evaluated by the spatial density of accessed queues. [5] proposes distributed
algorithm to solve network selection problem in order to improve VLC-RF hybrid
system capacity. Fundamentally, there remains missing pieces of the RA puzzle:
(i) VLC channel-aware RA scheme should be elaborated with advanced modu-
lation signals to improve RA efficiency. (ii) Small user number and less channel
complexity in VLC network alleviate the backhaul load and make centralized RA
possible. Compared to distributed RA, centralized RA enables flexible resource
aggregation and absolves VLC APs from complex signalling process burden.

In order to address above issues, this paper proposes a joint subcarriers (sub-
channels) allocation of hybrid DMT-attocell and OFDM-femtocell system. A cen-
tralized algorithm based on Evolution Computation (EC) is developed to solve the
problem. To reduce complexity, the algorithm is decoupled into two subsequential
steps. The first step assigns users to different VLC APs and initializes the alloca-
tion in a proportional fair (PF) like method. The second step iteratively carries
out EC search procedures to improve both network throughput and user fairness.
The complexity is analyzed on the basis of the dimension of the searching space.
Results are compared with classic RA methods of PF and Round Robin (RR).

The paper is organized as follows. Section 2 presents the system model. Prob-
lem formulation and optimization strategy are given in Sects. 3 and 4. Simulation
results are presented in Sect. 5. Section 6 concludes the paper.

2 System Model

2.1 Scenario Description

In Fig. 1, several light-emitting diode (LED) APs and a RF femto are co-located
to cover the whole room area. LED signal is DMT based: the whole bandwidth is
divided into subcarriers that can be allocated to multiple users. In order to realize
the full potential of DMT, subcarriers can be densely reused among different APs
[6]. RF signal is OFDM based. In our model, mobile terminal (MT) is indexed
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by m and M denote total MT set. VLC AP is indexed by k and K denote total
VLC AP set.

The work is based on following assumptions: (i) VLC APs and RF femto-
cell are linked with each other through wired backbone for exchanging signalling
information. (ii) The network is converged in Internet Protocol (IP) layer. So the
physical difference between VLC and RF sub-channel is ignored. MTs are capa-
ble of scheduling multiple heterogeneous or homogeneous sub-channels simulta-
neously. (iii) Transmit power on every VLC and RF sub-channel is constant,
subject to total power constraint.

Fig. 1. Indoor VLC-RF hybrid network.

2.2 VLC Channel Model

VLC channel consists of two parts: line-of-sight (LOS) and non-line-of-sight
(NLOS) components [7]. The LOS DC (Direct Current) gain between trans-
mitter k and receiver m is given by:

hk,m =

{
A

d2
k,m

Iw(φk,m) cos(ϕk,m), 0 ≤ ϕk,m ≤ ϕc

0, ϕk,m > ϕc

(1)

where A is the size of the receiver, dk,m is the distance between transmitter
k and receiver m. ϕk,m is the angle of incidence of light at the receiver. ϕc is
the receiver field-of-view (FOV). The light signal can be detected only when
the incidence angle is no more than receiver’s FOV. Iw(φk,m) is the Lambertian
radiant intensity profile of order w that models LED radiation pattern.

Reflective responses (NLOS channel) have similar forms with LOS compo-
nents and can be calculated recursively in terms of (1). LOS and first-reflective
path are considered in our work since these two components account for more
than 97% of the total received energy. Readers may consult [8] for details.
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3 Problem Formulation

3.1 User Rate Calculation

Subcarrier of VLC AP is indexed by v and V denote total VLC subcarrier
resource set of the corresponding AP. The SINR of user m on channel v can
be calculated by [6]:

γm,v =

∑
k∈K

ρk,m,vpk,m,v|hk,m,v|2
∑

k∈K
(1 − ρk,m,v)pk,m,v|hk,m,v|2 + σ2

V LC

(2)

where ρk,m,v is subcarrier allocation indicator. ρk,m,v = 1 only when subcarrier v
of transmitter k is allocated to MT m. Otherwise, ρk,m,v = 0. pk,m,v denotes the
transmit power on subcarrier v, hk,m,v is the channel gain between transmitter k
and MT m on subcarrier v. σ2

V LC is the variance of Gaussian noise. Note that the
numerator represents the desired signal that might come from different VLC APs
in synchronous time sequence, which is unproblematic among neighboring APs
linked through wired backhauls. The interference in the denominator represents
unexpected signals from interfering APs on the same sub-channel.

Given SINR and a target bit error rate (BER), the bit rate of MT m on
subcarrier v of AP k can be approximated by:

rm,v ≈ log2(1 + γm,v/Γ ) (3)

where Γ = − ln(5BER)/1.5 and BER can be typically set to 1.5 × 10−3 [6].
RF femtocell sub-channel is indexed by f . F denote total RF femtocell chan-

nel resource set. The SNR of user m on channel f is calculated by:

γm,f =
ρm,fpm,f |hm,f |2

σ2
(4)

where ρm,f denotes channel allocation indicator. pm,f and hm,f respectively rep-
resent transmit power and channel gain of MT m on sub-channel f . The achievable
rate rm,f can be estimated for a target BER under adaptive modulation.

3.2 Utility Function Definition

The utility function can be defined in (5a) as follows:

um = rmdm (5a)

rm =
∑

v∈V rm,v +
∑

f∈F rm,f (5b)

dm = R/(Rm + δ) (5c)

R =
(∑

m∈M Rm

)
/M (5d)
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where rm represents the total achievable data rate of MT m as defined in (5b).
dm indicates the service status of MT m in (5c). Note that δ in (5c) has a small
value that prevents dm from being ∞. Rm is the average throughput of MT m
over a certain time-window. R is the average throughput across all MTs given
in (5d). A rate deprived user will have higher service status indicator and vice
versa.

Thus the problem is formulated as utility maximization by adjusting channel
allocation indicator ρ:

max
ρ

∑
m∈M

um

subject to:
∀m ∈ M, v ∈ V, f ∈ F ,
ρk,m,v ∈ {0, 1},

∑
m∈M ρk,m,v ≤ 1

ρm,f ∈ {0, 1},
∑

m∈M ρm,f ≤ 1

(6)

where the constraints declare that each subcarrier or sub-channel can be simul-
taneously allocated to one MT at most. The problem in (6) includes the nonlin-
ear optimization of both |M| × |K| × |V| integer variables (ρk,m,v) and |M| × |F|
integer variables (ρm,f ). Its optimal solution by means of an integer nonlinear pro-
gramming solver is exceptionally complicated and computationally intractable for
evaluation within reasonable time [8]. Note that |·| represents set’s cardinality.

4 Evolution Computation Based RA Algorithm

In this part, Evolution Computation (EC) is introduced to solve problem (6).
EC is widely adopted as a general concept for solving difficult discrete opti-
mization problems. Though its global search characteristic has been confirmed,
the computation task complexity is greatly increased. Therefore, the allocation
algorithm is split into two sequential steps to reduce computation complexity,
as given in Algorithm 1.

4.1 Initialization

The first step Initialization includes line 1–10 of Algorithm1. Line 2 allocates
MTs to the highest channel gain APs. Given MT m, its allocated AP is defined

by: Mk =
{

mk ∈ Mk|k = arg max
k

∑
v∈V |hk,m,v|2

}
, where

∑
k∈K Mk = M.

Line 3–7 allocate VLC subcarriers of each AP to its assigned users. Line 8–10
allocate femto sub-channel resource to users.

4.2 Evolution Computation

The second step Evolution Computation includes line 11–18 of Algorithm1.
EC mimics the evolution process of a population of a certain species, driving its
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Algorithm 1. Evolutionary Computation based RA Algorithm for VLC Het-
erogeneous Network
1: Initialization:
2: VLC AP assignment
3: for each k ∈ K do
4: for each v ∈ V do
5: Allocate subcarrier v to mk of maximum um

Update um

6: end for
7: end for
8: for each f ∈ F do
9: Allocate sub-channel f to m of maximum um

Update um

10: end for
11: Evolution Computation:
12: i = 0
13: repeat
14: i + +
15: Selection(Ψ)
16: Crossover(Ψ)
17: Mutation(Ψ)
18: until i == Generation number

Table 1. Reflection relationship.

Parameters in our model Reflection in evolution operators

Resource index: v or f Gene: g

Resource set: {V, · · · , V
︸ ︷︷ ︸

|K|

, F} Individual: G

Objective function Fitness

individuals towards higher fitness for adaptation and survival. Generally speak-
ing, EC is a periodical result of the population’s selection, heredity and mutation
in its genetic perspective.

The reflection relationship between model parameters and EC are given in
Table 1. An individual is made up of the total genes. Each individual corresponds
to a certain allocation scheme with respective fitness (objective function). The
individual with the highest fitness in the population is of the optimal allocation
strategy. A population Ψ consists of multiple individuals. For each generation,
population Ψ carries out the following three EC operators:

Selection operator (line 15) can be used to generate new population, which
emphasizes fitter individuals and preserves their genotypic information. Typi-
cally, selection can be implemented as a probabilistic operator, namely roulette
wheel selection (RWS) in our paper. RWS utilizes the relative fitness (a single
individual fitness divided by total individuals fitness) of the individuals within
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the population to determine the selection probability of generated individual.
Individuals are mapped into new population based on the probability propor-
tional to the relative fitness. Individuals with higher fitness is more likely to exist
in next generation of population.

Crossover (line 16) is a basic operator for producing new individuals with
differentiated genotypic information. Crossover can be described as a recombi-
nation of two parent individuals, producing offsprings that have some parts of
both parent’s genetic material. In this paper, a standard one-point crossover is
utilized as defined in [9]. First, two individuals are chosen randomly from the
population. Second, a position in the gene string is randomly determined as
the crossover point. Third, an offspring is generated by concatenating the left
substring of one parent and the right substring of the other parent. These pro-
cedures are executed with a fixed probability of 0.3 [9]. Crossover demonstrates
disruptive nature, driving the search direction more diversified.

Maturation (line 17) is discussed as ‘background operator’, preventing good
genetic material from getting lost during selection and crossover procedures [9].
Therefore, mutation probability should not be too high to avoid interfering with
selection and crossover. In our paper, mutation probability Pmut = 0.05 [9].

4.3 Complexity Analysis

Since EC is an intelligent search algorithm, the searching space greatly influences
its efficiency. So this part analyzes algorithm complexity based on the dimension
of searching space. Following proves the complexity of our algorithm is less than
traditional EC search. First, as for VLC:

g = [1, 2, · · · , |Mk|][ρk,1,v, ρk,2,v, · · · , ρk,|Mk|,v]T

Given : ρk,m,v ∈ {0, 1} ∧ ∑
m∈M ρk,m,v = 1

= mk ∈ Mk

(7)

Second, as for RF femtocell:

g = [1, 2, · · · , |M|][ρ1,f , ρ2,f , · · · , ρ|M|,f ]T

Given : ρm,f ∈ {0, 1} ∧ ∑
m∈M ρm,f = 1

= m ∈ M
(8)

Third, the dimension of the searching space is:

Dim =
∑

k∈K |Mk||V| + |M||F|
= |V |∑k∈K |Mk| + |M||F|

Given :
∑

k∈K Mk = M
= |V||M| + |M||F|

Given : |K| > 1 ∧ |K| is integer
= |M| (|V| + |F|) < |M| (|K||V| + |F|)

(9)
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Table 2. Simulation configuration

VLC system Femtocell system

LED power: 20 [w] Femotcell BS power: 0.02 [w]

LED bandwidth: 20 [MHz] Femtocell bandwidth: 5 [MHz]

FOV: 60 [deg.] Fast-fading: Rician

Semi-angle: 80 [deg.] Path-loss constant: 37 [dB]

MT’s receive area: 1 [cm2] Path-loss exponent: 3

Fig. 2. Indoor VLC-RF hybrid network.

5 Simulation and Analysis

In the simulation, a 5 m× 5 m × 3 m room is considered. 30 terminals are served
by 8 LED APs and a femtocell. Detailed parameters are listed in Table 2. Pro-
portional Fair (PF) and Round Robin (RR) RA algorithms are introduced for
comparison.

Figure 2 compares users’ rate fairness. Fairness Index is defined as [10]:

F =

(∑
m∈M rm

)2
|M| · ∑

m∈M r2m
(10)

F ranges from 0 (worst case) to 1 (best case). The best case corresponds to the
situation that all users obtain equal data rate. Compared with RR and RF, the
user fairness of our algorithm (EC) is improved 0.28 and 0.17 respectively.

Figure 3 compares system’s average throughput. Compared with RR and RF,
average system throughput of EC is improved 103.4% and 53.8% respectively.
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Fig. 3. Average system throughput.

Fig. 4. Cumulative distribution function of the system throughput.
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Figure 4 demonstrates the cumulative distribution function (CDF) of sys-
tem throughput with different RA algorithms. RR and PF algorithms perform
very poorly with regard to the lower tail of the CDF curve (especially the 30th
percentile). This is due to the non-randomness of VLC channel, exceedingly sub-
ject to the distance between VLC receiver and AP. Therefore, some very poor
VLC channels might be utilized by using RR and PF. On the other hand, EC
promotes intelligent searching towards the point that users are allocated with
possibly optimal VLC channel. In general, EC outperforms RR and PF in system
throughput.

6 Conclusions

In this paper, a joint downlink resource allocation is investigated in a hybrid
indoor VLC-RF network. The problem is formulated as non-linear integer opti-
mization. An evolutionary computation based algorithm is proposed to solve the
problem and the algorithm is decoupled into two subsequential steps to reduce
the complexity. Through simulation, the proposed algorithm is proved to out-
perform classic allocation schemes in system throughput and user fairness.
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Abstract. Mobile Edge Computing (MEC) has become the most likely
network architecture to solve the problems of mobile devices in terms of
resource storage, computing performance and energy efficiency. In this
paper, we first model the MEC system with the exploitation of mobility
prediction. Considering the user’s mobility, the deadline constraint and
the limited resources in MEC servers, we propose a deep reinforcement
learning approach named deep deterministic policy gradient (DDPG) to
learn the power allocation policies for MEC servers users. Then, the aim
of the policy is to minimize the overall cost of the MEC system. Finally,
simulation results are illustrated that our proposed algorithm achieves
performance gains.

Keywords: Mobile Edge Computing · Computation offloading ·
Mobility · Deep reinforcement learning

1 Introduction

The rapid development of the Internet has made future networks face the chal-
lenges of higher speed and lower latency. Although the processing capacity of
the new mobile device’s central processing unit (CPU) is becoming more and
more powerful, it is unable to handle huge amounts of tasks in a short time [1].

In view of this, Mobile Edge Computing (MEC) has become the most likely
network architecture to realize the 5G vision and has attracted wide attention [2,
3]. MEC refers to the deployment of computing and storage resources at the
edge of the mobile network to provide Internet services and cloud computing
capabilities for mobile networks, providing users with ultra-low latency and high
bandwidth networks.

Computation offloading is one of the key technologies in MEC systems [4],
which is the terminal device hands over some or all of the computing tasks to the
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cloud computing environment to solve the problems of mobile devices in terms
of resource storage, computing performance and energy efficiency. For example,
in the fields of automatic driving, vehicles must sense road conditions, obstacles,
driving information of surrounding vehicles in real time, and these information
can be quickly calculated and transmitted through MEC offloading technology.

Computation offloading strategies for MEC servers recently have been widely
investigated in the literature in order to achieve higher energy efficiency or better
computation experience. In [5], a dimensional search algorithm was studied to
determine whether the buffer task is offloaded to the MEC servers with the goal
of optimizing the time delay in each time slot. Considering the limited computing
resources of the MEC servers for offloading decisions and resource allocation, the
authors in [6] proposed a layered MEC deployment architecture and solved the
multi-user offloading problem by using Stackelberg game theory. Moreover, with
the dynamic voltage and frequency (DVFS) techniques, CPU-cycle frequency
was flexibly controlled with other features in [7,8], where the system cost, defined
as weighted sum of energy consumption and execution time, has been reduced.
Additionally, exploiting users mobility for offloading strategies has also received
much attention from researchers. In [9], the resource allocation policy is designed
by considering the vehicles mobility and the hard service deadline constraint.

Machine learning has brought unprecedented algorithmic capabilities in pro-
viding adept solutions to a great span of complex learning and planning tasks. So
there have been some attempts to adopt deep reinforcement learning (DRL) in
the design of online resource allocation and scheduling in wireless networks, espe-
cially for some recent works targeting computation offloading in MEC servers.
The authors in [10] proposed a continuous action space based DRL approach
named deep deterministic policy gradient (DDPG) to learn efficient computa-
tion offloading policies independently at each mobile user. Most of the existing
work is focused on the resource allocation of MEC without considering the insuf-
ficient resources of MEC. However, in some cases, it is very likely that there will
not be enough MEC resources for computation offloading.

In this paper, we propose a continuous action space based algorithm named
deep deterministic policy gradient (DDPG) to derive better power control of
local execution and task offloading by considering the mobility of users and hard
deadline delay. Specifically, the contributions of this paper can be summarized
as follows.

(1) We model the MEC system with the exploitation of mobility prediction and
design dynamic computation offloading policies, where both users and MEC
servers have computing capabilities. The agent decides the dynamic power
allocation of both local execution and computation offloading during the
movement. In case the user offload the tasks to a MEC server with insufficient
computing resources, the MEC server passes the unfinished tasks to the core
network.

(2) We design a DRL framework based on DDPG to learn efficient policies for
power allocation of both local execution and computation offloading with
the goal of minimizing the cost of communication and computation.
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(3) We present numerical simulations to illustrate the performance of the DDPG
algorithm and analyze the effects of different parameters on the results.

The rest of this paper is organized as follows. Section 2 describes the MEC system
model. We briefly introduce the deep reinforcement learning and formulate the
power allocation optimization problem by using deep reinforcement learning in
Sect. 3. Numerical results will be illustrated in Sect. 4. Last, Sect. 5 concludes
the paper and outlines future work plans.

2 System Model

2.1 Network Model

We consider a hybrid network which includes one mobile user k, Q MEC servers
and the core network as shown in Fig. 1. Let Q = {1, . . . , q} be the sets of
the MEC servers. Note that every MEC server is equipped with N antennas
and have the capability of computing and transmitting. For example, we set
the scene to a vehicular network and regard mobile users as vehicles. The red
vehicle can offload tasks to different MEC servers during its movement. In case
several vehicles simultaneously offload tasks to the same MEC server and the
requested MEC server lacks enough resources to process tasks from the user, it
will transmit unprocessed tasks to the core network.

Fig. 1. Mobility-aware computation offloading system. (Color figure online)
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2.2 Communication Model

Assume that the channel vector of vehicle-to-MEC links and MEC-to-core
network are both time-varying and modeled as the finite-state Markov chain
(FSMC). For each time slot t ∈ T , the received signal of the MEC server q from
user k can be written as

yq(t) = gk,q(t)xk(t) + nq(t) (1)

where gk,q(t) is the N× 1 channel matrix between user k and MEC server q,
xk(t) is the data symbol with unit variance, and nq(t) is a vector of additive
white Gaussian noise with variance σ2. Then the received signal for user k is

vT
k,qyq(t) = vT

k,qgk,q(t)xk(t) + vT
k,qnq(t) (2)

where vT
k,q is the normalized Beamforming vector and ||vk,q|| = 1.

Denoting po
k,q as the transmission power of user k to MEC server q. Thus,

the corresponding signal-to-noise (SNR) can be derived by

γq,k(t) =
E

{
|vT

k,qgk,qxk(t)|2
}

E
{

|vT
k,qnq|2

} =
|vT

k,qgk,q|2po
k,q

σ2
0 ||vk,q||2

(3)

max SNR =
|vT

k,qgk,q|2

σ2
0 ||vk,q||2

(4)

s.t. ||vk,q|| = 1 (5)

Then we can obtain that

vk,q =
g∗

k,q

||gk,q||
(6)

So, the communication rate of user k and MEC server q can be expressed as

rq,k(t) = Wqlog(1 + γq,k(t)) (7)

Due to the limitations in computing resources at the MEC servers, tasks can be
transferred from MEC server q to core network. For each time slot t ∈ T , the
received signal of the core network can be written as

yc(t) = gT
q,c(t)uxc(t) + nc(t) (8)

where gq,c(t) is the N× 1 channel matrix between MEC server q and core net-
work, po

q,c is the transmission power between MEC server q and core network.
Thus, the corresponding signal-to-noise (SNR) can be derived by

γq,c(t) =
E

{
||gT

q,cu(t)xc(t)||2
}

E
{

nc(t)
} =

|gT
q,cu|2po

q,c

σ2
1

(9)
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max SNR =
|ugT

q,c|2
σ2
1

(10)

s.t. ||u||22 ≤ po
q,c (11)

Thus, we can obtain that
u =

√
αg∗

q,c (12)

α =
po

q,c

||gq,c||2
(13)

So, the communication rate of MEC q and core network can be expressed as

rq,c(t) = Wclog(1 + γq,c(t)) (14)

2.3 Computation Model

Let Ck and Cq be the number of CPU cycles required for user k and MEC server
q to accomplish one task bit, respectively. Since the tasks can be computed
locally or offloaded to MEC servers, we can obtain that

(1) Local computing: The CPU frequency at t-th slot can be written by

f l
k(t) = 3

√
pl

k(t)/k (15)

where pl
k(t) is the allocated power for computing locally, k is the effective

switched capacitance depending on the chip architecture (CPUs per sec-
ond). So the computing rate (bits computed per second) for user k locally
is expressed as

Rl
k(t) =

f l
k(t)
Ck

=
3

√
pl

k(t)/k

Ck
(16)

(2) Edge computing: The computing rate (bits computed per second) for MEC
server q is expressed as

Rmec
q,k (t) =

3

√
pmec

q,k (t)/k

Cq
(17)

where pmec
q,k (t) is the allocated power for computation offloading.

2.4 Mobility Model

We model the mobility of users by contact time Tmec
con and user k keeps contact

with the same MEC within Tmec
con . Besides, the number of contacts between user

k and MEC server q follow the Poisson distribution with parameters of λq,k.
Hence the connect frequency λq,k accounts for mobility intensities [11].
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The duration Tmec
con includes transmitting time and computing time, so we

obtain

Tmec
con =

Hq,k

rq,k
+

αqHq,k

Rmec
q,k

+
(1 − αq)Hq,k

rq,c
(18)

Hq,k =
Tmec

con

1
rq,k

+ αq

Rmec
q,k

+ (1−αq)
rq,c

(19)

where αq ∈ [0, 1] is the weight of the bits of tasks computed in MEC server
q, which can be learned from DDPG algorithm. Hn

q,k is the maximum bits of
offloading tasks from user k to MEC server q during one contact and λq,kt is the
number of contacts for user k with MEC server q. Then we can calculate the
total offloading bits of user k within time slot t as

Vk,q(Z) =
λq,kt∑
n=1

Hn
q,k (20)

Thus the probability distribution function (PDF) of variable Vk,q(Z) can be
expressed as

fVk,q(Z)(x) =
xλq,kt−1e−xHq,k

(Hq,k)−λq,ktΓ (λq,kt)
(21)

Denoting Zq as the computation capacity of MEC server q, so the probability
that user k offloads m bits tasks to MEC server q is

Pk,q(m) =

⎧⎨
⎩

∫ m+1

m
fVk,q(Z)(x)dx, 0 ≤ m < Zq∫ ∞

m
fVk,q(Z)(x)dx, m = Zq

0, otherwise

(22)

3 Deep Reinforcement Learning

In this section, we will briefly introduce the deep reinforcement learning and
DDPG.

3.1 Deep Deterministic Policy Gradient

Reinforcement learning is learning how to map situations to actions by maxi-
mizing reward function. In reinforcement learning, the environment is typically
formulated as a Markov decision process (MDP). So far, describe MDP with
a tuple (S,A, P,R, γ) including an agent, a set of possible states S, a set of
available actions A, transition probability matrix P , a reward function R and
discount factor of returns γ. We can define the value of the current state st with
the long-term expected discounted reward, called the value function

Vπ(st) = Eπ

[ ∞∑
t=0

γkRt+k+1|st

]
(23)
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Further consider the value of each action, we can define state-action value func-
tion after taking action at in state st:

Qπ(st, at) = Eπ

[ ∞∑
t=0

γkRt+k+1|st, at

]
(24)

The optimal state-action value function Q∗(st, at) is the maximum among all
policies and the optimal policy π∗ can be calculated by maximizing Q∗(st, at):

Q∗(st, at) = max
π

Qπ(st, at) (25)

π∗(st) = arg max
at∈A

Q∗(st, at) (26)

One of the challenges that reinforcement learning faces is the estimation of
value functions, but the development of deep learning solves the problems. Deep
reinforcement learning combines deep learning and reinforcement learning, which
employs deep convolutional neural networks to approximate Q(st, at). DDPG has
been proposed in [12] to solve problems in continuous action spaces. As shown in
Fig. 2, DDPG uses an actor-critic algorithm framework that reduces the difficulty
of learning by separating the policy network (the actor function) and the Q-value
network (the critic function). DDPG is a policy-base algorithm which parame-
terizes the policy and describes policy πθ(s) with parametric linear or nonlinear
function. In order to maximize cumulative returns J(πθ) = ET∼πθ

[
R(T )

]
, where

T represents the trajectory of one episode. According to [13], the policy gradient
of the actor can be expressed as

∇θJ(μθ) = Es∼ρμ

[
∇θμθ(s)∇aqμ(s, a)|a=μθ(s)

]
(27)

Then we can update the network parameter with a learning rate α as:

θk+1 = θk + α∇θJ(μθ) (28)

Actor network is used for the interaction with the environment and critic network
is responsible for policy evaluation. During the learning process, actor network
adjusts the parameter θ to control the action, and critic network guides the actor
network to converge toward a larger cumulative return. The detailed steps are
shown in Algorithm1.

3.2 The DDPG Framework

In this section, we will employ the DDPG algorithm to minimize the overall
cost of transmission and computation. Thus, the three elements of the DDPG
algorithm can be defined as follows:

• System State: At the beginning of time slot t, the bits of user k’s tasks lk(t)
will be updated with the rate of poisson distribution λk. Meanwhile, channel
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Algorithm 1. The DDPG-based Computational Offloading
1: Randomly initialize the actor network μθμ and the critic network QθQ with

weights θμ and θQ;
2: Initialize target network μ and Q with weights θμ′ ← θμ, θQ′ ← θQ;
3: Initialize the experience replay buffer B;
4: for each episode m = 1, 2, ...,M do
5: Reset simulation parameters for the environment;
6: Randomly generate an initial state s1;
7: for each time slot t = 1, 2, ..., T do
8: Select an action at = μ(st|θμ) + ∇μ to determine the power for trans-

mission and computation;
9: Execute action at and receive reward rt and observe the next state st+1;

10: Store the tuple (st, at, rt, st+1) into B;
11: Sample a random mini-batch of N transitions (st, at, rt, st+1) from B;
12: Update the critic network by minimizing the loss L :

L = 1
N

∑N
t=1

(
rt + max

a∈A
Q(s

′
t, a|θQ′

) − Q(st, at|θQ)
)2;

13: Update the actor network by using the sampled policy gradient:
∇θμJ ≈ 1

N

∑N
t=1 ∇αQ(st, a|θQ)|a=at

∇θμμ(st|θμ);
14: Update the target networks by:

θμ′ ← τθμ + (1 − τ)θμ′
;

θQ′ ← τθQ + (1 − τ)θQ′
;

15: end for
16: end for

vectors gk,q(t) and gq,c(t) will also be estimated. Thus the system state can
be denoted as

s(t) =
{

lk(t),gk,q(t),gq,c(t)
}

(29)

• System Action: In the system, the agent has to decide the allocated powers
for local execution and transmission, MEC servers’ computation and trans-
mission. The weight of the bits of tasks computed in the MEC server will also
be included. So the system action can be expressed as

a(t) =
{

pl
k(t), po

k,q(t), p
o
q,c(t), p

mec
k,q (t), αq(t)

}
(30)

• Reward Function: We set the deadline t and assume that the transmission and
computation must be accomplished within t. The overall cost of transmission
and computation is regarded as the feedback of the system. In this way, the
reward function R(t) at time slot t can be written as

R(t) = −Rl
k∗Cuser−

lk−Rl
k∑

m=1

Pk(m)(αqmCmec+(1−αq)mCcloud)−ω(lk−Rl
k−m)

(31)
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Fig. 2. The structure of DDPG

where ω is nonnegative weighted factor, and the agent will receive a negative
reward if the transmission and computation are not completed within the dead-
line.

4 Numerical Results

In this section, we will present the numerical results to illustrate the performance
of the proposed DDPG algorithm for power allocation. We assume that the
bandwidth of the system is 1 MHz, the path loss factor α is 2. On the other
hand, the maximum transmission and computation power, that is, the constraint
of actions is 2 W. Additionally, the required CPU cycles per bit Ck and Cq is 500
cycles/bit, and k = 10−27. Additionally, the cost of local computation Cuser is
10, the cost of one task bit offloading including transmission and computation to
MEC servers is 8, and the cost for one task bit transmitting to the core network
is 15.

According to the results of the actual debugging experiment, the general
training process of the deep reinforcement learning algorithm is summarized as
follows: Firstly, the agent interacts with the environment with random actions,
and explores the environment as much as possible. Then the agent chooses action
based on a specific policy (obtained by the actor network or the greedy policy),
and trains the agent according to the next state and reward that the environment
feedbacks. Finally, the agent evaluates the performance of the learned policy and
continues to train the network after evaluation. In order to receive the optimal
policy, we set the learning rate of actor and critic as 0.0001 and 0.001 respec-
tively. In Fig. 3, we show the training process of DDPG-based power allocation
algorithm with λq,k = 0.3 and λq,k = 2.5. For different connect frequencies, the
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Fig. 3. Average reward of each episode for λq,k = 0.3 and λq,k = 2.5.

Fig. 4. Overall cost for DDPG-based and random power allocation with different con-
nect frequency λq,k.
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average reward both increases as the training time goes by, and reach a stable
value. On the other hand, when the connect frequency is low, there are fewer
tasks that the requested user can offload and then the overall cost increase.

We compare the performance of our proposed algorithm and random power
allocation algorithm with different connect frequencies λq,k in Fig. 4. The impact
of connect frequency on the overall cost is shown in the figure. When the connect
frequency increases, more tasks can be offloaded to MEC servers and the core
network so the overall cost becomes lower. As expected, the DDPG-based algo-
rithm presents a better power allocation scheme than random power allocation
scheme.

It can be observed from Fig. 5 that when the task arrival rate increases, the
overall cost will increase as well, which means that more tasks can be processed
within the capabilities of the MEC offloading system. We can also find that the
performance of our proposed DDPG-based algorithm acts better than random
power allocation algorithm since the DDPG agent can adjust the power alloca-
tion and learn the optimal policy according to the current state after training.

Fig. 5. Overall cost for DDPG-based and random power allocation with different task
arrival rate λk.
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5 Conclusion

In this paper, we developed a mobility-aware computation offloading system,
where tasks can be processed locally and offloaded to MEC servers. By consider-
ing the limited resources at MEC servers, the unprocessed tasks can be handed
over to the core network. Then we derive the offloading and computation rates
under the condition of time-varying wireless channels and mobile users. We adopt
the deep reinforcement learning algorithm named DDPG to learn the optimal
power allocation policy with minimizing the overall consumption cost. Finally,
it can be observed from numerical simulations that the DDPG-based algorithm
presents a better power allocation scheme than existing method.
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mental Research Funds for the Central Universities.
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Abstract. Analytical EDF Priority schedulers are not common in
Mobile Ad-hoc Networks (MANETs). Some researchers like Abhaya et
al. have proposed a classical preemptive Earliest Deadline First (EDF)
scheduler. The goal of this EDF scheduler was to favor higher prior-
ity packets thereby reducing their waiting times. Accordingly, favoring
higher priority queues end up increasing the waiting times of lower prior-
ity queues. We improve Abhaya’s approach and adopt it to the MANETs
environment. We numerically study the performance of the Adopted and
Improved Adopted Abhaya Earliest Deadline First (IEDF) models for
different packet queues. Our analytical results show that the IEDF model
shortens the waiting times of packets of the different queues at various
system loads in comparison to the Adopted Abhaya EDF model.

Keywords: Deadline · Model · Packets · Preemptive · Waiting time

1 Introduction

Mobile Ad-hoc Networks consists of a set of mobile nodes that communicate with
one another across multiple hops in a distributed manner [1]. The traffic trans-
mitted by the nodes in MANETs is real-time and some is non-real time. Both
delay-sensitive and non-delay-sensitive applications usually coexist in the same
network, making QoS provisioning to be a critical issue [2]. Real-time traffic is
delay sensitive, therefore, the design of an efficient priority scheduling scheme
that will ensure that the mobile nodes in MANETs transmit traffic to the desired
expectations of the users under strict deadline constraints becomes crucial. In
designing priority-based scheduling policies, the ultimate goal is to avoid job
starvation [3]. Unfortunately, MANETs technology does not specify any specific
scheduling scheme leaving it open to researchers and scholars to innovate in this
area. Whereas priority scheduling algorithms like Earliest Deadline First (EDF)
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have been sought to be among the viable solutions in transmitting traffic in
wireless networking environments. Unfortunately, at the time of this study, we
did not come across any specific EDF analytical models in MANETs. However,
there exist a classical preemptive EDF model proposed by Abhaya et al. [4,5]
that we have adopted to the MANETs environment. Therefore, in this paper, we
study the Adopted Abhaya EDF model. The numerical results from the Adopted
Abhaya EDF model show a performance degradation in waiting time for differ-
ent packets in different priority queues at various system loads. We propose an
Improved Adopted Abhaya Earliest Deadline First (IEDF) model that shortens
the average waiting times of packets of the different queues. Therefore, in this
paper we address the following specific gaps in the Adopted Abhaya EDF sched-
uler research. (i) the starvation of low priority queue packets. (ii) We address the
poor performance of the Adopted Abhaya EDF model at high network traffic
loads.

We use the Adopted and Improved EDF schemes to determine which packet
in a particular queue of traffic should be served first among the set of waiting
or remaining packets in different queues at a specific node in MANETs. The
remainder of this paper is organized as follows: In Sect. 2 we describe the some
Related Works. This is followed in Sect. 3 by the EDF schemes. Section 4 presents
the Improved Adopted Abhaya EDF model. The Results and Discussions are
presented in Sect. 5. Conclusion and Future Research are finally presented in
Sect. 6.

2 Related Work

Liu and Layland [6] suggested the most popular real-time scheduling algorithms,
EDF. The EDF policy assigns a deadline to each packet, which is used by the
scheduler to define the order of service. The highest priority job is the one with
the earliest deadline. It essentially schedules the jobs in a greedy manner which
always picks the jobs with the closest deadline. An efficient Quality of Service
architecture using inter layer communication with a highly efficient real time
scheduler design at the network layer with improved Rate Monotonic Algorithm
and Earliest Deadline First scheduling that efficiently schedules multiple real
time applications without missing any of their deadline was proposed [7].

A number of EDF priority scheduling policies have been proposed in the pre-
vious works by altering the existing ones and adding new constraints to enhance
performance [4,8–12]. An analytical method for approximating the performance
of a two-class priority M/M/1 system was presented [8]. In this model the pri-
oritized class-1 jobs were considered to be real-time and served according to the
EDF scheduling policy, and the non real-time class-2 jobs were served according
to the FIFO policy. One limitation with this model is that it is not an exact ana-
lytical solution for the analysis of EDF, even for a system with purely real-time
jobs.

A multi-queue EDF and its variant Flexible Earliest Deadline First (F-EDF)
was proposed [9]. The solution [10] investigated mean sojourn times in multi-class
queues with feedback and their application to packet scheduling in communica-
tion networks. A Packet Scheduling algorithm consisting of EDF algorithm and
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Least Slack Time algorithm is proposed for scheduling the various multimedia
applications [11]. This Scheduling algorithm is used to reduce the transmission
delay and to achieve better QoS requirements.

A preemptive M/M/1/EDF and non-preemptive M/M/m/EDF model is pre-
sented [10]. In this model exponentially distributed service times are assumed
and these may not suitably represent web services workloads because the ser-
vices could be used in exposing any type of system. A non-preemptive and work-
conserving M/G/1/./EDF model which is supported by general workloads is pro-
posed [12]. A preemptive EDF scheduling scheme that approximates the mean
waiting time for a given class based on the higher and lower priority tasks receiv-
ing service prior to the target and the mean residual service time experienced
was proposed [4,5]. The goal of this EDF scheduler was to favor higher priority
packets thereby reducing their waiting times. The limitation with this approach
is that favoring higher priority queues yielded increased waiting times of lower
priority queues.

3 The EDF Schemes

3.1 The Preemptive EDF Model

Abhaya et al. [4,5] proposed an algorithm that applies on web services middle-
ware. In the algorithm the requests, jobs and tasks are received by the middle-
ware, and selected requests are serviced at each server using the EDF scheduling
algorithm. The model considers mean waiting time of multiple streams of pack-
ets serviced by node that acts as server. When packets arrive at the node, the
scheduler classifies the packets into high and low priority queues. Each packet in
the priority queue is assigned a deadline and the packets with high priority and
with short deadlines are serviced first. The generic expression of mean waiting
time for any queue i is given in Eq. (1).

W i = [
W i

0

1 − σi
+

N∑

k=i+1

ρkmax(0,W k − Dk,i)] +
i−1∑

k=1

ρkmin(W i,Di,k) (1)

According to Abhaya et al. [4,5] the symbols in Eq. 1 are explained as follows:
W i, is mean waiting time for a packet of stream/priority i; W k, is mean waiting
time for a packet of stream/priority k; W

i

0 is mean time delay experienced by an
arrival from stream i, from the packets already in progress; Dk,i is the difference
in the deadline offsets of streams i and k; Di,k is the difference in the deadline
offsets of streams k and i; N is the number of independent streams through
which requests arrive at the system following a Poisson process; and ρk is the
system load due to queue k packets.

3.2 Adopting the Abhaya EDF Model to MANETs

MANETs have a unique characteristic behaviour, where within their network
each node has the potential to act as a data source, a data sink, and/or a router
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input : Consider a preemptive M/G/1 queue
output: Mean waiting time for any class i

For all incoming jobs classify into Priority Classes;
Assign a deadline to each job;
for i = 1 ← N do

for j = i + 1 ← N do
Di,j = dj − di;

end
Compute the;
Service times;
Second moments;
System loads;
Mean residual service;
Probability of a request from stream;
Mean delay experienced by a new arrival ;
Mean waiting time;

end
Algorithm 1. The EDF Abhaya model

[13]. The basic structure of MANETs constitutes mobile nodes that are con-
nected to transfer packets from source to destination mobile nodes, and there
is an intermediary node between transmitting and receiving node acting as a
router [14]. It is possible to have multiple servers in a single MANETs envi-
ronment. We exploit this property of MANETs in the adopted EDF Abhaya
model.

We make the following changes in the Abhaya model. (i) We adopt an M/G/m
queue which is a multi-server system. Specifically, we use the M/M/m queue-
ing system with arrival rates λ and service time X. (ii) Compute the waiting
probability following a non-preemptive M/M/m queue for server utilization. (iii)
We compute the mean residual service time for a request of stream/priority i
is for a M/M/m system. (iv) We change from preemptive scheduling to non-
preemptive scheduling because all network data is useful and once it has been
assigned a deadline, preempting an on-going job leads to several re-transmissions
and results into wastage of resources.

We present the classic Adopted Abhaya EDF model in Algorithm 2. The
Adopted Abhaya EDF scheduling algorithm determines the way packets are pro-
cessed by the M/G/m scheduling system depending on deadline priority factor.
Four priority queues i.e., P1-high, P2-medium, P3-normal and P4-low are con-
sidered at the intermediary node (router). Routers transmit packets by selecting
the packet with shortest deadlines in the high priority queue. If any packet exists
in the high priority queue, then it is selected and transmitted. Else, a packet with
the shortest deadline is selected from the medium priority queue and transmit-
ted. If there does not exist any packet in the medium priority queue also, then
normal priority queue is considered. Finally, the low priority queue is taken into
account. This procedure is continued for every packet in the MANET traffic.
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The adopted generic expression of mean waiting time for any Queue i is given
by Eq. (2).

input : Consider a non-preemptive M/G/m
output: Mean waiting time for any Queue i

For all incoming Jobs classify into Priority Queues;
Assign a deadline;
for i = 1 ← N do

for j = i + 1 ← N do
Di,j = dj − di;

end
Compute the;
Service times;
Second moments;
System loads;
Waiting Probability of a request ;
Mean mean residual service time;
Mean delay experienced by a new arrival ;
Mean waiting time;

end
Algorithm 2. The Adopted EDF Abhaya model

W i(Adp) = [
W i

0

m(1 − σi)
+

N∑

k=i+1

ρkmax(0, W k − Dk,i)] +

i−1∑

k=1

ρkmin(W i(Adp), Di,k)

(2)
Like in Eq. 1, and according to Abhaya et al. [4,5] the symbols in Eq. 2

are explained as follows: W i(Adp), is the mean waiting time for a packet of
stream/priority i for Adopted EDF Abhaya model; W k, is mean waiting time
for a packet of stream/priority k; W

i

0 is Mean time delay experienced by an
arrival from stream i, from the packets already in progress; Dk,i is the difference
in the deadline offsets of streams i and k; Di,k is the difference in the deadline
offsets of streams k and i; N is the number of independent streams through
which requests arrive at the system following a Poisson process; and ρk is the
system load due to queue k packets. The other additional parameter m stands
for the number of indentical servers in an M/G/m queue.

We make the following assumptions: In our system, 4 sources, 2 routers and
10 destination mobile nodes are the three main components. A router can send
the packet to the destination mobile nodes via wireless Ad Hoc networks. The
system has two (02) identical servers.

3.3 Performance of the Adopted Abhaya EDF Model

We first look at the performance of the Adopted Abhaya EDF model under the
M/M/m queueing system. Our goal here is to show the weakness of the Adopted
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Abhaya EDF in terms of penalizing low priority class packets in favor of higher
priority packets. Due to limited space, we only show delay performances of the
Adopted Abhaya EDF for four priority classes. We present more results of the
Adopted Abhaya EDF performance when we compare it with the Improved
Adopted Abhaya EDF in Sect. 5.

Figure 1 shows the waiting time as function of total load. We observe that: (i)
P1 packets have a better performance overall among the all compared priority
packets making the Adopted Abhaya EDF model to penalize low priority packet.
(ii) waiting time for P3 and P4 packets increases uniformly with increasing load.
(iii) waiting time for P1 and P2 packets increases uniformly with increasing load
up to the 0.6 network load, beyond this load it drops up to 0.75 network load;
and again it gradually increases till the end.
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Fig. 1. Waiting time as a function of total load

4 Improving the Adopted Abhaya EDF Model

We indicate the following improvements in the Adopted Abhaya EDF
model. (i) The component

∑N
k=i+1 ρkmax(0,W k − Dk,i) is removed to

avoid excessive waiting time for low priority packets. (ii) The component∑i−1
k=1 ρkmin(W i(Adp),Di,k) is changed to

∑N−1
i=2 ρimin(W i(imp),Di+1,i). It is

these modifications that are responsible for shortening the waiting times for the
low priority packets. We present the Improved Adopted Abhaya EDF model in
Algorithm 3. In the Improved Adopted EDF Abhaya model, traffic consists of N
number of independent queues that are classified by the scheduler into priority
queues. Each queue is identified by i, i = 1, 2, ..N and is associated with a dif-
ferent deadline. Packets from the same queue get assigned a constant deadline
offset. Scheduling of packets among different queues uses IEDF and requests
from the same queue are serviced in a First-Come First-Served basis. We con-
sider the scenario of four priority queues where N = 4 i.e., P1-high, P2-medium,
P3-normal and P4-low. Packets from P1 are assumed to have shorter deadlines
than packets from P2, P3 and P4. In a typical priority based system, higher



72 A. M. Muwumba et al.

input : Consider a non-preemptive M/G/m queue
output: Mean waiting time for any queue i

For all incoming jobs classify into Priority Queues;
Assign a deadline;
for i = 1 ← N do

for j = i + 1 ← N do
Di,j = dj − di;

end
Compute the;
Service times;
Second moments;
System loads;
Waiting Probability of a request ;
Mean mean residual service time;
Mean delay experienced by a new arrival after removal of excessive delay
componets;
Mean waiting time;

end
Algorithm 3. The Improved Adopted EDF Abhaya model

priority packets are always serviced ahead of lower priority packets, since the pri-
ority is determined by the absolute deadline in the system under consideration.
Since packets from P1 have higher priority over P2, P3 and P4 packets, under a
high arrival rate of P1 packets; P2, P3 and P4 packets are served after P1. For
the case of four priority queues N = 4, we have four view points of the average
delay of a tagged packet in a specific queue after delay. (i) The average delay
of P1 packets. The tagged P1 packet will experience the following delays: P1
packets found in the queue will be serviced before the tagged packet, in this case
N1,1 = λ1W 1. Where λ1 is the arrival rate of P1 queue packets, and W 1 is the
mean waiting time for P1 queue packet. P1 packets from stream 1 arriving at
the system after the tagged request will be served later i.e., M1,1 = 0. Therefore,
the average waiting time, W 1 for a tagged packet in P1 queue is given as;

W 1 = W 0 + ρ1W 1 (3)

(ii) The average delay of P2 packets. The following are the delays experienced
by the tagged P2 packets; delay due to P1 packets found in the queue when
the tagged packet arrives, these packets will experience delay given by; N1,2 =
λ1W 1. Delay due to P2 packets found in queue N2,2 = λ2W 2. Where λ2 is
the arrival rate of P2 queue packets, and W 2 is the mean waiting time for P2
queue packet. Once the tagged packet arrives at the system, it will not wait
for a portion of P1 packets to be served before it. These packets will have
deadlines earlier than the tagged packet. Because packets from P1 that arrive
after the tagged packet, they will be served after the tagged packet. Therefore
M1,2 = 0, and the delay experienced by the tagged packet can be expressed by;
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W 2 = W 0 + X1λ1W 1 + X2λ2W 2. The average waiting time, W 2 for a tagged
packet in P2 queue is given as;

W 2 = W 0 + ρ1W 1 + ρ2W 2 (4)

(iii) The average delay of P3 packet. The following are the delays experienced
by the tagged P3 packet: delay due to P1 packets in queue N1,3 = λ1W 1; P2
packets in queue N2,3 = λ2W 2; and P2 packets in queue N3,3 = λ3W 3. Where
λ3 is the arrival rate of P3 queue packets, and W 3 is the mean waiting time for
P3 queue packet. Given the waiting time of P3, the tagged packet may be in
the queue for a time period less than D3,2 given that W3 < D3,2. The delay can
be estimated as M2,3 = λ2min(W 3,D3,2).
W 3 = W 0 + ρ1W 1 + ρ2W 2 + ρ3W 3 + X2λ2min(W 3,D3,2). D3,2 is the differ-
ence in the deadline offsets of streams 3 and 2. The average waiting time, W 3

for a tagged packet in P3 queue is given as;

W 3 = W 0 + ρ1W 1 + ρ2W 2 + ρ3W 3 + ρ2min(W 3,D3,2) (5)

(iv) The average delay of P4 packet. The following are the delays experienced
by the tagged P4 packet: delay due to P1 packets in queue N1,4 = λ1W 1; delay
due to P2 packets in queue N2,4 = λ2W 2; delay due to P3 packets in queue
N3,4 = λ3W 3; and delay due to P4 packets in queue N4,4 = λ4W 4. Where
λ4 is the arrival rate of P4 queue packets, and W 4 is the mean waiting time
for P4 queue packet. Given the waiting time of stream 4, the tagged packet
may be in the queue for a time period less than D4,3 given that W4 < D3,2 and
less than D4,3 given that W4 < D4,3. The delay can be estimated as M2,3 =
λ2min(W 3,D3,2) and M3,4 = λ3min(W 4,D4,3). D4,3 is the difference in the
deadline offsets of streams 4 and 3. W 4 = W 3 + ρ4W 4 + X3λ3min(W 4,D4,3).

The average waiting time, W 4 for a tagged packet in P4 queue is given as;

W 4 = W 0 + ρ1W 1 + ρ2W 2 + ρ3W 3 + ρ4W 4 + ρ2min(W 3, D3,2) + ρ3min(W 4, D4,3)
(6)

Given the scheduling discipline considered, the mean waiting times must
satisfy the conservation law for M/G/m queues [15,16]. Because of the m servers;

i∑

k=1

ρkWk =
σiW

i
0

m(1 − σi)
(7)

Note: σi =
∑i

k=1 ρk. Substituting Eq. (7) into Eqs. (3), (4), (5) and (6), become
Eqs. (8), (9), (10), (11) respectively.

The average waiting time, W 1 for a tagged packet in P1 queue is:

W 1 =
W 1

0

m(1 − σ1)
(8)

The average waiting time, W 2 for a tagged packet in P2 queue is:

W 2 =
W 2

0

m(1 − σ2)
(9)
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The average waiting time, W 3 for a tagged packet in P3 queue is:

W 3 =
W 3

0

m(1 − σ3)
+ ρ2min(W 3,D3,2) (10)

And the average waiting time, W 4 for a tagged packet in P4 queue is:

W 4 =
W 4

0

1 − σ4
+ ρ2min(W 3,D3,2) + ρ3min(W 4,D4,3) (11)

The generic equation for the average waiting time, W i(imp) for the IEDF
for Pi queue is given by;

W i(imp) =
W i

0

m(1 − σi)
+

N−1∑

i=2

ρimin(W i(imp),Di+1,i) (12)

5 Results and Discussions

The intention of this Section is to experiment the IEDF and benchmark it against
the adopted Abhaya EDF model in Sect. 3.2. The evaluation of the models was
carried out using analytical methods. The main metrics measured are average
waiting time. We implemented EDF models in Matlab to evaluate the perfor-
mance.

5.1 The Analytical Results

The waiting times of the four priority queues were computed for both models
using an iterative process at system loads, ρ = 0.3, 0.45, 0.6, 0.75 and 0.9. Table 1
shows the estimated waiting times the four priority queues for the Adopted and
Improved EDF models. We assumed the same parameters for deadlines, deadline
differences, service times and second moments for various system loads.

Table 1. Waiting times for Adopted and Improved Abhaya EDF models-four priority
queues

Load AEDF AEDF AEDF AEDF IEDF IEDF IEDF IEDF

P1 P2 P3 P4 P1 P2 P3 P4

0.30 51.335 225.843 549.792 1019.489 51.335 207.775 500.911 876.030

0.45 64.232 232.496 788.239 1758.080 64.232 205.624 672.913 1354.04

0.60 91.612 535.430 1107.482 2171.020 91.612 431.022 816.768 1299.689

0.75 29.225 212.829 902.871 2661.403 29.225 170.263 663.700 1392.291

0.90 36.283 1127.756 2639.266 7067.499 36.283 258.811 1175.739 4324.818
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5.2 Discussions of the Results

Figure 2 is a graphic representation of the waiting time against total load for
four priority queues of the EDF and IEDF models. Results obtained show that:
(i) the highest priority P1 packets had the lowest waiting times at all loads
for the Adopted Abhaya EDF and Improved Adopted Abhaya EDF models.
Packets that arrive are serviced on first come first serve basis with minimal delay.
This validates the claim that in multi-server Queuing Systems when the average
service rate is more than average arrival rate then there are no or minimal delays.
(ii) the waiting time for P2, P3 and P4 packets increases with increasing total
load in both the Adopted and Improved Adopted Abhaya EDF models. This
confirms fact that in multi-server Queuing Systems increasing total load, and
when the number of packets in the system is more than or equal to the number
of servers then all servers will be busy resulting into increasing longer waiting
times. (iii) At any instant the waiting time for P4 is significantly higher than P3,
P2 and P1 packets in the Adopted Abhaya EDF model; We further note that the
Improved Adopted Abhaya EDF model provides bigger relative improvements
in waiting times for P4, P3 and P2 packets. This validates the authors two
claims that (a) by EDF favoring higher priority packets ends up increasing the
waiting times of lower priority packets. (b) low-priority queue packet starvation
is avoided by the IEDF model. (iv) at higher system loads, IEDF model provides
higher improvements in waiting times for packets compared to EDF. High system
loads are associated with high arrival rates resulting into long delays for lower
priority class packets.
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Fig. 2. Waiting time as a function of total load

6 Conclusion and Future Research

We developed a novel IEDF scheduling scheme that reduces the average waiting
time of the priority queue packets. We compared average waiting times of four
priority queues i.e, P1-high, P2-medium, P3-normal and P4-low at various sys-
tem loads for the IEDF and AEDF models. From the results obtained, the IEDF
shortens the waiting times of packets in all queues as compared to AEDF. In
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future research a new algorithm should be developed that will minimize relative
performance gaps, study starvation trends and effects of selective preemption
based on remaining processing time of lower queue packets.
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Abstract. Edge computing is a new network model providing low-
latency service with low bandwidth cost for the users by nearby edge
servers. Due to the limited computational capacity of edge servers and
devices, some edge servers need to offload some tasks to other servers
in the edge network. Although offloading task to other edge servers may
improve the service quality, the offloading process will be charged by
the operator. In this paper, the goal is to determine the task offload-
ing decisions of all the edge servers in the network. A model is designed
with different types of cost in edge computing, where the overall cost of
the system reflects the performance of the network. We formulate a cost
minimization problem which is NP-hard. To solve the NP-hard problem,
we propose a Joint Collaborative Task Offloading algorithm by adopt-
ing the optimization process in nearby edge servers. In our algorithm,
an edge server can only offload its tasks to other edge servers within
a neighborhood range. Based on the real-world data set, an adequate
range is determined for the edge computing network. In cases of dif-
ferent density of tasks, the evaluations demonstrate that our algorithm
has a good performance in term of overall cost, which outperforms an
algorithm without considering the influence of neighborhood range.

Keywords: Edge computing · Task offloading · Quality of service ·
Cost-efficiency

1 Introduction

With the continuous development of technologies such as the Internet of Things,
mobile Internet, and big data, in recent years, a surge of network applications is
witnessed. The numbers of websites and mobile applications grow rapidly, and
different smart terminals are available online anytime, anywhere. According to
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an in-depth market report published by Cisco, by 2022, 59.7% of the population
on earth will be the user of the internet, the average devices and connections
per person will be 3.6, and the average traffic per person per month will be 49.8
GB [1].

To satisfy the demand driven by the sustained and rapid traffic growth,
more requirements have been put forward for the data storage and processing
technology. Edge computing has been proven an efficient method to meet the
increasing demands. Due to the drawbacks of traditional cloud computing, such
as insufficient bandwidth, lack of mobility support and location awareness, high
transmission delay, cloud data centers have been incapable to efficiently and
timely process massive data generated by edge devices. Therefore, edge com-
puting has emerged as a new data processing model without the drawbacks of
cloud computing. By extending computation power from the cloud data cen-
ter to the edge of the network, the local data streams will be processed by
nearby edge servers rather than transported to the remote cloud data centers,
the transmission delay and bandwidth cost will be greatly reduced, which satis-
fies quality-of-service requirements of users. Due to the above advantages, edge
computing has been adopted in different fields such as augmented reality, virtual
reality, video image analysis and smart traffic system.

A lot of work has been done in task offloading of edge computing network.
Some research work concentrates on the incentive mechanism, energy consump-
tion, service of quality in resource allocation and task offloading of edge com-
puting. Chen et al. study coalition formation algorithm based on the coalition
game theory, the incentive mechanism and social trust network in edge comput-
ing [2]. Li et al. focus on the placement of edge servers for reducing the overall
energy consumption [3]. Lyu et al. presents a new fully distributed optimiza-
tion of fog computing to minimize the time-average cost in a large-scale network
[4]. Pasteris et al. propose a deterministic approximation algorithm to solve the
reward maximization problem in a mobile edge computing network [5]. Pu et al.
focus on minimizing the time-average energy consumption for task executions of
all users in device-to-device fogging [6]. Xiao et al. investigate a task offloading
problem which aims to maximize quality-of-experience of users under the given
power efficiency [7].

Some research work focuses on the algorithms that optimize the system per-
formance by task offloading under certain constraints in edge network. Wang et
al. propose an online algorithm that optimally solves an edge cloud resource allo-
cation problem with arbitrary user mobility over time, and an algorithm for an
offline case of social virtual reality applications in edge computing [8,9]. Hou et
al. propose a tractable online algorithm that configures edge-clouds dynamically
solely based on past system history [10]. Xu et al. develop an online algorithm
based on Lyapunov optimization and Gibbs sampling for the problem of dynamic
service caching in dense cellular networks of mobile edge computing [11]. Zhou
et al. concentrate on the proactive cost management problem by deciding the
server provisioning ahead of time, based on prediction of the upcoming workload
[12]. Sundar et al. design an algorithm to solve the problem with a completion
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deadline allocated to each individual task by greedily optimizing the scheduling
of each task subject to its time allowance [13]. To the best of our knowledge, few
researchers consider energy consumption, quality of service, cost of communica-
tion simultaneously, and the influence of neighborhood range in task offloading
process of edge computing has not been taken into account by the algorithm
researchers.

In this paper, we focus on the joint collaborative task offloading decision
problem in edge computing. As edge computing and storage capabilities continue
to increase, computing tasks are processed on the edge side, which decrease the
distance between computing devices and users. Due to the constrained resource
of edge devices, we should note that it is difficult for an edge device to support
latency-sensitive applications with vast computation amount alone. Therefore,
to improve the quality of service of an edge computing network, a natural idea is
offloading some of the tasks of edge nodes with high computation load to other
edge nodes with fewer tasks to be processed. To find out the best task offloading
decision, we are faced up with following challenges: Firstly, an edge server is
usually equipped with limited storage and computation capacity compared with
cloud computing center. Thus an edge server should not be too crowded with
computational tasks. Secondly, the edge servers will update the state of other
edge servers and the data of tasks placed on the servers, the regular exchange of
a large number of controlling messages may cause the congestion of the network.
Thirdly, while shipping the tasks from the task-crowded edge server to other
servers may improve the quality of service, the communication between edge
servers will generate extra costs. The tradeoff between the quality of service and
the communication cost must be carefully considered in order to obtain a better
cost efficiency.

To cope with the above challenges, firstly, we model the system with four
types of cost, including energy cost, placement cost, computation cost and com-
munication cost. With these four types of cost, a lot of performance measure
in reality can be represented. Then, we formulate a cost minimization problem
which is NP-hard. The overall cost can evaluate the performance of network
after task offloading. The solution designed for the problem is Joint Collabora-
tive Task Offloading algorithm. We optimize each edge server by deciding which
of its tasks would be offloaded to which of the other edge servers in its neigh-
bourhood range. The above optimization process will continue until the overall
cost converge. The algorithm has following advantages: (1) Each server can only
offload its tasks to a small set of nearby servers. Without massive calculation,
the optimization for each edge server is fast. (2) For the fact that each edge
server only needs to know the task information of the nodes in its neighbour-
hood range, less controlling message to update the network state is needed. (3)
Finally, we evaluate the algorithm performance by carrying out experiment in
the large-scale network and find out a better performance compared to a typical
optimization algorithm.
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2 System Model

The structure of an edge computing system is illustrated in Fig. 1. The com-
putation tasks will firstly generated by users. Each user transmits the task to
the nearest edge server with computation and storage capacity. Considering the
fact that some edge servers have received too many tasks from users, some of
the tasks on the edge server would be offloaded to other edge servers in order to
improve the service of quality with high cost-efficiency.

Fig. 1. Example of a wireless application in edge computing network. Users can connect
to the edge computing network through the nearest access point.

In a large-scale network, we consider a set of m edge servers in the net-
work. The set is denoted by S = {s1, s2, ..., sm}. The servers are geographically
dispersed in the city, in proximity to the devices of users. Each edge server con-
tains a wireless access point which allows the connection between users and edge
server. The capacity for the storage of the data generated from the tasks of users
in every edge server is sufficient. The edge servers are connected through local-
area-network or a metropolitan-area-network. The distance between two edge
servers p, q dispersed in the network is denoted by d(sp, sq).

In the network, we consider an application serve a set of n users with the
edge servers. The set of users is denoted as U = {u1, u2, ..., un}. Each user can
get access to the nearest edge server through the access point, and uploads its
task to the edge network. Every computational task generated by a user is not
separable, and thus it can only be processed by one single edge server. To identify
in which edge server the task uploaded by the server is temporarily placed, we
define binary variables bi,j ∈ {0, 1} for all i ∈ U, j ∈ S. If the task of user i is
placed in server j, bi,j = 1, else bi,j = 0.
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2.1 Edge Network Cost Model

To evaluate multiple performance measures of the network, we define four types
of cost: energy cost, placement cost, computation cost and communication cost.

Energy Cost. In energy cost, we concentrate on the energy consumed by edge
servers. For each edge server, its energy consumption can be divided into two
parts. The first part is the energy cost to keep the edge server activated. This
part of energy is static due to the maintenance of server in the activation state.
The second part of energy cost is generated by the processing of the tasks placed
on edge servers. For each edge server, the energy to deal with the computational
tasks is proportional to the number of tasks placed in the server. We use αi to
denote the energy cost to keep edge server i ∈ S activated, and efficiency factor βi

is denoted as the ratio of between the energy cost of processing a computational
task and the workload offloaded on edge server i. The number of tasks placed in
server i is defined as xi. The total energy cost in the edge computing network is
given by:

Ee =
∑

i∈S,xi>0

αi +
∑

i∈S

βixi (1)

Placement Cost. Placement cost is generated due to the communication
between edge server and users. After the creation of task on a use’s device,
the task will be uploaded to the nearest edge server through wireless access
point. The cost of placing the task of an user n ∈ U in its nearest edge server
m ∈ S is denoted as ln(sm) which varies due to the different locations of user.
The placement cost to upload all the tasks from users to edge servers is denoted
as:

Ep =
∑

n∈U

ln(sm) (2)

Computation Cost. Computation cost is associated to the congestion of the
task placed on edge servers. As an edge server is designed with limited com-
putational resources and large-scale parallel processing can be difficult, when
the number of tasks places in an edge server increases, the computational cost
increases which reflects a worse quality of service. For each server i ∈ S, its
computation cost is denoted as γi(xi)2 + δixi. xi is the number of tasks in server
i. γi and δi are parameters. We assume that in worst case, server i deal with the
tasks with only one CPU, and each task needs time t to be processed. The first
task needs t to be finished; the second task needs 2t; the n-th task needs nt. We
can evaluate the overall quality of service by summing up the above quadratic
terms, thus γi(xi)2 + δixi is reasonable to represent its computation cost. If the
server has multiple CPUs, γi and δi should be adjusted. The generalization of
the model can be realized through altering for different types of applications or
different edge servers. As a result, the total computational cost of the network
is denoted as:

Ec =
∑

i∈S

γi(xi)2 + δixi (3)
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Communication Cost. The edge servers are connected with each other
by local-area-network or metropolitan-area-network. The transmission of data
between edge servers would be charged by the edge network operator consid-
ering the amount of data which has been transferred. We denote the commu-
nication fee charged by the operator for the transmission of per unit of data
from server i to server k as εik. The parameter εik, can be approximated as the
distance between two edge servers in the network. The communication cost can
be divided into two parts. The first part is the communication cost to transport
the task generated by user n from edge server u to edge server v, denoted as
the k(d(su, sv)Cn) where k is the price parameter decided by the operator and
Cn is the amount of data of the task of user n. The second part represent the
communication cost when we forward the result of task n processed by edge
server v back to edge server u, which can be denoted as k(d(su, sv)Cnθn), where
θn represents the data size change rate after task initialized from user n has
been computed. If multiple task is shipped between two edge servers, we should
multiply the cost by ηu,v, which is denoted as the number of task transferred
from edge server u to edge server v. The communication cost of the edge network
can be computed by:

Ecom = k(
∑

n∈U

∑

u,v∈S

d(su, sv)Cnηu,v

+
∑

n∈U

∑

u,v∈S

d(sv, su)Cnθnηu,v)
(4)

2.2 Problem Formulation

The overall cost of the edge computing system is the sum of above four types of
cost, denoted as:

E = Ee + Ep + Ec + Ecom (5)

The task offloading decision problem in the edge network system can be
formulated as a cost minimization problem with several constraints:

min E (6)

s.t. bi,j ∈ {0, 1} ∀i ∈ U, j ∈ S (7)

∑
j∈S

bi,j = 1 ∀i ∈ U (8)

∑
v∈S

ηu,v ≤ xu ∀u ∈ S (9)
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In some circumstances, we can alternate the parameters of each type of cost
to adjust the weights of different cost so that the cost model can be designed
for achieving different trade-off goals or adapting new specifications of the edge
networks and applications. For example, if the system attaches great impor-
tance to the quality of service, the parameters of computation cost γi and δi can
be increased to meet the demands. For the constraints in the cost minimization
problem, Eq. (8) means that a task can only be placed on one edge server, Eq. (9)
means that the number of tasks transferred from edge server u to edge server
p would not exceed the number of tasks placed on server u. For the simplicity,
constraint of the storage capacity of edge servers has not been taken into consid-
ered, and each task generated by users need the same time span to be computed
by a server.

The above cost minimization problem can be found as NP-hard by converting
the problem into the Simple Plant Location Problem (SPLP) which has been
known as NP-hard [14]. The placement cost and the energy cost to activate the
servers can be treated as the facility establishment cost in SPLP. The energy cost
of task processing can represent the operating cost of SPLP. The communication
cost and computation cost can be regarded as the transportation cost in SPLP.
Thus, the cost minimization problem is NP-hard.

3 Algorithm Design

To solve the above task offloading decision problem, the general idea is to realize
the overall cost minimization by continuous optimization process in each edge
server. We find out the task offloading decision with the maximum cost decrease
for a certain server, and continue the procedure for other servers in the edge
network. This optimization process will be iterated until the overall cost does
not decrease after an iteration. Following this idea, we propose a Joint Collab-

Fig. 2. An example of the neighborhood range of different edge servers in an edge
computing network.
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orative Task Offloading (JCTO) algorithm. The pseudo-code of JCTO is listed
in Algorithm 1.

In the JCTO algorithm, a neighbourhood range is defined as the maximum
range between two edge servers that one server is allowed to offload its tasks to
another edge server. For the guaranty of bidirectional communication, the neigh-
bourhood range is considered as the same for all servers in a single edge network.
As is illustrated in Fig. 2, seven edge servers S1, S2, ..., S7 are geographically dis-
tributed in an edge network. S2, S4, S5 are within the neighborhood range of S3,
and S3, S6 are in the neighborhood range of S5. A task originally placed at S3

cannot be shipped directly to S6, as S6 is not in the neighborhood range of S3.
Multi-hop transmission is available in the network. For instance, a task placed
at S3 can be firstly shipped to S5 then to S6. The range is designed to restrict
the tasks to be offloaded to other edge servers too far away, so that the commu-
nication cost generated by task offloading process can be reduced. In practice,
neighborhood range should be decided by the size of the network and the density
of edge servers.

The optimization process for the network is performed in the sequence of edge
servers. For each edge server, it is allowed to offload the task to its neighborhood
servers in its optimization process. We apply the last in first out regulation for
the tasks in an edge server to be offloaded. For a task x placed in edge server j,
where bx,j = 1, the change of cost if task x is shipped to a neighborhood server
k of edge server j is denoted as:

ΔEx,j,k = ΔEΔbx,j
+ ΔEΔbx,k

+ ΔEcom,x,j,k (10)

Intuitively, Δbx,j is a variable with respect to the alternation of bx,j , where
Δbx,j = −1,Δbx,j = 1 in case x is shipped from server j to server k. The first
and second terms of Eq. (10) represent respectively the change of computation
cost and energy cost of server j and k after offloading task x. The third term
represents the communication cost incurred by the transmission of task x from
server j to k. The above calculation of Eq. (10) will be done for all the edge
servers within the neighborhood range of server j, and the neighbor server with
a minimum cost ΔEx,j,k1 would be found, meaning that the placement of task x
is decided to be offloaded to server k1 if ΔEx,j,k1 < 0. The process continue for
the task in server j until the minimum cost change is superior to 0 which means
any task offloading originated from server j can not decrease the overall cost
of the network. After the optimization of server j is finished, the optimization
process of next edge server would be carried out. We will traverse all the servers
during the optimization process in one iteration, and the process does not stop
until the overall cost converges after several times of iterations.

4 Performance Evaluation

4.1 Dataset and Settings

We obtain a dataset of the metro stations in Beijing from the map. It contains
the longitude and latitude of each metro station of a total 337 stations which are
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Algorithm 1. Joint Collaborative Task Offloading Algorithm
1: Initialize E, bi,j for all i ∈ U, j ∈ S
2: Initialize Emin = E
3: while True do
4: for all server j ∈ S do
5: for all task x in task sequence of edge server j do
6: Calculate ΔEx,j,k1 , ΔEx,j,k2 ..ΔEx,j,ky , where k1, k2..ky are neighbor

servers of server j;
7: ΔCost = min{0, ΔEx,j,k1 , ΔEx,j,k2 ..ΔEx,j,ky};
8: if ΔCost < 0 then
9: E = E + ΔCost, update bx,j for all j ∈ S;

10: else
11: Break;
12: end if
13: end for
14: end for
15: Compare E and Emin ;
16: if Emin = E then
17: Break
18: end if
19: end while
20: Output total cost Emin after the optimization

regarded as the locations where edge servers are placed. The user is distributed
randomly in proximity of edge servers. Every user generates one task. For each
edge server, the number of users in its proximity is randomly distributed in
[0, z] where z is the max number of users initialized near each server which
represents the initial maximum number of task in an edge server, and z can
be altered to adjust the total number of tasks in the edge network. In energy
cost, the energy of activation and the efficiency factor for computation follow
normal distribution. For the placement cost, the cost is calculated by the extent
of proximity of randomly generated users. For the computation cost, by assuming
that every edge server in the edge network has the same computation capacity
for simplicity, the parameters are set as the same for all edge servers. For the
communication cost, the amount of data of task n follows normal distribution.
The data size change rate is set as 0.5. The price parameter k is set with 3 levels
which will be evaluated in the experiment.

4.2 Results

Firstly, we study the influence of altering neighborhood range which is a vital
parameter in the JCTO algorithm. The performance of the algorithm is evaluated
by the cost minimized ratio, which represents the ratio between the overall cost
after optimization and the initial overall cost. A smaller ratio means a better
performance of the algorithm. In Fig. 3, it is shown that with the increase of the
total number of tasks, the edge network becomes more congested and it is much
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Fig. 3. Cost minimized ratio of JCTO algorithm with different neighborhood ranges.
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Fig. 4. Communication cost of JCTO algorithm with different neighborhood ranges.

more beneficial to offload the tasks from a crowded edge server to other servers
for the reduction of the computation cost. Comparing the performances when the
neighborhood range of each edge server is set as 1.5 km, 3 km, 5 km and 10 km,
it is found that the neighborhood range of 3 km has the best performance. This
is because: (1) When the neighborhood range is too small, such as 1.5 km, the
number of neighbor servers for a certain edge server where it can directly place
its tasks is small. It will be difficult to find an adequate server to offload the task
from the source server for the reduction of overall cost. (2) As is shown in Fig. 4,
the communication cost of the network will increase if the total number of tasks
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increase, and it is obvious as more tasks will be offloaded to other servers in
the optimization process. The communication cost will also increase when the
neighborhood range increases as a task is allowed to be shipped to further edge
servers. In our experiment, while the neighborhood range is set as 5 km, 10 km,
the communication cost is much higher than the case of 3 km. Thus, it results
in a better overall cost minimization performance when the range is set as 3 km.
In short, the setting of neighborhood range is crucial for a good performance of
Joint Collaborative Task Offloading Algorithm. The range should be carefully
decided in case of different datasets.
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Fig. 5. Comparison between JCTO algorithm with neighborhood range set as 3 km
and an optimization algorithm ITEM.

In Fig. 5, we make a comparison between Joint Collaborative Task Offload-
ing Algorithm and another optimization algorithm: Iterative Expansion Moves
algorithm (ITEM) [7]. In each iteration of ITEM algorithm, for the edge server
i being optimized all the tasks placed in other edge servers are allowed to be
placed in server i. By solving a minimum cut problem formed by the cost in the
edge network, a set of tasks would be found and be offloaded to server i with
a maximum cost decrease for the network and then continue to the next server
until the overall cost converges. However, ITEM has not considered the influence
of neighbourhood range. By comparison, we find out that the JCTO algorithm
with the neighbor range set as 3 km has a better performance than ITEM. The
reason is that the tasks throughout the network can be shipped to an edge server
in the optimization process which results in a bigger communication cost com-
pared to JCTO. Besides, ITEM needs to update regularly task informational
in the whole network for each server, while JCTO only needs the information
in a small neighbor range for an edge server. Thus, compared to ITEM, JCTO
requires less control message with a better optimization speed.
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Fig. 7. Comparison of different price parameter k for communication cost in term of
communication cost.

Communication cost is the fee charged by the operator for the transmission
of data between edge servers. For the operator, its goal is to maximize its income,
that is the communication cost. We alter the price parameter k of communication
cost which is originally set as 1 to determine its influence while the neighborhood
range set as 5 km. As is shown in Fig. 6, with the increase of k, the cost ratio
increases because of the rise of communication cost. For the communication cost,
as is illustrated in Fig. 7, when the maximum tasks initialized in a server z is set
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as 15 or 20, we obtain the maximum communication cost with k = 1. However,
k = 2 is proved to be a better choice when z equals to 25, 30, and k = 3 is
the optimal solution for the case when z = 35, 40, 45. This is because: when the
total number of task is small, it is not congested in the edge servers. An edge
server prefers to handle the tasks by itself if the price for the transmission of
data is high. Thus, setting a high price parameter is not beneficial. By contrary,
when it is extremely congested in the servers, although the communication price
is high, it is profitable by offloading the tasks to other edge servers to reduce
the computation cost and improve the quality of service. Thus, for an operator,
setting a price parameter such as k = 3 will result in a greater communication
cost when it is extremely congested. In short, operator should decide the price
parameter k dynamically according to the density of tasks and users in order to
maximize its income incurred by the data transmission between edge servers.

5 Conclusion

In this paper, we study the task offloading decision problem in an edge computing
network. We characterize the major challenges and convert the task offloading
problem to a cost minimization problem. To solve the problem which is found to
be NP-hard, an algorithm JCTO is proposed with the concept of the optimiza-
tion of edge servers based on the neighborhood range. We evaluate the algorithm
and the influence of different parameters by extensive experiments. Compared
to the ITEM optimization algorithm, JCTO has a better performance in term
of the cost minimized ratio after the optimization, which can be widely adopted
for the edge computing networks with computational capacity constraint of edge
servers.
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Abstract. Compared with uncoded caching, coded caching (CC) that
exploits accumulated cache size and distributes fractions of a file in dif-
ferent base stations (BSs), can significantly reduce delays and backhaul
transmissions. Small base stations (SBSs) with both cache and energy
harvesting (EH) ability have attracted extensive attention in recent
years. Moreover, renewable energy (RE) also called green energy can be
shared between SBSs via the Smart Grid (SG). This paper investigates
CC, resource allocation (RA) and energy cooperation (EC) in cache-
enabled energy harvesting (EH) heterogeneous networks (HetNets). We
formulate the joint optimization problem, aims at minimizing the conven-
tional grid energy consumption while satisfying quality of service (QoS)
requirements of users. Simulation results demonstrate the considerable
reduction in conventional grid energy consumption compared with other
benchmarks.

Keywords: Coded caching · Matching · Energy cooperation · Smart
grid · Resource allocation

1 Introduction

With the development of intelligent terminals and new applications, we have
witnessed explosive data tsunami for entertainment and socializing. And can
foreknow, the mobile data traffic is expected to achieve up to 100 exabytes in
2023, and over 75% of this traffic is expected to be stepped from high bandwidth-
demanding video services [1]. Notably, a large number of repeated deliveries for
popular videos would bring pressure over backhaul links and cause huge resource
wastes. Caching is viewed as one of the promising approaches to relieve the
backhaul traffic congestion by offloading the data from service providers to BSs
even to users [2]. Additionally, CC can effectively reduce latency and power
consumption of wireless systems [3].

The latest analysis shows that, the weighted carbon footprint of the Internet
is estimated to be about 320 Mtons of in 2020 [4]. And in particular, mobile
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communication infrastructures contribute over 50% of the emission, while the
BSs are estimated to be responsible for 60%–80% of the total energy cost [4]. The
future fifth generation (5G) networks are expected to be more energy-saving and
environmental friendly. BSs powered by RE (e.g., solar panels and wind turbines)
is an attractive alternative to lessen energy consumption and environmental
problems. To effectively utilize the unevenly RE over geographically distributed
BSs, a novel EC framework based on an aggregator of SG is developed [5]. In
other words, the energy sharing between BSs can be realized by the SG at the
expense of service fee.

Existing works have paid attention to CC enabled HetNets [6–8]. Authors in
[6] proposed a mobility and popularity-aware CC scheme for a HetNet, compris-
ing macro and small-cell base stations, i.e., MBS and SBSs, where only the latter
are capable to cache contents. In [7], a joint CC and RA problem is designed
based on backhaul limited small cell networks, where the long-term average
backhaul load is minimized. For the given CC strategy, we jointly considered
the user association (UA) and RA strategies to reduce the energy cost in [8]. In
addition, EC in SG-supported scenarios has been studied in [9–11]. M. Sheng et
al. [9] considered RA and EC among BSs with EH capability. Authors in [10,11]
formulated the joint UA and power allocation (PA) schemes in EC enabled Het-
Nets.

The design of CC, RA and EC strategies mainly depends on the interde-
pendent and interactive relations with each other. The CC strategy decides the
location and quantity of cached videos. Then, based on those, the RA strat-
egy determine how to transport the cached videos to users. More narrowly, the
RA strategy decides how to send the cached video content, by determining the
transmission parameters, such as the UA, bandwidth allocation (BA), PA etc,
which affect the CC strategy as well [2]. Furthermore, both CC and RA strategy
determine the real-time energy level of each BS, i.e, extra and insufficient RE,
which affects the EC between BSs.

Motivated by the issues mentioned above, we build a systematic energy model
which captures the key components of maximum-distance separable (MDS)
coded cache and SG enabled HetNets. The contributions of this paper can be
summarized as follows.

• We analytically formulate a joint CC, UA, BA and EC problem to reduce
the conventional energy consumption under the constraints of limited storage
capacities and bandwidth resources at SBSs as well as the QoS of users.

• The original complex problem can be decomposed into three lower level prob-
lems: CC and content delivery (CD) problems which are able to be solved by
convex optimization and matching game, respectively. While the third prob-
lem, the EC between SBSs. The solutions of the three problems are then
combined to solve the original problem, iteratively.

• Simulation results indicate considerable reduction in energy consumption
thanks to the proposed optimization algorithm.

The remainder of this paper is organized as follows. In Sect. 2, we describe
the system model. Then, the mixed integer optimization problem is formulated,
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and the problem solution is presented in Sect. 3. The simulation results are given
in Sect. 4 and the whole paper is concluded in Sect. 5.

2 System Model and Problem Formulation

We consider the downlink cache and SG enabled HetNets as depicted in Fig. 1,
in which a single MBS acts as the control plane (C-plane) serving U users.
Moreover, K SBSs connect to the MBS via wireless backhaul links. Let K denote
the set of the SBSs that are randomly distributed in the MBS coverage area,
while U denotes the set of users. Due to the limited cache capacity of each
SBS, if the requested video is not recovered from associated SBSs, the missing
portion of the requested video has to be fetched from the MBS via backhaul
links. In addition, SBSs are assumed locally deployed with solar panels and/or
wind turbines for EH from the environment and equipped with smart meters to
enable their EC through the aggregator in SG. In addition, SBSs deployed with
solar panels and/or wind turbines for EH also equipped with smart meters to
implement EC through the aggregator in SG. Meanwhile, the MBS draws energy
from the conventional grid.

2.1 Coded Caching Model

The library contains N files with equal size of B bits and is denoted by F Δ=
{F1, F2, ..., FN}. The popularity for the file Fj(1 ≤ j ≤ N) is denoted as pj ,
satisfying 0 ≤ pj ≤ 1 and

∑N
j=1 pj = 1. We suppose the content popularity

follows Zipf distribution with a shape parameter α, i.e., pj = j−α

∑N
j=1 j−α . Without

loss of generality, the files are sorted by popularity such that pj ≥ pj+1.
The similar MDS coded caching strategy as [3] is considered in this paper.

Thus, due to the property of MDS CC, each user can be served by multiple
hybrid energy-powered SBSs. A video content can be retrieved when B parity
bits are collected in any order, from any associated SBSs. Different from our
previous work [8] that only considered the given MDS caching state, based on
which the RA is jointly optimized, we introduce the optimization of CC strategy
in this paper.

2.2 Transmission Model

Since the users are assumed to be static in the transmission period, it is reason-
able to treat the interference as noise [12]. For user u associated with SBS k, the
received signal-to-interference-plus-noise ratio (SINR) of SBS k towards user u
can be expressed by [12]

SINRku =
Pkugku

σ2
0

(1)

where σ2
0 is the Gaussian noise and interference [12]. Pku and gku denote, respec-

tively, the transmission power and channel gain from the SBS k to user u.
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Fig. 1. System model of smart grid cache-enabled HetNets.

Then, the achievable download rate from SBS k to user u is given by

Rku = Wkulog2(1 +
Pkugku

σ2
0

) (2)

where Wku represents the allocated bandwidth resource between the SBS k and
user u.

Thus, given the Rku, the transmission power from SBS k to user u can be
calculated by

Pku =
(
2Rku/Wku − 1

) σ2
0

gku
(3)

2.3 Power Consumption Model

For simplicity, since we are optimizing for a single time slot, the time (t) will be
dropped from our formulation [13]. In addition, we do not consider the energy
storage. During each transmission time slot, the total power consumption mainly
consists of content caching power, transmission power, backhaul transport power
and RE trades. We consider the energy consumption as follows:

(1) Caching Power Consumption: The cache power consumption of each SBS
can be expressed as

P ca
k = wca

k B
∑

j∈N

qjk (4)

where wca
k represents the power efficiency computed in watt per bit, and qjk

denotes the cache fraction of each file cached at each SBS.
(2) Transmission Power Consumption: Assume the UA indicator between user

u and SBS k as xku, if the user u is associated with the SBS k, xku = 1; and
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0, otherwise. Thus, the transmission power of the SBS k can be written as

P tr
k =

∑

u∈U
Pkuxku (5)

(3) Renewable Energy: In our model, each SBS draws energy from both the grid
and RE sources. The energy harvested by SBS k from RE sources is Ek. The
energy transferred from SBS k to SBS k′ is δkk′ , and the energy transfer
efficiency factor between SBSs is βkk′ (0 ≤ βkk′ ≤ 1), here, (1 − βkk′) repre-
sents the percentage of energy loss during the energy transmission process.
Thus, we denote the RE of each SBS as

P re
k = Ek + βk′k

∑

k′∈K,k′ �=k

δk′k −
∑

k′∈K,k′ �=k

δkk′ (6)

Then, the conventional grid power consumption of each SBS can be calcu-
lated by

P grid
k =

[
P ca

k + P tr
k −P re

k

]+ (7)

where (·)+ = max(·, 0). Based on the analysis above, the grid power con-
sumption of all SBSs can be expressed as

P grid
SBS =

∑

k∈K

[
P ca

k + P tr
k −P re

k

]+ (8)

(4) Backhaul Power Consumption: The backhaul power consumption from the
MBS to SBSs can be calculated by

P grid
MBS = eMBS

∑

u∈U

∑

j∈N

pjR0[1 −
∑

k∈K
qjkxku]

+
(9)

where [1 − ∑

k∈K
qjkxku]+ denotes the missing portion of the file Fj requested

by user u should be fetched from the MBS via backhaul links. eMBS (J/bit)
is the backhaul energy consumption per bit transmitted, R0 denotes the
minimum rate requirement of each user for requesting the file,

Denote by Ptotal the total grid power consumption, which is given by

Ptotal = P grid
SBS + P grid

MBS (10)

2.4 Problem Formulation

We investigate the conventional grid energy consumption problem by jointly
considering CC, UA, BA, and EC, which is formulated as

P : min
qjk,xku,Wku,δk′k

Ptotal (11)



96 F. Yin et al.

s.t.
∑

k∈K
Rku = R0,∀u ∈ U (11a)

∑

u∈U
Wkuxku ≤ Wmax

k ,∀k ∈ K (11b)

∑

k∈K
xku ≤ su,∀u ∈ U (11c)

Wku ≥ 0, Pku ≥ 0,∀(k, u) ∈ K × U (11d)
xku ∈ {0, 1} ,∀(k, u) ∈ K × U (11e)

B
∑

j∈N

qjk ≤ Cmax
k ,∀k ∈ K (11f)

0 ≤ qjk ≤ 1,∀j, k (11g)

P ca
k + P tr

k ≤ P grid
k + P re

k ,∀k ∈ K (11h)

δk′k ≥ 0, P grid
k ≥ 0,∀k, k′ ∈ K (11i)

where constraint (11a) guarantees the rate requirement R0 for each user. (11b)
limit the maximum bandwidth for each SBS. (11c) states that each user is allowed
to be served by su SBSs. The constraint (11d) ensures the non-negativity on
radio wireless variables. (11e) limits the association indicators xku binary. (11f)
and (11g) limit the cache capacity and fraction of the requested file Fj at each
SBS k. (11h) is the energy consumption constraint of SBS k, (11i) keeps the
transferred RE and consumed grid energy non-negativity. The discrete nature
of xku and the continuous nature of Wku, qjk and δk′k, lead the problem (11) to
a non-convex problem, which is generally NP-hard.

3 Problem Solution

In this section, we focus on solving the problem P distributively by employ-
ing some decomposition methods, i.e., we split the original problem P into
three problems. The first problem CC, aims at caching a feasible portion of the
requested file to serve all users. The second RA problem, consists (i) deciding
which users should be served by which SBSs, (ii) assigning a feasible bandwidth
to serve all users while meeting their QoS requirements. While the third problem,
the EC between SBSs. The solution of the three problems are then combined to
solve the original problem P.

3.1 Coded Caching Problem

For any given variables xku, Wku and δk′k, the problem P can be simplified to
decide the fraction of each file to be cached at SBSs, aims at minimizing the
cache power (4) and backhaul power consumption (9). Thus, in this case, the
optimizing problem P is transformed into the following CC problem:

PC : min
qjk

∑

k∈K
P ca

k + P grid
MBS (12)
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s.t. (11f)(11g) (12a)

Since both terms in Eq. (12) are convex function of qjk, their sum is a convex
function as well. In addition that, the constraints in (11f) and (11g) are linear,
hence PC is a typical convex optimization problem. Thus, the CC problem can
be solved by available software packages such as CVX [16].

3.2 Resource Allocation Problem

In this subsection, given the CC fraction qjk, we focus on the RA optimization
to jointly reduce the transmission power and backhaul power for SBSs and the
MBS.

PR : min
xku,Wku

∑

k∈K
P tr

k + P grid
MBS (13)

s.t. (11a)(11b)(11c)(11d)(11e) (13a)

To solve PR, we propose an efficient scheme which divides the optimization
task into multiple subproblems in a distributed manner, followed by a central-
ized UA strategy to further reduce the transmission power consumption, i.e.,
once the UA indicators xku are fixed, the problem PR can be decomposed into
K independent subproblems, which also are the convex problems and can be
solved by the interior method. In addition, we resort to VSU-based matching
algorithm of our previous work [8] to solve the UA problem. Finally, the alterna-
tive iteration optimization algorithm (JCUBA) [15] is applied to jointly optimize
CC, and RA. Due to the limited space and the complex problem P, we omit the
joint optimization of CC and RA in this paper.

3.3 Energy Cooperation Problem

After obtaining the solution of problems PC and PR, the original problem P can
be calculated by solving the following linear programming (LP)

PLP : min
δk′k,P grid

SBS

Ptotal (14)

s.t. (11h)(11i) (14a)

Here, the corresponding PLP can be solved by the CVX [16]. And the EC is
realised by the aggregator of SG, which can aggregate all distributed RE infor-
mation of SBSs. Finally, the solution of problem P can be iteratively updated,
which is shown in Algorithm 1.
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Algorithm 1. Joint CC, RA and EC algorithm (AES)
1: if t = 0
2: Initialize P tr

k , P ca
k , δk′k, Ek, ∀k

3: else
4: Given the variables xku and Wku, determine qjk under (P, E, δ) via CVX;
5: Given the cache fraction qjk and the corresponding (P, E, δ), update xku and
Wku by the aid of VSU-based matching [8] and bisection method;
6: Based on the updated variables qjk, xku and Wku, update P tr

k , P ca
k , P grid

k , and
δk′k by CVX;
7: if convergence
8: Obtain multidimensional resource allocation policies x∗

ku, W ∗
ku, q∗

jk and δk′k
∗, the

minimum conventional grid power consumption value is achieved.
9: break
10: else
11: t ← t + 1
12: end if
13:end if

4 Simulation Results

In this section, we compare the proposed AES algorithm with conventional
benchmarks in MATLAB. One MBS is located at the center, and SBSs are
evenly distributed on the circumference of MBS with the radius r = 100 m.
Users are randomly distributed in the MBS coverage area. The basic simulation
parameters are the same as in [8]. In addition, we assume each SBS has the same
cache capacity Cmax

k and Pmax
k = 40dBm. As the distribution of harvested RE

at the location is scenario-dependent, we assume it being uniformly distributed
followed by [10]. In the following, we compare the performance of the proposed
AES algorithm with two other schemes: sequential waterfilling algorithm (SWF)
[9] and non-energy cooperation (NEC).

Figure 2(a) shows the total grid energy consumption versus the number of
users. We set the minimum rate requirement of each user R0 = 15 Mbps, and
βkk′ randomly generated in [0.7, 0.9]. As shown in Fig. 2(a), with the increasing
number of users, the conventional grid energy consumption increases. The reason
is that, with the growing number in users, the bandwidth resource allocates to
each user decreases, each hybrid energy-powered SBS will carry more traffic.
In other words, the RE enabled SBSs need to increase its transmission power
to meet the QoS requirements of all users. Based on the above analysis, the
transmission power consumption of each SBS greatly increases, which contributes
to the total grid energy consumption. However, the proposed AES still achieves
better energy saving performance than the SWF and NEC baselines. No doubt
that the NEC algorithm which does not apply the EC between SBSs obtain the
most grid energy consumption of all. The SWF algorithm which explores the
two-hop energy flows, also consumes more grid energy consumption than the
proposed AES algorithm due to the more energy loss during the EC.
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Figure 2(b) depicts total grid power consumption versus the minimum rate
requirement of users with |U| = 60. The higher rate requirements the users
require, the more grid energy consumes in the network. The reason can be
concluded by the Shannon formula easily, i.e., considering feasible bandwidth
allocation resource, high data rate require higher transmission energy of BSs.
Fortunately, as shown in Fig. 2(b), for any given minimum rate requirement, the
proposed AES algorithm outperforms the benchmarks along with joint CC and
RA. The main reasons are: Firstly, the joint CC, UA and BA degrades each
SBS’s energy consumption, i.e., less power demand is required by all the users.
The efficacy of the joint CC and RA algorithm has been verified in [15], which
will not present in this paper again. Secondly, the EC of the proposed AES
algorithm effectively balances the RE sharing among SBSs and thereby greatly
reduces the unnecessary RE waste. In summary, both the effective EC approach
(i.e., energy supply) and low energy demand jointly contribute to the lowest
energy consumption of the proposed AES algorithm.

Figure 2(c) shows the total grid energy consumption versus the energy trans-
fer efficiency factor when R0 = 10 Mbps and |U| = 60. And the uniform distri-
bution of the energy transfer efficiency factor is discussed. As Fig. 2(c) shows,
when the factor βkk′ varies from 0.95 to 0.55, the larger βkk′ is, the smaller
grid energy consumes. And, for arbitrary βkk′ , the grid power consumption of
the proposed AES algorithm always lower than SWF. This is understandable:
On the one hand, during the EC periond, the smaller energy transfer efficiency
factor leads more energy loss. On the other, the SWF algorithm consumes more
grid energy due to the two hop RE transfer mechanism. In nutshell, the energy
loss of the SWF algorithm is more than the that of the proposed AES algorithm.

Fig. 2. Comparison on power consumption: (a) Total grid power consumption vs. num-
ber of users (b) Total grid power consumption vs. R0. (c) Total grid power consumption
v.s. β.

5 Conclusion

In this paper, we study the joint coded caching, resource allocation and energy
cooperation problem in cache and Smart Grid enabled HetNets, aiming to min-
imize the conventional grid energy consumption. Firstly, we decompose the
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original problem into three lower level problems, i.e., coded caching, resource
allocation and energy cooperation. Secondly, we propose a low-complexity alter-
native optimization algorithm to solve the coded caching, user association, band-
width allocation distributedly and iteratively. Finally, via the aggregator of
Smart Grid, a centralised energy cooperation algorithm is provided to realise
energy sharing among SBSs. Simulation results confirmed the effectiveness of
the proposed joint optimization algorithm.
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Abstract. With the emergence of diverse computation-intensive mobile
applications (such as virtual reality), demands for data processing from
users are rapidly increasing in mobile edge computing (MEC). How-
ever, existing mobile edge servers (MES) are susceptible to propagation
delays and loss and fail to provide timely and efficient services. Facing
this problem, we focus on applying unmanned aerial vehicles (UAVs)
equipped with computing resources to provide mobile edge computing
offload services for users. UAV as an MES can guarantee low propagation
delay and high reliability due to its maneuverability and short-distance
line-of-sight communications. In this paper, we study a joint comput-
ing offloading problem consideration of user equipments, ground base
stations and aerial UAVs. The system provides two offloading methods.
The first offloading method is the air-offloading, where a user equip-
ment can offload computing tasks to UAV-enabled MEC servers. The
second offloading method is ground-offloading, where a user equipment
can offload computing tasks to existing MESs. The task-aware optimiza-
tion offloading scheme is proposed and it selects local execution or an
offloading method based on the latency and energy constraints. Simula-
tion results show that our proposed offloading selection scheme outper-
forms benchmark schemes. The results demonstrate that the proposed
schemes improve quality of service (QoS) and have low task block rate
under latency and energy constraints.

Keywords: UAV · Offloading selection · Air-offloading ·
Ground-offloading · Latency · Energy · MEC

1 Introduction

With recent development of technology and the decline in manufacturing costs,
unmanned aerial vehicles (UAVs) have received growing interests in a wide range
of applications such as post-disaster estimation, cargo delivery, search and res-
cue, as well as aerial photography [1]. In future mobile communications, with the
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emergence of diverse computation-intensive and latency-critical mobile applica-
tions (e.g. video calls, virtual reality, and online game pervasive), the existing
mobile edge servers (MES) are difficult to provide satisfactory quality of experi-
ence (QoE). UAV-enabled mobile edge computing, which is close to smart mobile
devices (SMDs) and possesses stronger and more reliable line-of-sight (LoS), is
undoubtedly one of the most critical applications to address the above problem.

Due to the limited battery and low computation capability, it is challeng-
ing for mobile devices to execute computation-intensive and latency-sensitive
applications [2]. Fortunately, the emergence of MEC technology is promising to
address this problem. Mobile users can offload computing tasks to edge net-
works with enormous computing resources to reduce application latency and
save energy. In UAV-enabled networks, UAVs as mobile edge servers are capable
of providing timely and efficient services, they provide seamless wireless coverage
and ubiquitous computing offload services owing to their high maneuverability
and low cost deployment. Meanwhile, flexible connectivity reduces the traffic
load at the fixed cloud servers [3]. Therefore, the UAV equipped with a MEC
server offers promising advantages compared to the conventional ground cellular
network with fixed BSs. The UAV equipped with an MEC server offers promis-
ing advantages compared to the conventional ground cellular network with fixed
BSs.

Recently, UAV-Enabled MEC provide UEs with mobile edge offload services,
which have received extensive attention on the academic community. The work
in [4] proposed a deep reinforce learning (DRL)-based scheme to maximize the
throughput of offloading tasks offloading with limited UAV energy, and optimized
objective function formulated by a semi-Markov decision process (SMDP). The
work in [5] proposed a novel penalty dual decomposition (PDD) based algo-
rithm to minimize the sum of the maximum delay among all the mobile users
by combining UAV flight Trajectory optimization. The authors use local com-
puting and partial offloading scheme, which each user offloads some tasks to the
UAV, and the rest of the tasks are executed locally. In [6], the authors stud-
ied an UAV-enabled wireless powered MEC system, and proposed the sequen-
tial convex optimization (SCA) techniques to the power minimization problem.
The authors formulated a non-convex optimization equation according to con-
straints on energy harvesting causality and the number of calculated bits. In
[7], the authors considered that an unmanned aerial vehicle as edge servers to
provide data processing services to the Internet of things devices (IoTDs). The
paper minimizes the energy consumption of UAVs subject to the quality service
requirement of IoT and the limited computing resource at UAVs. However, the
above research only considers UAV-enabled MEC, they ignore ground cellular
network with fixed BSs and latency- and energy-awareness for different offload
tasks, which will result in loss in UAV-enabled networks performance. Therefore,
these aspects will be incorporated into our work of task-aware joint offloading
scheme in an MEC system with air-offloading and ground-offloading.

In this paper, we propose a task-aware MEC based on a joint computation
offloading scheme, which including air-offloading and ground-offloading. Users
can select to offload different computing tasks to edge servers collocated at base
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stations or UAV-enabled mobile edge servers or local computing according to
available computing and energy resources. The proposed scheme employs the
greedy based algorithm to select the best execution location for the current task.
Our optimization objective is to minimize the energy consumption of the UE and
the UAV under the conditions that satisfy the different latency constraints of
each task. Furthermore, the proposed scheme reduces the probability of task
blocking and the average delay of handling computing tasks in the system. This
scheme is designed for applications, such as images, videos and so on, which
requires critical computational latency and computing resources. The obtained
results show that our scheme improves quality of servers (QoS) of MEC and
extends the operational lifetime of the UE and the UAV to some extent.

The remainder of our work is organized as follows. Section 2 gives the system
model and proposed optimization problem. In Sect. 3, the solution to joint offload
optimization is presented. Simulation results and discussions are given in Sect. 4.
Finally, the conclusions are drawn in Sect. 5.

2 System Model and Problem Formulation

In this section, we introduce the system model and formulate the joint compu-
tation offloading optimization problem.

2.1 System Model

Fig. 1. The system model for task-aware joint computing offloading
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As shown in Fig. 1, a joint computing offloading system is considered, which
consists of the UAV-enabled MEC system and the ground MEC system. The
UAV equipped with MEC servers or ground station connected to cloud servers
provide computing offload services for M users. In this paper, the binary offload-
ing paradigm is applied [8]. Each user can select to offload computing tasks to
the UAV-enabled MEC server through air offloading or to ground base stations
through ground offloading or execute locally. We apply the orthogonal frequency
division multiple access (OFDMA) protocol to ensure that all users can offload
their tasks to the UAV or the ground base station. Each UE is allowed to occupy
one of sub-channels and the sub-channels are not reused, therefore, co-channel
interference is ignored. Similar to [9–11], the energy consumption and delay for
transmitting the computed results of the UAV and the ground base station are
ignored. This paper considers a multitasking joint offloading problem for one
user. For one UE, there are multiple different application tasks generated, task
m is described by three terms dm, cm, tmax

m , where dm is total size of input data
of a task in bits, which includes program codes, input files, etc., cm is the number
of CPU cycles required to computing the task offloaded, and tmax

m is maximum
allowable latency of a task.

2.2 Local Computing

If the task is executed at the UE locally, the execution time is denoted as:

tLm =
cm

fL
, (1)

where fL is local computing speed of UE in number of CPU cycles per second,
and the local energy consumption is denoted as:

EL
m = PL

mtLm, (2)

where PL
m is local power consumption for the CPU to execute tasks.

2.3 Ground Mobile Edge Computing

For ground offloading, the goal of this paper is to minimize the energy consump-
tion of mobile devices within the QoS latency time, so we ignore the energy
consumption of the SBS. Energy consumption of ground offloading is the energy
consumed at UE for offloading the task to the SBS through the wireless channel.
Energy consumption of transmitting task m to the SBS is given by

ETSBS
m = PT

mtUE−SBS
m , (3)

where PT
m is data transmission power of the UE, and tUE−SBS

m represents the
transmission time of the wireless link, which is denoted as

tUE−SBS
m =

dm

RUE−SBS
, (4)
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where RUE−SBS is the data transmission rate of the UE to the SBS, and it can
be calculated as

RUE−SBS = WUE−SBS log2(1 +
PT

mGUE−SBS

σ2
), (5)

where WUE−SBS denotes the transmission sub-channel of the UE to the SBS,
GUE−SBS denotes the channel gain between the UE and the SBS, and σ2 denotes
the noise power at the SBS receiver. The time of the SBS executing task m is
expressed as

tSBS
m =

cm

fSBS
, (6)

where fSBS denotes SBS computing speed in number of CPU cycles per second.

2.4 UAV-Enabled Mobile Edge Computing

Without loss of generality, we adopt a three-dimensional (3D) Euclidean coor-
dinate. Each user is fixed at the ground and the location is represented as l,
where l = [x,y], the UAV flies at a fixed altitude AUAV during the period when
the UAV communicates with the user and the horizontal plane coordinate of
the UAV is l̂ = [xUAV ,yUAV ]. A LoS model is applied between the UAV and the
user. During the finite time, the channel is unchanged. The channel power gain
is given as

HUE−UAV = β0D
−2
UE−UAV =

β0

A2
UAV + ||l̂ − l||2 , (7)

where β0 is the channel power gain at a reference distance d0 = 1m. Then, the
transmission rate of the UE to the UAV is expressed as

RUE−UAV = WUE−UAV log2(1 +
PT

mHUE−UAV

σ̂2
), (8)

where WUE−UAV denotes the transmission sub-channel of the UE to the UAV,
HUE−UAV denotes the channel gain between the UE and the UAV, and σ̂2

denotes the noise power at the UAV receiver. The time and the energy con-
sumption for offloading the task m of the UE to the UAV are given by

tUE−UAV
m =

dm

RUE−UAV
(9)

and
ETUAV

m = PT
mtUE−UAV

m . (10)

The time and energy consumption of the UAV executing task m are expressed
as

tUAV
m =

cm

fUAV
, (11)

where fUAV denotes UAV computing speed in number of CPU cycles per second
and

EEUAV
m = PUAV

m tUAV
m , (12)
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where PUAV
m is the UAV power consumption for the CPU to execute tasks. In

this paper, for deployed UAVs, we ignore the energy consumption at the UAV
due to flight.

2.5 Problem Formulation

In this paper, we focus on the energy consumption of UEs and UAVs in the joint
offloading selection scheme. Therefore, the optimal problem can be formulated
as minimizing the energy consumption of UEs and UAVs with satisfying the
delay tolerance for given tasks, and the available resource constraints. For the
taskm which is described by three terms (dm, cm, tmax

m ), optimization equation
is given by

min
ω,η

(ωEloc
m + ηEuav

m )

s.t. C1 : tm ≤ tmax
m , m = 1, 2, ...,M

C2 : ω > η ∀taskm,m = 1, 2, ...,M

C3 : ω + η = 1 ∀taskm,m = 1, 2, ...,M

C4 : 0 < ω < 1 ∀taskm,m = 1, 2, ...,M

C5 : 0 < η < 1 ∀taskm,m = 1, 2, ...,M

C6 : Elocre
m ≥ Eloc

th ∀taskm,m = 1, 2, ...,M

C7 : Euavre
m ≥ Euav

th ∀taskm,m = 1, 2, ...,M

(13)

Among all the constraints, C1 is to enforce the hard deadline of the task tolerance
delay, C2, C3, C4, C5 are to ensure that UE energy optimization priority is
higher than UAV energy optimization, C6 is to ensure that the UE has energy
remaining after executing the taskm, C7 is to ensure that the UAV has energy
remaining after executing the taskm.

3 Solution to the Joint Offloading Optimization Problem

In this section, we first decompose the optimization in (13) into the offloading
selection subproblem, which can be converted to an optimal matching problem
based on the latency and energy limits of each specific task and solved using the
greedy based offload selection algorithm.

For a specific task, the UE broadcasts a request message to all surrounding
UAVs and SBSs. As shown in Table 1, the request message contains two main
fields, respectively, the location field and the task information field. The location
field indicates the current location of the UE. The task information field contains
three terms of the offloaded task dm, cm, tmax

m . As shown in Table 2, all nearby
UAVs and SBSs receive the discovery message broadcasted by the UE, and
send a response message to the UE. The response message contains three main
fields, respectively, the location field, offloading decision, and execution details.
The location field in respond message indicates the location of the current task,
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Table 1. Request message

Request message

Identification Task specification

Location Type Size

Table 2. Response message

Response message

Identification Offloading decision Execution details

Location One/Zero Execution time Energy consumption

offloading decision indicates whether the task can be offloaded according to the
energy limit of the UAV or SBS and the delay limit of the task, execution details
contain time and energy consumption required to execute the task offloaded.

For the offloading selection subproblem, a specific task can be executed in
three location including local, the UAV base station and the SBS in this paper.
The UE reasonably selects the location where the task is offloaded based on the
response message. In (13), The energy consumption of task offloading to the
local, the UAV, and the SBS is described as follows:

Êloc = EL
m

Êuav = ωETUAV
m + ηEEUAV

m

Êsbs = ETSBS
m

s.t. C2, C3, C4, C5

(14)

(a) The Task Is Executed Locally: Upon generating a task, the UE broad-
casts the request message to seek a suitable execution location based on task
energy consumption and QoS latency requirement. The UE executes offload-
ing selection according to received response message. The task is executed
locally as described below:

min
ω,η

(ωEloc
m + ηEuav

m ) = Êloc

s.t. C3, C4, C5

C1 : tLm ≤ tmax
m

C2 : ω = 1, η = 0

C6 : Eloc − EL
m ≥ Eloc

th

C8 : Êloc < Êsbs (if tUE−SBS
m + tSBS

m ≤ tmax
m )

C9 : Êloc < Êuav (if tUE−UAV
m + tUAV

m ≤ tmax
m ).

(15)
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Within the required QoS latency, if the local calculations have the lowest
energy consumption and after the task is completed, the remaining energy
resources of the UE are greater than the threshold energy of the UE, which
is presented in C6, the task is executed by the UE.
(b) The Task Is Executed at The SBS: The UE determines whether to offload
the task by comparing local execution time with maximum tolerance delay
tmax
m and the remaining energy of the UE Elocre

m with the threshold of energy
of the UE Eloc

th .

DT−offload = I(tLm, tmax
m ) =

{
0 IF (tLm ≤ tmax

m )
1 IF (tLm > tmax

m )

DE−offload = I(Elocre
m , Eloc

th ) =
{

0 IF (Elocre
m ≥ Eloc

th )
1 IF (Elocre

m < Eloc
th ).

(16)

When the time decision and the energy decision are both positive, the task is
executed locally, otherwise the task is offloaded. The task is executed at the
SBS as described below:

min
ω,η

(ωEloc
m + ηEuav

m ) = Êsbs

s.t. C3, C4, C5

C1 : tUE−SBS
m + tSBS

m ≤ tmax
m

C2 : ω = 1, η = 0

C6 : Eloc − ETSBS
m ≥ Eloc

th

C10 : Êsbs < Êuav (if tUE−UAV
m + tUAV

m ≤ tmax
m ).

(17)

When the QoS latency requirement of the task is guaranteed for offloading to
the SBS, if the energy consumption is the lowest, and after the task offloading
is completed, the remaining energy resources of the UE are greater than the
threshold energy of the UE, the task is executed at the SBS.
(c) The Task Is Executed at The UAV : For computation-intensive and
latency-sensitive tasks, the UE can not guarantee the Qos and select to offload
the task [12]. Compared to offload to the SBS, UAV-enabled MEC provides
higher bandwidth and more stable communication link, which can ensure
more critical QoS latency requirement of the task. The task is executed at
the UAV as described below: executed at the SBS as described below:
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min
ω,η

(ωEloc
m + ηEuav

m ) = Êuav

s.t. C2, C3, C4, C5

C1 : tUE−UAV
m + tUAV

m ≤ tmax
m

C6 : Eloc − ETUAV
m ≥ Eloc

th

C7 : Euav − EEUAV
m ≥ Euav

th

C11 : Êuav < Êsbs (if tUE−SBS
m + tSBS

m ≤ tmax
m ).

(18)

When the QoS latency requirement of the task is guaranteed for offloading to
the UAV, if the remaining energy of the UE and the UAV are greater than
the threshold energy after the task is completed and the energy consumption
is the lowest, the task is executed at the UAV.

The detail steps of a task-aware joint computation offloading scheme are
described in Algorithm 1.

4 Simulation Results and Discussions

In this section, we examine the performance of the task-aware joint computation
offloading scheme based on ground offloading and air offloading. For comparison,
we also simulate the following typical scheme: (1) just consider that tasks are
processed locally at the UE, which is denoted as scheme(1); (2) consider local
execution and the ground-offloading without air-offloading, which is denoted as
scheme (2); (3) consider local execution and the air-offloading without ground-
offloading, which is denoted as scheme (3); the joint computation offloading
scheme proposed in this paper is denoted as scheme (4).

In this simulation, Tables 3 and 4 respectively indicate the size of the con-
sidered tasks, a certain value of maximum allowable latency for each task. The
computation capability of the UE, the SBS and the UAV are 2.2 GHz, 5 GHz,
4 GHz respectively [13]. UAV is assumed to fly at a fixed altitude A = 80 m. Most
other parameters used in the simulation are summarized in Table 5.

Figure 2 illustrates optimal execution location of each task for different appli-
cations based on the proposed scheme. The result shows that for computation-
intensive or latency-sensitive computing tasks, the UE cannot meet its require-
ments. And the computing tasks are offloaded to the UAV or UE by air-offloading
and ground-offloading according to the delay and energy consumption of each
computing task. If there is no air-offloading or ground-offloading, a lot of tasks
will be blocked.
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Algorithm 1. The Latency-aware and Energy-aware MEC Based on a Joint
Computation Offloading Scheme

1: Initialization:

a)Set fL, fUAV , {PL
m, PT

m, PUAV
m }, m ∈ M , ω, η, β0, AUAV , WUE−SBS , Eloc, Euav, Eloc

th ,

Euav
th

b)Calculate GUE−SBS , HUE−UAV

c)Initialize three terms (dm, cm, tmax
m ) of taskm, m ∈ M , according to different applications;

2: for m = 1, · · · , M do

3: Calculate tLm, EL
m, tUE−SBS

m , tSBS
m , E

TSBS
m , tUE−UAV

m , tUAV
m , E

EUAV
m , E

TUAV
m

4: if tLm ≤ tmax
m & Eloc − EL

m ≥ Eloc
th then

5: if tUE−SBS
m + tSBS

m ≤ tmax
m & Eloc − E

TSBS
m ≥ Eloc

th then

6: if tUE−UAV
m +tUAV

m ≤ tmax
m & Eloc−E

TUAV
m ≥ Eloc

th & Euav −E
EUAV
m ≥ Euav

th

then

7: Compare the size of Êloc, Êuav, Êsbs

8: Select the optimal offloading location with the lowest energy consumption in line 7

9: else

10: Compare the size of Êloc, Êsbs

11: Select the optimal offloading location with the lowest energy consumption in line 10

12: end if

13: else if tUE−UAV
m + tUAV

m ≤ tmax
m & Eloc − E

TUAV
m ≥ Eloc

th & Euav − E
EUAV
m ≥

Euav
th then

14: Compare the size of Êloc, Êuav

15: Select the optimal offloading location with the lowest energy consumption in line 14

16: else

17: E=Êloc

18: The task offloads to local

19: end if

20: else if tUE−SBS
m + tSBS

m ≤ tmax
m & Eloc − E

TSBS
m ≥ Eloc

th then

21: if tUE−UAV
m + tUAV

m ≤ tmax
m & Eloc − E

TUAV
m ≥ Eloc

th & Euav − E
EUAV
m ≥ Euav

th

then

22: Compare the size of Êuav, Êsbs

23: Select the optimal offloading location with the lowest energy consumption in line 22

24: else

25: E=Êsbs

26: The task offloads to the SBS

27: end if

28: else if tUE−UAV
m +tUAV

m ≤ tmax
m & Eloc −E

TUAV
m ≥ Eloc

th & Euav −E
EUAV
m ≥ Euav

th

then

29: E=Êuav

30: The task offloads to the UAV

31: else

32: The task is blocked

33: end if

34: end for

35: Output: the location where the task is offloaded and average energy consumption and latency

for tasks execution

Figure 3 illustrate the blocking rate and average latency of handling for each
scheme. And we can find that the proposed scheme can achieve the lowest block-
ing rate and average delay compared other schemes. In Fig. 3, we can find that the
number of blocked tasks is reduced consideration of ground-offloading besides
the local computing or air-offloading besides the local computing, but there
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Table 3. The size of different tasks

Task Task(1) Task(2) Task(3) Task(4) Task(5)

dm(KB) 100 270 320 370 600

Task Task(6) Task(7) Task(8) Task(9) Task(10)

dm(KB) 780 850 900 910 1000

Table 4. QoS latency for different tasks

Task Task(1) Task(2) Task(3) Task(4) Task(5)

tmax
m (ms) 440 520 260 420 490

Task Task(6) Task(7) Task(8) Task(9) Task(10)

tmax
m (ms) 500 470 560 600 200

Table 5. Simulation parameters

Parameters Values

Sub-channel bandwidth WUE−SBS 2.5 MHz

Sub-channel bandwidth WUE−UAV 4 MHz

Processing power for PL
m, PUAV

m [1,5, 0.8] W

Tx power 24 dBm

Bandwidth 20 MHz

Small cell path loss (in dB) 147.4 + 43.3log10(R)

UAV channel power gain β0 −50 dB

Computing capability for fL, fSBS , fUAV [2.2, 5, 4] GHz

Height of UAVs 80 m

Noise power spectral density (PSD) −174 dBm/Hz

Threshold level of energy of UE Eloc
th 0.2 WH

Threshold level of energy of UE Euav
th 1 WH

are still some blocked tasks. The proposed scheme in this paper joint ground-
offloading and air-offloading achieves the best performance. Meanwhile, it can be
observed that the proposed scheme can achieve the lowest average latency based
on latency-awareness and energy-awareness of tasks. Each task is offloaded to
the best execution location to meet QoS latency requirement.
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Fig. 2. Offloading location of each task.
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Fig. 3. Blocking rate and average latency of tasks handling for different schemes of
each task.

Figure 4 shows energy consumption of each task for different schemes. And we
can find that the proposed scheme can minimize the energy consumption while
satisfying the QoS latency. The calculation task blocking rate even dropped
to 0%. It prolongs the lifetime of the UAV and the UE while improving the
performance of UAV-enabled mobile edge computing systems.
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Fig. 4. Energy consumption of each task for different schemes.



Task-Aware Joint Computation Offloading 115

5 Conclusion

In this paper, we focus on a latency-aware and energy-aware mobile edge com-
puting for time critical applications based on a joint computation offloading
scheme. The proposed scheme decides the location of task execution based on
the available resources and the required QoS constraints. For different tasks with
different QoS latency constraints and resource requirement, they are decided to
execute locally or offload to UAV-enabled MEC servers by air-offloading method
or offload to the SBS with conventional MESs by ground-offloading method.
The simulation results demonstrate that our scheme achieves higher efficiency
in terms of latency and blocking probability. Meanwhile, the proposed scheme
minimizes the energy consumption of UEs and UAVs under the conditions that
satisfy the different delay limits of each task.
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Abstract. Smart grid achieves optimal management of the entire power
system operation by constant monitoring and rapid demand response
(DR) for power supply-demand balance. Constantly monitoring the sys-
tem state realized by Wide Area Measurement Systems (WAMS) provides
a global view of the power grid. With a global view of the grid, Wide Area
Control (WAC) generated DR command to improve the stability of power
systems. When the regular monitoring data flow and the sudden DR data
coexist, the suddenness of the demand response may result in delay or loss
of the data packet due to uneven resource allocation when the network
communication resources are limited, thereby affecting the accuracy of the
power system state estimation.To solve this problem, this paper proposes a
burst traffic perception weighted round robin algorithm (BTAWRR). The
proposed algorithm defines the weight of the cyclic scheduling according to
the periodicity of the monitoring data and the suddenness of the demand
response. Then it adopts the iterative cyclic scheduling to adjust the trans-
mission of data packets in time by adaptively sensing the changes of the
traffic flow. The simulation results show that the proposed algorithm can
effectively reduce the scheduling delay and packet loss rate when the two
data coexist, and improve the throughput, which is beneficial to ensure the
stability of the smart grid.

Keywords: Burst traffic · Scheduling algorithm · Weight · Monitoring
data · Demand response

1 Introduction

Smart Grid achieves optimal management of the entire power system operation
by collecting, integrating, analyzing, and mining data obtained by real-time mon-
itoring of the key equipment in different parts of power grid such as generation,
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transmission, distribution, and power consumption [1]. With its rapid develop-
ment, a huge number of monitoring data and DR data are transmitted and
exchanged in order to ensure the stability and efficiency of its operation. Mon-
itoring data comes from WAMS, which implements real-time high-rate acquisi-
tion of main monitoring data for grid operation by arranging GPS-based Phased
Measurement Units (PMUs) at key measurement points in the power grid. DR
data comes from the control commands which are used to change the power
consumption of an electric customer to better match the demand for power with
the supply. Monitoring data traffic is generally periodic. DR traffic is generally
burst traffic. Two kinds of data traffic are required to transmit to the primary
station system in power grid. Therefore, the efficiency, integrity and low latency
of data transmission for two coexisting data traffic are an important guarantee
for the stability of power grid [2,3].

There are many scholars who have studied data preprocessing of PMU in
recent years. The focus of their study is to ensure the completeness and efficiency
of power grid monitoring data transmission [4]. A new approach to the applica-
tion of compressed sampling techniques in the field of power system synchronous
phasor measurement is proposed in [5]. Multi-scale compression processing for
PMU is proposed in [6]. There are also many scholars who have studied DR
command data transmission. The focus of their study is to ensure the rapid
and reliable response of the changes in state of power grid. A multicast tree
construction method considering both load power and communication delay is
introduced, which is called multicast routing algorithm based on DR capability
constraint in [7]. A DR energy management scheme for industrial facilities based
on the state task network (STN) and mixed integer linear programming (MILP)
is proposed in [8]. However, it is rarely noted that monitoring data and DR data
usually coexist in the communication networks in power grid. The burst of DR
leads to the sudden change of the traffic flow in smart grid. When the network
bandwidth is limited, the sudden change of the traffic will cause the data packet
transmission to be late, which leads to the loss of data and ultimately affects
the stability of the system [9,10].

Aiming at the above problem, this paper proposes a kind of Burst Traffic
Awareness Weighted Round Robin (BTAWRR) algorithm, which takes the peri-
odicity of PMU data traffic and the burst traffic of DR command into account.
The proposed algorithm adopts the iterative cyclic scheduling to adjust the trans-
mission of data packets in time by adaptively sensing the changes of the traffic
flow. The goal of the proposed algorithm is to reduce latency and packet loss
due to sudden changes in traffic, and increase throughput. By analyzing the
BTAWRR algorithm and WRR algorithm, the results show that the BTAWRR
algorithm is superior to the WRR algorithm in terms of average delay, packet
loss rate and throughput.

The rest of paper is organized as follows: Sect. 2 describes the WAMS struc-
ture. Section 3 introduces the algorithm we propose. Section 4 gives the results
and analysis of the simulation and final conclusions are drawn in Sect. 5.
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2 WAMS Structure

Smart grid could provide wider view of the grid through WAMS. The WAMS
structure is shown in Fig. 1. The basic components of WAMs are PMUs,
Phasor Data Concentrator (PDCs), and the associated wide area network
(WAN) [11,12]. PMUs can measure high resolution measurements of voltage,
phase angle, frequency and current phasors from different parts of the power
grid and export these measurements to a PDC [13]. The global positioning sys-
tem (GPS) is used to synchronize the phasor measurements to a common time
base. The most important function of a PDC is to collect the phasor measure-
ments from a set of PMUs and align the measurements according to their GPS
time stamp. The main stations collects measurements from different PDC pools,
time-aligns them, and sends them to the control center for state estimation,
dynamic monitoring, and transient stability analysis of the power system. The
power demand response is that when the power consumption of an electric cus-
tomer doesn’t match the demand for power with the supply, the control centers
need to send DR commands to the supply side and customer side in order to
make them match. Therefore, PMU monitoring data and DR commands coexist
in WAN. If their transmission in WAN was to experience abnormal delays or
packet losses, some measurements or DR commands can be lost. Such cases will
affect the stability of the entire power grid.

As can be seen from Fig. 1, multiple PDCs transmit the aggregated PMU
data to the primary station through the WAN. There is a need to exchange
PMU data and DR data between the primary stations. In the future, with the
continuous development of smart grids and the constant changes in demand, DR
commands from WAC may produce burst traffic flow. If the traffic flow in power
grid suddenly increases, the insufficient allocation of network communication
resources will cause an increase in delay and a large amount of packet loss. If the
traffic flow in the power grid suddenly decreases, excessive allocation of network
communication resources will result in waste of resources, while other PMUs will
have lower throughput due to insufficient resource allocation. The lack of PMU
measurement value will lead to the accuracy of the main station’s estimation
of the power system state, which is not conducive to the related protection,
detection and control of the power grid, thus affecting the stability of the power
grid.

In order to solve the above problem, a scheduling algorithm running on the
primary station system are introduced in this paper. By adaptively sensing the
burst traffic, the proposed algorithm can dynamically allocate network commu-
nication resources to the PMU in a balanced manner, which reduces the delay
and packet loss rate of PMU data and DR data transmission.

3 BTAWRR Algorithm

Among many classic scheduling algorithms, the performance of WRR algorithm
on scheduling real-time and packet loss rate is relatively good. The WRR algo-
rithm assigns a weight to each queue and sets the associated weight counter.
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Fig. 1. WAMS structure.

Before scheduling, the weight is assigned to corresponding counters, which spec-
ify the number of packets transmitted in the corresponding queue in one round.
If a queue sends a packet, the queue weight counter is decremented by one.
Continue to send packets until the counter reaches zero or the queue is empty.
Finally, all queue counters are reset to their weight values.

When WRR is introduced in the WAMS to allocate network communication
resources in a reasonable and balanced manner, there are three characteristics
of WAMS that need to be considered: (1) PMU sampling frequency; (2) PMU
data packet size; (3) The variance of the normal distribution DR traffic.

3.1 Weighted Design

Figure 2 shows two rounds of scheduling of three PMU queues (named PMU q2,
PMU q3 and PMU q4) and one DR queue (named DR q1) where the weight of
each queue is 3. Figure 2(a) indicates the first round of scheduling, and Fig. 2(b)
indicates the second round of scheduling. The dotted box indicates the packets
that are scheduled to be sent out of the queue, and the solid line box indicates
the remaining packets in the queue. Figure 2(a) shows the situation after the
queue has passed the first round of scheduling. It can be seen from the picture
that there are fewer data packets in q1, and the allocated resources are not used
up. At this time, there are 1, 2 packets of q3 and q4, respectively, which are not



BTAWRR in WAN for Smart Grid 121

transmitted. Figure 2(b) shows the results of the queue after the second round of
scheduling, we can see that q1 suddenly increased, at this time due to insufficient
allocation of resources, there are still 3 packets stranded, and q4 has a packet
loss in the second round due to more stranded packets in the first round. As
the DR queue service flow changes continuously, more resources are wasted and
packets are lost if the weight in WRR is not changed.

(a) The first round of scheduling

(b) The second round of scheduling

Fig. 2. Example of WRR algorithm.

In order to solve the above problem, it is necessary to redefine the weight in
combination with the sampling frequency and the packet size of the PMU data,
and the variance of the normal distribution DR traffic. There are two main steps
in this weight calculation:

1. Multiple queue traffic flows are normalized
The mean square error of the current plurality of queue traffic flows is deter-
mined according to the current round of queue traffic flow size. This step can
decide the traffic flow dispersion of all the queues. Assume that at round k,
the traffic of queue i is traffici,k, where 1 ≤ i ≤ n with n queue. 〈traffick〉
is the mean from round k,

〈traffick〉 =
1
n

n∑

i=1

traffici,k (1)
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the standard deviation at round k (βk) are determined as:

βk =

√√√√ 1
n

n∑

i=1

(traffici,k − 〈traffick〉)2 (2)

2. Determine the new weight wi,k

It can be seen from the first step that the larger the βk value is, the larger
the current queue traffic flow difference is, and the scheduling weight of mul-
tiple traffic flows should be adjusted accordingly. In this case, the bandwidth
division module needs to be reduced, and the resource allocation is more
balanced; the smaller the βk value is, the smaller the difference between the
current queue traffic flows is, the traffic is more balanced, and the scheduling
weight of multiple traffic flows should be close. However, when βk is less than
1, it is necessary to add 1 to avoid large quantization errors [17]. Therefore,
the weight adjustment factor ωi,k can be defined as:

ωi,k =
⌈

traffici,k
βk + 1

⌉
(3)

The current weight of queue i in round k (wi,k) is given by:

wi,k = ωi,kWi (4)

3.2 BTAWRR Algorithm

Based on the above weight design, the BTAWRR algorithm is proposed in Fig. 3.
When establishing the WAM model, the number of queues n is defined, which
corresponds with the number of PMUs and DR controls flows. The length of
all the queues (the maximum number of packets in the queue) is assumed as
the same, and is defined l. The number of packets of queue i in the kth round
scheduling is qi,k. The weight of qi,k is wi,k, and its weight counter is WCi,k,
which specifies the number of packets transmitted in queue i of the kth round
scheduling. For the convenience of performance observation, the maximum num-
ber of scheduling rounds is assumed as kmax.

Once the queues get scheduled in each scheduling round, the proposed algo-
rithm first computes the weight for each queue using Eq. 4 according to the
current flow traffic and sets weight counter for each queue. If a queue sends
a data packet, the queue weight counter is decremented by 1. The algorithm
continues to send packets until the weight counter reaches zero or the queue is
empty. Then the next queue gets scheduled and repeats the above process until
all the queues are scheduled in current round.

Due to the iterative calculation of Eq. 4, the proposed algorithm can calcu-
late the weight as the DR traffic changes. Therefore, BTAWRR algorithm can
adaptively perceive the DR traffic change, and adjust the weight in the each
scheduling round according to the traffic flow in the current queue in time.
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Fig. 3. The flow chart of BTAWRR algorithm.
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By running the BTAWRR scheduling algorithm at the primary station of Fig. 1,
it is possible to reduce the queuing delay of the data packets.

Applying the BTAWRR algorithm to Fig. 2 for scheduling, it can be cal-
culated that the traffic flow of each queue in Figure (a) is 64, 236, 278, and
293, respectively. According to Eq. 4, the current round of each queue can be
obtained. The weights that follow are 3, 9, 12, and 12, so no packets are stuck
in the first round. Because the queue is empty after the first scheduling round,
the second scheduling round of packets can enter the queue without packet loss.
The transmission efficiency is significantly improved.

4 Simulation Results

In this section, we analyze the impact of the BTAWRR algorithm on the effi-
ciency, integrity and timeliness of data transmission in smart grid through sim-
ulations.

4.1 Simulation Model

The transmission scheduling model on main stations are developed and simulated
on MATLAB. The performance of BTAWRR algorithm and WRR algorithm are
compared in terms of delay relative reduction rate, packet loss rate and relative
increase rate of throughput. We assume that DR traffic is normally distributed
and the simulation parameters are shown in Table 1.

The variance of the DR traffic is a scalar that describes the degree of burst
traffic flow. The smaller the variance value, the smaller the degree of burst traffic
flow, which means that the distribution of DR traffic data is relatively concen-
trated. The larger the variance value, the greater the degree of burst traffic flow,
which means that the distribution of DR traffic data is relatively discrete.

Table 1. Simulation parameter

Parameter Value

Number of queues 1 DR, 99 PMU

Length of the queue 200

Sampling frequency 50 150 times/round

Packet size 60 80 byte

The mean of DR traffic 100

The variance of DR traffic 2/4/6/8/10/12/14/16/18/20

Maximum number of rounds 100
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4.2 Simulation Result Analysis

Figure 4 shows the delay reduction rate of the BTAWRR algorithm relative to the
WRR algorithm. The scheduling delay of the BTAWRR algorithm is reduced by
about 95% compared to the WRR algorithm. In the case of the same DR traffic
burst, the weight of the BTAWRR is determined by the current queue service
flow, so the network communication resources can be more effectively utilized,
which results in timely data packet transmission. Accordingly, the scheduling
delay of the BTAWRR algorithm for the data packet is less than that of the
WRR algorithm scheduling.

Fig. 4. Delay relative reduction rate.

Figure 5 shows a comparison of packet loss rates for the two scheduling algo-
rithms. As the variance of DR traffic increases, the DR traffic flow changes a
lot. The packet loss rate of the two algorithms does not change significantly, so
the scheduling is stable for both two algorithm. However, the packet loss rate
of the BTAWRR algorithm is lower than that of the WRR algorithm. Since the
BTAWRR can adaptively sense the DR traffic changes and adjust the weight in
each round, the BTAWRR algorithm schedules packets among the queues in a
more balanced way and the possibility of queue overflow is also reduced.

Figure 6 shows the throughput increase rate of the BTAWRR algorithm rel-
ative to the WRR algorithm. The throughput of the BTAWRR scheduling algo-
rithm is increased by about 230% compared to the throughput scheduled by the
WRR algorithm. In the case of the same DR traffic burst, the total throughput
of the BTAWRR algorithm is more than that of the WRR algorithm because
the BTAWRR algorithm transmits more data packets than the WRR algorithm
in each scheduling round.
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Fig. 5. Packet loss rate.

Fig. 6. Relative increase rate of throughput.

5 Conclusions

This paper proposes a kind of BTAWRR algorithm to solve the problem that
network communication resources may be unevenly distributed when DR burst
traffic occurs. The proposed algorithm used the periodicity of PMU data traffic
as well as the burst traffic of demand response to define the weight of the cyclic
scheduling, so that the scheduled data packets are efficiently transmitted. Due
to the iterative calculation of weight, the algorithm can adaptively sense burst
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traffic changes and adjust packet transmission in time. The simulation results
show that the proposed algorithm can increase the throughput of the data packet
and reduce the scheduling delay and packet loss rate. The BTAWRR algorithm
can be applied to the transmission of data packets for the main station in smart
grid to ensure the efficiency, integrity and timely data transmission. It is con-
ducive to the stability of the smart grid.
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Abstract. In this paper, we consider a cooperative computing system
which consists of a number of mobile edge computing (MEC) servers
deployed with convolutional neural network (CNN) model, a remote
mobile cloud computing (MCC) server deployed with CNN model and
a number of mobile devices (MDs). We assume that each MD has a
computation task and is allowed to offload its task to one MEC server
where the CNN model with various layers is applied to conduct task
execution, and one MEC server can accept multiple tasks of MDs. To
enable the cooperative between the MEC servers and the MCC server,
we assume that the task of MD which has been processed partially by
the CNN model of the MEC server will be sent to CNN model of the
MCC server for further processing. We study the joint task offloading,
CNN layer scheduling and resource allocation problem. By stressing the
importance of task execution latency, the joint optimization problem
is formulated as an overall task latency minimization problem. As the
original optimization problem is NP hard, which cannot be solved conve-
niently, we transform it into three subproblems, i.e., CNN layer schedul-
ing subproblem, task offloading subproblem and resource allocation sub-
problem, and solve the three subproblems by means of extensive search
algorithm, reformulation-linearization-technique (RLT) and Lagrangian
dual method, respectively. Numerical results demonstrate the effective-
ness of the proposed algorithm.

Keywords: Cooperative computing · MEC server · MCC server ·
CNN layer scheduling · Task offloading

1 Introduction

The rapid development of mobile Internet and smart devices promotes the emer-
gence of new applications such as interactive gaming, virtual reality, augment
reality, etc. However, the intensive computing requirements of these emerging
applications pose great challenges to the computation and process capability of
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mobile devices (MDs). While mobile cloud computing (MCC) can be applied
to address these challenges, it suffers from long latency and low efficiency for
transmitting and processing huge amounts of data collected from MDs [1]. To
overcome the drawback of MCC, the concept of mobile edge computing (MEC)
is proposed [2]. By deploying high performance MEC servers at the network edge
in a distributed manner, MDs are allowed to offload their computation task to
the MEC servers, which then execute the task on behalf of the MDs. Therefore,
the task execution cost of the MDs especially in terms of task execution latency
and energy consumption can be reduced significantly.

While acting as an efficient manner for task execution, the MEC servers may
be subject to relatively limited computational capability especially compared to
the remote MCC servers. Hence, cooperative computing system which enables
the cooperative between remote MCC servers and MEC servers in task execu-
tion will be highly desired as it may enhance the performance of task execution
and achieve the efficient resource utilization of the network. To further facilitate
efficient task execution of the cooperative computing system, convolutional neu-
ral network (CNN) models can be applied at the MEC servers [3]. As a typical
CNN model is composed of multiple tiers with each tier having various data
processing capability, it is possible to process the task of MDs with a number of
CNN layers, then transmit the reduced intermediate data to the MCC server to
complete the task execution [4].

In recent years, the problem of task offloading has received considerable atten-
tions [5–10]. To minimize the system-wide computation overheads, the authors
in [5] formulate the task offloading problem as an offloading game and demon-
strate the existence of Nash equilibrium point. Task offloading problem in MEC
system was considered in [7,8], the weighted sum of the energy consumption and
task execution delay was formulated and optimized in [7] and the maximum task
execution latency of all the MDs was minimized in [8].

Joint task offloading and resource allocation problem was addressed in [6,9].
The authors in [6] defined an offloading priority function that depends on the
local computing energy of the MDs and the channel gain between the MDs and
the MEC servers. Based on the offloading priority of the MDs, a joint offload-
ing decision and resource allocation strategy is designed to achieve the minimum
weighted sum of the energy consumption. In [9], the problem of joint task offload-
ing and resource allocation in an MEC system with multiple MDs was formulated
as energy consumption minimization problem. To solve the formulated optimiza-
tion problem, the authors further decoupled the original optimization problem
into two problems, i.e., the resource allocation problem and the task offload-
ing problem, and solved the two problems respectively by using the Lagrange
method and the Hungarian method.

The aforementioned researches mainly address the problem of task offload-
ing in MEC system, however, the cooperative between MCC schemes and MEC
schemes has not been studied extensively. The authors in [10] considered the
task offloading problem in a cooperative computing system serving one MD at
certain time period, and proposed a greedy algorithm to maximize the number
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of tasks which can be offloaded to the system successfully. The authors in [10]
failed to consider the resource sharing at the computing server, thus may result
in inefficient resource utilization and highly limited task offloading performance.
Furthermore, the task execution time failed to be stressed, thus, may lead to rel-
atively long task execution time, which is undesired, especially for delay-sensitive
MD tasks.

In this paper, we consider a cooperative computing system which allows
the cooperative between the MEC servers and the MCC server in task execu-
tion. Assuming that the task execution at each MEC server is conducted by a
CNN model with multiple layer, we study the joint task offloading, CNN layer
scheduling and resource allocation problem. The joint optimization problem is
formulated as an overall task latency minimization problem. As the original opti-
mization problem is NP hard, which cannot be solved conveniently, we transform
it into three subproblems, i.e., CNN layer scheduling subproblem, task offloading
subproblem and resource allocation subproblem, and solve the three subproblems
by means of extensive search algorithm, reformulation-linearization-technique
(RLT) and Lagrangian dual method, respectively.

2 System Model

In this paper, we consider a cooperative computing system which consists of N
MEC servers, an MCC server and M MDs. Suppose each MEC server is deployed
with a CNN model which is composed of one input layer, one output layer and a
number of hidden layers. We assume that each MD has a single task which can
be offloaded to one MEC server and the task execution at the MEC server is
conducted by the CNN model. More specifically, the input data of MD task will
be processed by the input layer and various hidden layers or/and output layer,
and then is sent out at one particular hidden layer or the output layer of the
CNN model. We further assume that the cooperative between the MEC servers
and the MCC server in task execution is allowed, i.e., the MD task which has
been processed partially by the CNN model will be sent to the MCC server for
further processing. Figure 1 shows the system model considered in this paper.

Let MDm denote the mth MD and T = {T1, ...,TM} denote the set of
MD tasks, where Tm denotes the task of MDm, 1 ≤ m ≤ M . Tm can be
characterized by a 3-tuple

〈
Sm, Rmin

m ,Dmax
m

〉
, where Sm denotes the size of input

data of Tm, Rmin
m and Dmax

m denote the minimum transmission rate and the
maximum tolerable task execution latency of Tm, respectively. We denote E =
{E1, ...,EN} as the set of MEC servers, where En denotes the nth MEC server,
1 ≤ n ≤ N . Let Fn denote the computation capability of En, Bn denote the
bandwidth of the wireless link between En and the MDs, and Cn denote the
capacity of the fronthaul link between En and the MCC server.

To improve the resource utilization of the MEC servers, we assume that
multiple MDs are allowed to offload their task to one MEC server. However, in
this case, the resource sharing between multiple MD tasks has to be considered.
In particular, the bandwidth resource and computation resource of the MEC
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servers and the capacity of the fronthaul link between the MEC servers and the
MCC server should be allocated to various MD tasks.

We further denote rk
n as the ratio of the intermediate data size generated at

the kth CNN layer of En to the input data size of MD tasks and denote pk
n as

the computational overhead of a unit of input data at the kth CNN layer of En,
1 ≤ n ≤ N , 1 ≤ k ≤ K, where K denotes the total number of the layers in the
CNN models employed at the MEC servers.

Fig. 1. System model

3 Optimization Problem Formulation

In this section, we examine the overall task latency in the considered cooperative
computing system and formulate the joint task offloading, CNN layer scheduling
and resource allocation problem as overall task latency minimization problem.

3.1 Objective Function

Stressing the performance of task execution in the cooperative computing sys-
tem, we define overall task latency D as

D =
M∑

m=1

N∑

n=1

xmnDmn (1)

where Dmn denotes the task execution latency of Tm which is offloaded to En,
xmn denotes the task offloading variable of Tm. That is, if Tm is offloaded to En,
xmn = 1, otherwise, xmn = 0. Jointly considering the time required to transmit
MD tasks to the MEC servers and the MCC server, as well as the processing
time at both servers, we formulate Dmn as

Dmn = Dt
mn + Dp

mn + Dtc
mn + Dpc

mn (2)

where Dt
mn denotes the transmission latency required to offload Tm to En, Dp

mn

denotes the task execution latency of Tm at En, Dtc
mn denotes the transmission
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latency of Tm when being transmitted from En to the MCC server, Dpc
mn denotes

the task executing latency of Tm at the MCC server.
Dt

mn in (2) can be formulated as

Dt
mn =

Sm

Rmn
(3)

where Rmn denotes the achievable data rate of Tm when being transmitted to
En, which can be expressed as

Rmn = αmnrmn (4)

where αmn ∈ [0, 1] denotes the fraction of the bandwidth resource allocated to
Tm from En, rmn denotes the data rate of Tm when being transmitted to En

with the total bandwidth resource of En, i.e.,

rmn = Bnlog2

(
1 +

Pmgmn

σ2

)
(5)

where Pm denotes the transmission power of MDm when transmitting Tm to
En, gmn and σ2 denote respectively the channel gain and the noise power of the
link between MDm and En.

Dp
mn in (2) can be calculated as

Dp
mn =

K∑

k=1

δk
mnpk

n

Sm

βmnFn
(6)

where δk
mn denotes CNN layer scheduling variable. If the first k layers of the

CNN model is scheduled to process Tm at En, δk
mn = 1, otherwise, δk

mn = 1,
βmn ∈ [0, 1] denotes the fraction of the computation capability allocated to Tm

at En.
Dtc

mn in (2) can be calculated as

Dtc
mn =

K∑

k=1

δk
mnrk

n

Sm

λmnCn
(7)

where λmn ∈ [0, 1] denotes the fraction of the fronthaul capacity allocated to
Tm when En transmits the intermediate data of Tm to the MCC server.

In this paper, we assume that the MCC server has relatively high computa-
tion capability, thus the latency term Dpc

mn in (2) is negligible.

3.2 Optimization Constraints

To design the optimal joint task offloading, CNN layer scheduling and resource
allocation strategy which minimizes the overall task latency of the system, we
should consider a number of constraints.
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CNN Layer Scheduling Constraint. In this paper, we assume that at the
MEC servers, one or multiple layer of the CNN model is assigned for executing
one MD task, thus, we can express the CNN layer scheduling constraints as

C1 : δk
mn ∈ {0, 1}, (8)

C2 :
K∑

k=1

δk
mn ≤ 1. (9)

Task Offloading Constraint. We assume that each task can be offloaded to
at most one MEC server, hence, the constraints can be

C3 : xmn ∈ {0, 1}, (10)

C4 :
N∑

n=1

xmn = 1, 1 ≤ m ≤ M. (11)

Resource Allocation Constraints. In the case that one MEC server executes
multiple MD tasks, the resource allocation constraints should be satisfied, which
can be expressed as

C5 : αmn, βmn, λmn ∈ [0, 1] , (12)

C6 :
M∑

m=1

αmn ≤ 1, (13)

C7 :
M∑

m=1

βmn ≤ 1, (14)

C8 :
M∑

m=1

λmn ≤ 1. (15)

Data Rate and Latency Requirements. Stressing the task offloading require-
ment, we assume that the link between MDm and En should meet a minimum
transmission rate constraint when Tm is offloaded to one MEC server, i.e.,

C9 :
N∑

n=1

xmnRmn ≥ Rmin
m , 1 ≤ m ≤ M. (16)

As the task execution latency of Tm should meet a tolerable maximum
latency requirement, we can express the task execution latency constraint as

C10 :
N∑

n=1

xmnDmn ≤ Dmax
m . (17)
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3.3 Optimization Problem

Considering the aforementioned objective function and optimization constraints,
we formulate the overall task latency minimization-based joint task offloading,
CNN layer scheduling and resource allocation problem as

min
xmn,δk

mn,αmn,βmn,λmn

D

s.t. C1 − C10. (18)

Through solving above optimization problem, we can obtain the joint task
offloading, CNN layer scheduling and resource allocation strategies.

4 Solution of the Optimization Problem

The formulated optimization problem is a non-convex mixed integer program-
ming problem which is NP-hard and cannot be solved conveniently. In this
section, we decompose the formulated optimization problem into three subprob-
lems, i.e., CNN layer scheduling subproblem, task offloading subproblem and
resource allocation subproblem, and solve the three sub-problems successively
to obtain the joint task offloading, CNN layer scheduling and resource allocation
strategies.

4.1 CNN Layer Scheduling Subproblem

In this subsection, we first assume that task offloading strategy is given, e.g.,
xmn = 1, and no resource sharing among tasks is required, i.e., αmn = 1, βmn =
1, λmn = 1. Substituting αmn, βmn, λmn into (2)–(7), we may rewrite Dmn as

D0
mn =

Sm

rmn
+

K∑

k=1

δk
mn(pk

n

Sm

Fn
+ rk

n

Sm

Cn
). (19)

As the only optimization variable contained in D0
mn is the CNN layer schedul-

ing variable, denoted by δk
mn, we may design the optimal CNN layer scheduling

strategy by minimizing D0
mn. Hence, the optimization problem formulated in

(18) is now reduced to the CNN layer scheduling subproblem, which is formu-
lated as

min
δk
mn

D0
mn

s.t. C1, C2, C10 in (18). (20)

Since the above optimization problem is a simple one-variable optimization
problem, we may solve it based on extensive search algorithm and obtain the
optimal CNN layer scheduling strategy, denotd by δk,∗

mn.
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4.2 Task Offloading Subproblem

Substituting δk,∗
mn into the optimization problem formulated in (18), we can

observe that the optimization problem is now a joint task offloading and resource
allocation problem, and the objective function D can be rewritten as D0, i.e.,

D0 =
M∑

m=1

N∑

n=1

xmn

(
D̂t

mn

αmn
+

D̂p
mn

βmn
+

D̂tc
mn

λmn

)

(21)

where D̂t
mn = Sm

rmn
, D̂p

mn =
K∑

k=1

δk,∗
mn

pk
nSm

Fn
, D̂tc

mn =
K∑

k=1

δk,∗
mn

rk
nSm

Cn
.

It can be observed that the objective function D0 is a mixed discrete and sec-
ond order function of the optimization variables xmn, αmn, βmn and λmn, which
is notoriously difficult to solve. To address the difficulties, we apply variable
transformation, discrete variable relaxation method and the RLT to reformulate
the problem.

To tackle the problem of fraction optimization, we first define ιmn = 1
αmn+εb

,
νmn = 1

βmn+εc
, and ømn = 1

λmn+εf
where εb, εc and εf are microscales intro-

duced to avoid divide-by-zero error, then we can rewrite the optimization prob-
lem in (18) as follows.

min
xmn

ιmn,νmn,ømn

M∑

m=1

N∑

n=1

xmn(ιmnD̂t
mn + νmnD̂p

mn + ømnD̂tc
mn)

s.t. C3,C4,C9,C10 in (18)

C11 :
M∑

m=1

1
ιmn

≤ 1 + Mεb, ιmn ∈
[

1
1 + εb

,
1
εb

]

C12 :
M∑

m=1

1
νmn

≤ 1 + Mεc, νmn ∈
[

1
1 + εc

,
1
εc

]

C13 :
M∑

m=1

1
ømn

≤ 1 + Mεf , ømn ∈
[

1
1 + εf

,
1
εf

]
. (22)

Problem (22) is still a non-convex problem because of the discrete variable
xmn and the second order form of the optimization variables. We now employ
discrete variable relaxation method to convert xmn ∈ {0, 1} to 0 ≤ xmn ≤ 1,
then we adopt the RLT to linearize the objective function and constraints in
(22). To linearize the second order terms xmnιmn, xmnνmn and xmnømn, we
define ϕmn = xmnιmn, ςmn = xmnνmn and ϑmn = xmnømn. Considering the
constraints on xmn, ιmn, νmn and ømn, we can obtain respectively the RLT
bound-factor product constraints for ϕmn, ςmn and ϑmn as

Ξϕ
mn =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ϕmn − 1
1+εb

xmn ≥ 0
ιmn − 1

1+εb
− ϕmn + 1

1+εb
xmn ≥ 0

1
εb

xmn − ϕmn ≥ 0
1
εb

− ιmn − 1
εb

xmn + ϕmn ≥ 0

(23)
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Ξς
mn =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ςmn − 1
1+εc

xmn ≥ 0
νmn − 1

1+εc
− ςmn + 1

1+εc
xmn ≥ 0

1
εc

xmn − ςmn ≥ 0
1
εc

− νmn − 1
εc

xmn + ςmn ≥ 0

(24)

Ξϑ
mn =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ϑmn − 1
1+εf

xmn ≥ 0

ømn − 1
1+εf

− ϑmn + 1
1+εf

xmn ≥ 0
1
εf

xmn − ϑmn ≥ 0
1
εf

− ømn − 1
εf

xmn + ϑmn ≥ 0

(25)

After substituting ϕmn, ςmn and ϑmn into (22), we obtain a convex optimiza-
tion problem:

min
xmn

ιmn,νmn,ømn
ϕmn,ςmn,ϑmn

M∑

m=1

N∑

n=1

(ϕmnD̂t
mn + ςmnD̂p

mn + ϑmnD̂tc
mn)

s.t. C4,C9,C10 in (18)
C11−C13 in (22)
C14 : 0 ≤ xmn ≤ 1
C15 : ϕmn ∈ Ξϕ

mn

C16 : ςmn ∈ Ξς
mn

C17 : ϑmn ∈ Ξϑ
mn (26)

Problem (26) is now a convex optimization problem, therefore it can be solved
efficiently in polynomial time using standard software such as CVX, MOSEK,
etc. Let

{
x̂mn, ι̂mn, ν̂mn, ø̂mn, ϕ̂mn, ς̂mn, ϑ̂mn

}
denote the optimal solution

of (26). As x̂mn is a continuous approximation of xmn, to obtain the binary task
offloading strategy x∗

mn of (18), we define
{

x∗
mn = 1, x̂mn ≥ 0.5

x∗
mn = 0, x̂mn<0.5.

(27)

4.3 Resource Allocation Subproblem

While the optimal resource allocation strategy denoted by α̂mn, β̂mn and λ̂mn

can be obtained from ι̂mn, ν̂mn, ø̂mn, the suboptimality may occur due to the
approximation of xmn. In this paper, given the task offloading strategy x∗

mn, we
further formulate the resource allocation subproblem and calculate the optimal
resource allocation strategy by means of Lagrange dual method.

Based on the obtained task offloading strategy x∗
mn, we calculate the number

of tasks being offloaded to individual MEC servers. In the case that
M∑

m=1
x∗

mn ≥ 1

for any En, i.e., more than one task is offloaded to En, resource sharing occurs
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at En and the optimal resource allocation strategy should be designed. Let Φn =
{Tm|x∗

mn = 1} denote the set of MD tasks which are offloaded to En.
We denote D̄mn as the task latency when Tm is offloaded to En, i.e., x∗

mn = 1,
we obtain

D̄mn =
Sm

Rmn
+

K∑

k=1

δk,∗
mn

(
pk

nSm

βmnFn
+

rk
nSm

λmnCn

)
. (28)

The resource allocation subproblem can be formulated as

min
αmn,βmn,λmn

∑

Tm∈Φn

D̄mn

s.t. C5 − C10. (29)

It can be proved that the optimization problem formulated in (29) is a convex
problem which can be solved by using the Lagrange dual method. The corre-
sponding Lagrange function can be expressed as

L (αmn, βmn, λmn, ηmn, μmn, γmn, θmn, ωmn, ε, τ, ψ)

=
∑

Tm∈Φn

D̄mn +
∑

Tm∈Φn

ηmn

(
D̄mn − Dmax

m

)

+
∑

Tm∈Φn

μmn

(
Rmin

m − Rmn

)
+

∑

Tm∈Φn

γmn (αmn − 1)

+
∑

Tm∈Φn

θmn (βmn − 1) +
∑

Tm∈Φn

ωmn (λmn − 1)

+ ε(
∑

Tm∈Φn

αmn − 1) + τ(
∑

Tm∈Φn
T

βmn − 1)

+ ψ(
∑

Tm∈Φn

λmn − 1) (30)

where ηmn, μmn, γmn, θmn, ωmn, ε, τ, ψ are Lagrange multipliers. The Lagrange
dual problem is formulated as

max
ηmn,μmn

γmn,θmn,ωmn
ε,τ,ψ

min
αmn,βmn,λmn

L

s.t. ηmn, μmn, γmn, θmn, ωmn, ε, τ, ψ ≥ 0. (31)

For a given set of Lagrange multipliers, the optimal resource allocation strat-
egy can be obtained as

α∗
mn =

[√
(1 + ηmn) Sm

(γmn + ε − μmn) rmn

]+

, (32)

β∗
mn =

[√
(1 + ηmn)Smpk

n

(θmn + τ) Fn

]+

, (33)
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λ∗
mn =

[√
(1 + ηmn)Smrk

n

(ωmn + ψ) Cn

]+

(34)

where [x]+ = max {x, 0}.
Replacing αmn, βmn and λmn by α∗

mn, β∗
mn and λ∗

mn respectively in Dmn,
we will be able to obtain the optimal task latency of Tm at En when sharing
bandwidth, computation and fronthual resource of En with other tasks.

5 Simulation Results

In this section, we evaluate the performance of the proposed algorithm by sim-
ulations. In the simulation, we consider a rectangular region with the size being
100 m × 100 m where the MEC servers and the MDs are randomly located. The
number of MEC servers is set as 2, 3, 4, respectively and the number of tasks is
set from 25 to 35, the total number of CNN layers is set as K = 5 in the simula-
tion. Other simulation parameters employed in the simulations, unless otherwise
mentioned, are summarized in Table 1. The simulation results are averaged over
1000 independent experiments.

Table 1. Simulation parameter

Parameters Value

Input data size (Sm) [1, 10]Mb

Transmission power of MDm (Pm) 0.6 W

Noise power (σ2) −110 dBm

Channel path loss model 128.1 + 27log(d)dB

Bandwidth of En (Bn) 10 MHz

Computation capability of En (Fn) {600, 800}GHz

Fronthaul capacity of En (Cn) 100 Mbps

Reduction ratio (rkn) [0.4, 0.2, 0.16, 0.128, 0.1152]

Computational overhead of unit data (pk
n) [0.5, 1.1, 1.8, 2.84, 3.992]GHz/M

In Fig. 2, we examine the performance of our proposed algorithm, the RLT
algorithm without the Lagrangian dual method (RLT-0), the algorithm proposed
in [9], the average resource allocation (ARA) algorithm, which allocates the
resource of the MEC servers equally to the associated MDs and a benchmark
algorithm, i.e., the minimum distance based task offloading (MDO) algorithm,
which allows the MDs to select the nearest MEC server to offload their tasks.

The overall task latency obtained from different algorithms is shown in Fig. 2.
From the figure, we can observe that while the overall task latency increases as
the number of tasks of MDs increases for all the considered algorithms, our pro-
posed algorithm offers the minimum overall task latency compared with other
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algorithms. This is mainly benefited from the joint optimization of task offload-
ing, CNN layer scheduling and resource allocation, and the combination of RLT
and Lagrange dual method.

In Fig. 3, we plot the overall task latency versus the number of tasks obtained
from our proposed algorithm and the one proposed in [9]. Different number of
MEC servers, i.e., N = 2, 3, 4 is considered in the simulation. From the figure,
we can see that lower overall task latency can be achieved with the increased
number of the MEC servers. Comparing the results obtained from our proposed
algorithm and the one proposed in [9], we can see that our proposed algorithm
offers lower overall task latency. The reason is that our proposed algorithm aims
to minimize the overall task latency while the authors in [9] tend to minimize
the energy consumption required for task execution, hence may result in longer
task latency.

In Fig. 4, we examine the overall task latency versus the available bandwidth
of the MEC servers. The number of MEC servers and tasks are set as 2 and 30,
respectively in the simulation. It can be seen from the figure that the overall task
latency decreases as the bandwidth of the MEC servers increases. Comparing the
results obtained from the proposed algorithm and the algorithm proposed in [9],
we can see that the proposed algorithm offers better performance.

In Fig. 5, we compare the simulation results of our proposed algorithm with
two baseline algorithms which employ different task offloading schemes and no
cooperative computing is applied. For baseline algorithm 1, we assume that tasks
can only be offloaded to the MEC servers and no MCC server is available. For
baseline algorithm 2, we assume that no MEC servers are deployed and tasks
can only be offloaded to the MCC server. From Fig. 5, we can observe that our
proposed algorithm outperforms the two baseline algorithms demonstrating the
performance benefits by conducting cooperative computing between the MEC
servers and the MCC server.
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Fig. 2. Overall task latency versus num-
ber of tasks (different algorithms).
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6 Conclusions

In this paper, we consider a cooperative computing system and formulate the
joint task offloading, CNN layer scheduling and resource allocation as an opti-
mization problem which minimizes overall task latency. As the formulated opti-
mization problem is NP-hard, we decompose the original optimization problem
into CNN layer scheduling subproblem, task offloading subproblem and resource
allocation subproblem, and solve the three subproblems based on extensive
search algorithm, the RLT and Lagrangian dual method, respectively. Numeri-
cal results demonstrate the proposed algorithm outperforms previously proposed
algorithms and the baseline algorithms which fail to apply cooperative comput-
ing schemes.
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Abstract. At present, Multi-platform Avionics System (MPA) has been widely
used. The existing adaptive scheduling algorithmbased onSliding-ScheduledTen-
ant (SST) simulates and verifies the resource management and task scheduling of
MPA, and analyzes the task requirements of MPA. However, due to the short-
comings of SST algorithm in considering energy consumption and other aspects,
it reduces the task acceptance rate, and does not consider the limitations of sen-
sors and priorities, which makes al algorithm unable to meet the requirements of
avionics system.This paper proposes amethod of system resource selection,which
considers the energy consumption, sensor and priority limit, so as to improve the
acceptance rate of tasks, improve the acceptance rate of high priority, and get
a scheduling algorithm with high acceptance rate of tasks. Finally, through the
comprehensive analysis of the experimental results and experimental results in
different scenes, it is shown that the algorithm proposed in this paper outperforms
the existing algorithm in terms of the acceptance rate.

Keywords: Multi-platform Avionics System · Resource modeling · Resource
scheduling

1 Introduction

Multi-platform Avionics System (MPA) is a brand-new Avionics System Architecture,
it is a new architecture after Integrated Modular Avionics (IMA) [1–3] and Distributed
Integrated Modular Avionics (DIMA) [4, 17]. For MPA, scheduling algorithm plays an
important role in coordinating avionics resources under different platforms. At present,
the research on the scheduling algorithm of multi-platform avionics resources is still in
its infancy, and the domestic and foreign research results on this aspect are limited. In the
distributed integrated modular avionics system, functions are no longer tied to hardware,
and devices are no longer centralized, but connected to multiple devices on the aircraft
by the network. Multi-platform avionics system also manages the avionics resources of
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each aircraft. Therefore, the realization of aircraft function becomes a request problem
to existing hardware resources. Functional application software issues the application of
hardware resources according to its requirements on hardware resources (such as CPU,
memory, sensor, etc.), and themulti-platform avionics system responds to the application
based on the existing resources of each device, ensuring that the functional application
software can complete its tasks on the appropriate equipment. There are many types
of research on the algorithm of resource scheduling in the field of cloud computing.
In the multi-platform avionics system, network communication, computing resource
allocation and module cooperative work are the main considerations. In addition, the
avionics system focuses on the reliability and stability of the system and emphasizes
on the performance. Therefore, the domestic and foreign research status mainly focuses
on the research on the service quality (QoS) demand of cloud application in the field of
cloud computing [5].

Literature [6, 7] considers the constraints of network communication. In literature
[6], the author proposed a generalized resource allocation method, which can allocate
resources according to resource request constraints under different cloud architectures
in the case of real-time request arrival and departure. This is an online algorithm where
the allocation is done without any knowledge of the resource request that will arrive in
the future. The algorithm considers constraint information such as data center location
and network delay, and the resource allocation method accepts future resource requests
as much as possible. In the literature [7], the author studies the dynamic online social
network environment cost optimization problem on multiple geographically distributed
clouds over a continuous period of time. However, their consideration of network com-
munication basically only stays on the delay, without paying attention to the impact
of network bandwidth on performance. In literature [8] considers the network routing
problem of data center, and proposed a joint optimization scheme to optimize virtual
machine placement and network routing, and described a parallel method to divide the
data center network into parallel processing clusters. In order to find the effective traffic
path, a multi-path routing algorithm is proposed to reduce the energy consumption of
the data center network while ensuring the service quality. In literature [9], the author
proposed a new request model. In addition to providing the user’s resource requirements,
the request can also specify the user’s required duration and other information. In litera-
ture [27], an SST adaptive scheduling algorithm (sliding scheduled tenant) is proposed,
which can be used to solve the task scheduling and resource management of avionics
system by dividing it into long task request and short task request, and rearranging it in
the way of alternating long task and short task.

Although SST adaptive scheduling algorithm accords with some characteristics of
avionics system, it can’t be directly transplanted to distributed avionics system. This is
because in addition to the requirements of robust zoning, the distributed avionics system
also has the following characteristics: function and sensor Association, different task pri-
ority, different network communication protocols and scheduling focus on acceptance
rate. In this paper, a scheduling algorithm is designed aims at the defects that SST algo-
rithm reduces the task acceptance rate due to considering energy consumption and does
not consider the limitation of sensors and priorities. It improves the selection of system
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resources and improves the high priority acceptance rate, so as to obtain a scheduling
algorithm with high task acceptance rate.

In Sect. 2 introduces the related work and background knowledge; Sect. 3 intro-
duces the existing problems of the algorithm, puts forward the idea and advantages of
distributed avionics resource scheduling algorithm, and gives the detailed design of the
algorithm; In Sect. 4 carries out the experimental analysis of the proposed algorithm and
Sect. 5 is the conclusion.

2 Related Work

2.1 Avionics System Resources Model

In this paper, we abstract the avionics system resource model into a weighted directed
graph G(V, E), where V represents the set of nodes in the network and E represents
the set of links. In G, node v ∈ V is denoted by switch or computer; directed edges
〈o, p〉 ∈ E expression links between node o and p, whose bandwidth is denoted by the
symbol B_<o, p>.

The sets of computers and sets of switches are denoted by S andW respectively. The
set of sensors owned by the computer in s is represented by the symbol P_s. The set
of cabinet switches is represented by the symbol R, the set of convergence switches is
represented by the symbol Ag, and the set of core switches is represented by the symbol
Co, all of which are subsets of set W. The computing power of computer hardware is
abstracted by literature [22], that is, standard capacity units are used to describe it. The
resource capacity of computer v for S is described by the number of CPU and represented
by the symbol C_v. Scheduling adopts the method of matching resources, which is not
only easy to be popularized, but also helpful to consider the allocation of network and
time resourceswithout loss of generality.According to the demand of different resources,
this paper defines the size five different instances of the resources to support resource
heterogeneity; while symbol � denotes the collection resource instances.

2.2 Task Request Model

The task request model represents a set of related functions (as shown in Fig. 1), that the
flight formation needs to complete at a given time. The implementation of a function in a
task request may involve some of the same sub-functions, we define the resource require-
ments for the sub-functions as a dynamic partition. Therefore, this article combines the
task model with the Application’s resource abstraction diagram (i.e. TAG [19], Tenant
Application Graph) to represent the resource abstraction of the task through the Appli-
cation. The resource abstraction diagram represents the functional module structure of
the task as well as the communication mode between the functional modules. Each node
in the figure corresponds to a functional module, and each directed edge corresponds to
the bandwidth requirement required for a dynamic partition to communicate with related
functional modules. Functional modules represent the type and number of dynamic par-
titions associated with them, while directed edges represent the exit and entry bandwidth
requirements between any subset of dynamic partitions in the dynamic partition and any
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other related functional modules. Resource requirements for dynamic partitioning can
be calculated by measuring [24] or by the processing power and workload of dynamic
partitioning [23].

Fig. 1. Function relationship diagram

Fig. 2. Resource abstraction diagram

To facilitate the implementationof timepartitioning, time is divided into uniform time
slots represented by T, A task request k is represented by

(
Bk, t Ak , dk,

[
wS
k , wE

k

]
, pk

)
,

Bk is the resource abstract graph, t Ak represents the time when the task request arrives,
dk represents the time when the task runs,

[
wS
k , wE

k

]
represents the time interval when

the task runs t Ak , wS
k , wE

k ∈ T , and pk represents the priority of the task request. wL
k

represents the latest start time of task request k, which is calculated bywE
k −dk According

to the above Settings, the possible start time of the task is �k = {
wS
k , . . . , wE

k

}
.

Resource abstract graph Bk is represented by (Hk, Ik), where Hk is a set of functional
modules, each defined based on the type and number of dynamic partitions, and Ik is a
set with edge between functional modules, each specifying the bandwidth requirements
between corresponding modules. For a function module η ∈ Hk , it is associated with〈
ψ

η
k , Nη

k , Pη
k

〉
, including ψ

η
k ∈ Ψ said the type of dynamic partitioning (CPU cores), eta

said the number of dynamic partitioning, eta said need a collection of sensors. Nη
k rep-

resents the number of dynamic partitions, and Pη
k represents the set of sensors required.

While a directed edge ι ∈ Ik is associated with
〈
b+
k,ι, b

−
k,ι

〉
, where b+

k,ι and b
−
k,ι specify the

exit and entrance bandwidth requirements of each dynamic partition of its source and
destination function modules respectively. The directed edge represents the bandwidth
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requirement for any dynamic partition in a functional module to communicate with
any dynamic partition subset in another functional module, rather than the bandwidth
requirement for separate dynamic partitioning to dynamic partitioning. As can be seen
from Fig. 2, each dynamic partition in function module 1 needs bandwidth b+

k,12 to send
information to any dynamic partition subset in function module 2, while each dynamic
partition in function module 2 needs bandwidth b−

k,12 to receive information of any

dynamic partition subset in function module 1. Use b−
k,12 and b

−
k,12 to represent the total

exit and total entrance bandwidth requirements for each dynamic partition of module
η ∈ Hk . For example, β+

k,1 = b+
k,12 + b+

k,10 in Fig. 2. In this case, the exits and entrances
of each edge are associated with the bandwidth requirement rather than a single edge
corresponding to a separate bandwidth requirement, because the number of dynamic
partitions in a task may vary depending on the functional module. When the number of
dynamic partitions of the two functional modules involved in a task is different, this app-
roach ensures that the results of the bandwidth used between the two functional modules
are consistent. Take Fig. 2 as an example, for directed edge ι = 〈η1, η2〉, the required
bandwidth is Nη1

k b+
k,ι = Nη2

k b−
k,ι.

2.3 SST Adaptive Scheduling Algorithm

The research of Dalvandi et al. In the field of cloud computing puts forward an SST
(Sliding Scheduled Tenant) adaptive scheduling algorithm [9] to solve the problem of
resource scheduling in the field of cloud computing.

For each SST problem, the acceptance rate is maximized (equivalent, the rejection
rate is minimized) while the total power consumption is kept as low as possible. The
objective function can be expressed as follows:

Minimize : CRaj + CAcc (1)

CRaj is the total rejection cost, andCAcc is the total power consumed by all powered-
on components due to the accepted requests. Considering c as the cost per rejected
request, the value of CRaj is determined by:

CRaj = c ∗
(
K −

∑

k∈K zk
)

(2)

where the term K −∑
k∈K zk) determines the total number of rejected requests, and the

value of CAcc is determined by:

Cacc =
(∑

t∈T,v∈V P
0
v
X
t
v

+
∑

t∈T,v∈V P
∗
v
Y

t
v, p

+
∑

t∈T,v∈V P
∗
v
f
k, t
i, v

)
(3)

where the X
t
v
is if node v ∈ V is active in timeslot t ∈ T, the Y

t
o, p

is if link 〈o, p〉 ∈ E

is active in timeslot t ∈ T, and the f
k, t
i, v

is if source-VM/destination-VM of request

k ∈ K is placed on server v ∈ V in timeslot t.
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3 Efficient Scheduling Algorithm for Multi-platform Avionics
System

Based on the above system modeling, our concern is that in a certain time interval,
the avionics system resource model received a series of task request models, and how
the avionics system should place the task function modules to accept as many tasks as
possible. In addition, since the task request model contains the concept of priority, the
avionics system should satisfy the request of high priority task first. In literature [27],
the problems studied by Dalvandi et al. [9] in the field of cloud computing are somewhat
similar to the problems discussed in this paper. In the previous section, Dalvandi et al.
Analyzed the problem of SAPR (sliding scheduled application placement and routing),
that is, SST (sliding scheduled tenant) adaptive scheduling algorithm [9]. Since the
scheduling algorithm does not take into account the problems of sensors and priority in
avionics system, and the energy consumption is reduced to a certain extent, this paper
proposes an algorithm with high task acceptance rate as the target, and gives priority to
ensuring resource allocation of high-priority tasks.

3.1 The Ideas of Algorithm

According to the analysis in the above section, the existing SST adaptive scheduling
algorithm needs to be improved from four aspects: sensor, priority, bandwidth allocation
and improved acceptance rate, so as to be applied in the applicationfield ofmulti-platform
avionics system. Specific improvements will be described next.

On the sensor aspect, the original algorithm did not consider the condition of sensor,
but the resourcemodel and task requestmodel of the avionics systemconstructed by us all
have sensors. In task assignment, each functional module of the task should be assigned
to a computer whose computing resources and sensors can meet the task requirements
to meet the requirements of avionics system.

In terms of priority, the task request model presented in this paper includes priority.
When resources are allocated, resource requests for high-priority tasks are first met,
followed by lower-priority tasks.

In terms of bandwidth allocation, the AFDX standard separates the sending and
receiving channels. The output bandwidth of a functional module is different from the
bandwidth used by the input bandwidth. In the calculation, they should be considered
separately. For example, if there is a dynamic partition ψ that wants to put on the
computer s ∈ S (the computer s is connected to the switch v ∈ W , and the output
bandwidth of the dynamic partition ψ is B), it is to determine whether B〈s,v〉 is greater
than B, rather than treating the input/output bandwidth as a whole.

In avionics system, it is its goal to reduce the number of rejection tasks as much as
possible, that is, to complete the tasks with limited resources as much as possible. In
order to improve the acceptance rate, the following three factors were considered:

(1) Sensor: in the task sequencing, arrange in ascending order according to the tightness,
and rank in descending order according to the number of types of sensor. This is
expected to give priority to tasks with large sensor requirements.
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(2) Priority: since the task is dynamically arriving in the avionics system, a high-priority
task may be received when the low-priority task accepted by the avionics system
has allocated resources in a certain period of time but has not started to execute.
Therefore, after the high-priority task arrives, try first to allocate on the existing
resource graph. When the allocation fails, the resources of the unexecuted low-
priority tasks that have been accepted are released, tried again to allocate the tasks,
and again allocated resources for the low-priority tasks that have just been released,
so as to guarantee the resources of high-priority tasks and increase the high priority.

(3) Dynamic partition placement: dynamic partition placement becomes more flexible
when energy saving is not a limitation. The system does not need a switch that
prioritizes the lowest power cost to place the requested partition. Multiple dynamic
partitions of a functional module can also be placed on different computers, because
the avionics system does not have to worry about the energy consumption caused
by the operation of the computer.

3.2 Algorithm Targets and Constraints

Based on the above analysis, the scheduling algorithm considers a multi-platform avion-
ics system and a set of task requests dynamically arriving. The scheduling algorithm
selects the appropriate start time in the time window specified by the request, and allo-
cates the resources of the multi-platform avionics system to the task request to meet the
computing resources and network resources of the task request, and the time of resource
allocation is equal to the time of the request. The purpose of the scheduling algorithm is
to accept as many requests as possible. The problem is described as a MILP optimiza-
tion problem using multiple commodity flow expressions. Table 1 is a description of the
variables to be used next.

Table 1. Variable declaration

Variable name Variable meaning

f t,vk,η
Indicate how many dynamic partitions are placed on v ∈ S for the function
module η ∈ Hk in request k ∈ K on slot t ∈ T

lt,k,ιs,r Indicates whether the side ι ∈ Ik in request k ∈ K uses link 〈s, r〉 ∈ E on
slot t ∈ T

zk Indicates whether the system accepts request for k ∈ K

τ tk Indicate whether the time slot t ∈ T is the start time of request t ∈ T

π
η
k,r

Indicates whether the dynamic partition of function module η ∈ Hk in request
k ∈ K is placed on cabinet switch r ∈ R

The multi-platform avionics system aims to maximize the acceptance rate of
task requests and make full use of all resources in the system. In other words, the
multi-platform avionics system should minimize the total number of rejected requests.
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Therefore, the objective function is as follows:

Minimize : CRej (4)

In the formula: CRej is the total number of rejected requests, whose value is defined
as |K | − ∑

k∈K zk .
As this problem is a common problem of scheduling, dynamic partition placement

and routing, it is a multi-commodity flow problem, which must satisfy the following
constraints: link traffic restriction, link demand restriction, and dynamic partition place-
ment restriction. Link traffic limits ensure that the total flow through each link does not
exceed the link’s capacity. It is defined

Bo,p ≥ ∑
k∈K

∑
η∈Hk

β+
k,η f

t,o
k,η i f o ∈ S

Bo,p ≥ ∑
k∈K

∑
η∈Hk

β−
k,η f

t,p
k,η i f p ∈ S

Bo,p ≥ ∑
k∈K

∑
ι∈Ik b̄k,ιl

t,k,ι
o,p otherwise

⎫
⎪⎬

⎪⎭
∀〈o, p〉 ∈ E, ∀t ∈ T (5)

In the formula: b̄k,ι is the total bandwidth demand of edge ι ∈ Ik , and β+
k,η and

β−
k,η are the output bandwidth and input bandwidth of dynamic partition of functional η

module dedication respectively. The first two conditions of formula (5) ensure that the
total output bandwidth and input bandwidth of the dynamic partition on the computer
do not exceed the link capacity, and the latter condition guarantees that the link flow
between switches is sufficient.

The link requirement constraint is represented by formulas (6), (7), (8) and (9).
Suppose src(ι) anddst(ι) represent the source functionmodule and target functionmodule
of side ι ∈ Ik respectively. Given that Sr is the set of all the computers under the cabinet
switch r , formula (6) means that if the computer s ∈ Sr is running a dynamic partition of
the functional module src(ι) (or dst(ι)), then the boroughs must be through the link 〈s, r〉
(or 〈s, r〉), that is, lt,k,ιs,r (or lt,k,ιr,s ) is 1. Formula (7) indicates that if there is no dynamic
partition of functional modules on the computer s, that is, f t,sk,src(ι) (or f t,sk,dst(ι)) is 0, the
side will not pass the link 〈s, r〉 (or 〈r, s〉).

N src(ι)
k lt,k,ιs,r ≥ f t,sk,src(ι)

N dst(ι)
k lt,k,ιs,r ≥ f t,sk,dst(ι)

}

∀t ∈ T,∀ι ∈ Ik,∀k ∈ K ,∀r ∈ R,∀s ∈ Sr . (6)

lt,k,ιs,r ≤ f t,sk,src(ι)

lt,k,ιs,r ≤ f t,sk,dst(ι)

}

∀t ∈ T,∀ι ∈ Ik,∀k ∈ K ,∀r ∈ R,∀s ∈ Sr (7)

Formula (8) is used to ensure that when the source dynamic partition and target
dynamic partition are placed under the same cabinet switch, the flow of side ι ∈ Ik will
only be transmitted in the cabinet switch, and will not reach the convergence switch or
core switch. When the dynamic partition of src(ι) and dst(ι) is under the same cabinet
switch, there exists equation π

src(ι)
k,r = π

dst(ι)
k,r = 1. At this time, the flow of side ι ∈ Ik

does not go through the link connected by cabinet switch and aggregation switch. For-
mula (9) ensures that when the source dynamic partition and target dynamic partition are
placed under different cabinet switches, the flow is connected through the link between
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cabinet switch and convergence switch.

∑
p∈W :〈r,p〉∈E lt,k,ιr,p ≤

(
π
src(ι)
k,r − π

dst(ι)
k,r + 1

)
/2

∑
p∈W :〈p,r〉∈E lt,k,ιp,r ≤

(
π
dst(ι)
k,r − π

src(ι)
k,r + 1

)
/2

⎫
⎬

⎭
∀t ∈ T,∀ι ∈ Ik,∀k ∈ K ,∀r ∈ R

(8)
∑

p∈W :〈r,p〉∈E lt,k,ιr,p ≥ π
src(ι)
k,r − π

dst(ι)
k,r∑

p∈W :〈p,r〉∈E lt,k,ιp,r ≥ π
dst(ι)
k,r − π

src(ι)
k,r

}

∀t ∈ T,∀ι ∈ Ik,∀k ∈ K ,∀r ∈ R (9)

The constraint conditions of dynamic partition placement are formula (10), (11),
(12), (13) and (14). Formula (10) ensures that the dynamic partition only USES the
time of its request and that the rejected dynamic partition does not use resources in
any time slot. For more efficient use of network resources, formula (11) ensures that
each dynamic partition is placed on only one computer. Formula (12) ensures that the
dynamic partition does not move during the time it is requested. Formula (13) ensures
that the total resources used by the dynamic partition on the computer shall not exceed
the total resources of the computer. Formula (14) ensures that the sensor of the computer
can meet the requirements of dynamic partitioning.

∑

s∈S f t,sk,η =
∑dk−1

j=0
τ
t− j
k Nη

k ,∀η ∈ Hk,∀k ∈ K ,∀t ∈ T (10)

∑

r∈R π
η
k,r = zk,∀k ∈ K ,∀t ∈ T (11)

dk f
t,s
k,η ≤

∑dk−1

j=1−dk
f t+ j,s
k,η ,∀η ∈ Hk,∀k ∈ K ,∀t ∈ T,∀s ∈ S (12)

∑

k∈K
∑

η∈Hk
ψ

η
k f t,sk,η ≤ Cs,∀t ∈ T,∀s ∈ S (13)

⋃

k∈K
⋃

η∈Hk
Pη
k ⊆ Ps,∀t ∈ T,∀s ∈ S (14)

3.3 The Design of Algorithm

(1) Sorting module

Sorting module input is to be processed, a priority task request collection and an
adaptive threshold, the priority is used to show which priority task module will handle
the request, and the adaptive threshold is the time slot to receive all of the request the
average duration of task, task request for divided into long task request and short tasks.As
shown by Function Sequencing, the module first wants to process priority task requests
into the set Kt,p (see line 1). If the priority has a task request to be processed, the module
will sort the task request set (see lines 2–12), otherwise it will not operate and return an
empty set directly (see lines 13–15). When the module sorts the task request set, it will
divide the set Klong into the long task request set Klong and the short task request set
Kshort (see lines 2–8), and then the module will calculate the tightness ak of the priority
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task request. Compactness ak is given by the ratio of the duration of the task request
to the length of the time window, that is, ak = dk/

(
wE
k − wS

k

)
. The sorting module

will arrange all the long task requests and short task requests in descending order of
compactness, because the possibility of rejecting the request increases with the increase
of compactness. In order to increase the acceptance rate of the system, this paper will
give priority to the task with high sensor demand. Therefore, when the density a_k is
the same, the sensor types are sorted in descending order (see line 10). The validity of
the consideration of the sensor will be verified in the experimental section. After the
task is sorted, the module sorts the task request by alternating the long task request with
the short task request, and puts the result into the set Ksequence (see line 11). The final
output of the module is the processed collection Ksequence

(2) Time to choose

The time selection module defines candidate start times based on the type of each
request, the required duration, and the specified time window. As shown by Function
Candidate, for a short task request, its Candidate start time is considered as �k , and its
element is every possible start time for the task request (see lines 3–4). This is because
short task requests need to start as early as possible to increase task acceptance and to
ensure the full utilization of resources in the near future. On the other hand, for long task
requests, it will traverse all time slots in �k and find the time slots with the minimum
standard deviation of the minimum average number of active requests for its subsequent
time slots as the start time of long task requests (see lines 6–14). This is because long task
requests need to be placed as evenly over the time slot as possible to improve resource
utilization.
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(3) Resource allocation module

Themain tasks of the resource allocationmodule are two. One is to obtain the system
available resource information according to the start time and duration; The second is
to allocate resources reasonably to the task to make the system’s task acceptance rate as
high as possible.

The function to obtain the system’s available resource information is performed by
function Aggregator (t, dk). Where t is the assumed starting time of the task and dk is the
number of time slots required for the task to run. This function returns a multi-platform
avionics system resourcemodel to represent the resource state ofmulti-platform avionics
system in dk slots starting from time slot t. This function combines the sequence of
the given multi-platform avionics system resource model to create a weighted directed
graph G∗(V ∗, E∗). This weighted directed graph G∗ is formally consistent with the
multi-platform avionics system resource model, which is used to represent the available
resource information of all avionics system resourcemodels in different time slots during
the duration of task request.
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It is assumed that the weighted directed graph Gt (Vt , Et ) represents the state of an
avionics system belonging to time gap t. As shown in the Function Aggregator, when
given t and k, A Function can obtain A sequence {Gt ,Gt+1, . . . ,Gt+dk−1}, represented
by the set Gdeal . The module USES set Gdeal to construct a new weighted directed
graph G∗. The set of nodes of this graph is the intersection of all weighted directed
graphs in the sequence, and the set of links is consistent with the node. And in figure
G∗, the resource capacity of nodes and links takes the smallest remaining capacity in all
weighted directed graphs (see lines 3–9).

The function of assigning system resources to tasks is performed by function
App_Place_Route(G∗, Bk), where G∗ is the weighted directed graph of available
resources obtained by function Aggregator, and Bk is the resource graph of task request
(set Hk containing functional modules and set Ik with directional edges between func-
tional modules). This function is used to place the functional modules of a task and
determine the communication path between the modules. By finding a set of computers
and communication paths with sufficient resources, the function places the request to the
lowest layer possible in the avionics system, that is, if the task can be completed by the
computer under the cabinet switch, the aggregation switch is not used. The lowest-level
priority is to increase the likelihood of using shorter paths while maximizing higher
bandwidth availability. For the given request k and the weighted directed graph G∗ pro-
vided by the resource allocation module, App_Place_Route checks the availability of
the multi-platform avionics system in bottom-up order (i.e. first the cabinet switch, then
the convergence switch, and finally the order of the core switch) until the resource is
allocated or the request is rejected after all layers are checked.

A key function in the App_Place_Route function is map_switch(v, η), which is used
to check the feasibility of placing the function module of the task request under a switch
where v represents the switch and η represents the function module. For the given switch
v and function module η, map_switch function checks all the computers under switch v

to allocate all the computing resources and bandwidth resources required by the dynamic
partition in the function module η. Unlike SST adaptive scheduling algorithm, which
takes energy consumption into account, the emphasis here is tomake full use of resources
to improve system utilization.
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Function App_Place_Route first tries to use the computer of the cabinet switch to
complete all function modules of the task request, that is, to judge whether the remaining
resources of the computer and network bandwidth under a cabinet switch can meet the
requirements of all function modules of the task. The function App_Place_Route USES
the function map_switch(v, η) to check the feasibility of placing the function module
of the task request under the cabinet switch. If the cabinet switch does not have enough
resources to place all the functional modules of the task request, it continues to check
the availability of all resources under the aggregation switch of the avionics system. If it
cannot find an aggregate switch with sufficient capacity, check the last layer of the core
switch.

If it is judged that the resources under the avionics system can meet the task demand,
function App_Place_Route will save the resource allocation information into the task
allocation list, so as to apply the resource according to the allocation information when
the start time comes. In addition, the function updates the resource allocation information
to all the relevant avionics system resource model sequences, so that the following tasks
can get the correct resource surplus through the function Aggregator.

When the resources under the core switch cannot meet the task request, the SST
adaptive scheduling algorithm will reject the request directly. However, as mentioned
above, we hope to increase the acceptance rate of high-priority tasks, so the resource
release module is added.
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(4) Resource release

The role of the resource release module is to release resources requested by unex-
ecuted low-priority tasks, thereby increasing the acceptance rate of high-priority tasks.
The module gets the priority information of task allocation below the priority of the task
request to be assigned from the task allocation list, and then releases the resources in
the resource model sequence of all related resources in the avionics system according
to the allocation information and task duration obtained. The released low-priority tasks
are placed in the set of tasks to be processed so that they can be re-placed when the
priority task is processed. The resource release module then calls the resource alloca-
tion module again to determine the availability of system resources after the release of
low-priority task resources. If the freed system resource can meet the task requirement,
the task request is accepted. If the released system resources are still unable to meet the
task requirements, the task is rejected.

(5) Time complexity analysis

By analyzing the worst case of each module, the worst time complexity of the
algorithm can be obtained. Due to the different processing methods of long task request
and short task request, we consider them separately. For the long task request, the time
selection module needs to traverse the candidate start time �k and calculate the average
task number of dk gaps to get a start time, whose time complexity is O(dk |�k |); The
candidate start time of short task request is set k directly, and its time complexity can
be ignored. For the resource allocation module and the resource release module, the
number of times the task request calls them is different. The long task request calls only
once, while the short task request calls O times.

The time complexity of the resource allocation module is determined by functions
Aggregator and App_Place_Route. The function Aggregator needs to take the inter-
section of the system resource model of dk time slots of the task request, so its time
complexity is O(dk |G|), and |G| is the sum of node number |V | and edge number |E |.
The time complexity of map_switch, a key function in the function App_Place_Route,
is O(|Sr |), where S represents the set of all computers. This is because the worst thing
about map_switch is that it tries to put a portion of the dynamic partition on all the
computers in the system. The function App_Place_Route calls the map_switch func-
tion O(|W ||Hk |) times to ensure that all functional modules for task requests are tried
under all switches, where |W | is the number of switches and |Hk | is the number of
functional modules. Therefore, the time complexity of function App_Place_Route is
O(|W ||Hk ||Sr |). Therefore, the time complexity of the resource allocation module is
O(dk |G| + |W ||Hk ||Sr |).

The resource release module needs to release all resources that are lower priority
than the current task request and are executed, and try again to allocate them. The
time complexity of the resource that releases a task request k is O(dk |G|), so the time
complexity of the resource release module is O(Cdk |G|), and C is the number of tasks
that need to be released.
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To sum up, the time complexity of long task request is O(dk |�k | + Cdk |G|+
2|W ||Hk ||Sr |), while that of short task request is O(|�k |(Cdk |G| + 2|W ||Hk ||Sr |)),
which can be completed in polynomial time.

4 Experiment and Analysis

4.1 Experimental Parameters

(1) Multi-platform avionics system resources

This paper considers a multi-layered topology consisting of a core switch and five
aircraft. The five aircraft are one AWACS, two e-jets and two fighters. As shown in
Table 2, the AWACS is used to search and monitor air or sea targets. It needs to complete
radar reconnaissance and electromagnetic reconnaissance. Therefore, the AWACS has
radar reconnaissance sensors and electromagnetic reconnaissance sensors. They are used
to disable the warning, communication, and radar systems, requiring radar jammers and
electromagnetic jammers to complete the mission. Fighter planes are used to fight for
control of the air, to protect the safety of flight formation, need infrared reconnaissance
sensors and missile launchers. In addition to sensor differences, the five aircraft share
the same computing resources. Each aircraft has a convergence switch connected to
three cabinet switches. Each cabinet switch has four computers. Each computer has
eight computing resources, or 8-core CPU. The link bandwidth of the computer and
cabinet switch is set at 0.1 Gbps, while the link bandwidth of the cabinet switch and
convergence switch and the link bandwidth of the convergence switch and core switch
are set at 1 Gbps.

Table 2. Functions of all aircraft models

Models Function

AWACS Radar reconnaissance, electromagnetic reconnaissance

Electronic fighter Radar interference, electromagnetic interference

Fighters Infrared reconnaissance, missile strike

(2) Task request

According to the research on flow characteristics between switches in literature [26]
and [27], it can be known that flow distribution includes exponential and lognormal
distribution, etc. In the multi-platform avionics system, the allocation of resources by
time period is a key point. In this paper, the algorithm will be evaluated in different flow
distribution modes to ensure the comprehensiveness of the experiment.

All task requests in the experiment were randomly generated. It is assumed that the
distribution of the time interval between the arrival of the task request satisfies theweibull
distribution, while the duration of the request follows a lognormal distribution. The
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tightness of A task, that is, the ratio of the duration of the task request to the length of the
time window, is randomly selected from set A = {0.1, 0.2, . . . , 0.9}. The time window
of the task request is obtained according to the duration and tightness of the task request.
A task request has three functional modules, and a functional module contains three
dynamic partitions. Under each functional module, the number of computing resources
and sensor type of dynamic partition are the same. A dynamic partitioning request of
computing resources in the resource instance set� randomly selected, and corresponding
to a random sensor types, and each dynamic partitioning of bandwidth demand are set to
25Mbps.Resources collection instance� defines five different instances of the resources
to support the heterogeneity of resources. These five resource instances consume one to
five computer resource units.

The main influencing conditions of the experiment are as follows:

(1) Flow volatility. Flow fluctuation is defined as the degree of change of request
duration, and its flow fluctuation is related to the standard deviation of lognor-
mal distribution followed by duration. The specific quantization method is shown
in Table 3.

Table 3. Flow volatility quantification table

Degree of flow fluctuation The standard deviation of a lognormal distribution

High 1.00

Middle 0.75

Low 0.50

Unexpected request. Request suddenness is defined as the degree of burst that rep-
resents the arrival of task request. Its suddenness is related to the shape parameters of
weibull distribution followed by the time interval between the arrivals of task request.
The specific quantization method is shown in Table 4.

Table 4. Sudden request quantization table

Request suddenness Weibull distribution shape parameters

Nonsudden 1.00

Half a sudden 0.75

Sudden 0.50

Bymodifying the above conditions, the experiment can set different scenes. Accord-
ing to the scenario design in literature [9], the following four different scenarios are
considered in this paper:



A Resource Scheduling Algorithm with High Task Request Acceptance Rate 159

(1) High flow fluctuation and unexpected arrival of request: in this scenario, the stan-
dard deviation of lognormal distribution followed by the change degree of request
duration was set to 1.00, and the shape parameter of distribution followed by the
degree of request arrival burst was set to 0.5. The effectiveness of the scheduling
algorithm is evaluated by comparing the influence of one or more factors of sen-
sor, priority and placement on the acceptance rate of the multi-platform avionics
system.

(2) Low flow volatility and unexpected arrival of requests: the difference between this
scenario and scenario one is that the flow volatility is changed from high volatility
to low volatility, that is, the standard deviation of lognormal distribution followed
by the change degree of request duration is set to 0.50.

(3) High traffic fluctuation and non-abrupt arrival of request: this scenario assumes
that the arrival of task request is non-emergent, so the distribution shape parameter
followed by the degree of request arrival in scenario 1 is set as 1.00.

(4) Impact of request suddenness: in this scenario, the impact of request suddenness on
the scheduling algorithm is mainly discussed. As the previous experiment shows
that tasks with priority and partition placement have a better acceptance rate, the
analysis will be carried out around the scheduling algorithm.

4.2 Analysis of Experimental Results

In order to guarantee the reliability of the experimental results, this paper each algorithm
under each scenario are sent 10000 times the task request set, ensures that the duration
of the request of the experimental data and meet the sudden request they follow the
mode of distribution, and use in CloudSim simulation platform to realize the algorithm
simulation programfinished the results of data collectionwork, here are the experimental
results and results of each scenario analysis.

(1) High flow volatility and unexpected arrival of requests

Figure 3 shows the acceptance of all task requests by multi-platform avionics system
after the scheduling algorithm takes different influencing factors into account in the case
of high flow fluctuation and unexpected arrival of request. The horizontal axis represents
the average number of task requests per unit time slot and the vertical axis represents
the acceptance rate of multi-platform avionics system.

As can be seen from the figure above, although under low load (that is, the aver-
age number of task requests is low), the task request acceptance rate of the multi-
platform avionics system is close to 100%, but with the increase of load, the task request
acceptance rate of the system will gradually decline.

According to Fig. 3, the reception rate of all scheduling algorithms that take partition
placement into consideration is much higher than those that do not take this factor
into account. This is because after receiving the task request without considering the
scheduling algorithm of partition placement, the dynamic partition of each functional
module is required to be completed on the computer under the same cabinet switch,which
will lead to the improvement of the computing capacity requirements of cabinet switch
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Fig. 3. The overall task acceptance rate under scenario

and reduce the task acceptance rate. The scheduling algorithm considering partition
placement can place the dynamic partition of functional modules on different cabinet
switches. When a cabinet switch cannot meet the needs of a functional module, it will
accept part of the dynamic partition under the functional module, make full use of the
existing resources, and reduce the resource requirements of the functional module for
subsequent cabinet switches.

In addition, it can be seen that the priority scheduling algorithm can slightly improve
the acceptance rate of the system, while the influence of sensors on the acceptance rate
of the system is not obvious. The reason why the influence of sensors on the system
acceptance rate is not obvious may be that the sensor demand in the experiment is
generated randomly, while the model of task request is relatively fixed, resulting in no
significant change in the requirement of the number of sensors. The reason why the
prioritized scheduling algorithm can slightly improve the system acceptance rate may
be that the release of low-priority task request resourcesmight release a long task request,
resulting in the system accepting shorter task requests.

Figure 4 shows the acceptance rate of high-priority tasks with priority scheduling
algorithm and no priority scheduling algorithm. According to the data shown in Fig. 3,
it can be seen that the acceptance rate of the priority scheduling algorithm is not lower
than the original scheduling algorithm, and there is a small improvement. However,
Fig. 4 shows that the scheduling algorithm considering priority has a certain degree of
improvement in the acceptance of high-priority tasks, and the scheduling algorithm con-
sidering priority has a higher acceptance rate for high-priority tasks than the scheduling
algorithm considering only partition placement.

To sumup, in the case of high trafficfluctuation andunexpected arrival of requests, the
scheduling algorithm of priority and partition placement and the scheduling algorithm
of all three considered have higher task request acceptance rate and can accept more
high-priority task requests.
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Fig. 4. The high priority task acceptance rate in the scenario

(2) Low flow fluctuation and unexpected arrival of request

Figure 5 shows the acceptance of all task requests by multi-platform avionics system
after the scheduling algorithm takes different influencing factors into account in the
case of low flow fluctuation and unexpected arrival of request. Similar to the results of
scenario 1, the acceptance rate of all scheduling algorithms that take partition placement
into account is much higher than those that do not take this factor into account. And those
that take priority into account have a certain degree of improvement in acceptance rate.
However, the sensor scheduling algorithm has a negative effect on the task acceptance
rate. Figure 6 shows the acceptance rate of high-priority tasks with priority scheduling
algorithm and no priority scheduling algorithm. It can be seen that the priority scheduling
algorithm still improves the acceptance of high-priority tasks to some extent.

Therefore, in the case of low traffic fluctuation and unexpected arrival of requests,
the scheduling algorithm of priority and partition placement has higher task request
acceptance rate and can accept more high-priority task requests.

Compared with scenario 1, the acceptance rate of task request is reduced to some
extent, which is because low flow fluctuation makes the duration of task increase and
the overall system resources are insufficient. However, as the change is not large, the
factors of flow fluctuation will not be analyzed afterwards.

(3) High traffic fluctuation and request non-unexpected arrival

Figure 7 shows the acceptance of all task requests by multi-platform avionics system
after considering different influencing factors in the case of highflowfluctuation and non-
unexpected arrival of request. Similar to the results of scenario 1, the acceptance rate of
all scheduling algorithms that take partition placement into account is much higher than
those that do not take this factor into account. Figure 8 shows the acceptance rate of high-
priority tasks with priority scheduling algorithm and no priority scheduling algorithm.
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Fig. 5. The overall task acceptance rate under scenario 2

Fig. 6. High priority task acceptance rate under scenario 2

It can be seen that the priority scheduling algorithm still improves the acceptance of
high-priority tasks to some extent.

However, comparedwith scenario 1, the arrival of non-suddenness of request reduces
the performance of all scheduling algorithms significantly. This is because the arrival
of sudden request, the available time slots are relatively sufficient, while the continuous
arrival of non-suddenness of request, and the time gaps are relatively saturated and cannot
accept more tasks. In the case of low overall acceptance rate, the priority scheduling
algorithm can still guarantee the acceptance rate of high-priority task requests (20%
higher than the overall acceptance rate).

Therefore, in the case of high traffic fluctuation and non-unexpected arrival of
requests, priority and partition placement scheduling algorithms have higher task request
acceptance rate and can accept more high-priority task requests.
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Fig. 7. Integrated task request acceptance rate sensor in scenario 3

Fig. 8. High priority task acceptance rate a under scenario 3

(4) Sudden impact of request

Figure 9 shows the acceptance of all task requests by multi-platform avionics system
with different request suddenness after the scheduling algorithm considers priority and
partition placement in the case of low flow fluctuation. The acceptance rate of the system
decreases with the sudden decrease of request. As shown in scenario 3, as request sud-
denness increases, the available time slots begin to saturate and shift to sufficient, and
thus the high abrupt task acceptance rate is significantly higher than other situations.
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Fig. 9. Comprehensive task request acceptance rate under scenario 4

5 Conclusions

This paper studies the modeling method and scheduling algorithm of multi-platform
avionics resource, and solves how to reasonably schedule the hardware resource on
multi-platform avionics system to increase the task acceptance rate. First, we use the
multi-layer hierarchical topology structure ofmultiplatform avionics resourcemodeling,
in view of the existing resource scheduling algorithm is not considering the problem of
sensor, priority restrictions, choose way from system resources and improve the high-
priority acceptance rate is optimized, and proposes a task with high acceptance rate
of avionics resource scheduling algorithm. In the future, we need to further improve
this scheduling algorithm, such as considering the resource allocation of primary and
secondary sensors, priority in special cases, etc. Finally, CloudSim is used to build a
simulation experiment environment, and the experimental results show that the algorithm
in this paper has greatly improved the acceptance rate of task request compared with the
original algorithm.

Acknowledgments. This work was supported in part by the Aeronautical Science Foundation of
China under Grant 20165515001.

References

1. Watkins, C.B., Walter, R.: Transitioning from federated avionics architectures to integrated
modular avionics. In: IEEE/AIAA 26th Digital Avionics Systems Conference, DASC 2007,
pp. 2.A.1-1–2.A.1-10. IEEE (2007)

2. Zaruba, R.: Air/ground data communication radios for future ATM. In: IEEE 2015
IEEE/AIAA 34th Digital Avionics Systems Conference (DASC), Prague, Czech Republic,
13 September 2015–17 September 2015 (2015)

3. Digital avionics systems conference (2012)



A Resource Scheduling Algorithm with High Task Request Acceptance Rate 165

4. Halle, M., Thielecke, F.: Next generation IMA configuration engineering-from architecture
to application. In: 2015 IEEE/AIAA 34th Digital Avionics Systems Conference (DASC),
pp. 6B2-1–6B2-13. IEEE (2015)

5. Zhang, X., Yang, J., Sun, X., Wu, J.: Survey of geo-distributed cloud research progress. J.
Softw. 29(7), 2116–2132 (2018)

6. Hao, F., Kodialam, M., Lakshman, T.V., et al.: Online allocation of virtual machines in a
distributed cloud. IEEE/ACM Trans. Netw. 25(1), 238–249 (2017)

7. Jiao, L., Li, J., Xu, T., et al.: Optimizing cost for online social networks on geo-distributed
clouds. IEEE/ACM Trans. Netw. (TON) 24(1), 99–112 (2016)

8. Jin, H., Cheocherngngarn, T., Levy, D., et al.: Joint host-network optimization for energy-
efficient data center networking. In: 2013 IEEE 27th International Symposium on Parallel &
Distributed Processing (IPDPS), pp. 623–634. IEEE (2013)

9. Dalvandi, A., Gurusamy, M., Chua, K.C.: Application scheduling, placement, and routing
for power efficiency in cloud data centers. IEEE Trans. Parallel Distrib. Syst. 28(4), 947–960
(2017)

10. Calheiros, R.N., Ranjan, R., Beloglazov, A., et al.: CloudSim: a toolkit for modeling and sim-
ulation of cloud computing environments and evaluation of resource provisioning algorithms.
Softw. Pract. Exp. 41(1), 23–50 (2011)

11. ARINC653-1: Avionics Application Software Standard Interface. ARINC Annapolis, Mary-
land (2003)

12. Rushby, J.: Partitioning in avionics architectures: requirements, mechanisms, and assurance.
SRI International Menlo Park CA Computer Science Lab (2000)

13. DO-178B: Software Considerations inAirborne Systems and Equipment Certification. RTCA
(1992)

14. DO-248B: Final Annual Report For Clarification Of DO-178B “Software Considerations in
Airborne Systems and Equipment Certification”. RTCA (2001)

15. Carmel-Veilleux, T.: Adaptation multicoeur d’un noyau de partitionnement robuste vers
l’architecture PowerPC. École de technologie supérieure (2011)

16. Beaulieu, S.: Analyse du déterminisme et de la fiabilité du protocole PCI express dans un
contexte de certification avionique. École de technologie supérieure (2012)

17. Feng, F.: Research on validity evaluation technology of avionics system with DIMA
architecture. Nanjing University of Aeronautics and Astronautics (2014)

18. Barnhart, C., Cohn, A.: Airline schedule planning: accomplishments and opportunities.
Manuf. Serv. Oper. Manag. 6(1), 3–22 (2004)

19. Meisen,M.: Optimizing long-haul transportation considering alternative transportation routes
within a parcel distribution network. In: Sebastian, H.J., Kaminsky, P., Müller, T. (eds.) Quan-
titative Approaches in Logistics and Supply Chain Management. Lecture Notes in Logistics,
pp. 129–147. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-12856-6_6

20. Crainic, T.G., Gendreau, M., Farvolden, J.M.: A simplex-based tabu search method for
capacitated network design. INFORMS J. Comput. 12(3), 223–236 (2000)

21. Knauth, T., Fetzer, C.: Energy-aware scheduling for infrastructure clouds. In: 2012 IEEE
4th International Conference on Cloud Computing Technology and Science (CloudCom),
pp. 58–65. IEEE (2012)

22. Lee, J., Lee, M., Popa, L., et al.: CloudMirror: application-aware bandwidth reservations in
the cloud. In: HotCloud (2013)

23. Hajjat, M., Sun, X., Sung, Y.W.E., et al.: Cloudward bound: planning for beneficial migration
of enterprise applications to the cloud. ACM SIGCOMM Comput. Commun. Rev. 40(4),
243–254 (2010)

24. Hou, C., Zhang, F., Lin, W., et al.: A hop-by-hop energy efficient distributed routing scheme.
ACM Sigmetrics Perform. Eval. Rev. 41(3), 101–106 (2014)

https://doi.org/10.1007/978-3-319-12856-6_6


166 K. Li et al.

25. Benson, T., Akella, A., Maltz, D.A.: Network traffic characteristics of data centers in the
wild. In: Proceedings of the 10th ACM SIGCOMM Conference on Internet Measurement,
pp. 267–280. ACM (2010)

26. Benson, T., Anand, A., Akella, A., et al.: Understanding data center traffic characteristics. In:
Proceedings of the 1st ACM workshop on Research on Enterprise Networking, pp. 65–72.
ACM (2009)

27. Dalvandi, A., Gurusamy, M., Chua, K.C.: Power-efficient and predictable data centers with
sliding scheduled tenant requests. In: IEEE International Conference on Cloud Computing
Technology & Science (2014)



DPTM: A UAV Message Transmission Path
Optimization Method Under Dynamic

Programming

Pingyu Deng1(B), Qing Zhou1, Kui Li1, and Feifei Zhu2

1 National Key Laboratory of Science and Technology on Avionics Integration,
China Aeronautical Radio Electronics Research Institute, Shanghai 200233, China

dengpingyuavic@163.com
2 College of Computer Science and Technology, Nanjing University of Aeronautics

and Astronautics, 29 Jiangjun Avenue, Nanjing 210016, China

Abstract. In the process of missions, how to transmit messages to the destination
node quickly is a crucial issue for UAVs. Some existing methods show bad effects
such as low delivery ratio, long delay, large average hop count, and high ping-pong
effect ratio, thus this paper proposes a new algorithm. By considering the position
of all UAVs at each moment, UAVs can obtain optimal message transmission, thus
get the optimal path for the message to reach the destination node. After doing
simulation experiments with the existing algorithms as DTNgeo, DTNclose and
DTNload, the DPTM algorithm is superior to those in terms of delivery ratio,
delay, hop count and ping-pong effect ratio.

Keywords: Dynamic programming · UAV · DTN · Ping-pong effect

1 Introduction

UAVs are the hotspot of a new round of scientific and technological revolution and
industrial revolution in the world, and their industrial development is related to national
interests. For many tasks that require drones, many UAVs are often required to work
together to complete the task [1]. At this time, according to the characteristics of UAV
networks, how to use routing strategies to quickly transmitmessages to the ground station
becomes an important technical problem [2].

UAVs establish high-throughput links through wireless transmission to form a tem-
porary, multi-hop regional connection, which is a mobile ad hoc network [3]. However,
due to the high-speed continuousmovement of the drone, the network topology of drones
changes frequently. When traditional MANET routing methods were used in UAVs, a
series of problems occurred, such as low delivery rate and long delay, greatly affecting
network performance [4].

Therefore, it is necessary to put forward higher requirements for UAV network
routing strategy and conduct relevant researches in a targeted manner. At present, many
scenes using UAVs are based on task-driven [5], and artificially plan the trajectory of
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the drone in advance. The drones can only move according to the planned trajectory [6].
Many existing methods [7, 8] only consider the current position status of UAVs, but not
fully consider the current task-driven nature of UAVs, which makes it difficult to find
the optimal transmission object.

In view of the above problems, this paper proposed aUAVmessage transmission path
optimization method under dynamic programming (DPTM) based on the characteristics
of task-driven.Byglobally considering positions of allUAVs at eachmoment, themethod
obtains the optimal object of message transmission at each moment, and then obtains the
optimal path of messages to the destination node, reducing ping-pong effect ratio and
delay. In addition, since themethod avoidsmany unnecessary transmissions ofmessages,
moremessages can reach the ground station, thereby achieving the purpose of improving
the delivery rate of the message transmission.

2 Related Work

In view of the frequent changes of network topology of UAVs, many researchers have
studied it. The routing methods mainly include:

(1) Traditional mobile ad-hoc network (MANET) routing algorithms. The traditional
routing protocol OLSR is applied in the network of two micro-aircrafts and ground
stations in [9]. The results show that traditional routing protocols can’t cope with
rapidly changing topologies [10]. Themain reason is that the UAVmoves extremely
fast, establishment and breakdown of the communication link is extremely frequent,
which causes the network topology to change extremely fast [11]. The traditional
mobile ad-hoc routing protocol does not have a certain time to converge, so the
transmission efficiency is low [12].

(2) DTN routing algorithms. Since messages are allowed to be stored and carried,
another methods are based on DTN network. DTN routing algorithms are suit-
able for intermittent connection [9]. Pure DTN routing methods such as Epidemic
Routing [13] often use a multi-copy mechanism. Although the Spray andWait [14]
limits the number of copies, it still makes the nodes in the network carry many
unnecessary information. This type of methods is generally applicable to limited
flooding of mobile nodes and network in a long-term disconnected state, but can
cause unnecessary loss for long-time connected networks such as the UAV network
[15, 16].

(3) Geographic routing algorithms.Another idea is to transmit messages in a direction
closer to the target node based on geographic routing [17]. In [18], DTNgeo is
proposed,which is combinedwith geographic routing andDTNalgorithm.DTNgeo
forwards one message to a neighbor node that is closer to the destination in space.
If there is no neighbor node closer to the ground station, the message will be
carried. However, DTNgeo only considers the current position of drones, which
is easy to cause messages to be transmitted back and forth and experiments show
that the ping-pong effect ratio is very large. In addition, DTNclose and DTNload
are proposed. These two algorithms predict the future time position after a short
time according to the current motion state of UAVs [17], and forward messages
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to the neighbor node that is closer to the destination node in the future, to achieve
the purpose of reaching the ground station as soon as possible [19]. These two
heuristic algorithms only consider position information of the next moment, but do
not consider the position of the future time as much as possible. The path of one
message from source to destination node may still not be the optimal transmission
path. The experimental result shows that ping-pong effect ratio still large, and there
is still room for optimization in delay.

3 Time Consumption Model for UAVs’ Message Transmission

Based on characteristics of UAVs for message transmission, the mathematical model for
the time consumption of UAVs’ message transmission is as follows:

minT = (x, t) (1)

Where x represents UAV’s ID, and x ∈ [1, N ] (N is the number of UAVs performing
the task), in particular, we define the ID of the ground station as 0; t represents a certain
moment; F indicates the time at which the message carried on one drone numbered x
reaches the ground station at current time t .

In particular, when the message arrives at the ground station, process of message
transmission ends, whereby a special value of Eq. (1) can be obtained:

F(0, t) = t (2)

In addition, during mission, even if some messages cannot be transmitted to the
ground station in the form of multiple hops, UAVs will fly back to the ground station at
the end of mission to bring messages back. So the moment that one message arrives at
the ground station at the latest is the end of the mission, it can be deduced that:

Fmax(x, t) = Final (3)

The choice of the next nod for transmission at time t only consider the chronological
order of the message to reach the ground station, and selects the UAV with the earliest
time to the ground at time t as the next object. From this we can get:

F(x, t) = min

{
F(x, t + 1), min

y∈{neighbours}
F(y, t)

}
(4)

Where {neighbours} is the set of neighbor nodes of the drone numbered x at
time t, ∀y, if d(x, y) < Range, put y into {neighbours}, F(x, t + 1) is the time
of messages carried by the node x to reach the ground station at time t + 1, and

min
y∈{neighbours}

{F(y, t)} is the earliest time of messages carried by neighbor nodes to

reach the ground station at time t. Then compare the value of the function F, and select
the node with the smallest value as the transmission object at time t.

Therefore, the transmission object of drones at each moment can be obtained, and
the transmission object selected according to this algorithm can effectively avoid ping-
pong effect, so that messages can reach the ground station as soon as possible, thereby
obtaining a short delay.
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4 DPTM

Based on the time consumption model of UAVs’ message transmission in Sect. 3,
this section introduces a UAV message transmission path optimization method under
dynamic programming—DPTM. We firstly introduce several variables their meanings
used in DPTM, as shown in Table 1:

Table 1. Meaning table of variables

Variable Value

t Current moment

f A short time interval

T All moments divided by f for time interval

N The number of UAVs performing the task

i One UAV numbered i (i ∈ [1, N ])

Final End moment of mission

{neighbours} Set of neighbor nodes of UAV numbered x at current time t

F(N,T) Recording all moments when all UAVs carry message at the moment to the
ground station. ∃x∈N, F(x,t) indicates the time when UAV numbered x carries
the message at time t to the ground station earliest

location(N,T) Position of all UAVs at each moment, ∃x∈N, location(x,t) indicates the position
of UAV numbered x at time t

next(N,T) Recording transfer objects of all UAVs at each moment,∃x∈N, next(x,t)
indicates the transfer object of UAV numbered x at time t

d(N,N) Recording all distances between all UAVs

For calculating message transmission object next(i, T ) at any moment of any UAV,
the specific steps of DPTM are as follows:
Step 1: Define a state function, obtain and the state transition equation the boundary
conditions of the state transition equation.

From the time consumption model of UAVs’ message transmission in the previous
section, the state function of UAV numbered i at the time t can be obtained as F(i, t);
from the formula (4), the state transition equation of UAV numbered i can be obtained
as follows:

F(i, t) = min{F(i, t + 1), min
j∈ξ i

F( j, t)} (5)

Where ξi is the set of neighbor nodes of UAV numbered i at time t .
In addition, according to formula (2) (3), the boundary conditions of the state

transition equation of UAV numbered i can be obtained as follows:

F(0, t) = t (6)

Fmax (i, t) = Final (7)
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Step 2: Collect the position of all UAVs at each moment.
Since trajectories of UAVs are planned by the ground station, the ground station can

get all position of all drones at each moment and get the location(N,T).
Step 3: Calculate distance between UAV numbered i and any other UAV, and obtain the
neighbor nodes that can communicate with i at time t .

Calculate the distance d(i, j) between UAV numbered i and any other
UAV numbered j at time t , and record the distance to d(N , N ). if d(i, j) ≤
Range, then put j into ξi , where ξi is the set of neighbor nodes of i at time t .
Step 4: According to the state transition Eq. (5), the next hop at current moment is
obtained until all the moments update, and the optimal message transmission object of
one drone at each moment is obtained.

According to the formula (5) (6) (7), firstly compare the value of function F at the
current moment t and the next moment t + 1, if F(i, t + 1) < F(i, t), then F(i, t) =
F(i, t + 1), next(i, t + 1) = next(i, t). Then compare the value of function F of i with
its neighbor nodes, and send messages to the neighbor node with the smallest value of
function F. ∀j ∈ ζi , if F( j, t) < F(i, t), then F(i, t) = F(j, t)and next(i, t) = j.

After updating F(N,T) and next(N,T), let t = t+1 and judge if it has reached Final
time. If t < Final, then repeat steps 3 and 4, otherwise end the operation.

Over time, DPTM finally converges to get message transmission object of all UAVs
at each moment next(N,T). When one UAV need to transmit messages to the next hop
obtained by DPTM, it need to judge if they can communicate with each other. If it cannot
at current moment, it will carry until it can communicate with it (Table 2).

Table 2. DPTM algorithm

DPTM Algorithm 

1 Input: location(N,T) 
2 Output: next(N,T) 

3 Inital
4 t=0;            //current moment   
5 Next N,T)= -1;     
6 F N,T =Final;  
7 Procedure DPTM
8 F(0,t)=t 
9 Repeat 
10   t=t+1 
11   If  F(x,t)>F(x,t+1) then  
12       F(x,t)=F(x,t+1) 
13       Next(x,t)=next(x,t+1) 
14   For j {neighbours} do  
15       If F(x,t)>F(j,t) then 
16           F(x,t)=F(j,t) 
17           Next(x,t)=j 
18 Until t=Final 
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5 Simulation Results

5.1 Simulation Setup

This article uses ONE to implement DTNgeo, DTNclose, DTNload and DPTM. The
simulation scenario is a typical task-driven scenario– search and rescue. In order to find
the target person and rescue him as soon as possible, the ground station pre-plans the
trajectory of each drone. UAV collects message such as pictures and videos and quickly
transmits them back to the ground station. The simulation experiment borrows the most
cases of the number of drones in [18], as shown in Fig. 1.

Fig. 1. Simulation experiment scene graph

Where G is the ground station; u1-9 are searching UAVs and are responsible to
search and collect information, and can also serve as relays for transmission; f1-4 are
ferry UAVs and act only as relays to help the search UAVs transmit. The search trajectory
is shown in the figure. UAVs cooperate with each other to transmit information to the
ground station G as soon as possible. Then ground station puts together the topography
of entire search in area and finds location of the target person.

Table 3. The table of experimental parameters

Parameter Value

Test area 800 * 800 m

The number of grounds 1

The number of UAVs (searching/ferry) 13 (9/4)

Mission time 8 min

Speed 4.5 m/s

Range 200 m

Size of each message 1.4 kb

The number of messages per second 5

f 0.1/0.2/0.5/1/2/4
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In addition, the specific parameter settings during the experiment are shown in
Table 3.

5.2 Discussion of Results

Experiments were carried out for different time intervals F. According to the data of ONE
simulation experiments, we set the delivery rate, delay, hop count and ping-pong effect
ratio as evaluation indexes to compare DPTM with DTNgeo, DTNclose and DTNload.

(1) Comparison of delivery rate of different algorithms in different interval
experiments
The results in Fig. 2 show that the delivery rate of these four algorithms are all
very high during the experimental time. Compared with other algorithms, DPTM
slightly increases the delivery rate to about 90%.SinceDPTMcanobtain the optimal
transmission path of messages, many unnecessary transmissions in other algorithm
are avoided, so that more messages can reach the ground station.
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Fig. 2. Comparison of delivery rate between DPTM and DTNgeo, DTNclose, DTNload

(2) Comparison of delay of different algorithms in different interval experiments
The results in Fig. 3 show thatDPTM reduces delay to about 40 s at different interval
compared to other three algorithms. The reason is that DPTM obtains the optimal
path of messages to the ground station according to the position information of
all the drones at each moment. DTNgeo only considers the location information
at current time. DTNclose and DTNload only consider the location of the next
moment. So message transmission object of these three algorithms is optimal for
current network topology, but not for the changing UAV network. The optimal
object at a certain moment is likely to be not optimal for the whole process, so
DTNgeo, DTNclose and DTNload cause long delay.

(3) Comparison of hop count of different algorithms in different interval experi-
ments
The results in Fig. 4 show that DPTM reduces hop count to less than 4.8 at different
interval compared to other three algorithms. The reason is that DPTM plans the
optimal transmission path in advance according to the position information of all
drones at each moment, so that drones can remember the transmission object at
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Fig. 3. Comparison of delay between DPTM and DTNgeo, DTNclose, DTNload

each moment. If the communication link between current node and the next hop
can be established, messages will be transmitted, otherwise messages will be car-
ried. The unnecessary round-trip transmission of messages is reduced, resulting in
smaller hop count. DTNgeo only considers the location information of current time.
DTNclose and DTNload only consider the location of the next moment. Messages
are transmitted to the neighbor node closet to the destination, so manymessages are
likely to be re-transmitted at some point in the future, which leads to unnecessary
ping-pong transmission and result in increased hop count.
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Fig. 4. Comparison of hop count between DPTM and DTNgeo, DTNclose, DTNload

(4) Comparison of ping-pong effect ratio of different algorithms in different
interval experiments
The results in Fig. 5 show that DPTM can significantly reduce the ping-pong effect
ratio to less than 5%. According to theoretical analysis of DPTM, the algorithm
can find the optimal transmission path and completely eliminate the ping-pong
effect ratio. However, in the actual execution of the mission, speed of messages
transmission is fast, but it also spends time. Therefore, for some situations where
the connection time is extremely short and the load is too heavy, some drones may
not be able to transmit all messages to the planned next hop as a whole. It causes
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some messages to miss the optimal object, thus result in a small proportion of ping-
pong effect. Even so, DPTM significantly reduces the ping-pong effect ratio and
reduces the time delay.
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Fig. 5. Comparison of ping-pong ratio between DPTM and DTNgeo, DTNclose, DTNload.

6 Conclusion

This paper proposed a UAV message transmission path optimization method under
dynamic programming named DPTM. By globally considering positions of all UAVs
at each moment, DPTM obtains the optimal object of message transmission at each
moment, and then obtains the optimal path of messages to the destination node, to
reduce ping-pong effect ratio and delay. Comparing DPTM with DTNgeo, DTNclose
and DTNload through simulation experiments, the results show that DPTM slightly
improves the message delivery ratio. In terms of delay, DPTM has a reduction of nearly
6%. In terms of hop count, DPTM reduces it to 4.8 or less, and the result can reduce the
waste of energy used by drones for messages’ transmission. In terms of ping-pong effect
ratio, DPTM significantly reduce it down to 5%, so that drones will waste less energy
for useless transmission and use as much energy as possible to perform tasks.

Since many applications of UAVs, such as the scenario search and rescue mentioned
in this paper at present are planned in advance, the UAVs only need to move according
to the pre-planned trajectory of the ground station, so DPTM is of great significance in
the current unmanned unit communication.
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Abstract. Based on the theory of classical electrodynamics and quan-
tum mechanics, we quantitatively deduce microwave carrying Orbital
Angular Momentum (OAM) radiated from the moving free electron
beams on different closed-curved trajectories. It shows that the non-
relativistic free electrons can also transit quantized OAM to the
microwave in addition to the relativistic cyclotron electrons in the mag-
netic field. This work indicates the effective way to construct the anten-
nas to generate high OAM modes of the microwave by multi-electron
radiation.

Keywords: Orbital Angular Momentum (OAM) · Free electron ·
Microwave · Magnetic field

1 Introduction

Electro-Magnetic (EM) wave has angular momentum, which can be considered
as a fundamental physical quantity and a new degree of freedom in both classical
and quantum electrodynamics [1,2]. Moreover, the angular momentum can be
divided into Spin Angular Momentum (SAM) and Orbital Angular Momentum
(OAM). Unlike the linear momentum or SAM related to the polarization [3],
OAM is the result of the spatial spiral distribution of electric field strength and
phase, which is expected to be one of the candidate technologies for Beyond 5th
Generation (B5G) and 6th Generation (6G) mobile communications because of
its rotational degrees of freedom. Hence, the signals with different OAMs in the
same carrier frequency are mutually orthogonal and propagate independently.
This phenomenon can provide the benefits of the transmission with a very high
spectrum efficiency [4]. A photon at optical frequency with OAM was originally
discussed by Allen et al. with respect to a specific mode of EM wave called the
Laguerre-Gaussian mode [5]. While in radio beams, Thidé et al. proposed to
use antenna arrays for generating and detecting EM wave carrying both SAM
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and OAM called Bessel-Gaussian mode [6]. Since then, in addition to using
the Uniform Circular Antenna (UCA) method to generate OAM wave at radio
frequency [6,7]. Many studies are also considering the use of electron beams to
generate OAM waves. In 2015, Asner et al. showed that a single electron that
makes a relativistic cyclotron motion in a magnetic field can radiate EM waves,
and the radiated EM wave energy has discrete properties [8]. Besides, Sawant et
al. demonstrated through simulation and experiment that the use of relativistic
electron beams in the gyrotron can generate microwaves carrying high-order
OAM in 2017 [9].

According to the radiation mode, the OAM beam can be divided into the sta-
tistical state beam and the quantum state beam. The former has an equivalent
spiral wave front and the single photon is a plane wave photon, while the lat-
ter is that each photon constituting the EM wave is a vortex photon and their
wave fronts form a spiral wave front. The spatial phase modulation methods
such as a Spiral Phase Plate (SPP) and a UCA belong to the statistical beam
generation method. In contrast, the way in which vortex photons are directly
radiated by electrons with quantized OAM belongs to the quantum beam gen-
eration method. The difference between the methods is whether the OAM of
the EM wave is mapped to the gyrotron electron OAM. From the perspective of
quantum mechanics, quantized EM wave is composed of photons in the form of
harmonic oscillators [1], and the quantum state of a photon can be described by
a multipole expansion of EM wave with a well-defined value of the energy (�ω,
where � and ω denote reduced Planck constant and the angular frequency of the
EM wave), parity (odd or even) and the total angular momentum (polarization
or spin, and OAM), given by the corresponding quantum eigenvalue l (l + 1) �

and OAM in a fixed direction (say z-axis normally and l is an integer denoting
OAM mode number), given by the eigenvalue l� [10]. When the frequency is
constant, the even parity photon that does not carry OAM is called the electric
dipole photon, while the odd parity photon that does not carry OAM is called
the magnetic dipole photon. In addition, photons carrying l� OAM are called
2(|l|+1)-pole photons. For instance, photons with OAM of � are called quadrupole
photons. Because photons are the medium of electron transfer interaction, the
OAM of photons can also be naturally obtained by the OAM of electrons. How-
ever, for a single dipole antenna (electrons can only vibrate in one direction in
the antenna and carry no angular momentum), the EM wave radiation carry-
ing a high order OAM are unlikely to occur because the angular momentum L
selection rule for dipole approximation radiation is ΔL = 0,±1 [11]. In order to
directly radiate microwave carrying OAM, it is necessary to construct electri-
cal multipole radiation and change the selection rule. Therefore, there are two
ways to modify the selection rule: (1) single relativistic electron radiation [8]; (2)
multi-electron radiation [1].

For the first method, the single relativistic electron can produce pure OAM
photons, but the cost is high, generally requiring at least the speed of the electron
to reach half the speed of light. In 2017, Katoh et al. theoretically showed that
a single free electron in circular motion will radiate the EM wave with OAM
[12]. When the speed of the electron is relativistic, the radiation field contains
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harmonic components and the photons of l-th harmonic carry l� total angular
momentum including ±� SAM and (l ∓ 1) � OAM. So it is theoretically and
experimentally proved that a single electron can emit pure twisted photons rather
than a beam carrying OAM [12,13]. However, there is only transmitter in the
aforementioned method. In other words, there lacks corresponding receiver. The
relativistic electron means that the speed of free electron approaches the speed
of light, which is difficult for popularization and application in practice.

For the second method, the model of non-relativistic free electrons continu-
ously circling in different closed-curved trajectories are proposed in this paper.
In addition, we theoretically demonstrate the EM wave with OAM can be emit-
ted from classical electrodynamics and quantum mechanics theory. Furthermore,
the corresponding receiver is designed and the motion of the free electron is the-
oretically demonstrated to move in different trajectories, which can be utilized
for OAM demultiplexing.

2 Preliminary Knowledge

The EM wave with OAM has a helical wave front, an azimuthal term eilφ, and an
OAM of l� per photon, where φ is the azimuthal angle. Moreover, the microwave
OAM signals propagating along the z-axis can be expressed in the cylindrical
coordinate (r, θ, φ) as

Ukl (r, φ, θ) = ε
Ale

−i(ω0t+φl)

r
Jl (k⊥r sin θ) e−i(k‖z+lφ), (1)

where Jl (·) denotes Bessel function of the order l, ε denotes the polarization
vector, θ denotes the pitch angle, ⊥ and ‖ stand for the transverse and propaga-
tion vector component, and satisfy the wave number relationship k2 = k2

⊥ + k2
‖.

Ale
−i(ω0t+φl) is the modulated signal in the traditional main channel, where

Al and φl are the amplitude and phase of the signal respectively. According to
Eq. (1), it can be easily seen that different OAM signals are orthogonal to each
other, i.e., UklUk′l′ = δkk′δll′ , where δ is Dirac function, which means that sig-
nals with different OAM mode numbers at the same frequency can transmit in
the channel without interference. In addition, the OAM mode is a new freedom
of EM wave, and it can be combined with the digital modulation of conventional
EM wave to improve transmission performance.

According to Refs. [14–16], OAM-based microwave transmission systems can
enjoy the benefit of the mode division multiplexing for short-range communi-
cations. The emerging physical layer solution for such short-range line-of-sight
wireless communication provides a relatively low detection complexity and high
spectral efficiency. Moreover, it can be used for the OAM transmission system
through the partial phase plane index modulation receiving method. Usually,
OAM can add new degrees of freedom to the traditional wireless microwave
transmission systems. An OAM-based Multiple Input Multiple-Output (MIMO)
transmission system was proposed in Ref. [17]. When the transmission distance is
greater than a certain distance, the capacity of OAM-MIMO is larger than that



182 P. Xu and C. Zhang

of the traditional MIMO. The expression of OAM-MIMO transmission capacity
can be written as

C = log2 det
[
IN +

P

σ2NOAM
HOAMHH

OAM

]
, (2)

where HOAM ∈ C
M×N is the OAM channel matrix, IN is the N ×N unit matrix,

(·)H is the conjugate transition operation, det [·] represents the determinant of a
square matrix, P is the total transmission power, NOAM denotes the number of
OAM modes, and σ2 is the variance of the Gaussian white noise [14]. OAM as a
new dimension can also be combined with the modulation and coding methods,
expand European space and improve communication performance, such as with
the Low-Density Parity-Check (LDPC) coding [18].

The angular momentum J including SAM S and OAM L of the EM wave
(E,B) in vacuum can be expressed as

J = S+ L =
1

μ0c2

∫

V

r × (E × B)dV =
1

4πc

∫

V

[(E × A) +E · (r × −i∇ · A)]dV, (3)

where μ0, c, r, A, ∇ and V denote the permeability in vacuum, the speed of
light, the field location vector, the vector potential, the Laplace operator and
the integrated full volume. The first term of Eq. (3) denotes the SAM of the EM
wave, which is well known as the photon spin and polarization. The second term
of Eq. (3) contains the total OAM operator r × −i∇ item, which is consistent
with the OAM operator in quantum mechanics L = r× p = r× −i�∇, where p
is the momentum operator.

While the angular momentum is the basic property of the field and matter,
except that the photons constituting the microwave can have angular momen-
tum, the EM wave radiated by the electrons can also have the angular momen-
tum. The whole radiation process satisfies the angular momentum conservation
and the selection rule. Hence, electrons carrying angular momentum can radiate
microwaves that carry both SAM and OAM.

3 System Model

As shown in Fig. 1, a non-relativistic electron rotates around the z-axis at an
angular velocity ω in the Cartesian coordinate system, and its velocity is v.
The dotted line indicates the conceptual trajectory of the moving electron with
different OAM. The acceleration of the electron can be expressed as a0 = |v̇|.
According to Ref. [19], the expression of the radiation produced by the motion
of the electronic acceleration can be described by Liénard-Wiechert field and the
second order term o

(
1/r2

)
called generalized Coulomb field is ignored:

Ee (r, t) =
q

4πε0c2
er × (er × v̇)

r′ ≈ q

4πε0c2r
(er · v̇) · er − v̇, (4)

Be (r, t) = er × Ee/c, (5)



Orbital Angular Momentum Microwave Generated by Free Electron Beam 183

Fig. 1. A non-relativistic electron rotates around the z-axis.

where r′ (t′) = r − r0 (t′), r′ = |r′ (t′)| ≈ r, er = r/r, which is the unit vector
between the observation point and the position of the electron at the retarded
time, r0 denotes the position vector of the electron, t′ = t − |r − r′| /c is the
retarded time, q denotes the charge of the electron, and ε0 denotes the permit-
tivity of vacuum. In addition, Ee and Be are the EM radiation from the single
electron to the observer at r.

In order to calculate Ee and Be, the expression of er, r0 and v̇ can be
obtained from the geometric relationship in the spherical coordinate system of
Fig. 1 as follows:

er = {sin θ cos φnx + sin θ sinφny + cos θnz} , (6)

r0 (t) = r0

{
cos ωteilϕ(t)nx + sin ωteilϕ(t)ny

}
, (7)

v̇ (t) ≈ a0

{
− cos ωteilϕ(t)nx − sin ωteilϕ(t)ny

}
, (8)

where nx, ny and nz are unit vectors of x, y, and z axes, r0 denotes the constant
relavent to the positional parameters and ϕ(t) denotes the phase of the elec-
tron. By substituting Eqs. (6) and (8) into Eq. (4), we can calculate the specific
expression of the electric field in the Cartesian coordinate system:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Eex =
Ee

r
eilϕ(t)

[−sin2θ sinφ sin (ωt − φ) + cos2θ cos ωt
]

Eey =
Ee

r
eilϕ(t)

[
+sin2θ cos φ sin (ωt − φ) + cos2θ sin ωt

]

Eez =
Ee

r
eilϕ(t) [− sin θ cos θ cos (ωt − φ)]

Ee =
qa0

4πε0c2

. (9)
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The instantaneous energy flow resulting from the Liénard-Wiechert field is given
by the Poynting vector

S =
q2a2

0

16π2ε0c3r2
[
cos2θ + sin2θsin2 (ωt − φ)

]
er. (10)

When ωt = φ, setting the angle between the acceleration and the radiation
direction as Θ, the energy radiated into per solid angle Ω during each cycle of
the rotating electron is

dP

dΩ
= r2S · er =

q2a2
0

16π2ε0c3
cos2θ =

q2a2
0

16π2ε0c3
sin2Θ. (11)

Integrating Eq. (11) over the all solid angles, we get the non-relativistic electron
generalization of Larmor’s formula:

P =

2π∫
0

π∫
0

q2a2
0

16π2ε0c3
sin2Θ sin ΘdΘdφ =

q2a2
0

6πε0c3
. (12)

Now considering that the total radiation field produced by an electron in
one cycle, the expression of the radiation fields at any time generated by the
electron is Eq. (9), but their phases are different from each other. Therefore, the
total electric field expression after coherent superposition is

Etotal =
∑

Eee
ikRe−iω(t−er·R/c)

≈ ei(kr−ωt+lφ)

2π∫
0

|Ee| eil(ϕ−φ)eiβ sin θ cos(ϕ−φ)dϕ′,
(13)

where k denotes the wave number, R denotes the vector from the electron to the
observer, R = |R|, ωer · R/c ≈ β sin θ cos (ϕ − φ), ϕ′ = ωt and β = v/c denotes
the ratio of the speed of the electron to c. When l = 0 and ϕ = ϕ′, the integral
of Eq. (13) can be obtained as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ex =
EeJl (β sin θ) cos2θπei(kr−ωt+lφ)

r

(
ieiφ +

i

eiφ

)

Ey =
EeJl (β sin θ) cos2θπei(kr−ωt+lφ)

r

(
eiφ +

1
eiφ

)

Ez =
EeJl (β sin θ) sin θ cos θπei(kr−ωt+lφ)

r

(
i − 1

i

)
. (14)

According to Eqs. (9) and (14), the coherent radiation of the electric field
does not affect the total angular momentum including SAM and OAM. It can
be seen that SAM is +1 and OAM is l, because Etotal contains the eilφ item and
the phase difference between Ex and Ey is 90◦. In addition, the total angular
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momentum along the z-axis remains unchanged while propagating. When l ≥ 1,
the trajectory of the electron is not a perfect circle, so it is difficult to get the
integral expression of Eq. (13). However, the phase of Etotal can be proven to be
exp [i (kr − ωt + lφ+cl)] by computer numerical integration, where cl denotes
a constant associated with l. Through the OAM operator in the cylindrical
coordinate system Lz = −i�∂/∂φ, the OAM of each photon in the EM wave
can be calculated as l�.

Overall, when the electrons are moving on different trajectories, whose accel-
eration expression contains the space related item eilϕ(t) with different OAM
mode numbers l, the EM wave radiated by the electron carries both SAM and
OAM. In other words, electron beams rotating around the z-axis can radiate vor-
tex microwave carrying OAM, which leads to that OAM transits from the free
electrons to the microwave and the total angular momentum remains conserved.

When each electron of the electron beam moves on a corresponding differ-
ent trajectory, each electron generates a radiation field around it, and when the
electric fields generated by the electron beams are superposed on each other,
EM wave of different OAMs can be generated. Moreover, as the number of
OAM modes increases, the center hole of the electric field also increases. In
summary, by utilizing the two-dimensional motion characteristics of electrons
and the superposition characteristics of electron-radiating electric fields, it is
possible to theoretically generate OAM microwaves of arbitrary modes, which
can greatly expand the radiation freedom of conventional dipole antennas.

Table 1. Microwave radiation parameters

Parameter Value Dimension

Electron density ρ 1 × 1010 cm−3

Speed of electron v 1 × 107 m/s

Electron Beam current I 1.0 mA

Acceleration of electron a0 2.199 × 1018 m/s2

Microwave frequency f 35.0 GHz

Speed of light c 3 × 108 m/s

Charge of electron q 1.6 × 10−19 C

Permittivity of vacuum ε0 8.854 × 10−12 F/m

Planck constant h 6.626 × 10−34 J·s

To calculate the radiated power, an optional parameter list is shown in Table 1
when the frequency of photons carrying OAM radiated by the non-relativistic
free electron is in the microwave band. Obviously, the radiated power of a single
free electron is Pe = 2.754 × 10−17 W according to Eq. (12), and the average
number of photons radiated by a single electron per unit time can be calculated
as Np = Pe/ (hf). Of course, the average number is about 1.188 × 106 s−1 for
microwave photons, which is much smaller than one photon. When the electron
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density in the free space or the electron beam current increases, the radiation
power increases. To calculate the radiation field generated by the free electron
beam, an electron beam or a single electron can be considered as the equivalent
current, using the full space-time Fourier transform of the current density of the
single point charge:

J (r, t) = qṙ0 (t) δ [r − r0 (t)] , (15)

where ṙ0 (t) denotes the velocity of the charge and δ [r − r0 (t)] denotes the
spatial unit impulse function [20]. The expression of the velocity is:

ṙ0 (t) = d {sin ω0tnx + cos ω0tny + 0nz} , (16)

where d denotes a constant. According to [20], the full space-time Fourier trans-
form of the current density can be expressed as follows:

J (k, ω) =
∫

qṙ0 (t) e−ik·r0eiωtdt, (17)

By substituting Eq. (16) into Eq. (17), the frequency domain expression of the
current density can be described as:

|J (k, ω)| =
√

2qω0d

2
J0 (kd cos α) [δ (ω − ω0) + δ (ω + ω0)] , (18)

where α is the angle between v and k. According to Eq. (18), a conclusion can
be drawn that there is a radiation field only if k = ω0/c. Moreover, the current
density can be substituted into Maxwell’s equations to solve the radiation field:

E (k, ω) =
−iωμ0n × [n × J (k, ω)]

k2 − (ω2/c2)
, (19)

where n = k/k, μ0 denotes the permeability of vacuum. That is to say, the cal-
culation result and expression form are equivalent to Eq. (4). When the quantity
of electrons contained in the electron beam is N , The total radiation field of the

electron beam can be expressed as
N∑

n=1
E (k, ω)ϕn, where ϕn denotes the phase

of each electron radiation field.
On the other hand, the reason why electrons rotating around the z-axis can

radiate high-order OAM microwaves is that electrons also carry the quantized
angular momentum in addition to the classical angular momentum L = r ×
(mev). It is well known that there are two solutions to the Schrödinger equation
for quantum mechanics. One is the time-independent solution, the other is the
time-dependent solution, which can be regarded as the linear superposition of
the time-independent solutions. The reason why rotating electrons carry the
quantized OAM is that the wave function of the electron is a standing wave
function along the tangential direction of the closed trajectory, which is a solution
of the time-independent Schrödinger equation.
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Assuming that the circumference of the electron’s motion is L, its wave func-
tion ψ (x) satisfies the following conditions:

− �
2

2m

d2ψ

dx2
+ V (x) ψ = Eψ, (20)

ψ [x + L/ (|l| + 1)] = ψ (x) , (21)

where m, V (x) and E denote the mass, the potential function and the energy of
the electron, respectively. Besides, it is self-evident that V (x) does not change
with time and is always zero. The influence of EM wave generated by electrons
on themselves is ignored. For example, an electron is making circular motion at
the uniform velocity in a constant magnetic field and there is not any force in
the direction of movement of the electron. Therefore, the general solution of the
electron wave function is ψ (x) = Aeikx + Be−ikx, where k =

√
2mE/�, A and

B are both undetermined coefficients of the solution. Furthermore, we can get a
series of solutions of the time-independent Schrödinger equation:

ψ (x) = A exp
[±i2n (|l| + 1) πx

L

]
(n = 1, 2, 3, · · ·) . (22)

1n 2n

3n 4nx

Fig. 2. Normalized ring standing wave function and quantum angular momentum
formed by rotating lectrons.

Moreover, it is easy to know that A = 1/
√

L from the normalization condition
of the wave function

∫ |Ψ (x, t)|2dx = 1. It can be seen from Eq. (22) clearly that
all solutions of the time-independent Schrödinger equation form standing waves
of length L and are orthogonal to each other with the ring phase from 0 to 2nπ.
In the polar coordinate system, the expression of Eq. (22) is A exp (inϕ + in |l| ϕ)
according to x ≈ ϕ/ (2π). As shown in Fig. 2, when the wave functions of the
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electron are in states with different n and l = 1, the electron forms a standing
wave with an integer multiple of n in the direction of electron motion. At the
same time, the electron forms a spiral phase in the two-dimensional plane and
has a quantization angular momentum (n + |l|) � along the z-axis.

Finally, the expression of the energy eigenvalue is:

En =
�
2

2m

(
2πn + 2πn |l|

L

)2

=
2π2(n + n |l|)2�2

mL2
. (23)

Besides, ψ1 has the lowest energy, which is called the ground state, and the energy
of the other excited states is proportional to the increasing of (n + n |l|)2. When
electrons radiate microwaves, there will be quantized angular momentum tran-
sitions in addition to the energy transitions from the electron to the microwave
beam.

Fig. 3. The conceptual figure of the magnetic field structure that produces different
electron beam flower ring trajectories.

4 Method of Generating Different Trajectories

As shown in Fig. 3, the uniform magnetic field of the z-axis and the spiral wave
magnetic field in the xOy plane can produce different electron beam flower ring
trajectories, which causes the electrons to radiate EM wave carrying OAM. It
is assumed that the electron moves along the z-axis at the initial moment from
the origin of the coordinate. The direction of the spatial undulating magnetic
field is along the x-axis and the y-axis. The vertical components of the magnetic
induction Bx and By are both the sine function related to the space, and the
free electron initially moves along the z-axis. Moreover, the space period of the
N-pole and S-pole magnet arrays is λu, and the number of the pole pairs is M .
Hence, the expression of the magnetic field generated by the magnet arrays is

B =
{

B0 cos
(

2πz

λu

)
, B0 sin

(
2πz

λu

)
, Bz

}
, (24)
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where B0 is the maximum value of the sinusoidal magnetic field along the x-axis
and y-axis. The magnetic field Lorentz force causes the free electrons to acquire
acceleration and generate radiation, and it can be observed that the EM field
generated by free electrons is along the positive direction of the z-axis. Since
free electrons make a uniform circular motion in the uniform magnetic field of
the z-axis, we consider the uniaxial undulating magnetic field firstly. Assuming
Bz = 0, the equation of motion of moving electrons in the Cartesian coordinate
system from Newton’s second law can be written as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

mv̇x = −qvzB0 sin
2πz

λu

mv̇y = −qvzB0 cos
2πz

λu

mv̇z = qvxB0 sin
2πz

λu
+ qvyB0 cos

2πz

λu

v2
0 = v2

x + v2
y + v2

z

v̇x =
dvx

dz
· dz

dt
= vz

dvx

dz
, v̇y =

dvy

dz
· dz

dt
= vz

dvy

dz

, (25)

where v∗, v̇∗ and v0 denote the speed, acceleration of the electron at ∗-axis and
the initial speed of the electron respectively. According to Eq. (25), the expression
of the electron velocity can be solved as

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

vx = Kyv0 cos ω0t

vy = Kxv0 sin ω0t

vz = v0
[
1 − (

K2
x + K2

y

)
/4 +

(
K2

x − K2
y

)
/4

]
cos 2ω0t

Kx = Ky = K =
qλuB0

2πmv0

, (26)

where ω0 ≈ 2πv0/λu denotes the angular frequency of radiated EM field, Kx

and Ky denote the deflection parameters of the x-axis and y-axis. In addition,
the average electron speed of the z-axis is v̄z = v0

(
1 − K2/2

)
, and the acceler-

ation of the electron cyclotron motion is a0 ≈ qB0v0/m = ω2
0R, which means

constructing a virtual magnetic field B0 along the z-axis and R is the electron
cyclotron radius in the virtual magnetic field. When there is only the spiral wave
magnetic field in the xOy plane, the electrons are rotated by a spiral magnetic
field that periodically changes in the horizontal and vertical directions, and a
circular motion that rotates around the central axis of the magnetic field can
generate circularly polarized EM wave.

Since the wavelength of the radiated EM wave is much larger than the radius
of the electronic spiral motion along the z-axis, the number of magnets M is
large, and the observation point is along the z-axis direction, and the angular
momentum along the z-axis is invariant by the Lorentz transformation. The
electron can be regarded as a circular motion and the distance of the z-axis
movement can be ignored. When Bz = lB0 and l take different integer values,
the electrons can circulate around the z-axis in a double-center rotation mode



190 P. Xu and C. Zhang

and construct different flower ring trajectories projected on the xOy plane, which
can radiate EM wave with different OAM modes.

Specifically, we can refer to the method mentioned in Ref. [9] to make the
electrons with the whirling motion in the waveguide. The waveguide adopts the
rotating TEmn mode, and the OAM wave is radiated into the free space. The
circularly polarized EM wave expression in the waveguide is as follows:⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Er = −E0mJm (kr sin θ) exp [i (kz + mφ − ωt)] / (kr sin θ)
Eθ = E0J

′
m (kr sin θ) exp [i (kz + mφ − ωt)]

Br = E0k cos θJ ′
m (kr sin θ) exp [i (kz + mφ − ωt)] /ω

Bθ = −E0k cos θmJm (kr sin θ) exp [i (kz + mφ − ωt)] / (krω sin θ)
Bz = E0k sin θJm (kr sin θ) exp [i (kz + mφ − ωt)] /ω

. (27)

where J ′
m (∗) denotes the derivative of m-order first type Bessel function, m

and n denote two quantum numbers indicating that the circular waveguides are
independent of each other. It can be seen from the formula that the operating
frequency ω of the waveguide is determined by the waveguide size and the quan-
tum number. The total angular momentum of the waveguide operating mode
is m�, where the SAM is �, and the OAM is (m − 1) �. Therefore, the circu-
lar waveguide is a good medium for transmitting the high order OAM wave.
Moreover, the OAM radiation and reception can be accomplished by means of
a circular waveguide and two-dimensionally moving free electrons.

2l 5l 8l 10l

Fig. 4. Electron beams with different flower ring trajectories radiating the microwave
with different OAM modes.

5 Example

As shown in Fig. 4, when each electron of the electron beam moves on a same
trajectory, each electron generates a radiation field. When the electric fields gen-
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erated by the electron beams are superposed on each other, EM wave of differ-
ent OAM modes can be generated. In summary, by utilizing the two-dimensional
motion characteristics of electrons and the superposition characteristics of multi-
electron radiation fields, it is possible to theoretically generate OAM microwaves
of arbitrary modes, which can greatly expand the radiation freedom of antennas.
On the contrary, it is also possible to use rotating electrons to detect OAM of a
radiated EM field. Since OAM microwaves can directly transfer angular momen-
tum to free electrons rather than the bound electrons of the antenna in the free
space, which provides a method for directly detecting electric field strength and
OAM for OAM microwave applications.

6 Discussion

By constructing an elaborately designed magnetic field structure, the electrons
at the transmitting end have a bi-center rotation acceleration, and the electrons
can rotate around the z-axis with different trajectories to radiate EM waves with
different high-order OAMs. In order to receive the multiplexed OAM wave gener-
ated by the cyclotron electron, UCA can be used to demultiplex the OAM wave.
However, the EM wave angular momentum that is mapped to two-dimensional
moving electron beam angular momentum proposed in the paper provides a
possible solution for directly detecting OAM wave.

Compared with the traditional OAM-MIMO system with the UCA or the
SPP method [6,15,17], the proposed method in this paper can change the prob-
lem that the single antenna can not directly radiate the OAM wave. Specifically,
the use of a helical magnetic field and electrons in the free space, as well as a
waveguide system that conforms to the OAM mode for the OAM wave transmis-
sion can take advantage of OAM as a new dimension, not just as an additional
degree of freedom of the MIMO system.

7 Conclusion

In this paper, we propose a new method for generating microwave beams carrying
OAM with non-relativistic multi-electron flower ring trajectories and we can use
the spiral wave magnetic field and the uniform magnetic field to generate different
trajectories, which provides a new theoretical solution for existing microwave
OAM applications. In the future, we may use superconducting quantum circuits
or electron tubes to generate microwave beams carrying OAM experimentally.
Furthermore, our work may be important for future mobile communications such
as B5G and 6G.
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Abstract. This paper investigates the semi-persistent scheduling (SPS)
strategy for enhanced vehicle-to-everything (eV2X) services, which aims
to meet the low latency and high reliability (LLHR) demands. To increase
available spectrum and improve resource utilization, millimeter wave
(mmWave) and non-orthogonal multiple access (NOMA) are considered.
We first formulate the optimization problem of scheduling and resource
allocation to minimize the SPS period. To solve this problem, the LLHR
power control algorithm is proposed to provide evaluation indicators for
user scheduling. Then, the beam division and user clustering algorithm
is designed to reduce the complexity of the matching between users and
resource blocks. After that, the matching problem with peer effects is
solved by the proposed union-based matching algorithm. Complexity
analysis is presented, and simulation results show that the scheduling
period of eV2X systems can be improved by the proposed SPS strategy
compared with the conventional mmWave SPS schemes.

Keywords: NOMA · mmWave · eV2X · Hybrid precoding ·
Semi-persistent scheduling

1 Introduction

Intelligent transport system (ITS) has been one of the highly concerned trans-
mission systems, since it can provide security, transport efficiency and energy
conservation [1]. To meet the requirements of the fifth generation (5G) ITS, the
3rd generation partnership project (3GPP) has proposed the enhanced vehicle-
to-everything (eV2X) networks [2], which contains two interfaces [3], i.e. PC5
interface for sidelink (SL) and Uu interface for downlink/uplink (DL/UL). A
typical type of eV2X services, e.g. advanced driving, is called time-triggered
service, since it has obvious periodicity. Semi-persistent scheduling (SPS) has
been proven to be better for time-triggered services than dynamic scheduling
(DS), since it can reduce the signaling overhead [4]. However, eV2X networks
also require a higher data rate, e.g. Gbps, than before [5].

To handle this challenge, millimeter waves (mmWave), e.g. 30 GHz and
63 GHz [6], are considered for eV2X networks. The shorter wavelengths facili-
tate the deployment of large-scale antenna system, which can improve the beam-
forming gain [7]. Typically, to achieve a balance between radio frequency (RF)
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chain overhead and transmission performance, hybrid precoding is proposed for
mmWave systems [8]. Many advantages do the mmWave V2X systems have, but
they also suffer from several drawbacks. For instance, the Doppler effect causes
carrier frequency offset (CFO) in V2X systems.

Benefit from the non-orthogonal nature in frequency domain, power-domain
non-orthogonal multiple access (NOMA) has been considered to solve the prob-
lem of CFO and frequent handovers of mmWave cells caused by vehicle mobility
[9,10]. Moreover, the pairing-based NOMA can achieve the spectral efficiency
about 30% higher than orthogonal multiple access (OMA) with a given band-
width [11], which facilitates the transmission of large packets. Specifically, [12]
designed a joint precoding and dynamic power control schemes for mmWave-
NOMA systems with lens antenna arrays; [13] and [14] investigated the user
selection and power allocation scheme for mmWave-NOMA networks. However,
the above solutions [12–14] are designed to maximize system throughput for
conventional cellular networks. Different from them, the key performance indi-
cator (KPI) of eV2X systems is considered to be latency [3]. Therefore, the
low latency and high reliability (LLHR) eV2X networks need a novel design of
mmWave-NOMA schemes.

Specifically, we design a mmWave-NOMA-based SPS scheme for DL. The
existing researches like [15] were also directed at DL. Note that eV2X systems
prefer to utilize the least number of RBs to serve all VUEs in coverage under
the constraints of quality of service (QoS), which is different from the event-
triggered services in conventional cellular systems. This view was also reflected
in [16], where a centralized SPS strategy is designed for machine-type communi-
cations (MTC) to minimize the system bandwidth. Specially, for eV2X system,
the minimization of SPS period is more flexible and reasonable, since the users
have a uniform constraint of latency and realiability [3].

The rest of the paper is organized as follows. In Sect. 2, the system model
is described and the SPS problem is formulated. In Sect. 3, the SPS strategy is
designed and analyzed. Specifically, the LLHR power control (LLHR-PC) algo-
rithm, the beam division and VUE clustering (BD&VC) algorithm, and union-
based VUE-RB matching algorithm is proposed respectively. Finally, simulation
results are presented in Sect. 4 and conclusions are drawn in Sect. 5.

2 System Model and Problem Formulation

2.1 Scenario Description

Figure 1 shows the considered mmWave-NOMA-based cellular eV2X system,
where base station (BS) is equipped with MBS transmit antennas and GBS RF
chains. Each VUE is equipped with single antenna. Each RF chain is connected
to all antennas to form a fully connected structure [8].

The VUE set of the n-th cluster in the g-th beam is expressed as Ng,n,
which contains no more than two VUEs V i

g,n, i = 1, 2 [18]. |Ng,n| represents the
number of elements in the set Ng,n. Hence, |Ng,n| ≤ 2 and Ng,n ∩ Ng′,n′ = φ
for |g − g′| + |n − n′| �= 0. An adaptive NOMA/OMA clustering is considered
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Fig. 1. System model of Cellular V2X transmission.

in this system, since one beam may have an odd number of VUEs. Specifically,
NOMA is adopted when |Ng,n| = 2, while OMA is adopted when |Ng,n| = 1.
Without loss of generality, assume that the channel gain of V 1

g,n is stronger
than V 2

g,n. The cluster set of the g-th beam is expressed as Ng, which satisfies
|Ng| = �(∑n |Ng,n|)/2�. Hence, the number of VUEs and the number of clusters
are respectively U =

∑GD

g=1

∑|Ng|
n=1 |Ng,n| and |N | =

∑GD

g=1 |Ng|, where GD is the
number of formed beams, GD ≤ GBS .

Particularly, the bandwidth of each RB is defined as the DL aggregate system
bandwidth ω, and the width of time slot is τRB . One SPS period requires K time
slots to finish the transmission of packets under the QoS constraints, i.e., the
SPS period is KτRB .

2.2 Channel Model

We adopt the channel model widely used in mmWave systems [12–15]. The
channel vector of V i

g,n is

hi
g,n =

√
MBS

∑L

l=1
βi

g,n,la
(
φi

g,n

)
, (1)

where L is the number of paths from BS to each VUE. βi
g,n,l is the complex

Gaussian gain of V i
g,n in the l-th path, and βi

g,n,l ∼ CN (0, �i
g,n,l). �i

g,n,l is the
average path loss from BS to V i

g,n. Considering the mobility of VUEs, we have
�i
g,n,l = |di

g,n +vi
g,ntw|−ηl , where di

g,n and vi
g,n are the displacement vector and

relative velocity between BS and V i
g,n, respectively. tw is the waiting interval,

and the maximum can be tw = KτRB . ηl is the path loss exponent of the l-th
path.

a(φi
g,n) represents the array steering vector, and φi

g,n represents the azimuth
angle of departure (AoD). Particularly, the uniform linear array (ULA) is
adopted, and a(φi

g,n) can be expressed as

a(φi
g,n) = MBS

− 1
2 [e

j2πmfcd sin(φi
g,n)

c ]T , (2)
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where fc, c, d and m = {0, 1, . . . ,MBS − 1} are respectively the carrier center
frequency (CCF), the speed of light, the antenna spacing and the antenna set.

2.3 Transmitting and Receiving

Considering the analog precoder with B bits quantization precision, the mini-
mum step of phase shifter is 21−Bπ. Combined with the channel feature of ULA,
the analog precoding vector wa

g satisfies

wa
g ∈ Wa =

[
a

(
21−Bπb

)]
, (3)

where b =
{
0, 1, . . . , 2B − 1

}
represent phase shift set, and wa

g is the analog
precoding vector of the g-th beam. Hence, the analog precoding matrix can be
expressed as

Wa =
[
wa

1 ,w
a
2 , . . . ,w

a
GD

]
. (4)

Then, the digital precoding vector wi
g,n of V i

g,n is calculated. The adopted
zero-forcing digital precoding scheme is given by

W̃d = (Wa)HH
(
HHWa(Wa)HH

)−1

, (5)

where the channel matrix is H = [h1
1,1, . . . ,h

1
2,1, . . .], containing the channel

vectors of all VUEs. The digital precoding matrix is W̃d = [w̃1
1,1, . . . , w̃

1
2,1, . . .].

After normalization, wi
g,n can be expressed as

wi
g,n = w̃i

g,n/
∥
∥w̃i

g,n

∥
∥ . (6)

To facilitate the expression of signal, we define a scheduling indicator θk
g,n

for the VUEs in Ng,n, where

θk
g,n =

{
1, if Ng,n is scheduled in the k - th PRB,
0, otherwise. (7)

Then, the received signal of V i
g,n in the k-th RB can be expressed as

yi(k)
g,n =

√
Pth̄i

g,n

GD∑

x=1

|Nx|∑

y=1

|Nx,y|∑

z=1

wz
x,y

√
θk

x,yαz
x,yxz

x,y + vi
g,n, (8)

where h̄i
g,n = (hi

g,n)HWa. Pt represents the transmit power, and vi
g,n represents

the additive noise with a power spectral density of σv. αi
g,n is the power allocation

factor, which satisfies

∑GD

g=1

∑|Ng|
n=1

∑|Ng,n|
i=1

θk
g,nαi

g,n ≤ 1, (9)
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where k ∈ {1, 2, . . . K}. Minimum mean square error - successive interference
cancellation (MMSE-SIC) is adopted to decode the received signal [11], where
the mean square error (MSE) is given by

ei
g,n = E[||ρi

g,nyi(k)
g,n − θk

g,nxi
g,n||2]. (10)

ρi
g,n represents the channel equalization coefficient (CEC) of V i

g,n, and we

assume E
[∥
∥xi

g,n

∥
∥2

]
= 1.

2.4 SPS Problem Formulation

The spectral efficiency for V i
g,n to transmit a packet of Li

g,n bytes is given by

R̄i
g,n = 8 ln 2 · Li

g,n

τRBω
, (11)

where nature unit is utilized as the unit of data to simplify calculations, and
thus, the unit of R̄i

g,n is nats/(s · Hz).
According to (8), the signal to interference plus noise ratio (SINR) of V i

g,n

can be expressed as

γi
g,n =

||h̄i
g,nw

i
g,n||2θk

g,nαi
g,nPBS

Pt

∑

x�=g

|Nx|∑

y=1

|Ng,n|∑

z=1
||h̄i

g,nwz
x,y||2θk

x,yαz
x,y + ξi

g,n + σ2
v

,
(12)

where ξi
g,n represents the intra-beam interference. Since the clusters in the same

beam cannot be multiplexed in the same RB, ξi
g,n is also the intra-cluster inter-

ference, where

ξi
g,n =

{
Pt||h̄(1)

g,nwi
g,n||2θk

g,nα
(1)
g,n, if |Ng,n| = 2, i = 2,

0, otherwise.
(13)

Then, the achievable spectral efficiency of V i
g,n is

Ri
g,n = ln(1 + γi

g,n). (14)

Since latency is the goal of optimization, the QoS constraints are mostly
concerned with reliability. In this paper, PRR is utilized to describe reliability
[6], which is given by

δi
g,n = (1 + e−μ(Ri

g,n−R̄i
g,n))−1 ≥ δth, (15)

where μ is the slope parameter [1], and δth represents the threshold of reliability
in one SPS period.

Based on the above model, the time-frequency resource allocation and power
control problem of the BS in one SPS period can then be formulated as,

min
{θk

g,n},{αi
g,n}

KτRB , (16)
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s.t. (9), (15),

αi
g,n ≥ 0,∀1 ≤ g ≤ GD, 1 ≤ n ≤ |Ng|, 1 ≤ i ≤ |Ng,n|, (16a)

∑K

k=1
θk

g,n = 1,∀1 ≤ g ≤ GD, 1 ≤ n ≤ |Ng|, (16b)
∑|Ng|

n=1
θk

g,n ≤ 1,∀1 ≤ g ≤ GD, 1 ≤ k ≤ K. (16c)

The constraints of transmit power and QoS are described in constraints
(9), (16a) and (15). Constraint (16b) represents that each cluster in each
beam is scheduled once and only once in one SPS period, and thus,
∑GD

g=1

∑|Ng|
n=1

∑K
k=1 θk

g,n = |N |. The constraint (16c) represents that no more
than one VUE in the same beam is scheduled in the same time slot.

As is shown in problem (16), the multiplexing in power domain and spatial
domain increases the complexity. Hence, we split problem (16) into a power con-
trol process and a VUE-RB matching process, and design an iterative algorithm
to solve the joint optimization problem of {θk

g,n} and {αi
g,n}.

3 MmWave-NOMA-Based SPS Strategy

3.1 Optimal LLHR Power Control

The premise of performing power control is that we have known the VUE-RB
matching result, i.e., {θk

g,n} is determined. Hence, a temporary period KτRB is
also known. For the k-th time slot, this sub-problem can be described as

max
{αi

g,n}
min

{g,n,i}∈Γk

δi
g,n, (17)

s.t.αi
g,n ≥ 0, (17a)

∑GD

g=1

∑|Ng|
n=1

∑|Ng,n|
i=1

θk
g,nαi

g,n ≤ 1, (17b)

where Γk = {g, n, i|θk
g,n = 1, V i

g,n ∈ Ng,n} represents the VUE set scheduled in
the k-th time slot. The power constraint in the k-th time slot is shown in (17a)
and (17b). Additionally, if the result {αi

g,n} satisfies constraint (15), it can be
one of the feasible solutions to problem (16), and thus, we can try to schedule
another cluster in the k-th time slot to shorten SPS period, until constrain (15)
cannot be satisfied.

According to (10), a MSE is generated when the received signal of V i
g,n is

decoded by MMSE-SIC, which can be expressed as

ei
g,n = |ρi

g,n

√
Ptθk

g,nαi
g,nh̄

i
g,nw

i
g,n − θk

g,n|2 + |ρi
g,n|2ςi

g,n, (18)
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where ςi
g,n contains the intra-beam interference, the inter-beam interference and

the additive noise. ςi
g,n is formulated as

ςi
g,n = Pt

∑

x�=g

|Nx|∑

y=1

θk
x,y

|Ng,n|∑

z=1

||h̄i
g,nw

z
x,y||2αz

x,y + ξi
g,n + σ2

v . (19)

By deriving ei
g,n with respect to ρi

g,n, we can get the optimal CEC when the
minimum MSE is obtained,

ρi
g,n = 1 − ςi

g,n(
√

Ptθk
g,nαi

g,nh̄
i
g,nw

i
g,n + ςi

g,n)−1. (20)

At this point, the MSE can be formulated as

Ei
g,n = min

ρi
g,n

ei
g,n = ςi

g,n(
√

Ptθk
g,nαi

g,nh̄
i
g,nw

i
g,n + ςi

g,n)−1. (21)

According to (21) and (14), Ri
g,n = −min

ρi
g,n

ln ei
g,n. Substituting it into the

objective function of problem (17), we have

δi
g,n = max

ρi
g,n

1

1 + eμR̄i
g,n

(
ei

g,n

)μ . (22)

However, the objective function of problem (17) is still non-convex with
respect to {αi

g,n}. Hence, we then convert it into a convex problem. Accord-
ing to (22) and (15), we have

max
ρi

g,n

1

1+eμR̄i
g,n

(
ei

g,n

)μ ≥ δth, (23)

Note that according to (20), the optimal CEC can be uniquely determined
by {αi

g,n} after {θk
g,n} is given. Therefore, constraint (15) can be formulated as

ςi
g,n − [e−μR̄i

g,n(δ̃−1
th − 1)]

1
μ (

√
Ptθk

g,nαi
g,nh̄

i
g,nw

i
g,n + ςi

g,n) ≤ 0, (24)

where δ̃th is the PRR threshold of the current round in LLHR-PC algorithm.
Then, problem (17) can be transferred into the following form,

min
{αi

g,n}

∑GD

g=1

∑|Ng|
n=1

∑|Ng,n|
i=1

θk
g,nαi

g,n, (25)

s.t.(17a), (24).

In the proposed LLHR-PC algorithm shown in Algorithm 1, the optimal
power allocation {αi

g,n} is calculated for the k-th time slot. If the solution to
problem (25) cannot satisfy constraint (17b) when δ̃th = δth, the current match-
ing {θk

g,n} is proven to be infeasible. Otherwise, we have δ̃th ∈ [δth, 1). In each
round, a temporary PRR threshold δ̃th, is utilized to calculate {αi

g,n}, until the
search space of δ̃th is limited to εδ.
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Algorithm 1. Proposed LLHR-PC Algorithm
Require: {θk

g,n} of the k-th time slot.
Ensure: {αi

g,n}, δLB .

1: Init. δLB = δth, δUB = 1, δ̃th = δLB ;
2: Solve problem (25);

3: if
GD∑

g=1

|Ng|∑

n=1

|Ng,n|∑

i=1

θk
g,nαi

g,n > 1 or (25) is infeasible then

4: {θk
g,n} is infeasible;

5: else
6: while δUB − δLB ≥ εδ do
7: δ̃th = (δDB + δUB) /2 and solve problem (25);

8: if
GD∑

g=1

|Ng|∑

n=1

|Ng,n|∑

i=1

θk
g,nαi

g,n ≤ 1 then

9: δLB = δ̃th and record {αi
g,n};

10: else
11: δUB = δ̃th;

3.2 Union-Based VUE-RB Matching

The following matching problem is formed and analyzed to calculate both
{θk

g,n} and {αi
g,n}. Use two disjoint sets of V and F to respectively repre-

sent U VUEs and K RBs in an eV2X system, where V = {v1, v2, . . . , vU},
F = {f1, f2, . . . , fK}. The matching problem with respect to V and F can be
described as follows.

Definition 1. A matching Ψ is a mapping from the set V ∪ F to the set V ∪ F ,
where (1) Ψ (vi) ∈ F ∪ {vi}; (2) Ψ (fk) ⊂ V ∪ {fk}; (3) Ψ (vu) = fk ⇔ vu ∈
Ψ (fk);

Condition (1) implies that each VUE is scheduled in no more than one RB,
i.e., |Ψ (vi)| = 1 and |Ψ (vi) ∩ F | ≤ 1, while condition (2) implies that each RB
can serve several VUEs. Condition (3) indicates that the mapping between vk

and fk is symmetrical. Specially, Ψ (j) = {j} happens when there is no other
matching for element j. Note that if ∃j ∈ V ∪ F such that Ψ (j) = {j}, the
current matching Ψ will be infeasible.

When Ψ (vu) = Ψ
(
v

′
u

)
= fk and vu, v

′
u ∈ V , the co-channel interference will

occur between vu and v
′
u. Since the co-channel interference can be intra-beam or

inter-beam, Ψ suffers from more complex peer effects compared with the existing
matching problem [4]. Hence, the preference R is formed to helps players search
for other players by interesting.

Definition 2. For two sets of VUEs V i, V j ⊆ V , R (
V ifkV j

)
represents that fk

prefers V i than V j, while for two sets of RBs fi, fj ∈ F , R (fivufj) represents
that vu prefers fi than fj, which can be formulated as

R (
V ifkV j

) ⇔ δ̃th

(
fk, V i

)
> δ̃th

(
fk, V j

)
, (26)
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R (fivufj) ⇔ min{δ̃th(fi, Ψ(fi) ∪ vu), δ̃th(fj , Ψ(fj)}
> min{δ̃th(fi, Ψ(fi)), δ̃th(fj , Ψ(fj) ∪ vu}

(27)

Note that the preference is transitive, and thus, a preference list can be
formed by (26) and (27). A feasible Ψ should satisfies that for ∀vu ∈ V and ∀fk ∈
F , R (Ψ (fk) fk{fk}) and R (Ψ (vu) vu{vu}) are always established. Additionally,
if vu and v

′
u are in the same beam, v

′
u can replace the position of vu in the RB.

Such a relationship is called alternative.

Algorithm 2. Proposed BD&VC Algorithm
Require: Wa; VUE set V ; hu, u ∈ {1, 2, . . . , U}.
Ensure: Cluster set N ; GD; Wa; {wi

g,n}.
1: Init. VUE set in each beam Γ = {Γ1, Γ2, . . . , ΓGBS }, where Γx = ∅ for x ∈

{1, 2, . . . , GBS}; Wa = ∅;
2: for all u ∈ U do

3: g = arg max
x∈GBS

{ ‖hH
u wa

x‖
‖hu‖‖wa

x‖
}

; Γg = Γg ∪ vu;

4: G = {x|Γx �= ∅, 1 ≤ x ≤ GBS};
5: GD = |G| and Wa =

⋃

g∈G

wa
g ;

6: for all g ∈ G do

7: H =
{∥

∥hH
x Wa

g

∥
∥2|vx ∈ Γg

}
;

8: [∼, Λ] = sort(H,′ descend′);
9: if |Γg| is odd then

10: V 1
g,i = Λ (i), V 2

g,i = Λ[i +
|Γg|−1

2
] for 1 ≤ i ≤ |Γg|−1

2
;

11: V 1

g,
|Γg|+1

2

= Λ (|Γg|);
12: else

13: V 1
g,i = Λ (i), V 2

g,i = Λ[
i+|Γg|

2
] for 1 ≤ i ≤ |Γg|

2
;

14: Calculate wi
g,n according to (6);

Based on the above discussion, the union-based VUE-RB matching algorithm
is proposed, including clustering phase and matching phase. In Algorithm 2,
BD&VC algorithm is proposed for clustering phase, where each VUE is sequen-
tially allocated to the optimal analog beam according to channel correlation.
Specially, wa

g may not be matched with VUEs. Considering the overhead of
the digital precoder, such wa

g is deleted by wa
g to decrease GD. The quantiza-

tion precision of the analog precoder is set as B = �log2(GBS)� to ensure that
GD ≤ GBS can always be satisfied [17]. Then, to make the VUEs in the same
NOMA cluster have a certain difference of channel gain [18], VUEs is sorted
according to path loss.

Remark 1. BD&VC algorithm has the polynomial complexity. Specifically, the
maximum complexity is O (GBSU) from step 2 to 3, while the maximum com-

plexity is O(
GBS∑

g=1
|Γg| log |Γg|) ≤ O (GBSU log U) from step 6 to 14.
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Cluster-RB matching has compatible definitions and properties with VUE-
RB matching. Specifically, for Ψ , the VUE set V = {v1, v2, . . . , vU} can be
represented by the cluster set N = {N1,1,N1,2, . . . ,Ng,n, . . . ,NGD,|NGD |}.

Algorithm 3 describes the propsosed matching algorithm. In clustering phase,
a series of minimal unions are formed by BD&VC algorithm, where the prior
knowledge for matching, i.e. alternative and preference, is obtained. In matching
phase, the largest stable unions in each RB are formed. Specifically, consid-
ering constraint (16c) and the multiplexing ability, a suitable cluster Ng,n is
selected. Then, alternative and preference are utilized for fk to update Ψ(fk),
until (fk, Ψ(fk)) cannot be blocked by any cluster. At this point, Ψ (fk) is
regarded as the current largest stable union of fk. Finally, the matching phase
terminates when all VUEs are scheduled.

Algorithm 3. Union-based VUE-RB Matching Algorithm
Require: The input in Algorithm 2; threshold δth.
Ensure: SPS period KτRB ; {θk

g,n}; {αi
g,n}.

1: Init. Ψ = ∅; k = 0;
2: Run BD&VC algorithm;
3: repeat
4: c = 1 and k = k + 1;

5: g = arg max
l∈GD

(|N | −
k∑

i=1

|Nl|∑

j=1

θi
l,j);

6: n = arg max
j∈|Ng|

||h1
g,j ||2;

7: Ψ (fk) = Ψ (fk) ∪ Ng,n and Ψ (Ng,n) = fk;
8: repeat
9: Form R for {Ng,n|Ψ (Ng,n) == Ng,n, Ng,n ∈ N} to find the most preferred

Ng′,n′ for (fk, Ψ(fk));
10: if δ̃th (fk, Ψ (fk) ∪ {Ng′,n′}) < δth or problem (26) is infeasible then
11: c = 0;
12: else
13: Ψ (fk) = Ψ (fk) ∪ Ng′,n′ and Ψ (Ng′,n′) = fk;
14: Update {θk

g,n}, then record
{
αi

g,n

}
and δ̃th for fk;

15: until c == 0
16: if k > 1 then
17: [∼, ind] = min

{
δ̃1th, δ̃2th, . . . , δ̃k−1

th

}
;

18: Find the alternative-pair set {(Ng,n, Ng,n′)}, where Ng,n ∈ Ψ (fk), Ng,n′ ∈
Ψ (find), ind < k;

19: Judge for alternative pairs according to (28);
20: until ∀vu ∈ V , Ψ (vu) �= {vu}

3.3 Performance Analysis

In Algorithm 3, the number of proposals for unscheduled clusters is Nk
1 ≤

1
2 [(|N | − ∑k−1

i=1 |Ψ(fi)|)2 + |N | − ∑k−1
i=1 |Ψ(fi)|] ≤ |N |2+|N |

2 , while the number
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of proposals for scheduled clusters is Nk
2 ≤ |Ψ (fk)| ≤ |N |. Hence, the upper

bound of proposals for fk can be expressed as

Nk
1 + Nk

2 ≤ max
n=1,2,...,|N |

{1
2
(|N | − n)2 +

1
2

(|N | − n) + n}

≤ 1
2
|N |2 − 1

2
|N | + 1.

(28)

For each proposal, R is formed by LLHR-PC algorithm, where the binary
search is utilized. Hence, the number of searches to initiate a proposal is

|N |(1 + log
1 − δth

εδ
) ≤ U(1 + log

1 − δth

εδ
). (29)

Combining with the complexity of BD&VC algorithm, the complexity of
Union-based VUE-RB Matching Algorithm is

O(GBSU log U) + O(|N |(1 + log
1 − δth

εδ
)K

K∑

k=1

(Nk
1 +Nk

2 ))

= O(U log U) + O(|N |3).
(30)

4 Simulation Results

The performance in terms of SPS period of the mmWave-NOMA-based SPS
strategy proposed in this paper is evaluated by simulations. For comparison, we
consider the following five typical schemes to respectively show the performance
of resource allocation, multiplexing, precoding: (1) “Greedy VUE-RB Match-
ing”, where LLHR-PC and BD&VC are also utilized, while VUEs and RBs are
matched greedily until all VUEs can meet the QoS constraints in one SPS period
[4]; (2) “Hybrid Precoding (HP) OMA”, where the scheduling strategy is simi-
lar to the proposed scheme, but all VUEs are orthogonal in power domain.; (3)
“Fully Analog Precoding (FAP) NOMA” [14], where only (4) is utilized for pre-
coding; (4) “Strong user (SU) based HP NOMA” [17,18], where the HP scheme
is similar to the proposed one, while the digital precoding vectors are calculated
according to the normalized channel vectors of SU; (5) “Weak user (WU) based
HP NOMA”, where the digital precoding vectors are calculated according to the
normalized channel vectors of WU.

Specifically, the simulation parameters are described as follows. CCF is set
as fc = 63 GHz, and the aggregated system bandwidth is ω = 1 GHz [6]. For
the transmitting process, Pt = 43 dBm, σv = −174 dbm/Hz, MBS = 64 and
GBS = 16. For V i

g,n, the channel vector is generated by (1), where we assume
the number of paths is L = 3, including the line-of-sight (LoS) path with the path
loss exponent η1 = 4 and the non-line-of-sight (NLoS) paths with η2 = η3 = 5.
PRR is calculated by (15), where we assume: the slope parameter μ = 8, the
size of packets Li

g,n = 1200 bytes, short time slot τRB = 1/14 ms [19]. Moreover,
the road configuration for unban grid discussed in this paper is presented in
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Fig. 2. Road configuration for urban grid.

15 20 25 30 35 40 45 50 55 60
Speed (km/h)

0

15

30

45

60

75

90

105

120

135

150

165

N
um

be
r o

f t
im

e 
sl

ot
s

Proposed algorithm
Greedy VUE-RB Matching
HP OMA
FAP NOMA
SU based HP NOMA
WU based HP NOMA

Fig. 3. Number of time slots in one SPS period against speed of vehicles.

Fig. 2 according to 3GPP eV2X systems defined in [6], where the car distance is
|vi

g,n| × 2.5 s [4].
Figure 3 shows number of time slots in one SPS period against speed of

vehicles from 15 km/h to 60 km/h. The packet of vi
g,n is successfully received only

when δi
g,n ≥ 99%. The density of VUE decreases when the speed increases, and

thus, there are fewer clusters, leading to a shortening of SPS period. Moreover,
it is intuitive that the proposed strategy works better than other five schemes,
especially in a dense network.

Figure 4 shows SPS period, i.e. KτRB , against PRR threshold from 80% to
99.999%, where the speed is 30 km/h. The SPS period increases as threshold
increases. For “Greedy VUE-RB Matching” and “FAP NOMA” as well as the
proposed algorithm, the systems can achieve a very short period when threshold
is low. However, the period of “FAP NOMA” increases rapidly as threshold
increases, since its space division multiplexing ability is limited. Additionally,
the proposed algorithm always outperforms “Greedy VUE-RB Matching”, since
the properties of preference are utilized.
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Fig. 4. SPS period against PRR threshold.

5 Conclusions

In this paper, we studied the SPS strategy in mmWave-NOMA-based eV2X sys-
tems, including hybrid precoding, user scheduling and resource allocation. The
VUE-RB matching problem with peer effects was solved by the proposed union-
based two-phase matching algorithm. Specifically, in clustering phase, BD&VC
algorithm was designed to reduce the matching complexity; in matching phase,
LLHR-PC algorithm was proposed to provide evaluation indicators for schedul-
ing. Simulation results showed that the scheduling period of eV2X systems can
be improved by the proposed SPS strategy compared with the conventional
mmWave SPS schemes.
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Abstract. Aiming at the requirement of underwater information security trans-
mission, the security of encryption key generation and distribution in underwater
acoustic communication is concerned. Key generation technology based on under-
water acoustic channel (UAC) estimation can improve the security and real-time
generation of encryption keys. In this paper, the idea of estimating the multipath
structure of UAC is to retrieve the arrival signal by acquiring the parameters of
larger energy Eigen-ray from real arrival signal, and to eliminate the arrival signal
of larger energy Eigen-ray path from the real signal through signal cancellation,
so as to eliminate the influence of side lobes of larger energy signal to arrival sig-
nals of other Eigen-ray path, to improve the estimation performance of multipath
structure in underwater acoustic channel. The simulation and experimental results
show that the improved algorithm can estimate the multipath structure of under-
water acoustic channel more accurately and provide support for the subsequent
underwater information security transmission.

Keywords: Underwater acoustic channel · Matched filtering · Parameters
inversion · Signal cancellation · Channel correction

1 Introduction

Ocean channel is a time-varying and space-varying random channel, which can be
regarded as a time-varying random filter to transform the signal waveform. If the obser-
vation or processing time is not too long, the acoustic channel can be described by a
time-invariant filter. Match filter (MF) is the most basic detection algorithm based on
matched filtering. MF is the optimal detector under Gaussian white noise, and is one of
the classical underwater acoustic signal detection algorithms. Matched filters are also
commonly used in underwater acoustic channel estimation.
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In non-stationary environment, the optimal decision threshold of MF will fluctuate
with the change of signal-to-noise ratio, which seriously affects the detection perfor-
mance of MF. In order to solve this problem, Conte and Lops in 1995 normalized the
matched output using the received data and obtained the normalized matched filter. At
the same time, the covariance matrix of background noise was obtained using the auxil-
iary data without targets. Then the matrix was substituted into MF to obtain the adaptive
normalized matched filter [1]. In 2002, Abraham first introduced the cumulative sum
detection algorithm PT into underwater acoustic signal processing, and then adaptively
accumulated the square output value of the normalized matcher to detect. PT algorithm
takes full account of themultipath effect of the channel and shows good detection perfor-
mance [2]. Yin Jingwei of Harbin University of Engineering has studied the underwater
acoustic channel estimation based on FRFT.Without Doppler frequency offset, the accu-
racy of the matched filtering algorithm is higher [3]. Li Jun of Dalian Naval Ship College
adopts matched filtering technology to estimate the time delay structure of underwater
acoustic multipath channel, and the estimation effect of single-frequency pulse and fre-
quency modulation pulse signal is compared [4, 5]. But the above method does not solve
the problem of underwater acoustic channel structure estimation when the time delay
between channels is smaller than the pulse width. Chen Xing et al., Chengdu Institute of
Information Engineering, proposed a clean algorithm based onmatched filter to improve
the range resolution of multi-target recognition. The simulation results are effective [6],
but the correction of the estimated target strength and time delay estimation error is not
considered.

In view of the above problems, this paper introduces signal cancellation algorithm
into the field of underwater acoustic channel multipath structure estimation, improves
the time delay resolution of underwater acoustic channel multipath structure estimation,
and proposes an error compensation algorithm for underwater acoustic channel multi-
path structure estimation to correct the estimated underwater acoustic channel multipath
structure. The simulation and experimental results show that the proposed algorithm
can improve the time delay resolution of underwater acoustic channel multipath struc-
ture estimation. The proposed channel estimation algorithm can estimate the multipath
structure of underwater acoustic channel more accurately.

2 Channel Estimation Principle Based on Matched Filter

MF is an optimal linear filter. Its criterion is that the output signal-to-noise ratio (SNR)
is the largest, and it is often used in communication, detection and other systems [7, 8].
When the input signal of a linear time invariant filter is a known signal and the noise is
an additive stationary noise, the matched filter can maximize the output power signal-to-
noise ratio under a certain input power signal-to-noise ratio, which is a filter matching
the input signal.

For the input signal s(t), the impulse response function of the matched filter is:

h(t) = ks ∗ (t0 − t) (1)

Among them, k is an arbitrary constant.
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Formula (1) shows that the impulse response of the matched filter is the mirror of
input signal s(t), but there is only one delay time t0.

Suppose there are p eigen rays, the underwater acoustic multipath channel is con-
sidered to have p path. The impulse response of underwater acoustic multipath channel
can be obtained as follows:

h(t) =
∑p

i=1
ai p(t − τi ) (2)

If the transmitting signal is s(t), the received signal after propagation through
underwater acoustic channel is as follows:

x(t) = s(t) ∗ h(t) = a1s(t − τ1) + . . . + ai s(t − τi ) (3)

The estimation of underwater acoustic channel multipath structure is to obtain ai
and τi , which can be estimated by matched filtering.

Figure 1 is schematic block diagram of matched filtering.

DelayDelay

x(t)x(t)

s(t)s(t)

Fig. 1. Schematic block diagram of matched filtering

If the noise of the marine environment is n(t), the actual received signal is xi (t) =
x(t) + n(t), s(t) is local copied signal, and the output of the matched filter is:

rx1t (τ) = ∞∫
−∞

[x(t) + n(t)]s(t − τ)dt = rxs(τ) + rns(τ) (4)

If the noise n(t) is not correlated with the signal s(t) and the mean value of the
noise is zero, then there is rx1t (τ) = rxs(τ), the output signal modulus

∣∣rx1t (τ)
∣∣ of

matched filter will form a series of peaks in the corresponding correlation domain, and
the corresponding peak position of eachmultipath signal will be delayed τi relative to the
direct sound. The estimation of multipath structure of UAC can be realized by extracting
the larger peak parameters among

∣∣rx1t (τ)
∣∣.

3 Improved Channel Estimation Algorithms Based on Signal
Cancellation

3.1 Zero-Setting Algorithm for Peak Region

Zero-setting algorithm for peak region represents the signal zero-setting process within
a certain width of the peak value in the process of extracting underwater acoustic channel
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structure after LFM matched filtering. When the LFM signal is received, the received
LFM signal is processed with the local copy LFM signal to obtain the matched filtering
signal after pulse compression; the peak value and location information of the maximum
energy peak are extracted, and the data in the pulse width of LFM after matched filtering
around the peak value is set to zero; the peak threshold and the number of routes are set.
Two parameters are used to search the output of the matched filter, and the estimation
of the multipath structure of UAC is obtained.

3.2 Signal Cancellation Algorithms

Signal cancellation algorithm is a recursive idea. Firstly, the received LFM signal is
processed by matched filtering to obtain the matched filtering signal after pulse com-
pression. Then, the matched filtering signal is processed to detect the parameters such as
amplitude and time at the maximum peak value, and the arrival time-domain form of the
signal is inverted by the obtained maximum energy signal parameters, and matched. The
ideal matched filter signal is obtained by filtering. In the real arrival signal, the estimated
high energy signal is eliminated, the side lobe of the high energy peak is eliminated,
and the weak intensity multipath peak is revealed. The appropriate threshold is set, and
the above two steps are repeated to achieve all the effective eigenvalues. The parameter
information is extracted to estimate the multipath structure of UAC.

3.3 Improved Algorithm Based on Signal Cancellation

The peak area zero-setting algorithm based on signal cancellation does not consider the
masking problem of weak energy multipath peaks in the pulse width range of strong
energy multipath peaks, but removes the arrival signal of strong energy sound lines
through themethodof zero-setting in the pulsewidth range,which is easy to cause the loss
or distortion of multipath structure of underwater acoustic channel; signal cancellation
algorithm considers the masking problem of weak energy multipath peaks in the pulse
width range of strong energy multipath peaks, and eliminates the arrival signal of strong
energy sound lines by inversion signal cancellation method, which has no effect on weak
energy peaks. However, the algorithm does not consider that when the peak interval is
less than the pulse width, the adjacent pulses have both the peak value and the location
of the estimated peak. It has a certain impact on the accuracy of underwater acoustic
channel multipath structure estimation.

Therefore, based on the signal cancellation algorithm, this paper proposes an error
compensation algorithm for underwater acoustic channel multipath structure estimation,
which fine-tunes the estimated multipath delay and amplitude of underwater acoustic
channel, and then matches the corrected results with the underwater acoustic multipath
channel obtained by matched filtering to determine the optimal corrected value. Finally,
more accurate information of multipath structure parameters of underwater acoustic
channel is obtained.

The implementation process of the proposed algorithm is as follows:

(1) The received LFM signal is processed by matched filtering to obtain the matched
filtering signal after pulse compression.
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(2) The signal after matched filtering is processed to detect parameters such as
amplitude and time at the maximum peak.

(3) The time-domain form of arrival of the signal is retrieved by using the parameters of
the maximum energy signal, and the retrieved signal is removed from the received
signal by using the signal cancellation algorithm.

(4) In the signal arrived in real environment, the estimated high energy signal is elimi-
nated, and the sidelobe of the high energy correlation peak is eliminated, while the
weak energy peaks by other paths are revealed.

(5) Setting appropriate threshold and repeating (2)-(4) so as to extract the parameter
information of all effective eigenvalues and obtain the estimation of the multipath
structure of underwater acoustic channel.

(6) To obtain the multi-path structure of underwater acoustic channel, the local signal
of underwater acoustic channel is reconstructed by traversing the preset amplitude
and time-delay transformations, and the optimal solution is found by matching the
actual impulse response signal of underwater acoustic channel in the corresponding
region.

4 An Improved Algorithm Model Based on Signal Cancellation

The underwater acoustic channel estimation algorithm proposed in this paper is based
on signal cancellation. Firstly, the impulse response of UAC is obtained by matched fil-
tering algorithm. Then, the impulse response of UAC is estimated by signal cancellation
algorithm. Finally, the obtained UAC multipath structure is modified.

Figure 2 shows the flow chart of the improved algorithm based on signal cancellation.
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Fig. 2. Flow chart of improved algorithm based on signal cancellation

Figure 3 is flow chart of signal cancellation algorithm.
Because the expression of each eigen-ray’s arrival signal in impulse response of

UAC after matched filtering is influenced by the adjacent eigen-ray’s arrival signal, the
correlation waveform of high-energy eigen-ray’s arrival signal has greater influence on
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Fig. 3. Flow chart of signal cancellation algorithm

the correlation waveform of low-energy eigen-ray’s arrival signal, so it can be eliminated
by processing larger peak multipath first.

Figure 4 is flow chart of underwater acoustic multipath correction algorithm.
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Fig. 4. Flow chart of multipath correction algorithm for UAC

In the correction stage of underwater acoustic channel, because the error of the
amplitude anddelayof somemultipath ismainly affectedbynoise and the arrival signal of
the two eigenvalues that close to it, the improved algorithm calculating the space between
the estimated eigen ray with two other eigen rays that close to it to judge whether the
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two eigen rays have overlapping areas with the estimated eigen ray. The predict impulse
response signal of underwater acoustic channel is reconstructed by traversing the preset
amplitude and time-delay transformations, andmatchedwith the actual impulse response
signal of underwater acoustic channel in the corresponding region to find the optimal
amplitudes and delay times.

5 Simulation of Multipath Structure Estimation for UAC

Table 1 shows LFM simulation signal parameters.

Table 1. Summary of LFM simulation signal parameters

Parameters Bandwidth/kHz Duration/s

Value 5 1, 0.5, 0.05

Table 2 shows the simulation channel multipath parameters.

Table 2. Summary of multipath parameters of underwater acoustic channel

UAC Eigen rays

1 2 3 4 5 6

A Amplitude 3.58 2.40 1.70 1.38 0.95 −0.2

Time delay/ms 1.50 2.30 6.20 8.00 5.05 5.0

B Amplitude 3.80 2.40 1.70 1.35 0.88 −0.2

Time delay/ms 0.40 2.80 7.80 8.40 5.10 2.0

There are two groups of underwater acoustic multipath channels, all of multipath
delay intervals of the first group data are larger than pulse width of LFM signal after
matchedfiltering, and themultipath delay intervals of the secondgroupdata has one eigen
rays smaller than t pulse width of LFM signal after matched filtering; the noise is Gauss
white noise; the Monte Carlo statistical method is used to analyze underwater acoustic
signals. The statistics of channel amplitude estimation error, underwater acoustic channel
delay estimation error and underwater acoustic channel multipath number error are
carried out; the number of statistics is 100.

Figure 5 is schematic diagram of the transmission signal.
The synchronization signal in Fig. 5 is used to synchronize the received signal; the

detected signal is LFM signal with different time lengths (each group of LFM signals
has the same time duration); after synchronization, the LFM detection signal in the data
segment is used to estimate the multipath structure of UAC. The number, amplitude and
time delay of the multipath sound lines are used as statistics of the performance of UAC
multipath structure estimation.
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Fig. 5. Composition diagram of transmission signal

Figure 6 is a comparison of the performance of zero-setting algorithm, signal cancel-
lation algorithm and the proposed algorithm for underwater acoustic channel estimation
when all of the multipath delay intervals are larger than the matched output pulse width
of LFM signal after matched filtering.
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Fig. 6. Performance comparison of underwater acoustic channel estimation algorithm

From Fig. 7, it can be seen that when all of multipath delay intervals of UAC are
greater than pulse width of LFM signal after matched filtering, the performance of zero-
setting algorithm is similar to that of the proposed algorithm by comparing the amplitude
error, delay error and multipath number error of UAC estimation.

Figure 7 shows the performance comparison of zero-setting algorithm, signal can-
cellation algorithm and the underwater acoustic channel estimation algorithm proposed
in this paper when one of multipath delay intervals is less than pulse width of LFM
signal after matched filtering.

From Fig. 7, we can see that when one of multipath delay intervals of UAC is less
than pulse width of LFM signal after matched filtering, the performance of the proposed
algorithm is better than that of zero-setting algorithm; the estimation results are more
accurate compared with the signal cancellation algorithm.

Figure 8 is the performance of underwater acoustic channel estimation for LFM
signals with different duration.

From Fig. 8, it can be seen that the performance of UAC multipath structure estima-
tion increases with the increase of SNRwhen the duration of LFM signal is constant, and
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Fig. 7. Performance comparison of underwater acoustic channel estimation algorithms
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Fig. 8. The relationship between underwater acoustic channel estimation performance and signal
duration

the performance of underwater acoustic channel multipath structure estimation increases
with the increase of the time of LFM signal when the SNR is constant.

6 Data Analysis of Lake Test

In order to test the actual performance of the improved algorithm based on signal can-
celling, channel-free estimation algorithm, zero-setting algorithm, signal cancellation
algorithm and the algorithm proposed in this paper are used to process the lake test data.
Among them, channel-free estimation algorithmmeans that no channel equalization pro-
cessing of received signal directly carries out despread and demodulation operations for
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information recovery. Because the multi-path structure of underwater acoustic channel
on Lake is unknown, the estimated multi-path structure of underwater acoustic channel
will be used to balance the multi-path effect of information demodulation, and the esti-
mation effect of underwater acoustic channel structure will be evaluated by transmitting
the bit error rate of recovery information of DSSS signal.

Table 3 shows LFM detection signal parameters.

Table 3. Summary of LFM detection signal parameters

Parameters Bandwidth/kHz Duration/s

Value 5 1, 0.5, 0.1, 0.05

Table 4 shows the DSSS signal parameters.

Table 4. DSSS signal parameters

Parameters Value

fc/kHz 8

Modulation Style BPSK

fs/kHz 96

Ts/ms 12.6

m Sequence Length 63

Figure 9 is schematic diagram of the transmission signal composition.
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Fig. 9. Composition diagram of transmission signal

The synchronization signal in Fig. 9 is used to synchronize the transmitted signal;
the detected signal is LFM signal with different duration (each group of LFM signals
has the same duration); the information segment is DSSS modulated information, which
consist of 6 segments that has 420 bits.

Test conditions: the water depth is 20 m, the transducer is placed 3 m underwater
and the hydrophone is placed 3 m underwater, they are 50 m apart.

Figure 10 is received underwater acoustic signals.
By synchronizing the received signals in Fig. 10, each data segment is extracted. The

LFM detection signal in the data segment is used to estimate the multipath structure of
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Fig. 10. Received underwater acoustic signals

UAC, and the estimated underwater acoustic channel structure is used to equalize the
information in the data segment. Finally, the transmitted information is recovered and
the bit error rate (BER) is calculated.

Figure 11 is correlation comparison of channel estimation results for different
algorithms.
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Fig. 11. Correlation comparisons of channel estimation results for different algorithms

Figure 11 shows that when the channel estimation results are used to equalize the
underwater acoustic channel influence of LFM synchronization head, the peak value
of the correlation results is sharper and its energy is more concentrated. But it is diffi-
cult to draw a conclusion from the correlation results of zero-setting algorithm, signal
cancellation algorithm and the proposed algorithm in this paper.

Figure 12 is comparisons of the performanceof underwater acoustic channel structure
estimation with different UAC estimation algorithms.
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Fig. 12. Performance comparison of different UAC estimation algorithms

The performance comparison of different underwater acoustic channel structure esti-
mates with LFM duration of 0.5 s is shown in Fig. 12. Figure 12 shows that when the
SNR condition is good (the SNR in the figure is greater than −8 dB), the BER is higher
without channel estimation, and the performance of cancellation algorithm is slightly
better than that of zero-setting algorithm; the performance of the proposed algorithm in
the paper is the best.

Figure 13 shows the influence of LFM duration for the structure estimation
performance of UAC.
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Fig. 13. Effect of different LFM durations on estimation performance

Figure 13 shows that the estimation performance of the proposed underwater acous-
tic channel structure estimation algorithm improves with the increase of LFM signal
duration.
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7 Conclusions

The performance of zero-setting algorithm is better on the premise that there is only one
eigen ray in the pulse width of LFM signal after matched filtering. In the actual underwa-
ter acoustic environment, there will be overlapping results of multiple eigen ray signals,
so the estimation results are not ideal. The performance of signal cancellation algorithm
is better than the zero-setting algorithm. However, it does not consider the influence of
adjacent eigen rays on the estimation, so the accuracy of channel multipath structure
estimation decreases. The channel estimation algorithm proposed in this paper uses the
principle of signal cancellation to remove the energy multipath signal, eliminating the
masking effect of the side lobe of the high energy multipath signal for the low energy
multipath signal, and improving the performance of low energy multipath signal. Then,
we improve the estimation accuracy of multipath structure of UAC by modifying the
multipath structure of UAC. The simulation and experimental results show the effec-
tiveness of the improved algorithm proposed in this paper. Because the above research
does not consider the computational complexity in practical application, we will further
optimize the above modified algorithm in the later stage in order to achieve the goal of
real-time channel estimation.

References

1. Conte, E., Lops,M., Ricci, G.: Asymptotically optimum radar detection in compoundGaussian
clutter. Trans. Aerosp. Electron. Syst. 31(2), 617–625 (1995)

2. Abraham, D.A.,Willett, P.K.: Active sonar detection in shallowwater using the page test. IEEE
J. Ocean. Eng. 27(1), 35–46 (2002)

3. Yin, J.: Principle of Underwater Acoustic Communication and Signal Processing Technology.
National Defense Industry Press, Beijing (2011)

4. Wang, K., Li, J.: Underwater acoustic channel estimate based on matched filtering. Tech.
Acoust. 30(4), 10–12 (2011)

5. Zhang, L., Wu, X.: On cross correlation based discrete time delay estimation. In: ICASSP
2005, vol. 7, pp. 981–984 (2005)

6. Chen, X., Du, Y.: A new algorithm based on matched filter pulse compression. Commun.
Technol. 46(4), 133–135 (2013)

7. Liang, H., Zhang, X.: Signal Detection and Estimation. Northwest Polytechnic University
Press, Xi’an (2011)

8. Liu, J., Dong, Y., Zhang, G.: Key generation technology based on underwater acoustic channel
estimation in covert communication. J. Appl. Acoust. 38(4), 681–687 (2019)



A Novel Spectrum Correlation Based
Energy Detection for Wideband

Spectrum Sensing

Bo Lan(B) , Tao Peng, PeiLiang Zuo, and Wenbo Wang

Wireless Signal Processing and Networks Laboratory (WSPN),
Key Laboratory of Universal Wireless Communications, Ministry of Education,

Beijing University of Posts and Telecommunications, Beijing, China
{lanboxianren,pengtao,zplzpl88,wbwang}@bupt.edu.cn

Abstract. With the rapid development of wireless communications
technology, the problem of scarcity of spectrum resources is becoming
serious. Cognitive radio (CR) which is an effective technology to improve
the utilization of spectrum resources is getting more and more atten-
tion. Spectrum sensing is a key technology in cognitive radio. Wideband
spectrum sensing (WBSS) can help secondary users (SUs) find more
spectrum holes. However, for the traditional energy detection (ED) algo-
rithm, when the signal-to-noise ratio (SNR) of the primary user (PU)
is low, the detection performance is extremely poor owing to the sin-
gle frequency point detection method. Therefore, the concept of spec-
trum correlation is proposed. Spectrum correlation algorithm uses the
detection window to realize joint detection of multiple frequency points
which can improve performance. This paper focuses on how to make the
best of spectrum correlation to ensure the detection performance for low
SNR signals. We propose an adaptive detection window (ADW) method,
whose detection window is adaptively selected based on the estimated
SNR of signal. The method can be directly used for wideband spectrum
sensing when the approximate position of each signal and its estimated
SNR are known. In this context, to show the robustness of the ADW
method, a simulation of the sensitivity of the ADW method to the SNR
estimation error is performed. Meanwhile, simulations of methods com-
parison demonstrate that the proposed ADW method outperforms the
commonly used iterative energy detection method, frequency correlation
methods and histogram-based segmentation method by far.

Keywords: Cognitive radio (CR) · Wideband spectrum sensing
(WBSS) · Energy detection (ED) · Spectrum correlation · Detection
window
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1 Introduction

With the development of wireless communications technology, The fixed alloca-
tion of spectrum resources seems to be unable to meet the growing spectrum
demand. However, many surveys indicate that most of the spectrum resources
are not fully utilized [1]. Cognitive radio (CR) [2] is considered to be a promis-
ing technology to improve spectrum utilization. To ensure that secondary users
(SUs) use shared spectrum without interfering with primary users (PUs), spec-
trum sensing is essential for CR [3]. Through spectrum sensing, SUs can seize
the available opportunities of shared spectrum. Especially when the shared spec-
trum is idle, they can use spectrum resources for transmission. Once the PUs
occupy the spectrum again, they can also give up the channel resources in time
to avoid affecting the transmission quality of the PUs.

Many methods are proposed for the narrowband spectrum sensing (NBSS)
[4], such as energy detection (ED) [5], matched filtering and cyclostationary fea-
ture detection. Although the latter two methods have better detection perfor-
mance, ED is more widely used because it does not require any prior information
of PU signals and has lower computational complexity. However, NBSS can only
detect one channel at a time. Even though a larger spectrum sensing range can
be obtained by a sequential sweep-tune fashion [6], it takes longer to perceive the
wideband spectrum. Therefore, it is more appropriate to directly use wideband
spectrum sensing (WBSS) for multi-channel detection. Due to the advantages of
ED, it can also be used for WBSS. However, when the signal power is particularly
low, its detection performance is poor.

In order to detect multiple signals with different bandwidths and SNRs in the
spectrum, some ED-based WBSS method is proposed. In [7], a multi-band joint
detection algorithm is proposed to optimize the decision thresholds of each sub-
band. But the adopted detection method is also based on the single frequency
point, the detection results for low SNR signals are still not satisfactory. In
order to locate the boundary between sub-bands, [8] proposed a histogram-based
segmentation method. However the distinction between noise and low SNR signal
is not obvious. Detection window is a tool used by the spectrum correlation
algorithm to detect signals, [9] first used the fixed detection window to detect
the signal. The final performance improvement is limited due to the under-
utilization of spectrum correlation. In this paper, the histogram segmentation
method, traditional iterative energy detection and spectrum correlation are used
as the comparison methods.

This paper focuses on the full-utiliazation of spectrum correlation in wide-
band spectrum sensing. Specifically, the theoretical relationship between detec-
tion window and detection performance is acquired. The corresponding detection
window can be selected according to the estimated SNR of the signal to guar-
antee performance rather than fixed. We propose an adaptive detection window
(ADW) method, the detection window can be adaptively utilized for detecting
the signals in wideband provided that the approximate position of the signals
and the estimated SNR are known. The method has a theoretical minimum
detectable bandwidth at each SNR. For signals with a certain SNR, the method
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can detect the signal having a bandwidth greater than the corresponding mini-
mum detectable bandwidth.

The structure of the paper is as follows. We first briefly introduce the wide-
band sampling model and the single frequency point detection mode in Sect. 2.
Then we detail the frequency correlation in Sect. 3. In Sect. 4, the performance of
the proposed method is simulated and compared with the previously mentioned
method. Finally, conclusions are given in Sect. 5.

2 Preliminary

2.1 Wideband Sampling Model

The sampling frequency of the signal in the time domain is f which is higher
than the Nyquist rate. N represents the number of points per sampling, and
Nt denotes the total number of sampling times. As shown in Fig. 1, N sampled
signal is converted into the signal in frequency domain by Fast Fourier Transform
(NFFT). Y (k) is the kth frequency value of the sampled signal after FFT, then

Y (k) =
1√
N

N−1∑

n=0

y(n) · e−j 2π
N ·kn

=
1√
N

N−1∑

n=0

y(n) · cos(
2πkn

N
)−j

1√
N

N−1∑

n=0

y(n) · sin(
2πkn

N
)

= Yreal + jYimag (1)

Fig. 1. The sampling process of the signal in the time domain
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The energy of the signal in frequency domain obtained by each sampling is aver-
aged to obtain the average power of each frequency point. The average statistic
is T , which is obtained according to the signal sampling model:

T =
1
Nt

·
∑

Nt

|Y (k)|2 (2)

According to the sampled signal model, the sampling result can be defined
as a binary hypothesis model: H0 means that the frequency point is idle, and
H1 means that the frequency point is occupied. σ2

s,i represents the power of i-th
signal frequency point and σ2

w represents the power of white Gaussian noise.
When H0 is true, |Y (k)|2 obeys the exponential distribution of the parameter

1
/
σ2

w. When H1 is true, |Y (k)|2 obeys the exponential distribution of the param-
eter 1

/(
σ2

s + σ2
w

)
, According to the central limit theorem, when Nt is large, T

obeys the following Gaussian distribution [9]:

H0 : T − Normal(σ2
w, σ4

w

/
Nt)

H1 : T − Normal((σ2
s + σ2

w), (σ2
s + σ2

w)
2
/

Nt) (3)

2.2 Single Frequency Point Detection Model

In the traditional energy detection algorithm, after the statistic T is obtained,
a power threshold Vth needs to be designed [10]. The frequency point above
the threshold is the signal frequency point, and lower than the threshold is the
noise frequency point. The selection of the threshold value will directly affect the
detection performance of the energy detection algorithm. If the threshold value
is too high, some signal frequency points will be missed and the detection ratio
will be reduced. If the threshold is too low, some noise frequency points will be
misjudged as signal frequency points, which will increase the false alarm ratio.
In practical applications, two decision criteria are obtained according to the
energy detection performance index: constant detection rate criterion (CDR)
and constant false-alarm rate criterion (CFAR) [11]. [12] proposed a double-
threshold based energy detection (DTED) for the cooperative spectrum sensing
(CSS). A common feature of these methods is that the judgment of a single
frequency point depends only on its own power.

In the single frequency point detection model, Pd,single indicates the proba-
bility that the signal frequency point is judged correctly (i.e the probability that
the frequency point power exceeds the threshold Vth when H1 is true). Where
Q(x) =

∫ ∞
x

1√
2π

e
t2
2 dt

Pd,single = {T > Vth|H1} = Q

(
Vth − (

σ2
s + σ2

w

)

(σ2
s + σ2

w)
/√

Nt

)
(4)
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Pf,single denotes the probability that the noise frequency point is judged
wrong (i.e the probability that the frequency point is below Vth the threshold
when H0 is true).

Pf,single = {T > Vth|H0} = Q

(
Vth − σ2

w

σ2
w

/√
Nt

)
(5)

Suppose the threshold Vth is noise power (i.e. Vth = σ2
w), the theoretical value

of Pd will be given in the following table.
As can be seen from Table 1, the value of Pd,single has been on a steady

decline with the decreasing SNR. The results can explain the reason why the
traditional energy detection algorithm using single frequency point detection has
the poor detection performance for low SNR signals.

Table 1. The theoretical value of Pd,single

SNR (dB) Pd,single

−19 56.98%

−18 58.73%

−17 60.90%

−16 63.55%

−15 66.77%

−14 70.59%

−13 75.01%

−12 79.94%

−11 85.10%

−10 90.07%

−9 94.31%

−8 97.35%

3 Research on Spectrum Correlation

This section first introduces the concept of spectrum correlation, and then gives
the theoretical relationship between detection window and detection perfor-
mance, finally puts forward the ADW method which adopts adaptive detection
window according to the SNRs to detect signal.
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3.1 Spectrum Correlation

The spectrum correlation algorithm mainly uses the correlation between adjacent
signal frequency points for joint detection. If there is a signal in the spectrum,
since the signal has the certain bandwidth, the frequency point near the signal
point is also a signal point, then the probability that the adjacent frequency point
is higher than the noise power will exceed 50%. The noise frequency points are
independent and identically distributed. Thus, there is no correlation between
adjacent noise points.

For a single frequency point, the probability that the point is higher than
the estimated noise is Ps,T>σ̂2

w
[13], and the noise frequency point higher than

the estimated noise is Pw,T>σ̂2
w
.

Ps,T>σ̂2
w

=H1 : P (T > σ̂2
w) = Q(

σ̂2
w − (σ2

s + σ2
w)

(σ2
s + σ2

w)/
√

Nt
)

= Q((
μ

1 + r
− 1) ∗

√
Nt) (6)

Pw,T>σ̂2
w

=H0 : P (T > σ̂2
w) = Q(

σ̂2
w − σ2

w

σ2
w/

√
Nt

)

= Q((μ − 1) ∗
√

Nt) (7)

σ̂2
w is the estimated noise power, γ = σ2

s

/
σ2

w is the SNR of the signal, μ =
σ̂2

w

/
σ2

w is the ratio of the estimated noise power value to the actual noise value.

Fig. 2. Multi frequency point joint detection model (Color figure online)

In the spectrum correlation algorithm, we will refer to the window contain-
ing multiple frequency points as the detection window (the red dotted line area of
Fig. 2), assuming the window size is n (i.e there are n frequency points in the detec-
tion window). If at least n1 frequency points of the n frequency points are higher
than the noise power, then we think that the frequency points in the window are
the signal frequency points, otherwise they are noise frequency points. ρ = n1/n
is the correlation rate. n and ρ are the most important factors in the subsequent
process. Pd is the probability that the signal frequency points are determined as
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signal points and Pf is the probability that noise frequency points are determined
as a signal point. Ps,T>σ̂2

w
, Pw,T>σ̂2

w
can be simply expressed as Ps, Pw.

Pd =
n∑

k=n·ρ
Ck

n · ps
k · (1 − ps)

n−k (8)

Pf =
n∑

k=n·ρ
Ck

n · pw
k · (1 − pw)n−k = (

n∑

k=n1

Ck
n) · 0.5n (9)

Assume the noise estimation is accurate (i.e. μ = 1 ), and the sampling times
Nt is 200, n = 200, ρ = 0.65. Table 2 gives the theoretical value of Pd.

Table 2. The theoretical value of Pd and Pd,single

SNR (dB) Pd Pd,single

−19 1.26% 56.98%

−18 4.10% 58.73%

−17 13.18% 60.90%

−16 36.47% 63.55%

−15 72.94% 66.77%

−14 93.64% 70.59%

−13 99.94% 75.01%

−12 100.00% 79.94%

−11 100.00% 85.10%

−10 100.00% 90.07%

−9 100.00% 94.31%

−8 100.00% 97.35%

It can be concluded from the results that the joint detection Pd outper-
forms the single frequency point detection Pd,single when SNR is above −14dB.
If single frequency point detection gets into trouble, joint detection using the
correlation of signal frequency points is the method that can effectively improve
performance.

From the above description of spectrum correlation, the detection window
is the most important parameter to reflect the correlation. The window size
n represents the number of signal frequencies participating in the joint detec-
tion, and the correlation ratio ρ indicates the decision threshold. Although the
existing method using detection window utilizes the spectrum correlation of the
signal, the research on the spectrum correlation is insufficient. The selection of
window parameters lacks theoretical basis and the window parameters are fixed
at different SNRs. As shown in Table 2, once the SNR is too low, the detection
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performance will drop dramatically. The theoretical lowest detectable SNR and
minimum detectable bandwidth of the signal cannot be calculated by theoretical
formula. In order to further improve the detection performance, it’s necessary to
study the effect of the detection window on performance. The next section will
discuss how to choose the best detection window and give the specific detection
process.

3.2 Adaptive Detection Window

To ensure the optimal detection performance, we define the following formula,
Pdset and Pfset are the preset performance requirements.

Target : Pd > Pdset andPfset < Pf (10)

Since Ps is related to γ and Pd is affected by Ps, the higher the SNR of the
signal, the value of Ps is larger. When the window parameters (i.e. n and ρ), and
other conditions (e.g. bandwidth) are the same under signals with different SNRs,
the detection performance of the high SNR will be better than the performance of
low SNR. When the fixed detection window are used, there is a certain threshold,
if the SNR is higher than the threshold, the performance can achieve (10), but if
the SNR is lower than the threshold, the performance cannot meet (10). In order
to make different SNR signals satisfy (10), different detection window can be set
at different SNRs. Since n indicates that n frequency points are participated in
the detection process, if the number of frequency points of the signal itself is less
than n, the detection performance will decrease, so we will try to make n small
enough to make more signals meet the requirements of bandwidth.
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Fig. 3. The relationship between window size and detection ratio (a) ρ > Ps (b)ρ < Pd
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When the SNR is fixed, if ρ > Ps , as shown in Fig. 3(a), Pd is inversely
related to n and the maximum value does not exceed 0.5. If ρ < Pw, as shown in
Fig. 3(b), Pf is positively correlated with n and the minimum value is not less
than 0.5. Therefore the correlation ratio should satisfy Pw < ρ < Ps.

When Pw < ρ < Ps, as shown in Fig. 4, n is positively correlated with Pd and
negatively correlated with Pf . So the larger n is, the more values of ρ can satisfied
(10). The selection process of the minimum detection window at a specific SNR
can be divided into the following five steps:

– Step 1, Initialize n and n1 to 1;
– Step 2, By gradually increasing n1, the corresponding pd and pf can be

obtained. when the formula (10) is satisfied, it will jump to step 5. If (10) is
not reached until n1 > n, step 3 will be executed;

– Step 3, Let n = n + 1, n1 = 1;
– Step 4, Gradually increase n1. when (10) is met, skip to step 5. If (10) is not

reached until n1 > n, it will return to step 3;
– Step 5, The current n and ρ = n1/n are the parameters of the detection

window under the SNR.
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Fig. 4. The relationship between window size and detection ratio

Let N = 5000, Nt = 200, Pdset = 99.5%, Pfset = 0.1% and assume that
the estimated noise power value is accurate. The size of window and correlation
ratio are given in Table 1, SNR from −19 dB to −8 dB.

The minimum detectable bandwidth is defined as the bandwidth of the signal
when its passband width is equal to the size of detection window. In other words,
the minimum detectable bandwidth is different under different SNR. Therefore,
in this improved method we can know the lowest detectable SNR and the mini-
mum detectable bandwidth, and for low SNR signals, the detection performance
can also satisfy (10).

The specific process of the ADW method is as follows.
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Table 3. Selected detection window parameters

SNR (dB) n ρ SNR (dB) n ρ

−19 1647 53.8% −18.5 1309 54.3%

−18 1045 54.8% −17.5 839 55.4%

−17 667 56.0% −16.5 537 56.7%

−16 427 57.5% −15.5 347 58.3%

−15 279 59.3% −14.5 221 60.2%

−14 181 61.5% −13.5 144 62.6%

−13 119 64.2% −12.5 95 65.3%

−12 81 66.7% −11.5 66 68.2%

−11 54 70.4% −10.5 43 72.1%

−10 38 73.7% −9.5 33 75.8%

−9 27 77.8% −8.5 24 79.2%

−8 21 81.0% −7.5 18 83.4%

– Obtain the estimated noise power, the approximate position and the esti-
mated SNR of the signal by using methods such as edge judgement;

– Adopt corresponding detection window parameters based on estimated SNR;
– Slide the detection window from left to right at the approximate position

of the signal. When the ratio of the frequency points above the estimated
noise power to the total points in the detection window is higher than ρ, the
frequency points in the window are determined as the signal frequency points.

4 Simulation and Discussion

In the end of Sect. 3.1, the theoretical probability that a single signal frequency
point power exceed the noise power Pd,single is lower than the probability of joint
detection Pd. The following simulations are used to verify whether the above
theory is accurate. Use the detection window parameters obtained in Method 1
to obtain Pd (Tables 4 and 5).

Table 4. Simulation parameters

Parameter Value

Total bandwidth 50MHz

Sampling duration dt 0.01 s

Sampling times Nt 200

Sampling points per time N 5000

Frequency resolution 10KHz

Preset signal detection ratio Pdset 99.5%

Preset false alarm ratio Pfset 0.1%
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Table 5. Detection methods

Methods Detailed description

Method 1 Adaptive detection window in
Sect. 3.2 in this paper

Method 2 The detection window is fixed
of the frequency correlation
method in [9]

Method 3 The iterative detection
algorithm given in [7]

Method 4 The histogram-based
segmentation method
proposed in [8]
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Fig. 5. Probability of exceeding noise power

The simulation result (Fig. 5) confirms that the probability that the frequency
point is higher than the noise power can be greatly improved when the correlation
of the signal is utilized. Then, we will detect the entire signal. The bandwidth of
the signal to be detected is 25 MHz, the modulation method is Direct Sequence
Spread Spectrum (DSSS), and the root raised cosine filter with a roll-off factor
of 0.22 is used. Other parameters related to adaptive detection window(ADW)
are given in Table 2. Comparison algorithms are common detection methods
in simulation, and their detailed introduction is shown in Table 3. Use these
methods to detect the passband of the signal.

The detection ratio indicates the proportion of the signal frequency points
determined as signal points by the detection methods to the total signal fre-
quency points. As can be seen from Fig. 6, Method 1 has the highest ratio
of signal detection for different SNR signals, and the detection ratio is both
above 96%. The signal detection ratio of Method 4 fluctuates with the change of
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Fig. 6. Detection ratio of the signal passband

SNR, but in general, the performance of Method 4 is only worse than Method
1 and obviously better than Method 2 and 3. When the SNR of the signal is
−19 dB −10 dB, the detection ratios of Method 2 and 3 are basically close to
0. As the SNR of signals increases, the detection ratio becomes larger, and the
improvement of Method 2 is larger than that of Method 3. When the SNR ratio
of the signal is −8 dB, the detection ratio of the Method 2 has reached 93%,
which is close to the detection performance of the Method 1 and 4.
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Then use these methods to detect the stopband, and the results are shown in
Fig. 7. The false alarm ratio denotes the proportion of the frequency points in the
stopband are determined as signal frequency points by the detection methods
to the total noise signal frequency points. It can be seen that the false alarm
ratio of Method 4 gradually increases with the decrease of SNR, and the highest
is 84.4%. The false alarm ratio of the other three methods has been very low,
basically less than 1%. The false alarm ratio of Method 1 fluctuates with the
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change of SNR, reaching a maximum of 0.4%, but it has been the lowest of the
four methods. The false alarm ratio of Method 2 and Method 3 is positively
correlated with the SNR.

Since the choice of detection window parameters is related to the SNR, when
there is an error in the SNR estimation of the signal, the detection ratio of the
signal using the detection window is as follows:

The coordinate axis SNR in Fig. 8 represents the actual SNR of the signal.
The SNR Error is the estimated SNR of the signal minus the actual SNR. We
can conclude that as the SNR error value becomes smaller, the detection ratio
of the signal gradually increases. The simulation results are consistent with the
conclusions mentioned at the beginning of 3.2. Even if the estimated error of
SNR reaches 1.5 dB, the detection ratio of most signals is higher than 95%, and
the worst can also be higher than 90%. The reason why the detection ratio with
SNR error of −1.5 dB is much higher than that with +1.5 dB, and even higher
than that with no error (0 dB) is that the detection window parameters used are
for the lower SNR When the SNR error becomes lower.
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Fig. 8. The influence of the SNR estimation error on the detection ratio of signal
passband

The detection ratio of Method 2 and 3 is positively correlated with the SNR.
The false alarm ratio is negatively correlated with the SNR. Although the detec-
tion performance (comprehensive consideration of detection ratio and false alarm
ratio) improved with the increase of the SNR, it is still not well. Even though
the detection ratio of Method 4 has been relatively high, the false alarm ratio is
very high at low SNR, reaching 84%. The detection ratio of method 1 is always
above 95%, and the false alarm ratio is the lowest among the four methods. The
detection performance is the best of the four methods.
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5 Conclusion

Since the traditional energy detection adopts the single frequency point detec-
tion mode, the detection performance of the low SNR signal is poor. Spectrum
correlation algorithm using multi frequency point joint detection is a promising
improvement scheme. However, the detection window parameters used in the
existing methods are fixed and have no theoretical support. This paper fully
considers the influence of the detection window on the performance, and then
proposes the ADW method. The commonly used wideband spectrum detection
method is used to compare the detection performance with the proposed method.
Simulation results in several aspects show that the performance of the method
is better than the comparison method when the approximate position and the
estimated SNR of the signal are known. The method can detect the signals with
low SNR in the spectrum with high probability at a low false alarm ratio.
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Abstract. Audio watermarking is an information hiding technology
which is widely used in copyright protection and information security.
This paper proposes a novel audio watermarking scheme based on spread
spectrum and non-uniform quantization. The watermarks are embedded
by modifying the quantization coefficients. The proposed algorithm uti-
lizes the characteristics of non-uniform quantization to adopt different
quantized signal-to-noise ratios for the low-frequency and high-frequency
parts of the audio signal, thus improving the robustness of the technol-
ogy while ensuring the sound quality is not damaged. Compared with the
existing audio watermarking methods, the proposed scheme is especially
robust against additive white Gaussian noise (AWGN). Experimental
analysis shows that the proposed method provides high audio quality
and excellent capability to withstand various noise attacks particularly
in AWGN.

Keywords: Audio watermarking · Non-uniform quantization ·
Robustness

1 Introduction

In recent years, due to the rapid development of the Internet, digital multime-
dia data can be easily distributed to all over the world. But this has brought
about a critical issue for copyright protection. In that context, the audio water-
marking technology was proposed. Audio watermarking technology uses audio
as a carrier to embed information. The human ear cannot distinguish the differ-
ence between the original audio and the watermark audio, hence the copyright
information which can be used to verify the original author can be hidden in the
audio. Moreover, the audio watermarking technology plays an important role not
only in copyright protection, but in other fields, such as content authentication,
information security, broadcast monitoring and secret communication.
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Generally speaking, the audio watermark technology should satisfy three
requirements:

– Robustness: The embedded watermarks ought to tolerant different types of
attacks such as MP3 compression, requantization, amplitude compression and
AWGN, etc.

– Imperceptibility: The embedded watermarks should not affect the quality of
the original signal.

– Payload: The amount of watermark that can be embedded into the host audio
signal.

However, these three requirements are contradictory, for instance, in order to
improve the robustness, the origial signals will make greater changes, which will
bring about lower imperceptibility. Consequently, there is a trade-off bewteen
these requirements.

The audio watermarking technique can be classified into two types: time
domain technique and frequency domain technique. The time domain technique
including LSB hiding [1] and echo hiding [2] embeds information in the time
domian. Although it’s easy to implement, it has the weakness of low robust-
ness. Thus, the frequency domain technique has attracted the attention of many
scholars. The frequency domain methods hide the messages into the audio signals
which have been converted to frequency domain. The general transform methods
are Discrete Fourier Transform (DFT), Discrete Cosine Transform (DCT) and
Discrete Wavlet Transform (DWT). Chen et al. [3] proposed a method to modify
the low-frequency efficients in DWT, this algorithm is robust against common
signal processing attacks including compression and time scale modification, but
has a weak robustness to amplitude scaling, cropping. Li et al. [4] presented a
spread spectrum audio watermarking based on perceptual characteristic aware
which has good robustness and imperceptibility, while the scheme’s payload is
low. Similarly, Erfani et al. [5] put forward an audio watermarking technique
rely on a perceptual kernel representation of audio signals (spikegram), it owns
outstanding performance in resisting audio processing attacks but achieves worst
payload. With a superior payload, Kaur et al. [6] proposed a blind audio water-
marked algorithm based on SVD, while this algorithm has poor property in
robustness. Garlapati et al. [7] brought forward a enhanced spread spectrum
audio watermark, it’s proved that it has high payload but without the proof of
robustness agagin the AWGN attack. Identically, Gupta et al. [8] proposed an
efficient audio watermarking scheme based on lifting wavelet transform (LWT)
and quantization. Aparna et al. [9] adopted Modified Discrete Fourier Transform
(MDCT) in the proposed algorithm, but they didn’t verify the capability against
noise attack including AWGN. Proposed by Wang et al. [10], the scheme with
MDCT could resist the common attacks, it achieved excellent performance in
MP3 compression and recompression attacks but had a weak property in com-
bating with AWGN. Sakai et al. [11] presented a develpoed watermark algorithm
to withstand the band-pass filtering attacks. However, in wireless communica-
tion, the AWGN noise is more common and serious, so this paper proposes an
advanced watermark scheme based on MDCT to resist the noise attacks. This
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strategy not only can combat with AWGN attack, but also can endure other
attacks.

The remaining of the paper is organized as follows. Section 2 discusses the
preliminary in the audio watermark. In Sect. 3 the noval method for audio water-
marking is proposed and Sect. 4 shows the experimental results. Finally, Sect. 5
concludes the paper.

2 Preliminary

Due to high compression ratio and brilliant tone quality, MPEG Audio Layer III
(MP3) is a popular compression format. MP3 encoder’s procedure of processing
audio mainly includes the following parts: MDCT, the psychoacoustic model II,
the bit allocation, quantization and bitstream formatting. The proposed method
mainly takes use of MDCT, psychoacoustic model II and the process of quanti-
zation.

2.1 MDCT in MP3 Encoding

During the MP3 encoding, MDCT is used to convert the time domain signal into
frequency domain. The encoder divides audio signals into frames. Every frame is
composed of two granules and frame’s length is 1152. After MDCT, one granule
signal is divided into 32 subbands and each subband has 18 frequency lines.

MDCT is a linear orthogonal overlap transform. MDCT can effectively over-
come the edge effect in DCT without reducing the coding performance, thus
effectively removing the periodic noise generated by edge effects. The mathe-
matical expression for MDCT is given.

X(i) =
N−1∑

k=0

Z(k)cos[
(2k + 1 + N

2 )(2i + 1)π
2N

] (1)

where Z(k) is the result of multiplying audio signals and window function [12],
i = 0, 1, ..., N

2 − 1, N = 12 or 36.

2.2 Quantization in MP3 Encoding

The MP3 encoder adopts a non-uniform quantizer. The non-uniform quantizer
determines the quantization interval based on different intervals of the signal.
That means the encoder performs different processing on signals of different fre-
quencies. MP3 exploits the characteristic of non-uniform quantization to ame-
liorate the sound quality. The quantitative calculation formula is

qi = �( |xi|
4
√

2
step )3/4 − 0.0946� (2)
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where xi is the result after MDCT. qi is quantitative result, and step is the
quantization stepsize calculated by:

step = 8.0 ∗ ln(k) (3)

k =
e

1
N (

∑575
i=0 lnxi

2)

1
N

∑575
i=0 xi

2
(4)

2.3 The Psychoacoustic in MP3 Encoding

The MP3 encoder has a high compression ratio and good sound quality, which is
attributed to the use of psychoacoustic model. The psychoacoustic model simu-
lates the human ear hearing which has masking effect. The model calculates the
maximum quantization error of each subband with masking thresholds obtained
by masking effect.

The encoder adopts psychoacoustic model II, the model II imitates the fre-
quency of the human ear to 19 kHz. In the calculation process, psychoacoustic
model II divide the frequency band in higher precision. For example, with the
sampling rate of 44.1 kHz, the audio signal’s frequency band is split into more
regions to calculate the masking thresholds and then mapping regions to 21
scalefactor bands.

3 The Proposed Audio Watermark Scheme

3.1 Spread Spectrum Audio Watermark

In the spread spectrum audio watermark system, the watermarked signal is
expressed as

s = x + b ∗ p ∗ u (5)

where x is the vector of host signal, b = {±1} is the watermark message, u is
a PN sequence and p is the embedding strength calculated by psychoacoustic
model II, the value of p is a trade-off between robustness and imperceptibility.

In the procedure of decoding, the signal can be expressed as

y = s + n (6)

where n represents the noise. According to the Eq. (6), the watermark can be
extracted by calculating the correlation between the signal and PN sequence
which is used in encoding process. The correlation can be calculated as follows

r = <y,u>

= <s + n,u>

= <x + b ∗ p ∗ u + n,u>

= <x,u> + <n,u> + b ∗ p

(7)

In the proposed scheme, x is uncorrelated with PN sequence u and the result of
<n,u> is approximately equal to zero. Therefore, the watermark is decoded by
sign(r).
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3.2 Watermark Embedding Algorithm

This paper aims at a watermarking algorithm that performs well focused on
imperceptibility and robustness. To improve robustness, watermark should be
embedded with maximum possible energy lean against the human auditory sys-
tem. In the process of original MP3 quantizing, the watermark parameters just
need to be less than the threshold calculated by psychoacoustic model II. That
causes most of the watermark coefficients are too small compared with the mask-
ing threshold. While, the MP3 encoder’s non-uniform quantizer uses different
quantization intervals for the low and high frequency portions of the audio sig-
nal, this is benefit for the sound quality of the audio. Hence, this scheme learns
from the MP3 encoder’s quantizer, and modified the watermarking parameters
in the encoding process.

The following details the embedding steps.

Step1. The original audio signals are processed by MP3 encoder and they are
segmented into non-overlapping frames, with a frame size of 1152 samples.
Then, the encoder generates the signal-masking-ratio (SMR) from the original
signal through the psychoacoustic model II.
Step2. The audio signals are tranformed from time domain to frequency
domain by MDCT.
Step3. Implement non-uniform quantization and inverse non-uniform quanti-
zation to adjust the stepsize.

The calculation formula are as follows:

qi = �|xi|3/4 ∗ 2(k−210)∗−0.1875 − 0.0946� (8)

where xi represents a MDCT value in a frame, k is the stepsize, qi is the
outcome of non-uniform quantization.

pi = (q4/3i+1 − q
4/3
i )/4/(2(k−210)∗−0.1875 − 0.0946) (9)

where pi is the result of inverse non-uniform quantization, n is the num of
spectral values in one scalefactor band.
Step4. Calculate the quantization noise (xr) as watermark parameters. Then,
compare xr with SMR, back to step3 and adjust k until we find the most
suitable xr, which is closest but does not exceed the SMR.

xr =
n∑

i=1

pi ∗ pi (10)

Step5. After regulating the stepsize, the encoder redoes quantization and
inverse quantization. The calculation results of inverse quantization are water-
marking parameters. Therefore, the embed equation is

si = |xi| + pi ∗ ui ∗ b (11)

where ui is a PN sequence and b = {±1} represent the watermark message.
Step6. Apply inverse MDCT to restore audio signal.
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3.3 Watermark Extraction Algorithm

In the extraction process, the algorithm is a blind watermark extraction algo-
rithm which can extract watermark without original audio signal. For watermark
extraction, the correlation coefficients can be used to recover watermark with
the known PN sequence u. Due to the embedded strategy, the decoder calculates
the correlation coefficients by substract the values in the first granule and the
second granule.

The following illustrates the extraction steps in detail.

Step1. The MP3 decoder read the audio signals and divides the signals into
frames which length is 1152. Then, the decoder finds the first frame that
contains watermark.
Step2. The decoder does MDCT to transform audio signals from time domain
to frequency domain.
Step3. The algorithm calculates the correlation coefficients.

ri = ri2 − ri1

= <xi2 − xi1,u> + <Δn,u> − p ∗ 2b
(12)

where Δn = ni2−ni1 is a new random noise. Considering stationary signal in
short time, where xi2 is approximately equal to xi1 and ni2 is approximately
equal to ni1, that means

<xi2 − xi1,u> ≈ 0 (13)

Step4. Sum ri for a hard detection value.

r̂ =
∑

ri (14)

b = sign(r̂) (15)

if b > 0, the watermark message is decoded as 1, if b < 0, the watermark
message is decoded as −1.

4 Experimental Result and Evalutions

The sample audio files used in this experiment are sampled at 44.1kHz. The
algorithm uses LAME which is a MP3 encoder and decoder with the version of
3.70 which open source codes are changed to add the proposed algorithm. The
paper evaluates the performance in the following three aspects.

4.1 Imperceptibility Test

For imperceptibility evaluations, the objective difference grade (ODG) are uni-
versally adopted to measure the watermarked audio quality.
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Table 1. Objective difference grade

ODG Quality Impairment

0 Excellent Imperceptible

−1 Good Perceptible but not annoying

−2 Fair Slightly annoying

−3 Poor Annoying

−4 Bad Very annoying

The ODG is calculated by using perceived audio quality (PEAQ) which is
an international standard, ITU-R BS.1387 [15]. Discription for ODG are listed
in Table 1.

The paper uses different types of audio to verify the performance of the
proposed algorithm, such as pop music, rock music and jazz music. The ODG
values of the three types of audio are −0.736, −0.594 and −0.979, respectively.
The results show that the proposed scheme has good imperceptible for different
genres of audios.

4.2 Robustness Test

To analyze the proposed algorithm against robustness for different attacks such
as additive white Gaussian noise (AWGN), the scheme used decoding accuracy.
The experiment used SNR to measure embedding strength in order to compare
robustness under the same conditions.

The SNR is defined as

SNR = 10 ∗ log

∑
i

xi
2

∑
i

(si − xi)2
(16)

where xi is the original audio signal and si is the watermarked audio signal.
To analysis the performance of the proposed scheme, the paper did another

set of experiments using the method of Improved Spread Spectrum (ISS) [13].
ISS’s core method is based on spread spectrum, it improved basic spread spec-
trum audio watermark by utilizing a linear function. In order to compare the
performance of the two methods under the same conditions, the paper modified
the payload of the ISS. Under the premise of similar SNR and same payload,
the paper tested the performance of the two methods under the same AWGN
attack. The SNR of the ISS is 10.3 and the proposed algorithm is 10.1. The
experimental results presented in Fig. 1.

In the precondition of same SNR and same payload, the results show that
the proposed algorithm has good capability to withstand the AWGN attack.

For a more comprehensive verification of the performance of the proposed
method, the paper attemped five different types of attacks.
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Fig. 1. Decoding accuracy of the two methods.

– Re-sampling: The original signal is sampled at 44.1 kHz, and then it is re-
sampled at 22.05 kHz, and the audio is restored back by sampling again at
44.1 kHz.

– Echo addition: An echo signal is added to the watermarked audio signal.
– Amplify: The watermarked signal’s amplitude is scaled up with factor of 0.5

and 1.5.
– Low-Pass Filtering: The signal is cutted off with frequency of 9 kHz.
– Re-quantization: The 16-bit watermarked audio signal is re-quantized down

to 8 bits/sample and then back to 16 bits/sample.

Table 2. Decoding accuracy

Type of attack Decoding accuracy

Re-sampling 100%

Echo 100%

Amplify-0.5 100%

Amplify-1.5 100%

Low-pass 100%

Re-quantization 100%

Table 2 are robustness results of different type of noise attack. As shown in the
table, the presented scheme’s ability to resist other type of attacks is excellent.
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4.3 Payload Test

The payload is defined as the number of watermark bits embedded each second
of the host signal. The audio’s sample rate is 44.1 kHz, hence

Payload =
44100
1152

∗ 3 ≈ 114(bps) (17)

Audio Watermark in AM (AWAM) [14] is a blind audio watermark algorithm,
it employed FFT and psychoacoustics model, and its innovation is every frame
has a shift step to make the watermark more perceptually indistinguishable. The
payload of reference is 43 bps. Figure 2 shows the performance of the proposed
scheme and AWAM.

Fig. 2. Decoding accuracy of the two methods.

From the outcomes obtained by Fig. 2, the proposed method’s decoding accu-
racy is only little better than AWAM, but the payload of the advanced method
is bigger than AWAM.

The above conclusions show that the proposed algorithm has higher payload
and better performance against various attacks compared to earlier audio water-
marking schemes. The scheme balances the three conflict requirements including
imperceptibility, robustness and payload.

5 Conclusions

This paper presented a spread spectrum audio watermarking method based on
MDCT and non-uniform quantization. Watermark embedding is performed by
taking advantage of the property of non-uniform quantization and the process
of MP3 encoding. Watermark extraction is carried out by using the same PN
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sequence used for embedding process. The paper simulated AWGN as noise
attack in communication and simulated other attacks as digital attack. The
experimental results show that the proposed algorithm has excellent capability
to withstand the noise attack durning communication.
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Abstract. With the rapid development of cellular networks, demand for real-
time stream is increasing dramatically. How to guarantee better quality-of-service
(QoS) of real-time stream services under limited resources becomes an increas-
ingly important issue. This paper proposes a delay based hierarchical downlink
scheduling (DBS) algorithm for real-time stream in cellular networks. The hier-
archical scheduler is divided into two levels. The upper level scheduler offers a
prediction of the number of data bits that each real-time stream needs to guaran-
tee the QoS. The lower level scheduler classifies all real-time streams into grade
A, B and C according to Head of Line Delay and allocates resources to streams
according to their different grades. The simulation results show that our algorithm
performs better than other real-time schedulers, such as frame level scheduler
(FLS), Modified Largest Weight Delay First (M-LWDF), EXP/PF and EXP-LOG
in the aspects of delay and throughput.

Keywords: Downlink schedule · Resource allocation · Stream classify · Cellular
network

1 Introduction

The transmission of real-time stream, especially video content, over wireless commu-
nications is becoming a major contributor to future Internet application traffic. With the
increasing demand for real-time stream, better quality-of-service (QoS) perceived by
users will become increasingly important [1].

Such improvement of QoS performance can be achieved with developing up-layer
functionality, such as radio resource allocation, and lower-layer functionality, including
Orthogonal Frequency-division Multiple Access (OFDMA), Modulation and Coding
Schemes (MCSs) and Hybrid Automatic Repeat Request (HARQ), etc. Radio resource
allocation is one of most important issue in the above factors. To meet the needs of as
many requesters as possible, resources should be allocated with proper scheduling poli-
cies. For example, 5G performance goals include to achieve higher data rate, reduced
latency, and higher system spectrum efficiency [2], etc. To achieve these targets, in 5G

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020

Published by Springer Nature Switzerland AG 2020. All Rights Reserved

H. Gao et al. (Eds.): ChinaCom 2019, LNICST 312, pp. 246–257, 2020.

https://doi.org/10.1007/978-3-030-41114-5_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41114-5_19&domain=pdf
https://doi.org/10.1007/978-3-030-41114-5_19


DBS: Delay Based Hierarchical Downlink Scheduling 247

networks a lot of lower-layer functionality, such as New Radio Frequencies, Massive
MIMO, Edge Computing and Small Cell are developed. More importantly, the schedul-
ing algorithm in the high-level functionality should also be improved to achieve better
QoS with lower latency and lower packet loss rate [3].

The Media Access Control (MAC) layer carries out the allocation of wireless
resources. However, due to the complex and changeable wireless environment and var-
ious QoS needs of stream, effective resource allocation is extremely challenging. Some
algorithms [3–9] for real-time stream consider different network parameters and achieve
real-time stream optimization. More details will be discussed in the next section.

This paper proposes a delay based hierarchical downlink scheduling (DBS) algorithm
for real-time stream in cellular networks. The upper level scheduler is the same as that
in FLS [5] to offer a predicted number of data that each real-time stream needs to ensure
the QoS. Then, the lower level scheduler classifies all real-time streams into grade A,
B and C according to DHOL ,i (Head of line packet delay), and allocates resources to
streams by their different grades. TTI-level delay characteristics are sufficiently applied
through the classification to improve Packet Loss Rate (PLR) and throughput.

The remainder of this paper consists of several sections. In Sect. 2, related work
is depicted. In Sect. 3, the proposed algorithm is concretely presented. Section 4
describes simulation scenario parameters and discusses the results. Finally, concluding
observations are drawn in Sect. 5.

2 Scheduling Policies

In cellular networks, large performance gains can be achieved by properly allocating
the number of frequency resources to users at each TTI 5. Due to the high demand of
real-time stream for QoS, many QoS-aware scheduling algorithms have been proposed.
Related meaning of expressions in these algorithms are shown in Table 1.

Table 1. Notations used in scheduling algorithms.

Expression Meaning

RB Resource block

wi, j The priority of the i-th user on the j-th RB

ri, j Attainable data rate

Ri The approximated regular precedent data rate

DHOL ,i Head of line packet delay

δi Delay threshold

τi Acceptable packet loss rate

гji
Spectral efficiency for the i-th user over the j-th RB

N The number of real-time streams

ui (k) Data to be transmitted during the kth frame
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2.1 M-LWDF [6]

TheModifiedLargestWeightedDelay First (M-LWDF) algorithmnot only takes account
of the channel quality and fairness, but also provides guarantee for real-time services
from the perspective of delay and packet loss rate. The metric is defined as

wM-LWDF
i, j = αi · DHOL ,i · ri, j

Ri
(1)

where αi is further elaborated in (2). αi weights the metric so that the streams with most
urgent requirements are preferred for allocation.

αi = − log δi

τi
(2)

In particular, attainable data rate ri, j for each User Equipment (UE) is evaluated by
the link adaptation module according to feedbacks on channel quality. In general, the
better channel condition is, the larger ri, j UE will have with higher priority. Ri is the
approximated regular precedent data rate of i-th flow. As shown in Eq. (1), Ri is used to
restrict users with large traffic and maintain fairness. For example, a high rate user may
be constantly allocated with more resources in the past. But with the growth of Ri , its
priority will be reduced. The role of DHOL ,i is to increase the priority of packets with
longer waiting time in line.

As awhole,M-LWDFguarantees a goodbalance among spectrumefficiency, fairness
and QoS provisioning.

2.2 EXP/PF [7]

It is also important to know that the metric of Proportional Fairness (PF) 4 is computed
as the attainable data rate over the average data rate. The Exponential Proportional
Fairness (EXP/PF) algorithm adds an exponential term based on the PF algorithm to
increase the priority of the real-time stream. As its name states, EXP/PF considers both
the characteristics of PF and of an exponential function of the end-to-end delay. The
metric is described as

w
EX P/PF
i, j = exp(

αi · DHOL ,i − X

1+ √
X

) · ri, j
Ri

(3)

where αi is similarly defined as in (2), and

X =
1

N
·
∑N

i=1
αi · DHOL ,i (4)

2.3 EXP-Rule and LOG-Rule [8]

EXP-rule and LOG-rule are very similar. They can quickly increase the priority of
real-time flows approaching the delay threshold. In addition, priority formula considers
the overall situation of the network by using the sum of all user delays. As their names
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indicate, the main difference between the two algorithms is that one uses the log function
and the other uses the exponential function as the main part of the priority formula.

(5)

(6)

where ai , bi and c are defined in (7) and (8) respectively.

(7)

(8)

2.4 Delay-Prioritized Scheduler (DPS) [9]

DPSutilizes each user’s packet delay information and its instantaneous downlink channel
conditions for scheduling. Firstly, DPS orders candidate flows to the remaining time
before the deadline expires. Once the user with the highest urgency is selected, the
resource allocation step is performed in order to transmit the head of line packet (i.e. the
most delayed one). A new iteration is then run on the remaining flows in the list until all
RBs are assigned.

2.5 Frame Level Scheduler (FLS) [5]

The FLS algorithm consists of two layers. The upper level of the scheduler first estimates
the amount of data that guarantees the QoS requirements of each real-time stream on the
LTE radio frame (10 sub-frames). Then the lower level of the scheduler assigns resources
to each real-time stream mainly according to the channel quality at each Transmission
Time Interval (TTI) (1 ms). The better the channel quality, the higher the priority of
resource allocation, and each stream stops resource allocation when the transmission
completes the amount of data within the LTE frame. Once there is a surplus, lower level
of scheduler allocates resources for the remaining non-real-time streams.

2.6 Other Real-Time Scheduling Algorithms

In [10], a delay-based weighted proportional fairness algorithm (DBWPF) is proposed,
which considers weighted average delay of each user in addition to the trade-off between
throughput and throughput fairness. The algorithmcan improve delay fairness and imple-
mentation rate fairness. In [11], a delay–based and QoS–aware scheduling algorithm
(DQAS) weights the delay priority of each queue by analyzing the queue buffer of each
user stream. This weight is the decision basis for flow scheduling. This algorithm can
effectively achieve the balance between experiment and system throughput during heavy
loads.
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3 Problem Presentation and DBS Algorithm

3.1 Problem Presentation

Although algorithms mentioned in Sect. 2 have good performance for real-time
streaming, there is still the possibility of further improvement. The reasons are as follows:

(1) Inadequate use of delay

For real-time streams, the delays and the PLR are closely related. In general, if the
packet in the buffer of eNodeB exceeds the delay threshold, then it will be dropped.
Similarly, if an overdue packet is already sent, then it will also be dropped by its receiver
(i.e. UE) and resource will be wasted. Thus, PLR will increase. Consequently, the real-
time flow near the delay threshold has a larger probability of packet dropping, and PLR
will increase when the delay increases [12].

In M-LWDF, EXP/PF and other algorithms, metrics become larger with the increas-
ing of delay. But for some streams approaching to the delay threshold, owing to different
channel conditions and historical transmission rate, the metrics may be lower. In this
way, the priority of these streams cannot be guaranteed, and PLR due to timeout will
increase.

Although in FLS algorithm, the upper level scheduling algorithm can calculate the
amount of data that the real-time stream needs to transmit with larger scale (10 TTIs), the
lower level assigns RBs to each user directly by the channel condition in each TTI. The
lack of consideration for delay in the TTI scale could reduce throughput and increase
PLR of real-time streams. The TTI-level delay characteristic reflects the relationship
between delay of each flow and the time delay threshold, and it is indirectly related to
packet loss. For example, there are two flows (flow A and flow B) in the lower level of
scheduler. The delay of flow A is larger than flow B and close to the delay threshold.
If the channel condition of flow A is slightly poor, flow A will probably lose packets
due to timeout, which will affect the overall QoS satisfaction. Promisingly, the attribute
of delay can be used at a more detailed scale to improve Packet Loss Rate (PLR) and
throughput.

(2) Lack of competition

DPS algorithm assigns RBs depending on each flow’s packet delay information and
downlink channel conditions. If there are two streams with similar delays, DPS will
allocate RBs to the flow with higher delay. But for real-time flow with slightly less delay
and much better channel quality, this allocation method is not fair and has lower system
efficiency. Therefore, it is more reasonable that the flows with near delay get the RBs
through intra grade competition depending on channel quality.
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Fig. 1. DBS algorithm

3.2 Upper Level Scheduler

As shown in Fig. 1, the upper level scheduler is only valid for real-time stream. FLS
algorithm [5] is exploited as the upper level scheduler. FLS algorithm estimates the
amount of data that guarantees the QoS requirements of each real-time stream on the
LTE frame. The authors of FLS suppose that packets of each real-time stream waiting
for transmission are stored in a queue. Specifically, let qi (k) indicate the length of i th
queue; di (k) is the amount of newly filled data to i th queue; ui (k) is the amount of date
corresponding to the flow’s QoS requirements during the k th frame. The connection
among the above values can be established by the following equation:

qi (k + 1)− qi (k) = di (k)− ui (k) (9)

where 0 ≤ qi (k) ≤ qmax , ui (k) ≥ 0, di (k) ≥ 0 and qmax presents the maximum length
of queue qi . To compute ui (k), FLS designs the following control method:

ui (k) = hi (k) ∗ qi (k) (10)

where the “∗” indicates the discrete-time convolution and hi (k) represents pulse
response.

According to the derivation of (9) and (10) in [9], we can get ui (k) as follows:

ui (k) = qi (k)+
∑Mi

n=2
ci (n)[qi (k − n + 1)− qi (k − n + 2)− qi (k − n + 1)] (11)

where Mi indicates the width of the pulse-response, ci (n) represent a coefficient
constrained by (12).

{
0 ≤ ci (n) ≤ 1,∀n

ci (n) ≥ ci (n + 1), n ≥ 1with ci (n) ε R
(12)



252 W. Fan et al.

On the other hand, delay threshold is

δi = (Mi+1)T f (13)

where T f is the length of sampling interval. Now, we show an example in
Fig. 2 to illustrate FLS. Firstly, we set Mi = 9 and ci (0) = 0, ci (1) = 1, ci (2) = 1/2,
ci (3) = 1/4, ci (4) = 1/8, ci (5) = 1/16 and soonon.Then,we set inputsdi (k) = 2000 bits,
di (k+1) = 1000 bits, di (k+2) = 0 bits. It means that 1000 bits of data submitted to the
queue in the frame k and so on. In the light of (11), the enqueued data over kth, (k +
1)th, …, and (k + 9)th frames are 1000, 500, …, 3. Thus, we calculate all data need
transported over each frame and obtain ui (k). Thus, we calculate all data that each frame
need to transport and count them up as ui (k).

k k+1 k+2 k+3 k+4 k+5 k+6 k+7 k+8 k+9

k+1 k+2 k+3 k+4 k+5 k+6 k+7 k+8 k+9

k+2 k+
10

k+
11k+3 k+4 k+5 k+6 k+7 k+8 k+9

k+
10

1000 500 250 125 63 31 16 8 4 3

500 250 125 63 31 16 8 4 2 1

0 0 0 0 0 0 0 0 0 0

1000 1000 500 ...

Spread submitted data over frames:
Submitted 

data
( ) 2000id k =

( )+1 1000id k =

( )+2 0id k =

Transmission 
need 
( )iu k

Fig. 2. Example of FLS

3.3 Lower Level Scheduler

We propose DBS algorithm (as shown in Fig. 1) that combines the upper level scheduler
of FLS algorithm and a new lower level scheduler. Specifically, when a stream needs
scheduling, we should judge whether it is a real-time stream. If yes, the upper estimates
the amount of data that guarantees the QoS requirements of each real-time stream on
the LTE frame. This also means that once the flow is satisfied with the amount of data
required, it will not be allocated resources within the entire LTE frame. Figure 3 shows
the flow chart of the DBS algorithm.

Then, all real-time streams are classified into grade A, B and C according to DHOL .
The real-time flow approaching the delay threshold has larger probability of packet
dropping. We first determine that the interval near the delay threshold is [90%* δi , δi )
and classify all real-time flows in this interval as grade A. These streams will have the
highest priority for resources allocation and slightly lower PLR than before.

On the other hand, we should strive to reduce the possibility of streams being classi-
fied as grade A due to still larger PRL. The residual streams with small delay have little
PLR or being dividing into grade A. Therefore, for real-time flows with medium delay
performance and good delay performance, we divide them into grade B and C and with
interval [50%* δi , 90%* δi ) and (0, 50%* δi ) respectively as shown in (14). Thus, each
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Fig. 3. Flowchart of DBS algorithm

real-time stream will be mapped to a unique grade.

grade
(
DHOL ,i

) =
⎧
⎨

⎩

A
B
C

90% · δi ≤ DHOL ,i < δi

50% · δi ≤ DHOL ,i < 90% · δi

0 < DHOL ,i < 50% · δi

(14)

This classification method can make full use of delay in the TTI scale on the basis of
FLS and guarantee the priority of the flows close to the threshold. Moreover, intra grade
competition depending on channel quality can further improve throughput and reduce
packet loss rate. The above classification strategy is determined by a large number of
simulations, but it could be further improved.

After categorizing, we can allocate resources strictly according to the grades by
Maximum Throughput (MT) algorithm [13] as (15).

wMT
i, j = ri, j (15)

MT allocates the RBs only depending on the attainable data rate ri, j . The larger ri, j ,
the higher priority ri, j UE has. Attainable data rate ri, j for each UE is computed by the
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link adaptation module depending on Channel Quality Indicator (CQI) from UE. The
adoption of MT algorithm at lower level algorithm increases throughput and reduces
PLR.

Briefly, we firstly assign RBs according to channel quality to real-time streams with
grade A. If there is a surplus, RBs will be assigned to the flows with lower grade. In the
end, if there is still a surplus, resources will be allocated to non-real-time flows.

4 Performance Evaluation

To evaluate the performance of the proposed algorithm, we conduct simulations with
LTE-Sim [14], an open-source system level simulation platform for whole LTE system.
Firstly, we introduce simulation scenario; then we compare the simulation results of our
DBS to those of M-LWDF, EXP/PF and EXP-LOG.

4.1 Simulation Scenario

We use a single cell scenario with interference as our environment. Users move in a
random direction at the speed of 3 km/h. More specific parameters are shown in Table 2.

Table 2. Simulation parameters

Parameter Value

Simulation duration 40 s

Physical detail Carrier Frequency: 2 GHz
Downlink Bandwidth: 5 MHz
Number of RBs: 25

Link adaptation Modulation Scheme: QPSK, 16QAM, 64QAM
Target BLER: 10−1

Cell layout Radius: 1 km
Number of UE: [10, 30]

UE mobility Mobility model: Random Walk;
UE speed: 3 km/h

Traffic model Real-time flow type: H.264 440 kbps; best effort flow: infinite buffer

4.2 Performance Metrics

We mainly evaluate performance of the DBS algorithm based on PLR and system
throughput.

The PLR and system throughput are given as follow:

PLR =

∑K
i=1

∑T
t=1 pdiscardi (t)∑K

i=1
∑T

t=1 psi zei (t)
(16)
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system_throughput =
1

T

K∑

i=1

T∑

t=1

ptransmiti (t) (17)

where pdiscardi (t), psi zei (t) and ptransmiti (t) represent the size of all dropped
packets, the size of all packets arriving into the working eNodeB buffer and total size of
transmitted packets of user i at time t 9.

4.3 Results and Discussion

We evaluate the performance of DBS, FLS, M-LWDF, EXP/PF and EXP-LOG by
changing the number of UEs and the delay threshold of real-time flows.

As shown in Fig. 4(a) and (b), we set the number of users in the system from 10 to 30.
We can observe that average PLR and average throughput increase with the number of
UEs owing to higher network load. Throughputs of algorithms other than DBS and FLS
are different. Because they do not distinguish between real-time flows and non-real-time
flows as DBS. Figure 4(a) shows that DBS has lower PLR than FLS. Especially when
the number of users is between 12 and 22, the advantage of PLR is more evident. On
the whole, the average value of PLR of DBS is 1.54% lower than that of algorithm FLS.
The effect is obvious.

(a)                                                                (b) 

Fig. 4. (a). Video packet loss ratio (b). Video throughput

Figure 4(b) shows that the throughput of DBS is larger than FLS except for 28 UEs.
Because when the number of users is too high, the load is extremely large. A large
part of packets cannot be sent in time. That is to say, most packets have a large delay.
Therefore, in this scenario the DBS is not as good as that of FLS. In addition, EXP-
RULE as an upgrade of EXP/PF has a higher degree of emphasis on delay. Therefore,
the performance of EXP-RULE is better than M-LWDF and EXP/PF. The two figures
clearly show that DBS can improve throughput and reduce packet loss rate.

InFig. 5(a) and (b), the curves of PLRand throughput under different delay thresholds
are shownwhen the number of UE is 10. It is noteworthy that due to the limitation of FLS
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algorithm, simulation involves only four delay thresholds. Plainly, a larger value of delay
threshold implies a lower PLR due to a less number of packets violating the deadline.
The trend of throughput is similar to PLR curve. Figure 5(a) clearly indicates that PLR
of DBS is slightly lower than that of FLS and far smaller than that of EXP-RULE and
other algorithms. But when the threshold is the minimum, the PLR of DBS is nearly
the same as that of FLS. On the whole, the advantages of DBS under different delay
thresholds are much conspicuous. Figure 5(b) compares the performance of throughput.
It shows that DBS can enhance video throughput on the basis of FLS. This is due to the
improvement of PLR.

(a)                                                                (b) 

Fig. 5. (a). Video packet loss ratio for 10 UEs (b). Video throughput for 10 UEs

5 Conclusion

In this paper, we propose a delay based hierarchical downlink scheduling algorithm for
real-time stream in cellular networks. Upper level scheduler offers a prediction of the
number of data that each real-time stream needs to ensure the QoS. After classifying
all real-time streams into grade A, B and C according to their DHOL , the lower level
scheduler allocates resource to streams by their different grades. The results of simulation
have obviously shown that DBS algorithm improves the performance of FLS algorithm
in terms of delay and throughput.
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Abstract. Physical broadcast channel (PBCH) in 5G new radio (NR)
systems transmits system informations required for the user equipment
(UE) to access the cell. In the long term evolution (LTE) system, multi-
ple PBCHs are usually combined to improve demodulation performances
in the case of poor channel conditions. However, in 5G NR systems, the
payload of PBCH includes the system frame number and the payloads
of multiple frames are not exactly consistent. Hence, it is impossible to
adopt the same combination approach as that in LTE. In this paper, there
proposes a method to solve the problem of combining multiple PBCH
blocks in 5G NR systems. The main idea is to convert log likelihood
ratios (LLRs) of all transmitted PBCH blocks into that of the first block
and accumulate all LLRs at the receiving end. Then, an improved com-
bination algorithm is considered to reduce the complexity. The simula-
tion results show that the proposed combination algorithm can correctly
combine multiple PBCH blocks. Besides, the improved combination algo-
rithm with sort can also reduce the complexity.

Keywords: New radio · Physical broadcast channel · Combination

1 Introduction

For the user equipment (UE), efficient decoding of physical broadcast channel
(PBCH) is of great importance, even for UEs in low signal conditions. Right
decoding of PBCH can help to improve the device performance in terms of faster
cell selection and lower power consumption [1]. So in low signal conditions, it
is necessary to combine PBCH blocks to improve demodulation performances.
In long term evolution (LTE), the content of continuous frames mapping is the
same [2], PBCH blocks in the 40 ms can be soft combined and decoded [3]. That
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is, log likelihood ratios (LLRs) of multiple transmissions can be added at the
receiving end.

In 5G new radio (NR) systems, SS/PBCH block (SSB) is always transmitted
at the interval of 80 ms [4]. In the 80 ms, the maximum number of retransmissions
depends on the SSB reception periodicity. For initial cell selection, a UE may
assume that half frames with SSBs occur with a periodicity of 2 frames [5]. So
this paper mainly takes the periodicity of 20 ms as an example. When the channel
condition is poor, there needs to combine multiple PBCH blocks. The master
information block (MIB) generated by the higher layer does not change within
80 ms. But the composition of PBCH includes system frame number (SFN), the
payloads of multiple frames are different. In the existing combination solutions,
such as equal gain combining and maximum ratio combining [6], the combination
can only be performed in the case where the same data is transmitted multiple
times. Therefore, soft-combination cannot be performed directly as in LTE.

For solving the above problem, there are already some studies. Ref. [7] pro-
poses a Polar code design that explicitly transmits the time information on
PBCH. The time-index-associated transformation is applied on information bit
vector. The transformation is that multiplying the information bit vector by a
constant matrix Tu according to SSB index. In Ref. [8], Sequans Communica-
tions proposes a scrambling design for SFN indication. At the receiving end,
as for different blocks, use different scrambling sequences to descramble and
then accumulate LLR from different blocks. After traversing all the scrambling
sequence possibilities, choose the maximal power among the accumulated LLRs.
But with the advancement of the 3GPP protocol, Polar code and scrambling [4]
are finally determined. Under the premise of not changing the coding design and
scrambling, the above methods are no longer applicable. So a novel and effective
combination approach is needed.

In this paper, we propose an algorithm to combine multiple PBCH blocks.
Due to the operations such as the cyclic redundancy check (CRC) and polar
coding are linear, the LLRs sequence of multiple PBCH blocks all can be con-
verted into that of the first block, and then LLRs of all PBCH blocks can be
accumulated. When UEs initially access the cell, they can not know the SFN. So
the SFN needs to be assumed during the combination process and there needs
to traverse multiple SFN assumptions. Then, an improved combination algo-
rithm is proposed to reduce the complexity of combination. In this paper, the
sum of absolute values of the LLR sequences is used as the sort criterion. The
larger the sum of absolute values is, the more reliable the SFN hypothesis is
considered. The simulation results show that the improved combination method
proposed in this paper can correctly combine multiple PBCH blocks and reduce
the complexity.

The remainder of this paper is organized as follows. Section 2 mainly describes
the system model, and Sect. 3 elaborates the algorithm of combination. Section 4
introduces the main process of the receiver, including combination process
and sorting algorithm. Section 5 shows the simulation results and analyzes the
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performance of the proposed algorithm by comparison. And finally Sect. 6 con-
cludes this paper.

Notations: ⊕ is used to denote the XOR operator. The j-th entry of a matrix
X is denoted as X(j). And N

m×n denotes a set of natural number with m rows
and n columns.

2 System Model

The payload in 5G NR PBCH denoted as x ∈ N
1×32 consists of MIB and some

time-dependent bits, where the size of MIB is 24. The 24 bits of MIB denoted as
x(0), x(1), . . . ,x(23), are the same in the 80 ms period, i.e., TTI. Then, an 8-bit
time-dependent PBCH payload bit is added, where x(24),x(25),x(26),x(27) are
the least significant bits of the SFN, x(28) refers to the half radio frame bit and
this bit will not change in the TTI. As for x(29),x(30),x(31), when the number
of SSBs in a half radio frame is larger than 64, they mean the indexes of SSB
[2]. They has not been determined when the number of SSB is smaller than 64,
so it is assumed that these three bits are random and do not change during the
TTI. An example of the payload composition under 4 GHz carrier frequency is
illustrated in Fig. 1.

Fig. 1. The composition of the payload in 5G NR PBCH.

Fig. 2. The general process of PBCH

The general process of PBCH is shown in Fig. 2. In Fig. 2, the algorithm
of combining multiple blocks is described in detail in Sect. 3. According to the
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agreements of 3GPP, the initial cell selection takes 20 ms as the SSB transmis-
sion period [5], so this paper mainly simulates the case of sending PBCH four
times at most in the TTI. According to Fig. 1, the different parts in multiple
PBCH payloads are the middle two bits between the four least significant bits
of SFN, that is x(25),x(26). There sets that when x(25),x(26) changes from 00
to 11, correspondingly, i changes from 0 to 3 and multiple payload sequences of
retransmission are denoted as xi. Then, we can get that,

xi = x0 ⊕ di,
i = 1 ∼ 3, (1)

where di = [0, 0, 0 . . . 0, 0]1×32, and [di(25),di(26)] = [xi(25),xi(26)] are part
of the SFN, i.e., di is a difference sequence which represents the difference
between payloads.

In Fig. 2, the CRC sequence of x is c. 3GPP specifies that the parity bits of
PBCH are generated by [4], CRC is linear and CRC code matrix is set as C. So
the CRC sequence c can be calculated as

c = xC, (2)

Correspondingly, the sequence after CRC added of x is denoted as x̃. In 5G
NR systems, PBCH uses Polar code at the transmitting end, and the generator
matrix of Polar code is set as GN. As shown in Fig. 2, the sequence after Polar
encoding is denoted as u. And the output sequence of soft demodulation of u is
l.

3 Algorithm of Combination

In this section, it is theoretically analyzed why multiple PBCH blocks can be
combined when their payloads are different. Firstly, according to (2), CRC out-
put sequences ci of xi are calucated as

cdi
= diC,

c0 = x0C,
(3)

ci = xiC = (x0 ⊕ di)C
= (x0C) ⊕ (diC)
= c0 ⊕ cdi

,

(4)

where i = 1–3 and cdi
is the output bit sequence to CRC of di. Then the output

after encoding of xi can be obtained as

ui = [xi, ci]GN = [x0 ⊕ di, c0 ⊕ cdi
]GN

= ([x0, c0] ⊕ [di, cdi
])GN

= ([x0, c0]GN) ⊕ ([di, cdi
]GN) ,

(5)

Set fi = [di, cdi
]GN, then



262 F. Wang et al.

ui = u0 ⊕ fi. (6)

So when the SFN changes, the relationship between LLRs with different SFNs
can be deduced. At the receiving end, li can be given as

l0 (j) = log
(

P (y|u0(j)=1)
P (y|u0(j)=0)

)

,

j = 0, 1, ..., J − 1,
(7)

where J is the length of the sequence li. Then,

li (j) = log
(

P (y|ui (j) = 1)
P (y|ui (j) = 0)

)

= log
(

P (y|u0 (j) ⊕ fi(j) = 1)
P (y|u0 (j) ⊕ fi(j) = 0)

)

. (8)

So we can get that
fi(j) = 0 → li(j) = l0(j)
fi(j) = 1 → li(j) = −l0(j)

. (9)

The relationship between l0 and li can be concluded that,

li (j) = l0(j) · (−1)fi(j). (10)

From (10), when the payloads of multiple PBCH transmissions are different
in SFN, LLRs of xi, i = 1, 2, 3, can be reversed after soft demodulation to LLRs
of x0. And then accumulate LLRs to combine multiple PBCH blocks. Therefore,
difference sequences, i.e., fi can be stored at the transmitting end. When the SFN
is 11, i.e., i = 3, f3 can be obtained as

f3 = [d3, cd3 ]GN = [d1 ⊕ d2, cd1 ⊕ cd2 ]GN

= [d1, cd1 ]GN ⊕ [d2, cd2 ]GN

= f1 ⊕ f2.
(11)

Therefore, in order to reduce the number of stored difference sequences, there
only holds the difference sequences f1 and f2. So when combination is needed,
LLRs of xi are converted into LLRs of x0. For example, when combining two
PBCH blocks, the payload sequences are denoted as x0 and x1 respectively. At
this time, only l1, LLRs of x1, need to be reversed, according to the difference
sequence f1. According to (10), when f1 (j) is 1, reverse l1 (j), or l1 (j) stay the
same otherwise. Then accumulate l0 and l1. Finally, decode the accumulated
LLRs sequence.

Considering the initial cell selection assumption, UEs do not know the SFN,
so various assumptions are made on the SFN at the receiving end during the
combination process. Compared with the same payloads that can be combined
directly, the complexity of proposed combination method is higher. And if there
are more PBCH blocks to combine, there are more than assumptions, which
makes the complexity even higher. So multiple SFN assumptions should be sorted
and then choose the most reliable assumption to traverse first.
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4 Receiver Process of PBCH in 5G NR Systems

The main process of the receiving end includes orthogonal frequency division
multiplexing (OFDM) demodulation, channel estimation, channel equalization,
soft demodulation, de-rate matching, and channel decoding, etc. If retransmis-
sion is required, it needs to be combined before soft demodulation. As described
in Sect. 3, the main idea of combination in this paper is that, at the transmitting
end, the changes in the multiple encoded sequences are recorded through the dif-
ference sequences, i.e., f1 and f2. Then reverse LLRs of received SSBs according
to f1, f2 and the current SFN hypothesis.

4.1 Specific Steps for Combination

This subsection mainly describes the specific steps of combination at the receiv-
ing end.

Step 1: Firstly, receive first SSB and keep the LLRs. If CRC is passed, obtain
the system information. Then repeat Step 1.

Step 2: Otherwise, receive second SSB after 20 ms. When SFN of the first
received SSB is 00, 01, 10 or 11 respectively, combine according to the detailed
process in Fig. 3. Four hypotheses are elaborated below.

– Hypothesis 1 (SFN of first received SSB is 00): Reverse the LLRs of the second
SSB according to f1.

– Hypothesis 2 (SFN of first received SSB is 01): the LLRs of the two SSBs
need to be reversed according to f1 and f2. And the two LLRs sequences after
the reversal accumulate.

– Hypothesis 3 (SFN of first received SSB is 10): As is described in Hypothesis
2, the LLRs of the two blocks should be reversed.

– Hypothesis 4 (SFN of first received SSB is 11): At this time, SFN of the
second SSB is 00. Obviously, they are in the different TTI. So payloads of
the two SSBs are not only different in SFN. It is assumed that the two SSBs
cannot be combined. In this case, only decode the second SSB.

The detailed process of Step 2 is shown in Fig. 3. Where SFN SSB1 refers
to SFN of the first SSB and then SFN of the next SSB adds one in turn.
LLRs SSB1 and LLRs SSB2 refer to the received LLRs after soft demodula-
tion of the first SSB and second SSB. Partial reversal in Fig. 3 means reversing
the LLRs sequences by f1 and f2. LLR combination means accumulating the
LLRs sequence after the reversion.

Step 3: If four hypotheses of Step 2 fail to pass, receive the third SSB after
20 ms. As shown in Step 2, there are also four SFN hypotheses. Combine
three blocks respectively under four SFN hypotheses.

Step 4: If Step 3 cannot pass CRC, it is necessary to receive the fourth SSB
after 20 ms. If one of the four hypotheses passes, the system information can
be obtained. Otherwise, go to the Step 5.

Step 5: Drop the first SSB, receive the next SSB after 20 ms. Return to Step 4,
and combine the last four SSBs.
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4.2 Multiple SFN Hypotheses Sorting

In this paper, the times of traversing SFN hypotheses are taken as the measure
of complexity. As can be seen from the above descriptions, in terms of complex-
ity, it may be higher than combining same payloads with existing algorithms.
According to this paper, it is necessary to make assumptions about SFN at the
receiving end. Due to the maximum number of retransmissions in this paper is 4,
there are up to 4 hypothetical situations at a time. However, there may be up to
eight hypotheses under 5G NR PBCH in the TTI. This complexity may be a bit
unacceptable. To reduce complexity, it is necessary to look for an indicator to
characterize the reliability of each hypothesis. Then the four hypotheses can be
sorted based on their reliability and a more reliable hypothesis can be traversed
first to reduce the numbers of traversal.

Fig. 3. Specific method of combining two SSBs

In Ref. [9], the author expounds the relationship between LLR and an esti-
mation of the bit error rate (BER). From the author’s description and theoretical
deduction, the larger the absolute value of LLR is, the smaller the BER. And
in Ref. [9], the author employs the calculated BER metric to perform a pre-
diction on the reliability of the transmission. So in our paper, the reliability of
the hypotheses is characterized with the sum of absolute values of the reversed
LLR sequences. There are K hypotheses, numbered 1 to K. For hypothesis k,
the reliability is calculated as shown in (12),
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s(k) =
J−1
∑

j=0

l (j),

k = 1, ...K,

k = arg max{s(k)}.

(12)

From (12), it is assumed that the larger s(k) is, the hypothesis k more reliable.
In the cases where combination cannot be performed, it is considered to give a
weight to the sum of absolute values of the LLRs sequence, so that they can also
participate in sort. Simulations are performed to determine the weight value,
so that the complexity can be minimized. In this paper, the combination of two
PBCH blocks are used as an example. Since it is unable to distinguish Hypothesis
1 and 3 in Sect. 4 through the combined LLRs, Hypothesis 3 is always put after
Hypothesis 1 during the sorting.

5 Simulation Results and Analysis

In this section, simulations are performed for comparison and analysis, includ-
ing the combination performance and complexity of combination process. There
mainly simulates the performance of ideal and linear minimum mean square error
(LMMSE) channel estimation. Simulation parameters are shown in the Table 1.

Table 1. Simulation parameters of the PBCH [10].

Simulation parameters Values

Antenna configuration 1Tx*4Rx

Bandwidth 20MHz

Carrier frequency 4GHz

Velocity 3 km/h

Cell ID 1

DCI 32+24(CRC)=56bit

Encoding method Polar

Channel estimation method LMMSE/ ideal

Code rate 56/(24*9*2*2)

Channel model CDL-C [11] 300 ns

In this part, the Signal to Noise Ratio (SNR) at 1% Block Error Ratio
(BLER) is taken as a performance metric [10], and the performance gain between
combination and without combination are compared. Besides, the performance
of combining multiple PBCH blocks by the algorithm proposed in this paper and
that of combining the same payloads are analysed. The simulation results are
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(a) Ideal Channel Estimation (b) LMMSE Channel Estimation

Fig. 4. Simulation results with CDL-C 300 ns

Fig. 5. Complexity with sort

shown below. Where no combination represents the performance of transmis-
sion only once within 20 ms, Combination denotes combining the same PBCHs
and Combination-PBCH denotes combining multiple PBCH blocks in 5G NR
systems.

Firstly the result of ideal channel estimation is shown as Fig. 4(a). As can be
seen from Fig. 4(a), compared with the same PBCHs retransmitted four times,
the performance of combining different PBCH blocks in 5G NR systems by
proposed algorithm is the same on the whole. And when retransmitting up to 4
times, the performance gain is about 6.8 dB compared with no retransmission.
Then, the performance with LMMSE channel estimation is presented in Fig. 4(b).
In the case of real channel estimation, the SNR gain is about 5.6 dB. At this time,
the channel estimation is considered to be not accurate, resulting in insufficient
gain compared with ideal channel estimation.
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In the combination process, the complexity is also statistically analyzed. The
following is mainly the analysis on the process of combining two SSBs. The
complexity is compared between the improved combination algorithm with sort
and the combination algorithm without sort. Without sort refers to traversing
in the order of SFN Hypothesis 1, 2, 3, 4 in Sect. 4. According to the simulation
results, it is found that with the improved combination algorithm with sort,
there is no effect on performance, e.g., BLER. Moreover, the average times of
traversing SFN hypothesis decreases. From Fig. 5, it is seen that complexity
decreases as the SNR increases. And even the SNR is higher, the complexity can
also reduce up to 10%.

6 Conclusion

In order to solve the combination problem of PBCH in 5G NR systems, an
algorithm is proposed in this paper. Although the payloads of multiple PBCH
blocks in the 5G NR system are different, the difference only lies in two bits of the
SFN, and it also shows the continuity. So we can use the proposed algorithm to
convert LLRs of all transmitted PBCH blocks, and then accumulate them. The
simulation results show that the algorithm in this paper can bring reasonable
gains in BLER, compared with combining the same PBCHs.

In addition, in the proposed combination algorithm, the complexity is rel-
atively high due to the need of making multiple assumptions about the SFN.
Hence, an improved combination algorithm is proposed to reduce the complexity.
The absolute value of LLRs after the combination is mainly used to determine
the reliability of the SFN hypotheses. These hypotheses can be sorted based
on their reliability. The simulation results indicate that the complexity can be
reduced by about 10% in the case of combining two SSBs. The improved com-
bination algorithm proposed in this paper plays a certain role in reducing the
complexity, but there is room for improvement.
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Abstract. Airborne Tactical Network is a promising and special mobile Ad hoc
network, connecting the ground stations and all kinds of flying combat aircrafts
on battlefield through tactical data links. Designing a low delay, large capacity,
high flexibility, strong scalability, and multi-priority traffic differentiated medium
access control (MAC) protocol is a great challenge in the researches and applica-
tions of ATNs. In order to overcome the disadvantages in IEEE 802.11 Distributed
Coordination Function (DCF) and Time Division Multiple Access (TDMA) pro-
tocols, we present a channel threshold based multiple access (CTMA) protocol
for ATNs in this paper. The CTMA protocol is a novel random contention type
of MAC protocols, and it can differentiate multiple priority services, and utilize
multi-channel resource based on channel awareness. We intensively describe the
channel occupancy statistic mechanism, multi-queueing and scheduling mecha-
nism of multi-priority services, and channel threshold based admission control
mechanism involved in the protocol. We further derive the channel threshold of
each priority service, the expressions of the successful transmission probability
and mean delay mathematically. Simulation results show that the CTMA protocol
can differentiate services for different priorities in ATNs according to the real-time
channel state, and provide effective QoS guarantee for transmissions of various
information.

Keywords: Airborne Tactical Network · Medium access control protocol ·
Channel threshold · Priority differentiation · Multi-channel · Admission control

1 Introduction

In order to meet the requirement of Network Centric Warfare, the U.S. Air Force is
engaging in developing Airborne Tactical Network (ATN) in recent years. ATN is a new
type of wireless network, connecting the ground stations and all kinds of flying combat
aircrafts on battlefield through tactical data links [1–5]. In essence, ATN is a special kind
of Mobile Ad hoc Network (MANET), with the characteristics of great flexibility, high
dynamics, rapid self-organizing, large capacity, good robustness and reliability. It can
improve the capability of cooperative operation for combat aircrafts, and has become
one of the most important developing trends of military aeronautical communication
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networks. In ATNs, such as TTNT (Tactical Targeting Network Technology) [6], JALN
(Joint Aerial Layered Network) [7], BACN (Battlefield Airborne Communication Node)
[8], QNT (Quint Networking Technology) [9], etc., the capabilities of quick finding and
accurate attack against the ground and aerial targets with strong mobility, i.e., time-
sensitive target, is regarded as one of the key technologies. Medium Access Control
(MAC) protocol mainly solves the problem of sharing the wireless channel resources
between nodes in ATNs efficiently, and is the main factor influencing the information
transmission delay. In ATNs, there exist the issues of long transmission delay and unsta-
ble channel, etc., influencing on the real-time and reliability of information transmissions
drastically. Thus, these issues put forward a higher requirement for MAC protocol than
the traditional MANETs.

The existingMAC protocols in ATNsmainly contain IEEE 802.11 Distributed Coor-
dination Function (DCF) protocol [10–14], and TimeDivisionMultiple Access (TDMA)
protocol [15–19]. The IEEE 802.11 DCF adopts RTS/CTS frames to reserve channel
resources in order to avoid collisions. TheRTS/CTS handshakingmechanism is not quite
suitable for the delay-sensitive aeronautical communications, due to the large transmis-
sion delay of interactive information in long communication range. As a fixed allocation
MAC protocol, TDMA has the advantages of high throughput and large capacity. How-
ever, it needs to pre-assign time-slots for each user, and the transmission delay is seriously
influenced by user number. Thus, it is also not applicable to the delay-sensitive ATN. A
MAC protocol based on burst communication and asynchronous frequency hopping is
proposed for ATNs in [20]. However, it cannot differentiate multiple services.

TheMACprotocol in ATN shouldmeet the following requirements: (1) transmission
delay for the high priority traffic is very low; (2) the first time packet delivery success rate
reaches 99%; (3) different Classes of Service (CoS) is supported; (4) large number of
users can be contained. Therefore, it is necessary to design a novel MAC protocol with
low delay, large capacity, high flexibility, strong scalability, and multi-priority traffic
differentiated for ATNs.

In our previous work, we have presented a priority differentiated and multi-channel
(PDM)MAC protocol in [21] and a channel busy recognitionmechanism combined with
auto regressive forecasting in [22] for ATNs. The PDM protocol in [21] addressed the
multi-priority services differentiation through an adaptive jittermechanism. For different
priority packets, time to access to channels is controlled by the adaptive jittermechanism.
The channel busy recognition mechanism in [22] can be an important module in PDM
protocol.

In order to guarantee the co-transmissions of traffic of multiple priorities and meet
the strict QoS requirement of delay-sensitive information transmissions in ATNs, some
effective mechanisms, such as multiple priority differentiation and channel awareness,
should also be adopted in the MAC protocol. Therefore, we are motivated to propose a
novel Channel Threshold based Multiple Access (CTMA) MAC protocol in this paper.
Based on the real-time channel occupancy awareness, the protocol can differentiate mul-
tiple priority traffic, and provide effective QoS guarantee for information transmissions.
The protocol employs a simple and effective channel occupancy statistic mechanism.
It introduces a multi-queueing and scheduling strategy for multi-priority traffic. It also
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adopts a novel channel threshold based admission control mechanism to control the
access of packets with different priority services to multi-channel.

The proposed MAC protocol has the following attractive advantages: (1) It can sup-
port multiple service classes. (2) It can guarantee the extremely low delay and extremely
high successful transmission ratio for the highest priority service. (3) It involves a novel
adaptive backoff algorithm for multiple service types. (4) It controls the access of pack-
ets (except the highest priority service) to channel according to the busy degree of the
channel.

The reminder of the paper is organized as follows. Section 2 presents the CTMA pro-
tocol for ATNs, describes the its main components in detail, and models it theoretically.
Section 3 derives the mathematical expressions of some key metrics of the protocol.
In Sect. 4, we conduct simulations to show the protocol performance and verify the
mathematical derivations. Finally, we conclude our work in Sect. 5.

2 Protocol Description

2.1 General Description of CTMA Protocol

The CTMA protocol proposed in this paper is a distributed random contention MAC
protocol. It includes 4 components, namely the channel occupancy statistic mecha-
nism, multi-queuing and scheduling mechanism, channel threshold admission control
mechanism, and multi-priority adaptive backoff mechanism, as shown in Fig. 1.

packets
arrival

Priority 1

Priority 2

Priority P

admission
control

Allow
access

Not allow 
access

Backoff
finishes

channel
occupancy
statistics

Direct access

data buffer in node

Multi-queueing
and scheduling
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backoff

priority
classification

burst
generation RS-coding

Channel 1

Channel 2

Channel C

Fig. 1. Main components of the CTMA protocol.

(1) Burst generation module. In order to improve the reliability of packet transmission
in wireless channel, the CTMA protocol employs the burst communication, i.e.,
each packet is split into short bursts to be transmitted in channel. Therefore, each
packet arrived from the upper layer is firstly split into a bunch of bursts with equal
length.

(2) RS-Turbo codingmodule.After burst generation, each burst is codedwithRS-Turbo
to have a fault-tolerant ability [23].

(3) Priority classification module. In this module, each burst is classified according to
their priority.
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(4) Multi-queueing and scheduling module. In the buffer of each node, packets of each
priority wait in an individual queue. And each priority maintains a First-In-First-
Out (FIFO) queue. The arrived bursts will be discarded when the node buffer is
full.

(5) Channel occupancy statistic module. This module records the number of bursts
transmitted during a period of time in each channel in order to calculate the channel
occupancy rate and provide reference to the subsequent admission control module.

(6) Channel threshold based admission control module. This module judges whether a
burst can be accessed to channel immediately. If the channel occupancy rate is higher
than the channel access threshold of the burst’s priority, it cannot be transmitted
immediately and the backoff mechanism will be started. If the channel occupancy
rate is lower than its channel threshold, it will be accessed to channel.

(7) Adaptive backoff module. This module adopts a multi-priority backoff algorithm
based on channel busy-idle sensing, and the contention window can be adaptively
and dynamically adjusted with the occupancy of channel in real time. In this paper,
for ease of analysis, we adopt a simplified backoff algorithmwith a fixed contention
window for all priority services. Themulti-priority adaptive backoff mechanism for
ATNs is described and analyzed in detail in [24].

The node state transition in CTMA protocol is shown in Fig. 2. All nodes in the
network work on the basis of the following state transition scheme. (1) In the state
“initialization/idle”, if the node receives a packet from the upper layer, the packet will
be inserted into the corresponding priority queue. (2) When the packet is in head of the
queue, the next state “send the head packet of the queue” or “adaptive backoff” will be
judged according to the current channel occupancy state and the channel threshold of
its priority. If the current channel load is lower than its channel threshold, it can enter
the state “send the head packet of the queue”; otherwise, it will enter the state “adaptive
backoff”. (3) In the state “adaptive backoff” or “send the head packet of the queue”,
when new packets arrive, if the corresponding priority queue is not full, the packets will
be insert into the queue, otherwise discard the packets. (4) After the state “send the head
packet of the queue”, the next state will be chosen in “send the head packet of the queue”,
“initialization/idle”, and “adaptive backoff” according to whether all queues are empty
and the current channel load.

2.2 Channel Occupancy Statistic Mechanism

For a fully connected network, all nodes can record the number of bursts received in the
whole network during a period of time. As illustrated in Fig. 3, the current time is t0,
and the size of the statistic window is Ts . The number of bursts during [t0 − Ts, t0] can
be used to approximately represent the channel occupancy at t0.

Define Gtotal as the number of bursts accessed to all channels. Since all nodes can
record the number of bursts sensed in each channel, Gtotal can be obtained according to
the total number of bursts sensed in all channel. Thus it is calculated as

Gtotal =
C∑

c=1

Gc, (1)
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Fig. 2. Node state transition in CTMA protocol.

time

frequency

0tsT

Channel 1

Channel 2

Channel 3

Channel 4

Channel C

0
f1

f2

f3

f4

fC

guard band 
between 
adjacent 
channels

collision

collision

collision

collision

Fig. 3. Time and frequency state of multi-channel.

where Gc denotes the number of bursts sensed in channel c.
Define η as the mean channel occupancy rate, meaning the mean ratio of the total

channel transmission time of all bursts received in Ts . So η can be calculated as

η = Gtotal

C
· Tpacket

Ts
. (2)

2.3 Multi-priority Multi-queuing and Scheduling Mechanism

The priority of services in the network is denoted by p, where p = 1, 2, · · · , P . p = 1
denotes the highest priority, and p = P denotes the lowest priority. The arrival rate of
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the priority p packet is λp, and the time to transmit a priority p packet has a general

distribution with mean X̄ p = E
[
X p

]
and secondary moment X2

p = E
[
X2

p

]
. If the time

to transmit a packet has an exponential distribution, the queueing system is changed to
a multi-priority M/M/1 queueing system. Let the service rate be μ, and it satisfies that

E
[
X p

] = 1
/

μ and E
[
X2

p

]
= 2

/
μ2. If the packet size of each priority is fixed, the

service time for each packet is a fixed value, and thus the queueing system is changed
to a multi-priority M/D/1 queueing system. In this case, it satisfies that E

[
X p

] = 1
/

μ

and E
[
X2

p

]
= 1

/
μ2. We define λ =

P∑
p=1

λp as the aggregate arrival rate of all packets,

ρp = λpE
[
X p

]
as the utilization of the server by the priority p packets, and σk =

k∑
p=1

ρp

as the utilization of the server by the priority 1 to k packets. Let Wp be the waiting time
of priority p packets, and let Tp denote the total time that a priority p packet spends in
the system, namely the sojourn time.

Due to the backoff mechanism, before the service for a priority p (p > 1) packet,
the node needs to judge whether it can be served immediately according to the current
channel state. If it does not satisfy the service condition, the server will start a vacation.
After the vacation, the node needs to judge once again. If it still does not satisfy the service
condition, another vacation will be started. The process is repeated until the service for
the packet is started. For the priority p (p > 1) packet, the probability of server’s vacation
is denoted as Pvac

p . Obviously, it satisfies that Pvac
2 < Pvac

3 < · · · < Pvac
P . For any

priority p (p > 1) packet, the server’s vacations are denoted as V1, V2, · · · , Vm , where
Vi is an independent and uniformly distributed random variable on interval [0,W ] with
mean W

2 . For a priority p (p > 1) packet, the number of times of server’s vacation is
represented by mp, where mp = 0, 1, 2, · · · . Obviously, the expected value of mp can
be expressed as

E
[
mp

] =
∞∑

i=0

i
(
Pvac
p

)i(
1 − Pvac

p

)
= Pvac

p

1 − Pvac
p

. (3)

Every priority service adopts the nonpreemptive policy. That is to say, if a higher
priority packet arrives when a lower priority packet is being transmitted, the arriving
higher priority packet will wait until the lower priority packet’s transmission is com-
pleted. Thus, any packet that enters for transmission will complete the transmission
without interruption.

According to the multi-priority queueing theory, without considering the server’s
vacations, the mean waiting time of the priority 1 packet is given by

E[W1] = E
[
Rpac

]

1 − ρ1
, (4)
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where E
[
Rpac

]
is the expected residual service time for all priority packets. From

renewal theory we know that

E
[
Rpac

] = 1

2

P∑

p=1

λpE
[
X2

p

]
. (5)

For the highest priority packets, the server’s vacations could not influence the service
for them obviously. Thus, the mean waiting time of the priority 1 packet is invariable,
i.e.,

E[W1] =

P∑
p=1

λpE
[
X2

p

]

2(1 − ρ1)
. (6)

The waiting time of the priority 2 packet contains the residual service time of the
packet receiving service when it arrives, the time to serve the priority 1 packets which
are in queue, the service time and backoff time of the priority 2 packets which are in
queue, the time to serve those priority 1 packets who arrive while the tagged priority
2 packet is waiting to be served, and the backoff time of the tagged priority 2 packet.
Thus, its mean waiting time is

E[W2] = E[L1]E[X1] + E[L2]E[X2] + λ1E[W2]E[X1]
+ E[L2]E[m2]E[V ] + E[m2]E[V ] + E

[
Rpac

] , (7)

where E[L1] and E[L2] respectively represents the expected number of priority 1 packet
and priority 2 packet waiting in queue when the tagged priority 2 packet arrives. From
Little’s formula we have E[L1] = λ1E[W1] and E[L2] = λ2E[W2]. This gives that

E[W2] = ρ1E[W1]+E
[
Rpac

]+E[m2]E[V ]

1 − ρ1 − ρ2 − λ2E[m2]E[V ]
. (8)

According to (2) and (6), we can obtain that

E[W2] = 2E
[
Rpac

] + W (1 − ρ1)E[m2]

(1 − ρ1)(2 − 2ρ1 − 2ρ2 − Wλ2E[m2])
. (9)

Following the same approach used for the priority 2 packet, for a priority 3 packet,
we have that

E[W3] = 2(1 − ρ1)E[W2] + W (E[m3] − E[m2])

2 − 2(ρ1 + ρ2 + ρ3) − Wλ3E[m3]
. (10)

By continuing in the same way, we can obtain the mean waiting time of a priority p
(p ≥ 3) packet as

E
[
Wp

] = 2
(
1 − ρ1 − · · · − ρp−2

)
E

[
Wp−1

] + W
(
E

[
mp

] − E
[
mp−1

])

2 − 2
(
ρ1 + · · · + ρp

) − WλpE
[
mp

] . (11)
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The mean sojourn time of a priority p packet is

E
[
Tp

] = E
[
Wp

] + E
[
X p

]
. (12)

The mean sojourn time of all priority classes is

E[T ] =

P∑
p=1

λpE
[
Tp

]

P∑
p=1

λp

. (13)

The mean queue length of priority p is

Nk
Q = λk E[Wk]. (14)

2.4 Channel Threshold Based Admission Control Mechanism

In the channel threshold based admission control mechanism, the key problem is to
acquire the optimal channel threshold for each priority service (except the highest priority
service).

Let λinc denote the burst access rate in channel c, and k denote the number of burst
transmitted in channel c during the unit time σ . According to the Poisson Equation, the
probability that k bursts are transmitted in channel c during σ is

Pin
c (k) = e−λinc

(−λinc
)k

k! . (15)

According to the principle of CTMAprotocol, ifGc is lower than the channel thresh-
old T ch

p of the priority p(p > 1) service, the bursts of priority p(p > 1) can be accessed
to channel c. Thus, the probability that the burst can be accessed to channel c is

pcp = P
{
Gm

α−pre < T ch
p

}
=

T ch
p∑

k=0

Pin
c (k). (16)

Therefore, the probability that the burst of priority p(p > 1) chooses channel c to
be accessed is

pp
r = pcp · CS

C−1

∏

r∈G(r,S)

(
pcp

)S 1

S + 1
·

∏

r∈G(r,C−1−S)

(
1 − pcp

)r
, S ∈ [1,C − 1],

(17)

where G(r, S) indicates the set of S channels (not including channel r ) to which the
burst can be accessed, and G(r, M − 1 − S) indicates the set of M − 1 − S channels
(not including channel r ) to which the burst cannot be accessed.
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Hence, the access rate of burst with priority 1 to channel c is 1
λ−1
1 +E[T1]

· 1
C , and the

access rate of burst with priority p(p > 1) to channel c is

λinc = 1

λ−1
1 + E[T1]

· 1

C
+

P∑

p=2

pinp

λ−1
p + E

[
Tp

] , (18)

According to (15) to (18), λinc and pp
r can obtained. Here pinp is defined as the

probability that bursts of priority p can be accessed to channel, and it is easy to acquire
that

pinp =
C∑

r=1

pp
r . (19)

Assume that the time intervals of bursts obey exponential distributionwith parameter
λinc in a single channel, so the probability density function of time interval on arbitrary
channel is deduced as

f (t) = λinc · e−λinc t . (20)

Define Pbur_suc as the burst successful transmission probability, and it can be
calculated as

Pbur_suc=e−2λinc Tburst . (21)

Define Ppac_suc as packet successful transmission probability. According to RS-
Turbo theory, only if Mburst bursts are successfully received, the original packet can be
recovered by receiving terminals. According to the permutation and combination theory,
the packet successful transmission probability can be calculated as

Ppac_suc =
Nburst∑

k=Mburst

Ck
Nburst

· (
Pbur_suc

)k · (
1 − Pbur_suc

)Nburst−k
. (22)

T ch
max is defined as the maximum access rate of the whole network. Different

thresholds for other priority services are set to guarantee the requirement of the high-
est priority service. Suppose the ratio of packet arrival rate of priority 1, 2, · · · , P is
k1 : k2 : · · · : kP , and thus T ch

p can be calculated as

T ch
p

⎛

⎜⎜⎜⎝

p∑
r=1

kr

P∑
r=1

kr

⎞

⎟⎟⎟⎠ = T ch
max. (23)
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3 Performance Analysis

3.1 Successful Transmission Probability of Each Priority

Let P p
suc be the packet successful transmission probability of priority p. It can be easily

acquired that

P p
suc = pinp · Ppac_suc. (24)

3.2 Mean Delay of Each Priority

Let E
[
T p
D

]
be the mean delay of priority p, defined as the during from a packet entering

the buffer of sender to the receiver. E
[
T p
D

]
is composed of the mean sojourn time and the

propagation delay of the packet with priority p. As discussed in Sect. 2.3, for the packet
with priority 1, the mean sojourn time E[T1] only contains the mean queuing time and
the transmission delay. For the packet with priority p(p > 1), the mean sojourn time
E

[
Tp

]
contains the mean queuing time, mean backoff time and the transmission delay.

Define E
[
Tpro

]
as the packet propagation delay, and its value is related to the com-

munication distance. Let L ′ be the maximum communication distance in a single hop,
and c is the speed of light. So E

[
Tpro

]
can be calculated as

E
[
Tpro

] = L ′

2c
. (25)

Therefore, T p
D can be expressed as

E
[
T p
D

] = E
[
Tp

] + E
[
Tpro

]
. (26)

4 Simulations

In this section, we will verify the performance of CTMA protocol through simulations
in OMNeT++. The simulations are based on the following assumptions:

(1) All nodes are randomly distributed among the scenario in the beginning, and
make uniform linear motions with the speed of 300 m/s and random directions
in simulations. A fully connected ATN is formed by all nodes.

(2) Every node has a sending pathway and multiple receiving pathways as many as the
channels. The receiving pathways are not blocked when packet are sending.

(3) The traffic in the network has 4 priorities. The arrival of packets obeys the Poisson
distribution. All packets of any priority are of the same length and data transmission
rate, and packets of the same priority are of the same packet arrival rate.

(4) When bursts are accessed to channels, the channel is chosen randomly among all
channels.
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Table 1. Simulation parameters.

Parameter Value Parameter Value

Number of nodes 50 Number of channels 10

Data transmission rate on each
channel

2 Mbit/s Packet length 600 bits

Number of bursts that a packet is
divided into (Nburst )

30 Ratio of packet arrival rates of
different priority (from high to
low)

1:2:4:6

Minimum bursts needed to be
recovery a packet (Mburst )

15 Node communication range 250 km

Scenario size 600 × 600 km2 Node speed 300 m/s

In simulations, the lower limit of the successful transmission probability for priority
1, 2, 3 is set as 99%, 80% and 60%, respectively. Hence, according to the mathematical
model, the channel threshold T ch

2 , T ch
3 and T ch

4 can be obtained. The detailed simulation
parameters are shown in Table 1.

Firstly, we will show the comparison of theoretical results and the simulation results
in the CTMA protocol. The effects of traffic loads on network performance of each
priority in CTMA protocol is shown in Fig. 4. The theoretical results match well with
the simulation results on the whole, which indicates the correctness of the mathemati-
cal model. As is depicted in Fig. 4, the performance of different priorities has a great
difference, because of their different channel threshold. In light load condition, each
priority has high successful transmission probability and low delay. However, in heavy
load condition, the performance of low priority becomes worse with the increase of load,
while that of the highest priority almost keeps stable. Furthermore, the mean delay for
each priority tends to reach their life cycle under heavy load.

(a) Successful transmission probability. (b) Mean delay.

Fig. 4. Network performance of each priority in CTMA protocol.
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In the following,wewill compare the performance ofCTMAprotocolwith that of the
PDM protocol proposed in [21]. The simulation results are shown in Fig. 5, containing
the successful transmission probability and the mean delay. As is depicted in Fig. 5(a),
the successful transmission probability of the highest priority in CTMA protocol can
maintain at 99% all the time with increase of the channel load, but that of PDM protocol
can only reach 95%. As is shown in Fig. 5(b), the mean delay of the highest priority in
CTMA protocol can maintain at 2 ms with increase of the channel load, but that of PDM
protocol is about 7 ms.

(a) Successful transmission probability.      (b) Mean delay. 

Fig. 5. Comparison of network performance between CTMA and PDM protocol.

5 Conclusions

In this paper, we propose a novel multi-priority differentiated, multi-channel and dis-
tributed random contention MAC protocol based on channel awareness for ATNs. This
protocol contains four main parts, i.e., channel occupancy statistic mechanism, multi-
priority queueing and schedulingmechanism, channel threshold based admission control
mechanism, and adaptive backoff algorithm. We further model the protocol mathemati-
cally, acquire its optimal channel threshold, and show its performance through simula-
tions. The protocol can differentiate services for different priorities in ATNs according
to the real-time channel state, and provide effective QoS guarantee for transmissions of
various information. In the future, we will further improve and optimize the protocol,
ensuring the QoS requirement of high priority, as well as enhancing the throughput of
low priority as much as possible.
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Abstract. LowEarth Orbit (LEO) Satellite Networks (SN) offers communication
services with low delay, low overhead, and flexible networking. As service types
and traffic demands increase, the multi-service routing algorithms play an impor-
tant role in ensuring users’ Quality of Service (QoS) requirements in LEO-SN.
However, the multi-service routing algorithm only considers the link QoS infor-
mation, ignoring the uneven distribution of ground users, causing satellite link or
node congestion, increasing the packet transmission delay, and packet loss rate. In
order to solve the above problems, we propose aMulti-Service RoutingwithGuar-
anteed Load Balancing (MSR-GLB) algorithm which balances the network load
while satisfyingmulti-serviceQoS requirements. Firstly, theGeographic Location
Information Factors (GLIF) are defined to balance the network load by scheduling
the ISLswith lower loads. Then, the optimization objective function is constructed
by considering delay, remaining bandwidth, packet loss rate, and GLIF in order
to characterize the routing problems caused by multi-service and load balancing.
Following this, we propose an MSR-GLB algorithm that includes the state tran-
sition rule and the pheromone update rule. Among them, the state transition rule
is based on QoS information and link GLIF, and the pheromone update rule has
the characteristics of positive and negative feedback mechanism. The simulation
results show that the MSR-GLB algorithm can well meet the QoS requirements of
different services, balance the network load compared to Cross-layer design and
Ant-colony optimization based Load-balancing routing algorithm in LEOSatellite
Network (CAL-LSN) and Multi-service On-demand Routing (MOR) algorithm.

Keywords: LEO satellite network · Routing · Multi-service · Load balancing

1 Introduction

As an indispensable part of future communications, Low Earth Orbit Satellite Networks
(LEO-SN) offer high-speed and reliable data transmission with wider coverage, higher
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bandwidth, lower delay, and cost-efficient networking capabilities [1]. As the capacity
of Inter-Satellite Links (ISLs) increases coupled with the great enhancement of on-board
signal processing capabilities of LEO-SN, routing plays an important role to fulfil the
requirements of high-speed, low-delay and reliable transmission for spatial information
[2].

For dynamic SN, the traditional routing algorithms can be broadly divided in accor-
dance to the topology control methods as follows: (i) Virtual topology routing [3]; (ii)
Virtual node routing [4]; and (iii) Footprint-based routing [5]. Among these three cate-
gories, virtual topology routing has become more popular as it requires lower on-board
processing capability and supports wider orbit type characteristics, e.g. see [6, 7]. The
algorithms described in [6, 7] deal with the Quality of Service (QoS) of a single ser-
vice and have proposed optimal routing paths. However, the LEO-SCN service types
have been diversified because of its rapid development, and the different service types
require different QoS requirements. In a consequence, various optimization researches
for multi-service routing algorithms have been published in the past, including [8–11].
In [8], a Multi-service On-demand Routing (MOR) protocol, which adopts different
routing modes for different service types to improve network efficiency while ensur-
ing different service QoS, has been proposed. In [9, 10], the services were classified
according to the QoS requirements of various services, and then corresponding routing
algorithms are designed for different services. In order to solve the problem of ser-
vice quality requirements for different services and unbalanced link resource utilization,
a multi-service routing algorithm based on multi-objective decision-making for LEO
satellite network was proposed in [11]. However, under high traffic loads, some ISLs
in these algorithms may become heavily loaded even congested while others remain in
underutilized condition.

Another commonly encountered problem with LEO-SN is that of Load Balancing
(LB) which typically occurs because of the uneven distribution of ground users. In the
past there have been several attempts to include the LB into the design of the routing
algorithms, e.g. see [12–14]. For example, Song et al. in [12] have proposed a Traffic-
Light-based intelligent Routing strategy (TLR). A Cross-layer design and Ant-colony
optimization based Load-balancing routing algorithm in LEO Satellite Network (CAL-
LSN), which uses multi-objective optimizationmodel to achieve load balancing, and can
meet the requirement of video transmission, was introduced in [13]. In [14], a hybrid
global-local load routing scheme was proposed by taking advantage of the predictive
nature of Internet of Things (IoT) traffic distribution as well as the position of the LEO
satellites. It should be emphasized that all these load balancing routing algorithms are
designed to optimize the QoS of a single service, i.e. they don’t consider the fact that
different services usually have different QoS requirements.

From the previous literature review, it is evident that no generic approach existswhich
can deal effectivelywithmulti-service and load-balancing routing problems encountered
in LEO-SCN supporting multiple services and high traffic. In order to fill this gap, in this
paper, we address such problems by providing a solution to the following question: How
should the network load be balanced while satisfying multi-service QoS requirements
in LEO-SCN? In particular, a Multi-Service Routing with Guaranteed Load Balancing
(MSR-GLB) algorithm was proposed by taking into account the influence of factors
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such as delay, residual bandwidth, packet loss rate and geographic location information
factor (GLIF) on path selection. Firstly, the GLIF was defined by analyzing the traffic
demand distributions of satellites covering terrestrial users to show the relative traffic
load of the ISLs. Secondly, the routing problem is formulated as a multi-constrained
QoS optimization objective function by considering link QoS information and GLIF.
Finally, the state transition rule was improved to obtain an optimal transmission path
that satisfies the QoS requirements of different services and balances the network load,
and the pheromone updating rule was optimized by positive feedback and negative
feedback mechanism.

The remainder of this paper is organized as follows. Section 2 presents the system
model, which is composed of the system network model and GLIF. Section 3 introduces
problem formulation. Section 4 introduces the MSR-GLB algorithm proposed in this
paper. This is following by the performance evaluation results and discussion in Sect. 5.
And Sect. 6 concludes this paper.

2 System Model

In this section, the satellite network model will be first presented. Then, we have defined
GLIF. The load status of the inter-satellite link is predicted by the value of GLIF.

2.1 Satellite Network

Intra-plane ISL

Inter-plane ISL

polar buffer zone

polar buffer boundary
polar region boundary

seam

polar buffer zone
polar region boundary

polar buffer boundary

Fig. 1. The considered Iridium-like LEO satellite network constellation.

As illustrated in Fig. 1, we consider a LEO Iridium-like constellation, which consists
of six planeswith an inclination of having 11 satellites distributed in every plane [15]. For
the operation of this satellite network, each satellite has four ISLs: two IntrA-Plane (IAP)
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ISLs and two IntEr-Plane (IEP) ISLs, expect for the satellites along the counter-rotating
seam only have three active ISLs, because the cross-seam ISLs, namely links between
satellites in counter-rotating orbits, are not used due to link acquisition and special
antenna steering requirement. The IAP ISLs connect adjacent satellites within the same
plane, while IEP ISLs link connects adjacent satellites across neighboring orbits. The
IAP ISLs is maintained all times as the same orbital operation rule is followed and the
nodes are relatively stationary, and is expressed as Eq. (1).

La =
√
2R

√
1 − cos(

2π

M
) (1)

where M is the number of satellites each plane and R is the radius of the earth.
The IEP ISLs lengths vary over time with the satellite movement, and the on-off state

switching of IEP links is carried out because the satellite trajectory operates differently.
When the satellite moves toward the Polar Regions, the IEP ISLs become shorter, as in
Eq. (2).

Le =
√
2R

√
1 − cos(2π

1

2N
) cos(lat) (2)

where N is the number of planes and lat represents for the latitude difference at which
the IEP ISLs.

The high-speed motion of the satellite network has resulted in the change of the
network topology, but it has periodicity and predictability. In a certain time range, it
considered that the network topology is fixed. For the LEO satellite network, the vir-
tual topology strategy [16] makes the entire topology in a relatively static state, namely,
a complete satellite system operation cycle T divided into n definite time slice, it is
[t0 = 0, t1], [t1, t2], · · · ,

[
tn−1, tn = T

]
. And each time segment has the following char-

acteristics: The network topology is invariable, and the network topology changes and
link switching occurs only at time point t0, t1, · · · , tn .

2.2 Geographic Location Information Factor

Due to the differences in geography, climate and economic development, the population
distribution is relatively uneven, so the number of users accessing the satellite network
varies. According to the level of traffic load, the satellite coverage surface is divided into
hotspot and non-hotspot zones [17]. According to the distribution of theworld population
and their telecommunication needs, three hotspots were set up, namely Eastern Asia,
North America, Europe-Western Asia. Figure 2 depicts the division strategy of these
hotspot zones while Table 1 presents their central latitudes. In order to avoid satellite
network congestion, the traffic can be actively dispersed, that is, the traffic of high-load
ISLs is dispersed to low-load ISLs for transmission. Consequently, we can define the
Geographic Location Information Factor (GLIF) to estimate the ISLs load status. The
GLIF can be expressed as a function related to the geographic location of the satellite.
The higher the GLIF value is, the traffic load on the satellite inter-satellite link is greater.
Following the type of satellite links, the GLIF is divided into IAP-GLIF and IEP-GLIF.
The relevant equation is shown in Eqs. (3) and (4).
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(1) IntrA-Plane Geographic Location Information Factor (IAP-GLIF)

λu-intra =
{
exp

(
2latu

/
π

)
,−π

/
2 ≤ latu ≤ latc

exp
(−2(latu − 2latc)

/
π

)
, latc ≤ latu ≤ π

/
2

(3)

where latu denotes the latitude of the satellite node u. Here, latc(0 < latc <

π
/
2) denotes the latitude of the central area of hotspot zones within the Northern

Hemisphere. Hereinafter, latc is called as central latitude.
(2) IntEr-Plane Geographic Location Information Factor (IEP-GLIF)

λu-inter =

⎧⎪⎪⎨
⎪⎪⎩

exp
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/
π

)
, −π

/
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/
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)
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exp
(−2(latu − 2latc)

/
π

)
, latc ≤ latu < latT

exp
(
2(latu + 2latc − 2latT )

/
π

)
, latT ≤ latu ≤ π

/
2

(4)

where latT denotes the threshold latitude.
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Equator

North 
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Europe
Western Asia
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Asialat :35c N

lat : 45c N

lat :35c N

hotspots zones

non-hotspots zones

Fig. 2. Division of hotspot zones.

Table 1. Parameters for the division.

Name Coverage area Central latitude

Eastern Asia 60
◦
E–180

◦
E 35

◦
N

North America 50
◦
W–180

◦
W 35

◦
N

Europe-Western Asia 50
◦
W–60

◦
E 45

◦
N

3 Problem Formulation

With the rapid development of LEO satellite networks, the types of services are also
developing and changing differently day by day. According to the QoS requirements of
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diverse services such as data, voice and video, the services are divided into three types
[18]: Class A is the delay-sensitive service, such as command voice with high latency
requirements; ClassB is the bandwidth-sensitive service, such as the terrestrial observing
service. Class C is the packet loss rate of sensitive service. The packet transmission
of their path requires low latency, high residual bandwidth, and low packet loss rate,
respectively.

When the satellite nodes in the network are moving in its orbit, the service types are
changing accordingly. However, the different service types have different requirements
for QoS, and the optimization for a certain QoS parameter cannot satisfy the user’s
needs. Meanwhile, due to the rapid growth of satellite communication service demand
and the uneven distribution of satellite coverage services demand on the ground, the path
of routing calculation is easy to select the link of the hotspot zones, which leads to link
and node congestion. Therefore, in order to meet the diversified service requirements
and balance the network load, the optimization function is proposed, as in Eq. (5).

min F =
∑

e(i, j)∈pSD

λi j
(
w1

(
di j

/
Dmax

) + w2
(
Cmin

/
ci j

) + w3
(
li j

/
Lmax

))
s.t. dPSD = ∑

e(i, j)∈pSD

di j ≤ Dmax

cPSD = min
e(i, j)∈pSD

{
ci j

} ≥ Cmin

lPSD =
(
1 − ∏

e(i, j)∈pSD

(1 − li j )

)
≤ Lmax

(5)

where λi j (t) represents the GLIF of link e(i, j); PSD represents the path from the source
satellite S to the destination satellite D; e(i, j) is the link between satellite nodes i and
j ; di j represents the delay of the link e(i, j); ci j denotes the remaining bandwidth of the
link e(i, j); li j is the packet loss rate of the link e(i, j) and wk ∈ [0, 1](k = 1, 2, 3) is
the weighting factors of the link QoS attribute, i.e., the delay, residual bandwidth, and
packet loss rate, for the link e(i, j), which can be evaluated by the eigenvector method
[11]. dPSD , cPSD , and lPSD represent the delay, remaining bandwidth, and packet loss
rate of the path PSD , respectively. Dmax, Cmin, and Lmax represent the QoS attribute
constraint values of the ideal path PSD such as delay, residual bandwidth, and packet
loss rate, respectively. The relevant QoS attribute definitions are as follows:

Delay: It is the sum of the propagation delay and queuing delay of the data packet,
and is expressed as Eq. (6).

di j = dp(i, j) + dq(i, j) (6)

where, dp(i, j) and dq(i, j) are the propagation delay and queuing delay of the link
e(i, j). The relevant equation is shown in Eqs. (7) and (8).

dp(i, j) = L(i, j)

cp
(7)

where L(i, j) is the length of the inter-satellite link e(i, j), and cp is the speed of light.

dq(i, j) = Nq(i, j) × Lα

C
(8)
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where Nq(i, j) is the number of packets in the buffer of e(i, j). Lα is the average length
of packets. C is the total link capacity of the link.

The delay is the additive parameter, that is, the total delay of the path PSD is equal
to the sum of the delay of each link in the path PSD .

Remaining bandwidth: The remaining bandwidth is the total bandwidth of the link
minus the link bandwidth used by the transport packet. As shown in Eq. (9).

ci j = C − cused(i, j) (9)

where C is the total link capacity of the link e(i, j). cused(i, j) is the bandwidth used by
the link e(i, j).

The remaining bandwidth is a concave parameter, where the remaining bandwidth
of each link in the path PSD is compared, and the minimum value is taken as the residual
bandwidth value of the path PSD .

Packet loss rate: The packet loss rate is the ratio of the number of lost packets to
the all transmitted data packets per unit time. It is a multiplicative parameter, and is
expressed as Eq. (10).

li j = Nlost(i, j)

Nall_send(i, j)
(10)

where, Nlost(i, j) is the lost packet in link e(i, j) and Nall_send(i, j) is the total data
packet sent by link e(i, j) per unit time.

4 The MSR-GLB Algorithm

In this section, we firstly introduce the MSR-GLB algorithm, and then introduce two
important processes in the MSR-GLB algorithm, namely state transition rules and
pheromone update rules. To solve this problem, we introduced an Ant Colony Opti-
mization (ACO)1. In the pathfinding process, they behave very similarly, that is, the
satellite node selects the path according to the link QoS information and GLIF, and the
ants select the path according to the link pheromone. In addition, ACO has the character-
istics of positive feedback mechanism, strong robustness, distributed computing and low
complexity, which can find a better solution for solving multi-constrained optimization
problems [20, 21]. Therefore, it is feasible to apply the ACO algorithm to the satellite
network to solve the multi-service problem and load problem in this paper.

4.1 Algorithm Presentation

The MSR-GLB algorithm is an intelligent bionic algorithm based on ACO. In the
pathfinding process, the MSR-GLB performs the next hop node selection depending on

1 The ACO algorithm was proposed by the famous Italian scholar Dorigo [19] in 1991. The
algorithm simulates that ants will leave a pheromone on the path when they are foraging. The
concentration of the pheromone is inversely proportional to the path length and will volatilize
as time passed. More specifically, the shorter path owns such more pheromone that it attracts a
larger number of ants going along itself. After a period, the shortest path will always be selected.
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the link pheromone, QoS status information, and GLIF. In addition, MSR-GLB updates
the pheromone of the link through positive and negative feedback mechanisms, so that
the ant colony quickly converges the optimal path. When the source satellite S makes
a routing request of sending a message to the destination satellite D, the corresponding
MSR-GLB algorithm steps are listed in the following. The MSR-GLB algorithm flow
chart is shown in Fig. 3. We also have the corresponding pseudo-code in Algorithm 1.

Step 1: The satellite network topology G(V, E)t is obtained under the determined
current satellite cycle time slot t and then the searching is started based on the network
topology.

Step 2: Determine the type of service and initialize the network parameters: QoS
parameters of links in the network, limit values of multi-constraint QoS conditions,
initial pheromone concentration τ(0), volatilization coefficient ρ, pheromone factor α,
QoS status factor β, GLIF factor r , pheromone punishment coefficient c, ant number m,
maximum cycle number NCmax, etc.

Step 3: Obtaining any pair of source-destination node pairs (S, D), and setting the
number of cycles nc to 0.

Step 4: The ant searches for the path from the source node S.
Step 5: Initialize and update the current node: The source node initializes the current

node and the next hop node updates the current node, and the current node is added to
the tabu table.

Step 6: The ant determines whether the allowed of the current node is empty or not.
If it is empty, the pathfinding fails and process to step 9. Otherwise, it executes the next
step.

Step 7: The ant selects the next hop node according to the state transition rule (11),
and adds the selected node to the tabu table.

Step 8: The ant judges whether the next hop node is the destination node or not and
if it is destination node then the path search succeeds and process to step 9, otherwise it
returns to step 5.

Step 9: Whether all ants complete the pathfinding. If it is fulfilled, the pheromone
is updated according to the pheromone updating rule (13) and the number of cycles is
nc = nc + 1, otherwise goes back to the step 4.

Step 10: If the nc reaches to the maximum number of cycles NCmax, the output is
the optimal solution of the corresponding transmission path otherwise it goes back to
the step 4.
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4.2 State Transition Rule

When the ant k reaches the satellite node i , the next hop satellite node j is selected
according to the pseudo-random scale rule. The next hop node selection rule is expressed
as Eq. (11).

j =
⎧⎨
⎩
arg max

j∈allowedk

{
τα
i j (t)η

β
i j (t)ξ

r
i j (t)

}
, q ≤ q0

J , q >q0
(11)
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Fig. 3. Flow chart of MSR-GLB algorithm.

where allowedk = {V (i, :) − tabuk} represents the set of satellite nodes that the ant k
next hop can select, and the ant adds the node to the tabu table tabuk every time a node
passes. τi j (t) represents the pheromone concentration of the link e(i, j) at time t , andwill
be over time volatile. ηij(t) = 1

/
ωi j (t), ωi j (t) = w1

(
di j

/
Dmax

) +w2
(
Cmin

/
ci j

) +
w3

(
li j

/
Lmax

)
represents the QoS status value of the link e(i, j) at time t . ξi j (t) =

1
/

λi j (t). α, β, and r reflect the relative importance of pheromones concentration, QoS
status value, and GLIF of the link e(i, j) during the path finding process. q ∼U(0, 1),
and q0 ∈ [0, 1] is a parameter which determines the relative importance of exploitation
versus exploration: the ant k samples a random number 0 ≤ q ≤ 1. If q ≤ q0
then the best next hop node, according to (11) is chosen, otherwise a next hop node is
chosen according to (12). J is a random variable selected according to the probability
distribution, as in Eq. (12).

pki j (t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

τα
i j (t)η

β
i j (t)ξ

r
i j (t)∑

s ∈ allowedk

τα
is(t)η

β
is(t)ξ

r
is(t)

, j ∈ allowedk

0 , elsewhere

(12)
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4.3 Pheromone Updating Rule

After completing one iteration, all ants have used positive and negative feedback mech-
anisms to update the pheromone on the path. The pheromone concentration on the
corresponding link increases when the ant finds the path successfully, otherwise the
concentration decreases. The pheromone updating rule is expressed as Eq. (13).

τi j (t + 1) = (1 − ρ)τi j (t) + �τ si j (t) + �τ
f
i j (t) (13)

where ρ ∈ (0, 1) is the pheromone volatilization coefficient. �τ si j (t) represents the
pheromone increment on the link e(i, j) of all ants reaching the destination node success
at time t , �τ

f
i j (t) represents the pheromone reduction on the link e(i, j) of all ants

reaching the destinationnode failure at time t . The relevant equation is shown inEqs. (14),
(15), (16) and (17).

�τ si j (t) =
m∑

k=1

aki jη
k
i j (t)ξ

k
i j (t) + aMi j ηM

i j (t)ξ
M
i j (t) , i j ∈ path (14)

aki j =
{

1, ( f lag==success&&i j ∈ pathk)

0, ( f lag== f ailure&&i j ∈ pathk)
(15)

where path represents the path set of all ants, i.e.path = {
path1, path2, · · · , pathm

}
.

aki j indicates whether ant k increases the link e(i, j) pheromone concentration. M is the

ant corresponding to the minimumQoS status value of the current iteration.
∑

i j∈path
ω
nc,k
i j

is the QoS status value of the current iteration ant k. f lag indicates whether the ant k has
successfully reached the destination node. If it reaches the destination node successfully,
the value of f lag is success; otherwise, it is f ailure.

�τ
f
i j (t) = c

m∑
k=1

bki jη
k
i j (t)ξ

k
i j (t) , i j ∈ path (16)

bki j =
{

0, ( f lag = success&&i j ∈ pathk)

−1, ( f lag = f ailure&&i j ∈ pathk)
(17)

where c ∈ [0, 1] is the pheromone punishment coefficient, and bki j indicates whether ant
k decreases the pheromone concentration on the link e(i, j).

5 Performance Evaluation Results and Discussion

5.1 Simulation Platform

An Iridium-like constellation system is built using the Satellite Tool Kit (STK). The
specific parameters are shown in Table 2. Other simulation parameters are set to: number
of ants m = 40, number of iterations NCmax = 50, α = 2, β = 4, r = 2, c = 0.1,
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ρ = 0.3, τ(0) = 50, q0 = 0.1, latT = 70
◦
, latc = 45

◦
. In the simulation, the inter-

satellite link bandwidth is 10 Mbit/s, and each output Link is allocated a 4 MB buffer
with an average packet size of 500B. Five pairs of source-destination nodes are randomly
selected; the simulation time is 100 min, and the number of node requests increases with
time.

When the delay sensitive service, the bandwidth sensitive service, and the packet
loss rate sensitive service are simultaneously present in the network, and the source
node and the destination node are the same, the transmission efficiency of the three
types of services is shown in Table 3. The relative importance of each QoS attribute
calculated by the eigenvector method is shown in Table 4.

Table 2. Iridium-like constellation system parameter.

Parameters Value

Orbit height 780 km

Number of orbital planes 6

Number of satellites in orbit 11

Track inclination 86.4
◦

Polar buffer boundary latitude 60
◦

Polar region boundary latitude Threshold 70
◦

Table 3. Service transmission efficiency parameters.

Services type Delay (ms) Average bandwidth (Mbit/s) Packet loss rate (%)

Delay Sensitive Services 83.6 3 0.06

Bandwidth Sensitive
Services

98.7 4 0.08

Packet Loss Rate Sensitive
Services

91.2 2 0.03

Table 4. Relative importance.

Services type Relative importance

Delay Sensitive Services (0.55 0.24 0.21)

Bandwidth Sensitive Services (0.25 0.54 0.21)

Packet Loss Rate Sensitive Services (0.26 0.20 0.54)
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5.2 Results and Analysis

The MSR-GLB algorithm is compared with CAL-LSN and MOR to evaluate net-
work performance such as end-to-end delay, packet loss rate, throughput, and traffic
distribution index.

As shown in Fig. 4, with the increase of simulation time, the end-to-end delay
of MSR-GLB algorithm is lower than CAL-LSN and MOR. Because the CAL-LSN
algorithm guarantees reliable transmission of data packets, selects the minimum hop
path, and does not consider the delay. The MOR algorithm designs different routing
algorithms for different services, considers the delay of the link for delay-sensitive and
best-effort services, and considers the bandwidth and number of paths for the bandwidth-
sensitive service. When the network load is aggravated, the algorithm is prone to link
congestion, resulting in increased delay. The MSR-GLB algorithm considers the delay
of the link for different services, and the delay has different weights in different services.

As shown in Fig. 5, as the simulation time increases, the packet loss rate of the three
routing algorithms increases, but the packet loss rate of theMSR-GLB algorithm is lower
than CAL-LSN and MOR. The CAL-LSN algorithm selects the link with a relatively
small error rate when selecting the path, but does not support multiple QoS. Although
the MOR algorithm designs different routing algorithms for different services, it does
not consider the packet loss rate information of the link. However, when the MSR-GLB
algorithm performs path selection for the service, regardless of the service, the packet
loss information of the link is considered, and the path transmission of the lower packet
loss information is selected.

As shown in Fig. 6, the throughput of the three algorithms increases with the sim-
ulation time increases, and the performance of the MSR-GLB algorithm throughput is
advantageous. The CAL-LSN algorithm considers the remaining bandwidth of the link
when selecting the path but does not consider the packet loss rate of the link. The MOR
algorithm uses different routing algorithms for different service types, but does not con-
sider the load state of the link. When the network load is large, MOR and CAL-LSN
packet loss is more serious. Nevertheless, the MSR-GLB algorithm considers not only
the remaining bandwidth of the link and the packet loss rate when selecting paths for
different services but also the geographic location information factor of the network.

As shown in Fig. 7, as the simulation time increases, the traffic distribution index of
the three algorithms increase, but the MSR-GLB algorithm is better than the other two
algorithms. The CAL-LSN algorithm ensures reliable transmission of data packets and
selects the path with low delay and high residual bandwidth without, but cannot satisfy
the QoS. The MOR algorithm of different services to select suitable paths for different
services, but does not consider the link load. When the network load is large, some links
may be congested, and some links are relatively idle. However, theMSR-GLB algorithm
considers the load of the network when selecting paths for different services and selects
links with relatively small traffic demand for data packet transmission.
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Fig. 4. Average end-to-end delay. Fig. 5. Packet loss rate.

Fig. 6. Throughput. Fig. 7. Traffic distribution index.

6 Conclusion

In this paper, a multi-service routing with guaranteed load balancing (MSR-GLB) algo-
rithm is proposed to meet the differentiated service QoS requirements and balance the
network load. Firstly, an Iridium-like LEO network model is constructed with the virtual
topology method, and the GLIF is modeled as a function related to the geographic loca-
tion of the satellite to predict the ISLs traffic load. Secondly, an optimization objective
function was formulated based on link QoS information and GLIF in order to describe
the multi-service and load routing problems in an Iridium-like LEO satellite network.
Thirdly, the state transition rule with QoS information and link GLIF is defined to iden-
tify the next-hop node. Meanwhile, the link pheromone updating rule with positive and
negative feedbackmechanism is presented to improve the search-ability and convergence
speed of the MSR-GLB algorithm, and finally, the optimal QoS path of the current ser-
vice is obtained. Finally, the simulation results show that the MSR-GLB algorithm has
obvious advantages in terms of delay, throughput, and packet loss rate and traffic distri-
bution index under the condition of heavy load in the satellite network comparing with
MOR and CAL-LSN.
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Abstract. The Electro-Magnetic (EM) waves with Orbital Angular
Momentum (OAM) can achieve high spectral efficiency by multiplex-
ing different OAM modes. Different modes are mapped to the frequency
shifts in the secondary frequency domain at the receiving end, in order
to effectively identify the OAM modes received in partial phase plane.
The traditional method requires high-speed acquisition equipment in the
process of receiving Radio Frequency (RF) signals directly and its hard-
ware cost is high. Even if analog devices are used for down-conversion
to Intermediate Frequency (IF) sampling, the IF bandwidth limits the
transmission rate. However, Compressive Sensing (CS) can break the
Nyquist restriction by random observation, and is expected to realize
the detection and identification of different OAM modes at a lower sam-
pling rate, so that the cost is low. Therefore, this paper proposes an
OAM mode identification method based on CS. At the same time, the
random sampling is carried out based on the existing hardware device,
i.e. Analog-to-Information Converter (AIC), to realize the OAM modes
identification with the low sampling rate. The simulation results verify
the correctness and effectiveness of the method.

Keywords: Orbital Angular Momentum · Secondary frequency
domain · Compressive Sensing · Analog-to-Information Converter ·
OAM multiplexing · Mode detection and identification

1 Introduction

Orbital Angular Momentum (OAM), as an intrinsic characteristic of electromag-
netic wave, is considered as the new dimension of wireless transmission, especially
in future mobile communications. Because of the orthogonality between different
OAM modes, they can be multiplexed to obtain the higher spectral efficiency
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and transmission rate, which makes OAM become an important development
direction of Beyond 5th Generation (B5G) and 6th Generation (6G) mobile
communications in the future. Besides, OAM can not only increase the capac-
ity by multiplexing, but also improve the transmission performance by Index
Modulation (IM) [1]. However, the inverted cone beams and the spiral phase
distribution result in the non-zero beam divergent angle. When propagating in
free space, the divergence of the non-zero beam angle leads to the increase of
the circular energy ring radius in the transverse plane, which makes it difficult
for all-phase plane receiving in a long-distance transmission [2]. Therefore, it is
necessary to consider partial phase plane reception.

For thepartial phaseplane receivingmethod [3],whenmultiplexing electromag-
netic waves with different non-degenerate OAM modes, one-to-one frequency shift
can be mapped to the secondary frequency domain by Virtual Rotating Antenna
(VRA) [2,4], thus realizing the accurate identification ofOAMmodes. InDec. 2016,
the 27.5 km electromagnetic wave OAM transmission experiment was successfully
completed [5,6]. In Apr. 2018, the same research team also completed a 172 km
long ground-to-air transmission experiment from Beijing to Xiong An New Area
in the north of Hebei Province, China [7]. However, in the future B5G and 6G high-
capacity transmission even with Terahertz, due to the limited sampling rate of our
existing hardware devices, it is difficult tomeet our transmission rate requirements,
or even if high sampling rate can be achieved, the cost is huge. Therefore, how to
reduce the sampling rate to identify the OAM mode has become a problem.

The Compressive Sensing (CS) as a new sampling theory [8,9], exploits the
sparse characteristics of the signal and uses random sampling to obtain discrete
samples of the signal under the condition of the far less than Nyquist sampling
rate, and then recovers the signal perfectly through the non-linear reconstruction
algorithm [10]. Recently, CS theory has been applied to the detection of Gen-
eralized Space Shift Keying (GSSK) symbols in the uncertain Multiple-Input
Multiple-Output (MIMO) systems with better performance [11], such as Orthog-
onal Matching Pursuit (OMP) [12] and the Basis Pursuit (BP) [13]. In addition,
in the wake of the related research of the Analog-to-Information Converter (AIC)
with Limited Random Sequence (LRS) modulation [14], the required sampling
rate may be further reduced.

In this paper, the CS is applied to nondegenerate OAM multiplexing trans-
missions. Using AIC with LRS modulation as detector through random sampling
[14], the low sampling rate with CS can be used to accurately identify OAM
modes in the secondary frequency domain, and then high-speed transmission
will be achieved. Notably, the method proposed in this paper is able to effec-
tively solve the major problems, i.e., (1) When sampling Radio Frequency (RF)
signals directly, the sampling rate is very high, and the hardware equipment is
very expensive; (2) Besides, if analog devices are used to down convert the RF
signals received by antennas and sample them at Intermediate Frequency (IF),
the phase error and attenuation will be caused, which seriously affects our iden-
tification of OAM modes. Simultaneously, the sampling rate of the employed
data acquisition card limits the data rate of the high-speed transmission.
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2 Preliminary Knowledge

In the previous work, it was proposed that the VRA interpolation could be used
to detect OAM through the method of the partial phase plane receiving [5].
Processing the signals received by antennas with VRA interpolation will cause
the frequency shift in the corresponding transform domain. In this transform
domain, different index sets will bring different combinations of OAM modes,
different combinations of OAM modes will produce different frequency shifts, but
only one spectrum line will be formed. Because it has the same dimension as the
traditional frequency domain, we name the transform domain as the secondary
frequency domain [4]. Usually, the first frequency domain refers to the traditional
frequency domain.

(b) Receiver with down-conversion.

Interpolation processingSpectrum observation

Oscilloscope 

(a) Receiver with oscilloscope.

Down-conversion

RF sampling directly

IF sampling 

Offline data processing 

Data acquisition card

Real-time data processing 

Interpolation processingSpectrum 
observation

Low-pass filter

Fig. 1. The comparison of receiver structures based on RF and IF sampling.
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In this process, the multiple combinations of different nondegenerate OAM
will be converted into the same frequency signal but different frequency shift
combinations, which realizes the demodulation and identification of multiplexed
OAM modes. Based on VRA, there are two commonly used receiver structures
based on RF and IF sampling, as shown in Fig. 1. Specifically, in Fig. 1(a), RF
signals are over-sampled directly by the high-speed sampling oscilloscope at the
receiving end, and then different OAM modes are converted into the frequency
shifts by VRA, which can be used for offline detection of OAM modes. This
method has high cost because of the high sampling rate requirements.

In contrast, in Fig. 1(b), the RF signal obtained by the receiver is down-
converted to IF with the frequency shifts in the secondary frequency domain.
Then, the low-rate data acquisition card is used to identify the real-time OAM
modes. However, due to the hardware limitation of the low sampling rate, this
method will lead to the lower IF frequency, which will reduce the data carried
by IF bandwidth.

3 System Architecture

3.1 System Structure

AIC 

CS AlgorithmSpectrum 
observation

Random sampling with low rate

Real-time data processing

Fig. 2. The receiver structure with AIC.

As we know, CS algorithm can break Nyquist sampling theorem. Because the
hardware resources limit RF sampling rate, this paper uses CS algorithm com-
bined with the low sampling rate AIC to effectively replace the high-speed sam-
pling of the oscilloscope, so as to realize the high-speed and accurate identi-
fication of OAM modes. Specifically, the RF signals received by antennas are
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sampled randomly by AIC, and the spectral line mapped to OAM mode is sep-
arated and recovered in the secondary frequency domain by CS, which greatly
improves the data transmission rate and avoids the cost of the high-speed sam-
pling device. Figure 2 illustrates the receiver with AIC.

3.2 Analog-to-Information Converter

In this subsection, we review a promising symbol detector for random sampling.
AIC with LRS modulation is used at the receiving end, and the structure of AIC
with LRS modulation is shown in Fig. 3. It consists of limited random sequence,
integrator and low-power Analog-to-Digital Converter (ADC). The AIC differs
from the traditional ADC because it can sample the signal randomly. The LRS
elements are composed of 1 and 0. The sampler completes the physical process
of random sampling well by mixing the sequence of “0” and “1” and integrating
the mixed signal. The sequence in length N and consists of M frames, and each
frame is in length L. The elements are composed of N − 1 “0” and only one “1”,
and the location of 1 is random [14].

The input signal s(t) and the signal p(t) generated by periodic transmission
of a finite length random sequence are mixed and the results of mixing are
fed into the integrator, where the period of the integrator is the reciprocal of
the average sampling rate of the random sampler, and then the integrator is
connected to the traditional low-power ADC sampler. The sampling period is
also T . In the process of sampling, the random sampling of the analog signal can
be realized only by synchronizing the integrator and ADC with the finite length
sequence generator. The output s(n) is a discrete signal, which will be sent to
the successive real-time data processing module for recovery with CS algorithm.

LRS 
Generator

ADC

Fig. 3. The structure of AIC with LRS modulation.

3.3 Compressive Sensing Algorithm

The CS technology breaks through the limitation of uniform sampling rate in
the traditional Nyquist sampling theorem. For sparse signals, random sampling
is used to restore the complete signal with sampling data much less than Nyquist
sampling rate [10].

It is precise because AIC random sampling at the receiver can meet the
requirement of CS, so that CS algorithm can be used to identify the OAM
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modes utilizing the known sparsity. Furthermore, the known sparsity is 1. For
CS, greedy algorithms mainly used are Matching Pursuit (MP) algorithm and
Orthogonal Matching Pursuit (OMP) algorithm at present.

Specifically, when the measurement matrix is not easy to obtain or unknown,
MP algorithm can use greedy iteration algorithm to construct matching dictio-
nary and obtain sparse vectors. Compared with MP algorithm, the improvement
of OMP algorithm is that it can accelerate the convergence speed of the algo-
rithm by Schmidt orthogonalization of the columns selected in each iteration. For
OAM modes identification, the measurement matrix is known and the real-time
demodulation needs to be guaranteed. Thereby, OMP algorithm is considered
and employed in this paper [15].

4 Mathematical Model

As mentioned above, assuming that N data symbols are transmitted, then x can
be expressed as the symbol vector of the transmitter

x = [x0, x1, ..., xN−1]T. (1)

If the l-th OAM mode needs to be generated, the phase shifting vector W of
the each element in Uniform Circular Array (UCA) composed of N arrays can
be denoted as

W = [1, ej
2πl
N , ..., ej

2πl(N−1)
N ]T, (2)

where j =
√−1 is the imaginary unit.

Therefore, the received signal s with M elements at the antenna array can
be expressed as

s = HWx + N, (3)

where N represents the independent identically distributed Gaussian white noise
vector, H is the channel matrix from the transmitter to the receiver in free space
[16,18].

According to Fig. 3, the signal through AIC with LRS modulation denoted
as follows

s(n) =
∫
T

s(t)p(t)dt. (4)

It is well known that the recover process of OMP is to reconstruct the P -
dimensional original signal z(t) from the known Q-dimensional measurement
signal s(n) and the measurement matrix Φ. Assuming that the length of signal
z(t) is P , it is sparse under a projection array Ψ, Ψ ∈P×P , only K elements
are greater than the threshold ε, where K is far less than P , the measured value
can be obtained by observing the signal z(t) on a basis Φ, Φ∈Q×P , then we
can get

s = Φz = ΦΨf = Θf , (5)
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where, Θ = ΦΨ, Θ is the sparse representation of the signal, z(t) is based on
projection and f is the spectrum in the secondary frequency domain. The dimen-
sion Q of the measured value in the above Eq. (5) is less than the dimension P of
the signal. There are infinite solutions to the equation. It needs exhaustive time
to search the correct result. However, this problem can be solved by the mini-
mum norm problem. Usually, the minimum norm problem can be transformed
into the following Eq. (6) [19]:

ẑ = min ‖z‖0 s.t. s = Φz, (6)

where, ‖‖0 denotes the zero norm for the vector, that is, the number of non-zero
elements in the vector. When considering noise or error, Eq. (6) can be rewritten
as

ẑ = min ‖z‖0 s.t. ‖s − Φz‖2 ≤ ε, (7)

in which ε is a decimal positive number representing the threshold.
Since LRS sequence can satisfy the random sampling requirement of OMP

algorithm, OMP algorithm is considered to recover the spectral line in the sec-
ondary frequency domain according to the signal after AIC with LRS. Thus,
according to [5], the measurement matrix Φ can be defined as

Φ = wT = PTR−T, (8)

where w is matrix of the weighting coefficient for the received signal after AIC,
(·)T denotes the transpose of matrix, P is the cross-correlation matrix between
the received signal and the interpolated signal, and R is the autocorrelation
matrix of the received signal.

5 Performance Evaluation

According to the description in Sects. 3 and 4, an example is proposed to con-
firm the correctness of the proposed method. Additionally, in order to further
analyze the efficiency, we compare the identification probability, the Bit Error
Rate (BER) performance and the capacities in three cases, i.e., the cases of RF
sampling directly, IF sampling and OMP with AIC.

5.1 Example

The main simulation parameters are listed in Table 1 and results are all con-
ducted with MATLAB R2016a programming platform. Assuming that the sepa-
rated OAM Mode 1 and OAM Mode 2 are respectively generated for index keying
transmission at the transmitter, and the 100 MHz IF signal is up-converted to
10 GHz RF, fed to the UCA composed of 16 array elements, then received by
two antennas placed at the receiving energy ring through the partial phase plane
method at the receiver. The receiver will restore spectral lines according to the
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index set of the different OAM combinations. Figure 4 illustrates the signals
received by Antenna 1 and Antenna 2 for OAM Mode 1, and Fig. 5 shows the
signals received by Antenna 1 and Antenna 2 for Mode 2.

Table 1. Simulation parameters.

Parameters Value

Carrier frequency f 10 GHz

Modulation scheme QPSK

Signal length 128

Beam divergence angle 2◦

Transmission distance 100 m

UCA radius 9 cm

Element number in UCA 16

Receiver ring radius 3.49 m

Receiver antennas space 1 m

OAM modes 1, 2

Sampling rate 1.25 GHz

The limited random sequence p(t) designed is shown in Fig. 6. The length of
the signal is 128, and consists of 16 frames, each frame is in length 8. Then, the
measurement signals utilized by CS for OAM Mode 1 after AIC with LRS can
be shown in Fig. 7, and the measurement signals used by CS for OAM Mode 2
after AIC with LRS can be shown in Fig. 8. Both low-rate measurement signals
will be applied to recover the spectrum line in the secondary frequency domain.

According to the known sparsity of 1 and the measurement signals, the recon-
struction is carried out by combining OMP algorithm. Finally, the recovered
signal can be converted to a spectral line in the secondary frequency domain,
so that separated Mode 1 and Mode 2 are respectively converted to frequency
shift in the secondary frequency domain. As shown in Fig. 9, the index of the
different OAM mode will be obtained based on the different frequency shift.

As we all know, if the Nyquist sampling is used, two sampling points at
least are required for each signal period, so for this example, there are at least
26 sampling points. However, 16 sampling points have been used to realize the
low-rate sampling of 10 GHz RF signal and reconstruct the spectrum line in
the secondary frequency domain, so that OAM mode identification is achieved.
Thus, the method of AIC with CS proposed in this paper has been verified.
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Fig. 4. Typical received signals of Antenna 1 and 2 for Mode 1.
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Fig. 5. Typical received signals of Antenna 1 and 2 for Mode 2.
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Fig. 6. Typical figure of the limited random sequence p(t).
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Fig. 7. Typical measurement signals used by CS for Mode 1 after AIC.
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Fig. 8. Typical measurement signals used by CS for Mode 2 after AIC.
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Fig. 9. The spectrum in the secondary frequency domain.



312 J. Li and C. Zhang

5.2 Analysis

Comparison of Analog Devices. If 10 GHz RF signal is sampled, several
points need to be taken in a sampling period in order to recover the signal well,
but the cost of such a high sampling oscilloscope is extremely high than the
method of IF sampling and OMP with AIC. What’s more, if the downconver-
sion is adopted, the sampling rate of the data acquisition card is up to 1.25 GHz,
which limits the bandwidth of IF. However, due to the requirement of low sam-
pling rate, higher bandwidth can be obtained through OMP with AIC compared
with IF sampling, and then higher data transmission rate can also be achieved.

Simulation Results. Figure 10 demonstrates that when SNR increases, iden-
tification probability PI increases quickly. It can be noted that when the SNR
reaches about 19 dB, the identification probability of the proposed method in
this paper will approach 1, which is superior to the traditional IF sampling. The
lower the out-of-band interference ratio is, the higher the identification probabil-
ity of OAM is. Besides, if the out-of-band interference ratio is as low as 0.001, the
identification probability of IF sampling is very close to that of RF sampling and
OMP with AIC. Especially, when PI is greater than the threshold probability
P0 = 0.89, this method will work well.
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Fig. 10. Identification probability varys with SNR.

According to the identification probability PI, the PBER can be obtained as

PBER = 1 − PI. (9)
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Therefore, the BER performance simulation is shown in Fig. 11, the highest
BER performance of IF sampling can be found under certain SNR, and the BER
performance of OMP with AIC is fairly better than IF sampling.
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Fig. 11. The BER performance simulation results vary with SNR.

For a communication system, the transmission capacity is also a extremely
important evaluation index. Consequently, Fig. 12 illustrates the capacity curve
as BER changes according to the Shannon formula and BER curve, the capacity
curve of OMP with AIC is close to the RF sampling directly.

Fig. 12. The transmission capacity simulation comparison.
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Overall, OMP with AIC is able to be used for random sampling at a fairly
low sampling rate, which is of great benefit to replace the high-speed sampling
scheme. However, the sampling equipment with AIC increases the difficulty.
Then, the trade-off should be considered in the practical application.

6 Conclusion

The proposed method in this paper, which combines CS algorithm with low
sampling rate AIC, has been effectively applied to the accurate identification
of OAM modes. Furthermore, the correctness and efficiency of this method are
confirmed through an example and some analysis, such as comparison of analog
devices, identification probability, BER and capacity. Moreover, with the coming
of next generation mobile communications (B5G and 6G), the wireless high-
speed transmission even to 1 Tbps with low sampling rate becomes a promising
topic. Evidently, the proposed method is significant to promote the transmission
capacity with low sampling rate AIC hardware equipment in the future.
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Abstract. The error propagation problem in incremental freezing (IF) hybrid
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to each transmitted block. Using these CRC bits, the proposed IF HARQ scheme
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1 Introduction

Polar codes are one of capacity-achieving linear block codes first proposed in [1]. In
order to construct polar codes, it is necessary to acquire the reliability of each polarized
channel. Given the code length, the transmission rate and the signal-to-noise ratio (SNR)
of channel, a variety of algorithms can be used to calculate the construction of polar
codes effectively. However, in many communication scenarios, the channel state is time-
varying and unknown by the transmitter. Hence, how to construct polar codes under such
situation is an open problem.

The most conservative transmission strategy is to develop a code structure with a
fixed rate in the worst possible channel, but this strategy results in a low transmission
efficiency. For another transmission scheme, the transmitter continues to transmit the
encoded bits until the receiver can decode them correctly. However, this transmission
scheme requires the receiver to send a feedback (ACK/NACK) to indicate whether the
decoding is successful or not although the condition can be satisfied easily in most
communication scenarios. The transmission strategy with feedback is known as hybrid
automatic repeat request (HARQ) which can resolve the error problem caused by the
mismatch between the channel state and the code construction.

Recently, someHARQschemes using polar codes have been proposed. In [2], a chase
combining (CC)HARQschemeusing polar code is presented,where each retransmission
code block is identical to the original one. The receiver combines the soft information of
current received block with all the previous decoding-failed blocks using the maximum
ratio combination (MRC) rule, and tries to decode the code block again. Hence, the CC
HARQ scheme achieves a diversity gain. In [3], an incremental redundancy (IR) HARQ
scheme using polar code is proposed, where each retransmission code block contains
different information compared with the CC HARQ scheme. For a set of information
bits, multiple sets of coded bits are generated. The retransmission uses a different set
of coded bits with different redundancy versions generated by puncturing the encoder
output. Hence, with each retransmission, the receiver obtains the extra information. In
[4], an incremental freezing (IF) HARQ scheme using polar code is proposed, where the
retransmitted bits are the information bits with a lower reliability in previous incorrect
decoding blocks. The IF HARQ scheme is proved to be capacity-achieving over a class
of channels with degradation relationship which also named as the degraded compound
channels.

However, the IF HARQ scheme proposed in [4] adopts a successive joint decoding
structure, which results in the problem of error propagation. At the receiver, some infor-
mation bits in previous received code block are used as the frozen bits in subsequent
received blocks’ decoding process. Hence, if the decoding result of previous received
block is incorrect, all the decoding results of subsequent received blocks should be
wrong, which leads to the performance degradation of error correction.

To mitigate the error propagation, we propose two improved IF HARQ schemes
using polar codes, the cyclic redundancy check (CRC)-aided IF HARQ scheme and the
cumulative-path-metrics-based IF HARQ scheme.

The idea of the CRC-aided IF HARQ scheme is straightforward. Several CRC bits
are added to each retransmitted block as well as the original transmitted block. With
the help of these CRC bits, the IF HARQ scheme can be combined with the CC HARQ
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scheme to achieve a good error correction performance. The receiver has the information
that whether the current transmitted block is decoded correctly or not using the CRC
bits. If the decoding result is incorrect, the receiver sends a feedback to the transmitter
for requesting a re-transmission until the decoding successes or the retransmission time
exceeds the upper limit. Hence, the performance degradation caused by the decoding
error propagation problem is mitigated. However, the CRC-aided IF HARQ scheme
has a larger decoding delay, and the additional CRC bits in each retransmission block
reduces the system throughput.

In the cumulative-path-metrics-based IF HARQ scheme, referring to the idea of
the successive cancellation list (SCL) decoding algorithm, we introduce the cumulative
path metrics to represent the reliability of each surviving path in the decoding process.
The successive joint decoder maintains multiple possible decoding paths at the same
time to eliminate the error propagation. To reduce the calculation complexity and space
complexity, a path splitting reduced SCL decoding algorithm is used in the proposed
cumulative-path-metrics-based IF HARQ scheme.

2 Preliminaries

In this section, we briefly introduce the polar code, channel model and the IF HARQ
scheme using polar codes.

2.1 Polar Code

Let X= {0, 1} andY= {0, 1}.W : X → Y denotes a binary-input discrete memoryless
channel (B-DMC). The basic channel transform of polar code creates two polarized
channels with different capacities as

W (0)
2

(
y10 |u0

)
= 1

2

∑
u1

W (y0|u0 ⊕ u1)W (y1|u1)
}

= (W,W )−, (1)

W (1)
2

(
y10 , u0|u1

)
= 1

2
W (y0|u0 ⊕ u1)W (y1|u1) = (W,W )+. (2)

where u10 is the input vector uniformly distributed over X2, and y10 is the corresponding
channel output.

For a block of bits, the construction of polar code lays on the polarization effect of

matrix G2 =
[
1 0
1 1

]
. Let G⊗n

2 denote the nth Kronecker power of G2. For a block of

N = 2n bits, UN−1
0 , applying the transform G⊗n

2 to get the encoded block, XN−1
0 =

UN−1
0 G⊗n

2 , and transmitting each bit through independent copies of B-DMC, W.
Applying the chain rule to mutual information between input UN−1

0 and output
Y N−1
0 , we have

I
(
UN−1
0 ; Y N−1

0

)
=

N−1∑
i=0

I
(
Ui ; Y N−1

0 |Ui−1
0

)
=

N−1∑
0

I
(
Ui ; Y N−1

0 ,Ui−1
0

)
. (3)
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An important property of polar code is that, except for a negligible fraction, the terms
in the right summation of (3) either approach to 0 (bad channel) or 1 (good channel)
as n increases. Moreover, the fraction of those terms approaching to 1 converges the
symmetric mutual information, I(W ). This phenomenon is the channel polarization.

The recursive expressions of polarization channel are

W (2i)
N =

(
W (i)

N/2,W
(i)
N/2

)−
, (4)

W (2i+1)
N =

(
W (i)

N/2,W
(i)
N/2

)+
. (5)

2.2 Channel Model

LetWc denote a compound channel,which is a set of S sub-channels,Wc = {W1,W2,…,
WS}. This work aims at the flat-fading channel environment, which means each symbol
in one block will transmit through the same channel state. The channel state information
(CSI) and channel distribution information (CDI) are unknown to the transmitter. The
knowledge it only has is the set of channels to which the channel belongs. Every round of
transmission (including the original transmitted block and retransmitted blocks) happens
on one of sub-channels, Wi. On the other hand, the CSI is known at the receiver. In the
real applications, this assumption is correct in most cases since the receiver can use pilot
symbols to estimate the channel state.

Let I(Wc) denote the compound capacity of Wc, which is the rate that can be reliably
transmitted irrespective of used channel. The compound capacity is defined as [5]

I (Wc) = max
P

inf
Wi∈Wc

IP (Wi ), (6)

where IP(Wi) denotes the mutual information between the input and output of Wi with
the input distribution P.

The compound capacity of Wc can be smaller than the infimum of the capacity of
individual channels inWc, because the capacity achieving distribution for the individual
channels might be different. IfWi is a symmetric channel, the compound capacity equals
to the infimum of individual capacities. If channels in Wc are degraded, the infimum is
obtained by the worst channel, and then the compound capacity equals to the capacity
of the worst channel.

2.3 IF HARQ Scheme

Given two channels Q : X → Z and W : X → Y, we say that Q is degraded with
respect toW if there exists a channel V : Y → Z such that for all z ∈ Z and x ∈ X,

Q(z|x) =
∑
y∈Y

W (y|x)V (z|y). (7)

Let Q�W denote that Q is degraded with respect to W. It is proved in [6] that the
channel polarization preserves degradedness. That is, if Q�W , we have Q+�W+ and
Q−�W−. According to the recursive expressions (4) and (5), we have Q(i)

N �W (i)
N , which
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means that the good polarization channel indices set AQ for channel Q must be a subset
of the good polarization channel indices AW for channelW in the polarization process.
This is called as the nesting property of polar codes, which leads to the development of
the IF HARQ scheme.

For the compound channel Wc, we assume that all the sub-channels are B-DMCs
and have a degradation relationship. That is, WS�WS−1� . . . �W1. According to the
nesting property, we have AWs ⊆ AWs−1 ⊆ · · · ⊆ AW1 . At the transmitter, let Sk denote

the kth transmitted block, polar code construction PCWi

(
N , KWi ,AWi , uAc

Wi

)
on each

sub-channel is calculated offline before the transmission starts, whereN denotes the code
length, KWi denotes the length of information bits for sub-channelWi, uAc

Wi
denotes the

frozen bits for sub-channel Wi.
We greedily use the PCW1 to encode the first transmission information bits and

get S1, send it to the receiver, and wait for the feedback. If an ACK is received, the
transmitter knows that all the transmitted bits are decoded correctly, and it prepares
for the next transmission. However, if a NACK is received, which means a decoding
error has happened at the receiver or the receiver cannot decode the information, the
transmitter will reduce the transmission rate and transmit some information bits with a
lower reliability from the previous transmitted blocks. Generally speaking, if k NACK
feedbacks have been received, which means the previous k blocks are not decoded
correctly or cannot be decoded, the transmitter will choose the information bits at the
polarization channel indices of AWk − AWk+1 from previous k transmitted blocks, S1,
S2, …, Sk , and use PCWk+1 to encode the retransmitted bits. The number of the (k +
1)th retransmitted bits is k

∣∣AWk − AWk+1

∣∣. We can put
∣∣AWk+1

∣∣ − k
∣∣AWk − AWk+1

∣∣ new
information bits into the block and get Sk+1.

LetRk denote the kth received block at the receiver.WhenRk is received, the receiver
decides whether to decode it according to the real channel state W r. If Wr�Wk , the
transmission rate R = I(Wk) > I(W r). Referring to the Shannon theorem, the block Rk

cannot be decoded, and then the receiver sends a NACK. If Wr�Wk , the receiver needs
to decode all the information bits from R1,R2,…,Rk blocks, which is a successive joint
decoding structure. Since block Si contains some information bits with a lower reliability
in S1, S2, …, Si–1 blocks, we can take the decoding result of Ri as the side information
of frozen bits and put it into the decoding process of Ri–1, Ri–2, …, R1, which leads
to a lower successive joint decoding rate. It is proved in [4] that the IF HARQ scheme
using polar code is capacity-achieving over the degraded compound channel owing to
the nesting property.

3 Proposed IF HARQ Schemes Using Polar Codes

Since the IF HARQ scheme adopts a successive joint decoding structure, the problem
of error propagation takes place. As the block error rate on polar code PCWi is ei, the

system block error rate should be es = 1 −
k∏

i=1
(1 − ei ).
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3.1 CRC-Aided IF HARQ Scheme Using Polar Code

To mitigate the error propagation problem of the IF HARQ scheme using polar code, a
straightforward method is to add the extra CRC bits in the original transmission block
and retransmission block(s). Using these CRC bits, the decoder can know the block is
decoded correctly or not. Moreover, with CRC bits, the IF HARQ scheme and the CC
HARQ scheme can be combined to achieve a better error correction performance.

In order to combine the CC HARQ scheme, we extend the NACK message to IF
NACK and CC NACK.

If receiving an IF NACK message, the transmitter knows the previous transmission
rate exceeds the channel capacity, and the receiver cannot decode the received block.
Thus, the transmitter reduces the transmission rate, and sends some redundant informa-
tion bits with a lower reliability in the previous transmitted blocks, as the IF HARQ
scheme in the Subsect. 2.3.

If the transmitter receives a CC NACK message, it means that the previous trans-
mission rate is smaller than the channel capacity. A successive joint decoding process is
executed at the receiver, but a decoding error occurred in one of received blocks. Thus,
the transmitter retransmits the corresponding block according to the index information
carried in the CC NACK message.

At the receiver, the condition ofwhether sendingACKmessage or IFNACKmessage
is the same as the IF HARQ scheme. It is assumed that the receiver has received k blocks.
If Wr � Wk , the receiver should decode all the information bits from R1, R2, …, Rk

blocks. In the successive joint decoding structure, if blockRi fails to decode, the receiver
sends a CC NACK message including the index of Ri, i.

Hence, a better error correction performance can be achieved at the price of a higher
decoding delay, and a slight reduction system throughput.

It is analyzed in [7] that the computation complexity of the SCLdecoding algorithm is
O(LN logN), and the space complexity isO(LN). Hence, the computation complexity of
the CRC-aided IF HARQ scheme is O(kLN logN), and the space complexity is O(kLN).

3.2 Cumulative-Path-Metrics-Based IF HARQ Scheme Using Polar Code

As we know, the successive joint decoding structure is similar to the SC decoding
algorithm. For the SC decoding algorithm, the decoding results of all the previous bits
ûi−1
1 are needed to decode the current bit ûi . For the successive joint decoding structure

of IF HARQ scheme, if the receiver has received k blocks, the decoding results of Ri+1,
Ri+2, …, Rk are needed to decode Ri block.

For theSCLdecoding algorithm, several SCdecoders operate in parallel andmaintain
multiple possible decoding paths at the same time to improve the block error correction
performance. Referring to the idea of the SCL decoding algorithm, the successive joint
decoder can also maintain multiple possible paths at the same time to improve the error
correction performance.

In the successive joint decoding structure, the decoding results of received blocks are
needed to form a decoding path. As the path metrics in the SCL algorithm, we introduce
the cumulative path metrics to indicate the reliability of a decoding path. Let ĉi denote
the SCL decoding results of block Ri, and the list size of ĉi is L. Let ĉi,l be one of
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the decoding results in list, 1�l�I. Let pi be the decoding path set in successive joint
decoding structure after Ri is decoded, the cardinality of pi isM, M�L . Each decoding
path pi,m contains the decoding results of Ri, Ri+1, …, Rk . That is,

pi,m = {
ĉi,li,m , ĉi+1, li+1,m, . . . , ĉk,lk,m

}
, 1�m�M, (8)

where li,m means that for different decoding path and block, the decoding result chosen
by the SCL decoder may be different.

Let pmi,l be the path metrics of decoding result ĉi,l , PMi is the cumulative path
metrics set after Ri is decoded, the cardinality of set PMi isM. We have

PMi,m =
k∑
j=i

pm j,l j,m , 1�m�M. (9)

Let Di denote the decoding output of Ri including the decoding path and the
cumulative path metrics of this path. That is,

Di = {(
pi,1,PMi,1

)
,
(
pi,2,PMi,2

)
, . . . ,

(
pi,M ,PMi,M

)}
. (10)

Let Bi be the decoding buffer for block Ri, and its size is ML.
Without CRC bits in retransmission block, the decoders in successive joint decoding

structure do not output a decoding result but maintainM possible paths to participate in
the subsequent decoding process. Based on this idea, we propose the cumulative-path-
metrics-based IF HARQ scheme using polar code. The logic at transmitter is the same
as the IF HARQ scheme using polar code. The decoding algorithm at the receiver is
summarized in Algorithm 1 as follows.
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Algorithm 1: The decoding algorithm of cumulative-path-metrics-based IF 
HARQ scheme using polar code 
Input: the received block R, the channel state Wr, the maximum retransmission 
time T. 
Output: feedback = union {ACK, NACK}. 
Decoding Procedure
(1) Calculate polar code construction on each sub-channel offline. 

Let RB denote the receiver buffer, c be the received block number. c = 0. 
(2) while true
(3)   Wait for the block to arrive. Receive the block, c = c + 1.
(4)  if c > T + 1
(5)    Maximum retransmission time is exceeded. Current received block 

is the first block of a new round transmission. Empty RB and set c
= 1.

(6)  end if
(7)   Set RB[c] = R, received block goes into the buffer and waits to be

decoded.
(8)  if 
(9)    feedback = NACK. 
(10)  else 
(11)    Initialize , the decoding paths are 

initialized as empty, the cumulative path metrics of each decoding 
path is initialized to be 0.

(12)   for i = c : 1
(13)     for m = 1 : M 
(14)      Choose the decoding path Di+1[m], select correspond

information bits in pi+1,m and set them as frozen bits for 
RB[i] block. Decode RB[i] block. 

(15)     for l = 1 : L 
(16)       . 

(17)       . 

(18)       . 
(19)     end for
(20)    end for
(21)    If i = 1, choose the path with the smallest cumulative path 

metrics from Bi as the decoding result, feedback = ACK.
Otherwise, choose M paths with small cumulative path metrics 
as the decoding results of RB[i] block, and Di = {(pi,1, PMi,1),
…, (pi,M, PMi,M)}. 

(22)   end for
(23)  end if
(24) end while

As shown in the Algorithm 1, the performance degradation is mitigated by
maintaining multiple decoding paths through the successive joint decoding structure.

The computation complexity of cumulative-path-metrics-based IF HARQ scheme
using polar code is O(kMLN logN), and the space complexity is O(kMLN). Hence, the
cumulative-path-metrics-based IF HARQ scheme is too complex to use.
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3.3 Modified Path Splitting Reduced SCL Algorithm

To reduce the complexity of the cumulative-path-metrics-based IF HARQ scheme,
the system should adaptively adjust the number of maintained paths according to the
decoding likelihood ratio, and only maintain those paths with a higher reliability.

In the SCL decoding algorithm, each path will split into two after one information
bit is decoded. When the decoding confidence of an information bit is high enough, the
path does not need to split. Although the hard decision according to the likelihood ratio
is used, the error correction performance of the decoder will not degrade too much. In
[8], a rule for controlling the path splitting in the SCL decoding algorithm is proposed.

Let Pe(ui) denote the decoding error rate of information bit ui. We have

Pe(ui ) = P
(
ûi = ui ⊕ 1

)

=
∑

ui=1
1 ∈x

∑

yN1 ∈Y
P

(
(1 − 2ui )L(ui ) < 0|ûi−1

1 = ui−1
1 , ui , y

N
1

)
(11)

Therefore, 1 – Pe(ui) can be used as a criterion to determine whether the path is split
or not. The value of Pe(ui) can be estimated by Monte-Carlo simulation or Gaussian
approximation algorithm [9]. The rule of path splitting is defined as

ûi =

⎧⎪⎨
⎪⎩

0, Ll(ui ) > log 1−Pe(ui )
Pe(ui )

,

1, Ll(ui ) < − log 1−Pe(ui )
Pe(ui )

,

split, otherwise,

(12)

where Ll(ui) denotes the decoding log-likelihood ratio of ui in the lth path.
The splitting features of the correct decoding path and wrong decoding path are

studied in [8] as following:

(i) If all the decoding results of previous information bits ûi−1
1 are correct, after

decoding ui, this path tends not to split and be retained by the decoder.
(ii) For any error decoding path reached at ui, it tends to split at {i + 1, i + 2, …, N}

indices.

Wemodify the path splitting reduced SCL algorithm in [8], where a threshold for the
number of continuous splits to remove the paths be more possible wrong is introduced.
The modified algorithm is summarized in Algorithm 2 as following.
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Algorithm 2: Modified path splitting reduced SCL algorithm 
Decoding Procedure
(1) Decode the first bit u1 of the block. Initialize continuous non-splitting 

counter , continuous splitting counter . 
(2) For the lth decoding path and current decoding bit ui, if ui is a frozen bit, 

set . If ui is an information bit, and the rule of path splitting is 
not satisfied, directly using hard decision according to the likelihood 
ratio to decode bit ui, update the counter, , 

; Otherwise, split the current path l into two paths  and ,

set , . 
(3) If the number of surviving paths exceeds the upper limit L, delete those 

paths with continuous non-splitting counter less than a threshold value 
. If there is no such path, delete those paths with continuous splitting 

counter greater than another threshold value . If the continuous 

splitting counter of all the surviving paths are greater than or less than 

θ , choose L paths with the highest reliability according to the path 
metrics.

(4) Decode the next bit. If i < N, set i = i + 1, go to step (2). Otherwise, the 
surviving paths are the decoding results. 

Combining the modified path splitting reduced SCL algorithm to the successive joint
decoding structure, not only the computation complexity of each decoding process can
be reduced, but also the error decoding paths of previous decoded block can be filtered
according to the path splitting feature.

For the cumulative-path-metrics-based IFHARQscheme, if the receiver has decoded
block Ri using the modified path splitting reduced SCL algorithm to get p possible
decoding paths, the decoding process for next block Ri–1 is performed by the decoder.
If the number of surviving paths exceeds the upper limit pL, those paths with continuous
non-splitting counter less than a threshold value ω are removed. If there is no path
with continuous non-splitting counter less than a threshold value ω, those paths with
continuous splitting counter greater than another threshold value θ are deleted. If the
continuous splitting counter of all the surviving paths are greater than θ or less than θ ,
pL paths with the highest reliability according to the path metrics are selected.

After the last bit is decoded and the number of surviving paths exceeds M, M paths
with small cumulative path metrics are chosen as the decoding results of Ri–1.

In the best condition, the decoding confidence of each bit is very high, the path split-
ting reduced SCL algorithm turns to the SC decoding algorithm. Hence, the computation
complexity is O(kN logN), and the space complexity is O(kN).

In theworst condition, each path splits after the decoding of information bits, the path
splitting reduced SCL algorithm degenerates to the SCL decoding algorithm. Hence, the
computation complexity is O(kMLN logN), and the space complexity is O(kMLN).

4 Simulation Results

Figure 1 shows the comparison of the error correction performance of the SCL algorithm,
theCRC-aidedSCLalgorithm, thepath splitting reducedSCLalgorithmand themodified
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path splitting reduced SCL algorithm in terms of the block error rate, where N = 256, K
= 128, L = 8, the generator polynomial of CRC bits is g(D)= D24 +D23 + D6 + D5 +
D + 1. From Fig. 1, we observe that given the set value of continuous non-splitting time
threshold ω, as continuous splitting time threshold θ gets larger, the block error rate of
modified path splitting reduced SCL algorithm decreases, and finally converges to the
performance of path splitting reduced SCL algorithm.

Fig. 1. The error correction performance of different decoding algorithms.

Figure 2 shows the comparison of the average number of surviving paths after each
bit is decoded in the SCL algorithm, the path splitting reduced SCL algorithm and the
modified path splitting reduced SCL algorithm, where N = 256, K = 128, L = 8,
and Eb/N0 = 2 dB. The area between each curve and x axis denotes the computation
complexity and space complexity of each algorithm. From Fig. 2, we observe that as
the continuous splitting time threshold θ goes smaller, the average number of surviving
paths decreases. Hence, the computation complexity and space complexity reduce.

Fig. 2. The complexity of different decoding algorithms.
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Two performancemetrics are considered for aHARQ scheme, the system throughput
and the block error rate. The throughput is the ratio of the expected number of information
bits be decoded correctly and the expected number of all the bits be transmitted. For the
IF HARQ scheme, if the receiver decodes the information bits out of k blocks,Rk ,Rk–1,
…, R1, the system throughput can be calculated as

ηt =

k∑
i=1

∣∣AWi

∣∣ − (i − 1)
∣∣AWi−1 − AWi

∣∣

kN

=

k∑
i=1

∣∣Awi

∣∣ − (i − 1)
(∣∣Awi−1

∣∣ − ∣∣Awi

∣∣)

kN

= k
∣∣Awk+1

∣∣
kN

=
∣∣Awk

∣∣
N

, (13)

which is capacity-achieving.
Figures 3 and 4 show the comparison of the system throughput and the block error

rate of the CC HARQ scheme, the IF HARQ scheme, the CRC-aided IF HARQ scheme
and the cumulative-path-metrics-based IF HARQ scheme, where the simulations are
performed over degraded compound channelWc = {W1,W2, …W7}, the sub-channels
are binary input additive white Gaussian noise (BIAWGN), L = 8, and polar code is
constructed under given block error rate and code length, eb and N.

For the CC HARQ scheme and the IF HARQ scheme, the maximum retransmission
time is 6. For the CRC-aided IF HARQ scheme, the generator polynomial of CRC
is g(D) = D24 + D23 + D6 + D5 + D + 1, the maximum retransmission time for
incremental freezing bits is 6, and the maximum retransmission time for CC bits is 1.
For the cumulative-path-metrics-based IF HARQ scheme, the maximum retransmission
time is 6, M = 8, ω = 60, and θ = 40.

The transmission rate of polar codes over sub-channels is listed in Table 1. Here,
the SNR is calculated by Eb/N0 = 1/

(
2CBIAWGNσ 2

)
. Hence, the real SNR for polar

encoded blocks should be lower than the calculated value.

Table 1. The transmission rate of polar codes

SNR (dB) eb = 0.01, N = 1024 eb = 0.1, N = 4096

W7: 0.5 0.4229 0.4878

W6: 1.0 0.5166 0.5815

W5: 1.5 0.5977 0.6614

W4: 2.0 0.6729 0.7312

W3: 2.5 0.7344 0.7878

W2: 3.0 0.7969 0.8428

W1: 3.5 0.8467 0.8862
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FromFigs. 3 and 4,we observe that theCCHARQschemedoes not apply to degraded
compound channel, the system throughput is lower than that of the IF HARQ scheme,
and it has the discontinuous feature. This is because the retransmission blocks in the
CC HARQ scheme is the same as the original transmission block. That is, after the kth

retransmission, the system throughput is
∣∣AW1

∣∣
(k+1)N . The advantages of the CC HARQ are

simple design and low retransmission times.

(a) N = 1024, eb=0.01

(b) N = 4096, eb=0.1 

Fig. 3. The system throughput of different HARQ schemes using polar codes.

The IF HARQ scheme performs better than the CC HARQ using polar codes con-
struction in a low the block error rate, eb. However, the performance of the IF HARQ
scheme degrades as the block error rate goes larger, which is caused by error propagation.

For the CRC-aided IF HARQ scheme, the performance in terms of the error correc-
tion performs the best. It works well under polar code with long block length and high
block error rate. This is because the error propagation problem is resolved by adding



Improved Incremental Freezing HARQ Schemes Using Polar Codes 329

(a) N = 1024, eb=0.01

(b) N = 4096, eb=0.1 

Fig. 4. The system block error rate of different HARQ schemes using polar codes.

extra CRC bits. However, under polar code with short block length and low block error
rate, the reduction of system throughput caused by CRC bits appended in each trans-
mission block cannot be negligible. Moreover, the CRC-aided IF HARQ scheme has a
large decoding delay.

For the cumulative-path-metrics-based IF HARQ scheme, the error propagation
problem is resolved by maintaining several decoding paths among the successive joint
decoding structure. This HARQ scheme performs well under polar code with short
block length and low block error rate. Under polar code with long block length and high
block error rate, the gap of the error correction between the path splitting reduced SCL
algorithm and the CA-SCL algorithm becomes larger. Hence, the system throughput of
cumulative-path-metrics-based IF HARQ scheme is lower than that of CRC-aided IF
HARQ scheme.
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5 Conclusions

In this paper, we investigated the problem of error propagation in the IF HARQ scheme
using polar codes, which results in the performance degradation. We proposed two
improved IFHARQschemes using polar codes, theCRC-aided IFHARQscheme and the
cumulative-path-metrics-based IF HARQ scheme. In the CRC-aided IF HARQ scheme,
the CC HARQ scheme is combined, and the error propagation problem is mitigated by
appending extra CRC bits to each transmission block. In the cumulative-path-metrics-
based IFHARQscheme, the error propagation problem is solved bymaintainingmultiple
decoding paths among the successive joint decoding structure. Simulation results show
that, for the polar code constructed under long block length and high block error rate,
the CRC-aided IF HARQ scheme achieves a higher system throughput. For the polar
code constructed under short block length and low block error rate, the cumulative-path-
metrics-based IF HARQ scheme obtains a higher system throughput. In addition, the
system block error rate of CRC-aided IF HARQ scheme outperforms the cumulative-
path-metrics-based IF HARQ scheme.
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Abstract. Intelligent reflecting surface (IRS) is currently adopted by
massive multiple-input multiple-output (MIMO) systems as a new
expansion scheme. It effectively copes with the increasing cost and energy
consumption. In this paper, we concentrate on an IRS-assisted MIMO
system, in which the base station, IRS and user are all equipped with
multiple antennas. We first give the upper bound of the ergodic capacity
of the system. Then we maximize this upper bound and obtain the sub-
optimal phase shifts of IRS by applying semi-definite relax and Gaussian
random methods. Numerical results shows the advantage of the proposed
solution and the performance increase brought by multiple antennas.

Keywords: Intelligent reflecting surface · Massive multiple-input
multiple-output · Ergodic capacity · Semi-definite relax

1 Introduction

Massive multiple-input multiple-output (MIMO) is an essential and widely used
technology in the fifth-generation (5G) communication system [12]. As the num-
ber of antennas increases, more spatial degrees of freedom can be used to
greatly improve the performance of the communication system [13]. However,
the increasing number of antennas also has an impact on the energy consump-
tion, the overall system complexity as well as the hardware cost [1,13]. Therefore,
energy efficiency and hardware cost need to be addressed in future constructions
of wireless networks [15].
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Intelligent reflecting surface (IRS), also known as large intelligent surface
(LIS), has been introduced to massive MIMO systems as a new expansion scheme
[7]. Specifically, IRS can be treated as a reflection plane composed of a set
of passive components, such as varactor diodes [11] and devices with special
materials [2,8]. Owing to the different electromagnetic and material properties
of the components, the elements of IRS can be controlled by signals to generate
different electromagnetic responses, making it possible to adjust the phase shifts
of the reflected signals.

The IRS-assisted system has large advantages of cost and energy consump-
tion. In addition, IRS is convenient to introduce to the current massive MIMO
systems because it can be easily placed on or removed from various surfaces [14].
By adjusting the phase shifts of the IRS, the signals reflected by IRS can be an
effective link supplement for the system, thus achieving signal power enhance-
ment or interference signals suppression.

Currently, researches have been conducted on the deployment of IRS in actual
scenarios and joint beamforming design. The work led by Xin showed that the
use of IRS can achieve higher spectral space efficiency without any addition pay-
load of the hardware and software at the user by developing an experimental test
platform [17]. The research led by Wu studied an IRS-enhanced point-to-point
multiple-input single-output (MISO) wireless system by jointly optimizing active
transmit beamforming at the base station (BS) and passive reflected beamform-
ing at the IRS [16]. Han obtained a closed form solution of the optimal phase
shifts of a MISO system by introducing a strict approximation of ergodic capac-
ity of IRS-assisted large-scale antenna systems [6]. In the work of Huang, the
transmission power and IRS reflection phase shifts are designed with the aim of
maximizing the achievable rate. Under the same energy consumption, the system
throughput increases a lot compared to the system without IRS [10].

Previous researches also focuses on other aspects such as energy efficiency and
physical layer security. Huang’s work maximized energy and spectral efficiency,
which has large advantages comparing to traditional amplified and forward (AF)
relay [9]. The IRS-assisted system also contributes to physical layer security of
wireless communication systems [3,18], which maximized the safe reception rate.
The introduction of IRS brought more degrees of freedom to solve the problem
of secure transmission in special scenarios.

Existing works mainly focus on the beamforming problem of the IRS-assisted
system with multi-antenna at the BS and IRS, without considering multi-
antenna at the user. In reality, the application of multiple antennas at the user
helps increase the system capacity significantly. In this paper, we consider an
IRS-assisted communication system that the BS, IRS and user all have multiple
antennas. We analyze the upper bound of the ergodic capacity and formulate a
problem of maximizing this upper bound. Considering the problem is not con-
vex and hard to solve, we transform it into a convex semi-definite programming
(SDP) problem by using semi-definite relax (SDR) method. The SDP problem
can be easily solved by the optimization methods such as interior point method.
Gaussian random method is used to decompose the optimal phase shifts of IRS
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from the optimal solution. Through numerical simulation, we prove the advan-
tages of the proposed solution and the result shows additional gains provided by
multi-antenna system.

The rest of this paper is organized as follows, in Sect. 2, the system model is
given, which consists of the channel model and the ergodic capacity. In Sect. 3,
we analyze the upper bound of ergodic capacity and obtain the optimal solution
by solving the problem of maximizing the the upper bound of ergodic capacity.
In Sect. 4, we verify the analysis by numerical simulation. Finally, conclusion is
drawn in Sect. 5.

Notations: Vectors and matrices are denoted by bold lowercase and uppercase
letters, respectively. For a vector v, diag(v) represents a diagonal matrix consists
of corresponding element of v. arg(v) represents the phase vector of v. For a
matrix V, V ∈ C

m×n represents that the row and column of V are m and n.
V � 0 represents V is a semi-definite matrix. VH , rank(V), rvec(V), Vi and
Vij denote the conjugate transpose, rank, row vectorization, the i-th column
and the (i, j)-th element of a general matrix V, respectively. det(S), tr(S) and
S−1 denote the determinant, trace and inverse of a square matrix S, respectively.
IK denotes K-order unit matrix, E{·} denotes the statistical expectation, and
CN (μ, σ2) denotes circular symmetric complex Gaussian distribution with mean
μ and variance σ2.

2 System Model

As shown in Fig. 1, we consider an IRS-assisted downlink MIMO wireless com-
munication system, which consists of a base station (BS) equipped with M
(M = Mr × Mc) antennas and a user equipped with L (L = Lr × Lc) anten-
nas. There is an IRS assisting to transmit information between the BS and the
user, which equipped by N (N = Nr × Nc) reconfigurable reflection elements.
Each element can apply different reflect phase shifts through a controller that
connected to the BS.

We model the multiple antennas as a uniform rectangular array (URA). The
wavelength of transmission signals is λ and the distance of adjacent anten-
nas is d. Then the response of a URA with K (K = Kr × Kc, Kr and Kc

denote the row and column) elements can be denoted by A(x(h), x(v),Kr,Kc) �(
ejφ(x(h), x(v), m, n)

)
m=1,··· ,Kr,n=1,··· ,Kc

∈ C
Kr×Kc , where φ(x(h), x(v), m, n) rep-

resents the phase difference between the (m,n)-th element and the (1, 1)-st
element of the IRS, denoted by

φ(x(h), x(v), m, n) � 2π
d

λ
sin x(v)

(
(m − 1) cos x(h) + (n − 1) sin x(h)

)
, (1)

where x(h) and x(v) represent the horizontal and vertical angle of departure or
arrival (AoD or AoA) of transmission signals, respectively. Denote the response
of the URA as a vector, i.e, a

(
x(h), x(v), Kr, Kc

)
� rvec

(
A(x(h), x(v), Kr, Kc)

)

∈ C
1×K .
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Generally, the IRS is installed on the wall of high buildings. Considering
scattering is often rich, the channel from the BS to the IRS and the channel from
the IRS to the user can be modeled in Rician fading, denoted by Hbi ∈ C

M×N

and Hiu ∈ C
N×L, i.e.,

Hbi =
√

αbi

(√ Kbi

Kbi + 1
H̄bi +

√
1

Kbi + 1
H̃bi

)

, (2)

Hiu =
√

αiu

(√ Kiu

Kiu + 1
H̄iu +

√
1

Kiu + 1
H̃iu

)

, (3)

where Kbi, Kiu denote the Rice factors, αbi, αiu denote the distance-dependent
path losses, H̃bi, H̃iu denote the non-line-of-sight (NLoS) components and each
element of them follows CN (0, 1), H̄bi, H̄iu denote the line-of-sight (LoS) com-
ponents, which can be expressed as

H̄bi = aH
(
γ
(h)
bi , γ

(v)
bi ,Mr,Mc

)
a
(
δ
(h)
bi , δ

(v)
bi , Nr, Nc

)
, (4)

H̄iu = aH
(
γ
(h)
iu , γ

(v)
iu , Nr, Nc

)
a
(
δ
(h)
iu , δ

(v)
iu , Lr, Lc

)
, (5)

where γ
(h)
bi , γ

(v)
bi denote the horizontal AoD and vertical AoD from the BS, δ

(h)
bi ,

δ
(v)
bi denote the horizontal AoA and vertical AoA to the IRS, γ

(h)
iu and γ

(v)
iu

denote the horizontal AoD and vertical AoD from the IRS, δ
(h)
iu and δ

(v)
iu denote

the horizontal AoA and vertical AoA to the user.

Fig. 1. System model

In addition, owing to the distance from the BS to the user is always far, the
LoS may be blocked by obstacles. Thus, the channel between them is modeled
in Rayleigh fading, denoted by Hbu ∈ C

M×L, i.e.,
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Hbu =
√

αbuH̃bi, (6)

where αbu denotes the distance-dependent path loss, H̃bi denotes the NLoS com-
ponents and each element of H̃bi follows CN (0, 1).

Let Θ = (θm,n)m=1,··· ,Nr,n=1,··· ,Nc
∈ C

Nr×Nc , where θm,n denotes the phase
shift of the (m,n)-th element of the IRS. Define Φ � diag(rvec(ejΘ )) ∈ C

N×N .
Thus, the equivalent channel, denoted by H(Φ) ∈ C

M×L, can be expressed as

H(Φ) = HbiΦHiu + Hbu. (7)

For a given MIMO channel, the capacity is given by [4]. Therefore, the ergodic
capacity of the IRS-assisted system can be expressed as

C(Φ) = E
{
log2 det

(
IL + ρHH(Φ)H(Φ)

)}
, (8)

where ρ = SNR
M and SNR denotes the average signal-to-noise ratio (SNR).

3 Ergodic Capacity Analysis and Optimization

In this section, we analyze the ergodic capacity of the system at first. Then we
formulate an optimization problem based on the ergodic capacity and give the
solution.

3.1 Ergodic Capacity Analysis

By applying Jensen Inequality, the upper bound of ergodic capacity of the IRS-
assisted system is given by the following theorem.

Theorem 1.

C(Φ) � log2 det(ρβ1H̄H
iuΦ

HH̄H
biH̄biΦH̄iu

+ ρβ2MH̄H
iuH̄iu + (1 + ρ(β3MN + β4M))IL),

(9)

where
β1 =

αbiαiuKbiKiu

(Kbi + 1)(Kiu + 1)
, β3 =

αbiαiu

Kiu + 1
,

β2 =
αbiαiuKiu

(Kbi + 1)(Kiu + 1)
, β4 = αbu.

(10)

Proof. Owing to IL + ρHH(Φ)H(Φ) is a positive definite matrix, the function
log2 det

(
IL + ρHH(Φ)H(Φ)

)
is concave. According to the Jensen Inequality, we

obtain
C(Φ) � log2 det

(
E

{
IL + ρHH(Φ)H(Φ)

})
. (11)
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Here, E
{
HH(Φ)H(Φ)

}
can be decomposed by

E
{
HH(Φ)H(Φ)

}

=E
{
HH

iuΦ
HHH

biHbiΦHiu

}
+ E

{
HH

buHbu

}

+E
{
HH

iuΦ
HHH

biHbu

}
+ E

{
HH

buHbiΦHiu

}

=E
{
HH

iuΦ
HHH

biHbiΦHiu

}
+ β4MIL.

(12)

And
E

{
HH

iuΦ
HHH

biHbiΦHiu

}

=β1E
{
H̄H

iuΦ
HH̄H

biH̄biΦH̄iu︸ ︷︷ ︸
Z1

}
+ β2E

{
H̄H

iuΦ
HH̃H

biH̃biΦH̄iu︸ ︷︷ ︸
Z2

}

+
αbiαiuKbi

(Kbi + 1)(Kiu + 1)
E

{
H̃H

iuΦ
HH̄H

biH̄biΦH̃iu︸ ︷︷ ︸
Z3

}

+
αbiαiu

(Kbi + 1)(Kiu + 1)
E

{
H̃H

iuΦ
HH̃H

biH̃biΦH̃iu︸ ︷︷ ︸
Z4

}
,

(13)

where

E {Z1} = H̄H
iuΦ

HH̄H
biH̄biΦH̄iu, (14)

E {Z2} = H̄H
iuΦ

H
E{H̃H

biH̃bi}ΦH̄iu = MH̄H
iuH̄iu, (15)

E {Z3} = MNIL, (16)

E {Z4} = E{H̃H
iuΦ

H
E{H̃H

biH̃bi}ΦH̃iu} = MNIL. (17)

Here, (16) holds is owing to each non-diagonal element of Z3 exists Gaussian
variables with zero mean. In the end, substituting the results of each part into
the original formula, we obtain the final result.

Theorem 1 indicates that the upper bound of ergodic capacity is just related
to the matrix H̄H

iuΦ
HH̄H

biH̄biΦH̄iu. When applying suitable phase shifts of the
IRS, the upper bound of ergodic capacity is also influenced by the distance-
dependent path losses and Rician factors.

3.2 Problem Formulation

In this subsection, in order to obtain the optimal phase shifts of the IRS, we
formulate an optimization problem (P1) which maximizes the upper bound of
ergodic capacity. It is expressed as

(P1) : max
Φ

log2 det(ρβ1H̄H
iuΦ

HH̄H
biH̄biΦH̄iu

+ ρβ2MH̄H
iuH̄iu + (1 + ρ(β3MN + β4M))IL)

s.t. θm,n ∈ [0, 2π),m = 1, · · · , Nr, n = 1, · · · , Nc.

(18)
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The function log2 det(A) is concave when A is a positive definite matrix,
and the matrix in the object function is positive definite. However, the object
function is not concave with respect to Φ. In addition, the constraint of (P1) is
equivalent to |Φm,n| = 1, which is not convex. Thus, it’s not easy to obtain an
great solution of this problem.

3.3 Solution

In this subsection, we apply SDR to transport (P1) into a convex problem to
solve. At first, we introduce a matrix variable Y = H̄H

iuΦ
HH̄H

biH̄biΦH̄iu. Sec-
ondly, we denote H̄iu as a block matrix H̄iu = [H̄1

iu, . . . , H̄L
iu]. Thirdly, we define

Rj � H̄bidiag(H̄j
iu) ∈ C

M×N and w � rvec(ejΘ ) ∈ C
1×N . Thus, we obtain

H̄biΦH̄iu =
[
R1wH R2wH · · · RLwH

]
, (19)

and

Y =

⎡

⎢
⎢
⎢
⎣

wRH
1 R1wH wRH

1 R2wH · · · wRH
1 RLwH

wRH
2 R1wH wRH

2 R2wH · · · wRH
2 RLwH

...
...

. . .
...

wRH
L R1wH wRH

L R2wH · · · wRH
L RLwH

⎤

⎥
⎥
⎥
⎦

. (20)

At last, we introduce an hermitian semi-definite matrix W = wHw ∈ C
N×N ,

which satisfies rank(W) = 1 and Wii = 1, i = 1, · · · , N . Thus,

Yij = tr(wRH
i RjwH) = tr(RH

i RjwHw)

= tr(RH
i RjW), i, j = 1, · · · , L.

(21)

In summary, we relax the constraint rank(W) = 1 and transport (P1) into
the following problem (P2)

(P2) : max
W,Y

log2 det(ρβ1Y + ρβ2MH̄H
iuH̄iu

+ (1 + ρ(β3MN + β4M))IL)

s.t. Y =

⎡

⎢
⎣

tr(RH
1 R1W) · · · tr(RH

1 RLW)
...

. . .
...

tr(RH
L R1W) · · · tr(RH

L RLW)

⎤

⎥
⎦ ,

W � 0,

Wii = 1, i = 1, · · · , L.

(22)

The problem (P2) is a convex semi-definite program (SDP) problem, we can
obtain the optimal solution easily by some convex optimization toolboxes such as
CVX [5]. By solving (P2), the optimal solution is about W, then we decompose
the optimal w from the optimal W.

Actually, it is easy to obtain the optimal w when the optimal W satisfies
rank(W) = 1. If rank(W) �= 1, the optimal solution of problem (P2) is just an
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upper bound of the original problem. At this situation, we can obtain the sub-
optimal solution by Gaussian random method. At first, the eigenvalue decom-
position of W can be denoted as W = UΣUH , where Σ ∈ C

N×N is a diagonal
matrix consists of the eigenvalues of W and U ∈ C

N×N is composed of the
corresponding eigenvectors. Secondly, by generating a random vector r ∈ C

1×N

whose elements follow CN (0, 1), we obtain a sub-optimal solution w = rΣ
1
2 UH .

At last, we can choose the best solution by repeating the previous step for a
certain number of times. The process of obtaining the optimal w is show in
Algorithm 1.

Algorithm 1. optimal w
initialization set system parameters

1: obtain the optimal W by solving Problem (P2)
2: if rank(W) = 1 then
3: decomposition: W = wHw

4: if rank(W) �= 1 then
5: eigenvalue decomposition: W = UΣUH

6: repeat
7: generate a Gaussian random vector r

8: obtain a sub-optimal solution: w = rΣ
1
2 UH

9: until a certain number of times
10: choose a w satisfies that the value of Problem (P1) is the biggest

return w

4 Numerical Result

In this section, the numerical results are given to verify the above theoretical
derivation and show the performance of the solution we proposed.

At first, we build an geometric model to describe the positional relationship
of the BS, IRS and user in the system, which is shown in Fig. 2. The antennas
of the BS and IRS are placed on the high buildings, and the distance between
them is denoted by dbi. The user is on the ground, and the distances to the BS
are denoted by dx and dy, respectively. Thus, the distances from the BS and

IRS to the user are denoted by dbu =
√

d2x + d2y and diu =
√

(dbi − dx)2 + d2y,
respectively.

In addition, the distance-dependent path loss is given by

α = α0

(
d

d0

)−η

, (23)

where η denotes the fading factor and α0 denotes the relative power at the
distance of d0. Thus, the corresponding power at the distance of d is α. In the
simulation, the main parameters are set in Table 1.
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Fig. 2. Simulation model

Table 1. Simulation parameters.

BS antennas (Mr × Mc) 4 × 8 IRS elements (Nr × Nc) 8 × 8

Rician factor (Kbi) 1 Rician factor (Kiu) 1

Vertical AoD (δ
(v)
bi ) 90◦ Vertical AoA (γ

(v)
bi ) 90◦

Vertical AoD (δ
(v)
iu ) 45◦ Vertical AoA (γ

(v)
iu ) 45◦

Horizontal AoD (δ
(h)
bi ) 90◦ Horizontal AoA (γ

(h)
bi ) 90◦

Horizontal AoD (δ
(h)
iu ) arccos

dy
diu

Horizontal AoA (γ
(h)
iu ) arcsin

dy
diu

Distance (dbi) 100m Distance (dy) 20 m

Path loss (α0) −10 dB Distance (d0) 100 m

Fading factor (η) 2 SNR 20 dB

4.1 Ergodic Capacity

In this subsection, We apply the optimal solution to compare the upper bound
of ergodic capacity of the system with 1000000 times Monte Carlo results. The
result is shown in Fig. 3, dx changes with the user’s movement in the horizontal
direction. Thus, the distance-dependent path loss changes accordingly.

We set L = 1(1 × 1), L = 2(1 × 2) and L = 3(1 × 3) respectively to show the
gap. When L = 1, the two curves are very close. And the gap enlarges as the
number of user’s antennas L increases. It is worth noticing that the gap stays
unchanged as dx varies. Thus, we can obtain better solution by optimizing the
upper bound of the ergodic capacity of the system.

4.2 Optimal Solution

In this subsection, we set a few groups of phase shifts to compare with each
other and verify the advantage of our proposed solution. The results are shown
in Figs. 4 and 5, we consider two situations where L = 2(1×2) and L = 3(1×3).
The performances of applying random phase shifts and optimal phase shifts are
shown. Here the results of applying random phase shifts are obtained by choosing
the best performance of 10000 types results with different random phase shifts.
In addition, the performance without IRS is also shown as a baseline.
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Fig. 3. Upper bound of ergodic capacity and Monte Carlo results
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Fig. 4. Performance of optimal solution with dx

From Figs. 4 and 5, we see that the performance of the IRS-assisted system is
significantly better than the system without IRS. The 10000 results with random
phase shifts can not achieve the performance of applying optimal phase shifts.
The ergodic capacity decreases with the increase of dx, due to that the power
attenuation intensifies as the distance between the BS and the user grows. On
the contrary, the ergodic capacity of the IRS-assisted system increases, due to
that IRS provides more signal energy gains. Besides, the gap between random
phase shifts and optimal phase shifts enlarges as N increases, indicating that
applying optimal phase shifts is significant when N is relatively large.
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Fig. 5. Performance of optimal solution with N

4.3 Performance of Multiple Receive Antennas

In this subsection, we show the performance gains provided by multiple antennas.
We apply the optimal phase shifts of IRS and compare the performance with
different receive antennas.
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Fig. 6. Performance of multiple receive antennas with dx

The result is shown in Figs. 6 and 7, we set L = 1(1 × 1), L = 2(1 × 2),
L = 3(1 × 3) and L = 4(2 × 2), respectively. It is obviously that the ergodic
capacity grows a lot as the receive antennas L increases. Therefore, applying
multi-antenna at the user helps improve the signal quality of the IRS-assisted
system. In addition, with the increase of N, the performance advantages of system
are more significant.
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Fig. 7. Performance of multiple receive antennas with N

5 Conclusion

In this paper, we analyze the ergodic capacity of the IRS-assisted MIMO wire-
less communication system. We give the upper bound of ergodic capacity and
maximize it to obtain the optimal phase shifts of IRS. We apply SDR method
to transform the original problem into a convex SDP problem and solve it by
CVX. By applying Gaussian random method, we decompose the optimal or sub-
optimal phase shifts from the optimal solution. At last, we show the advantages
of our proposed solution and the performance gains provided by multiple anten-
nas through the numerical simulation.
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Abstract. In this paper, we study an unmanned aerial vehicle (UAV)
assisted Fog-RAN network where an UAV perform as mobile remote
radio head (RRH) to help base station forwards signals to the multi-
ple users in the downlink transmissions, and a dedicated ground station
(GS) acts as baseband unit (BBU) pool. To achieve fairness among users,
we minimize the maximum transmission delay for all terrestrial users
in downlink communication by jointly optimizing the user scheduling
and the UAVs trajectory. Since the formulation problem is an integer
non-convex optimization problem, we propose an effective iterative algo-
rithm to find efficient solutions by using Majorize Minimization (MM)
algorithm. We also confirm the convergence of our proposed algorithm.
Numerical results indicate that the proposed algorithm can significantly
reduces transmission delay compared to circular trajectories and fixed
base station solutions.

Keywords: UAV communications · Delay minimization · Trajectory
design

1 Introduction

With high mobility ability, unmanned aerial vehicle (UAV) wireless communica-
tion can fully exploit this potential to more efficiently communicate with terres-
trial users. The communication assistance of UAV can significantly reduce the
delay between the core network and the ground user comparing with traditional
small-cell technology [1]. A large amount of research work has been devoted to
studies of UAV-assisted communication. Among them, most researchers focused
on optimizing the transmit power and trajectory of the UAV to improve the per-
formance. For example, the authors in [2] describe an UAV wireless network in
which a UAV is used to act as airborne mobile base stations to serve some users
on the ground, and the objective is to maximize throughput of all ground users
by jointly optimizing the UAV trajectories and user scheduling. Wireless commu-
nication using UAVs has become an attractive technology for many applications

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020

Published by Springer Nature Switzerland AG 2020. All Rights Reserved

H. Gao et al. (Eds.): ChinaCom 2019, LNICST 312, pp. 344–355, 2020.

https://doi.org/10.1007/978-3-030-41114-5_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41114-5_26&domain=pdf
https://doi.org/10.1007/978-3-030-41114-5_26


Trajectory Optimization for UAV Assisted Fog-RAN Network 345

in the future wireless systems. However, the limited durability of drones greatly
hampers the practical implementation of drone communications. To overcome
the limited durability of UAVs, the authors in [3] propose a new UAV communi-
cation solution that address durability issues by using active caching at the user.
Besides, the uplink transmission energy of the ground terminal and propulsion
energy of the UAV trade-off via trajectory design is considered in [4]. Regarding
the backhaul link between the UAV and the core network, the researchers mainly
optimize the UAV antenna transmit power and core network layout to achieve
UAV backhaul performance optimization. Unmanned aerial vehicles (UAVs) are
considered as wireless access points for services in commercial operating net-
works. The author models the drone in [5], which operates at a certain height
on the ground to provide wireless service in the coverage area covered by its
directional antenna, while the drone uses the existing ground base station net-
work performs wireless backhaul. The formula for successfully establishing the
probability of a backhaul and the expected data rate on the backhaul link are
derived in [6].

The previous studies show the performance optimization of the UAV commu-
nication network. However, most of them focus on the communication between
the user and the UAV. In the upcoming 5G, Fog-RAN network architecture has
become one of promising solutions to reduce the transmission delay by intro-
ducing edge computing and edge caching. In this study, we intend to combine
the advantages of UAV assisted communication and Fog-RAN by proposing a
UAV assisted Fog-RAN network [7]. Specifically, we assume that an UAV are
deployed as mobile remote radio head (RRH) to provide wireless connectivity,
and a dedicated ground station (GS) acts as baseband unit (BBU) pool. Our
aim is to improve the performance of this communication network by optimizing
the UAV’s trajectory.

In specific, in the considered UAV assisted Fog-RAN network, we assume that
an UAV are deployed as RRH to provide wireless connectivity, and a dedicated
GS acts as BBU pool as mentioned in [5]. Compared to previous research, this
paper firstly considers deploying UAV in Fog-RAN network. To achieve fairness
among users, we minimize the maximum transmission delay by optimizing the
multiuser communication scheduling, the UAVs trajectory at GS. This optimiza-
tion problem has not been studied in the previous literature according to the
author’s knowledge. As the problem is the non-convex optimization problem, we
propose an the efficient iterative algorithm to solve it. In particular, we apply the
block coordinate descent method to divide the problem into two sub-questions.
The UAV trajectory optimization problem with fixed user scheduling is hard to
solve due to its non-convexity. Therefore, we apply the Majorize-Minimization
algorithm [8] to replace the concave part of the objective function with its first-
order Taylor expansion. Through multiple iterations, the solution that is closer
to the optimal solution of the objective function can be obtained. By relaxing
the binary variables for multiuser communication schedule into continuous vari-
ables, the user scheduling problem with fixed UAV trajectory becomes an linear
programming (LP) problem. Through formula derivation, we also confirm the
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convergence of our proposed algorithm. Numerical results demonstrate that the
proposed algorithm is able to significantly reduces transmission delay compared
to circular trajectories and fixed base station solutions.

The rest of this article is explained below. Section 2 introduces the drone
communication model and problem description. In Sect. 3, by using block coor-
dinate descent method and Majorize-Minimization (MM) algorithm, we propose
an iterative algorithm based on UAV delay optimization. In Sect. 4, the conver-
gence performance of the proposed algorithm is verified. Section 5 presents the
performance of the newly proposed algorithm can be proved based on numerical
results. In the end, we summarize the article in Sect. 6.

Fig. 1. An UAV assisted Fog-RAN network.

2 System Model and Problem Formulation

2.1 System Model

As shown in Fig. 1, the considered UAV assisted Fog-RAN network consists of
the UAV deployed as mobile RRH to serve a set of K ground users (GUs), and
GS acts as BBU pool. The level position of GU k is denoted as wk ∈ R

2×1, k ∈ K.
The level position of GS is denoted as wS ∈ R

2×1 and the dedicated GS height is
h. Assume that all UAVs share the common frequency band for each successive
period of duration T > 0 s. All drones are flying at a fixed ground level for H and
the level location of UAV at instant t is denoted by q(t) = [x(t), y(t)]T ∈ R

2×1

with 0 ≤ t ≤ T . For convenience of explanation, the period T is discretized
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into N equal time slots with each be τ = T
N . We assume that the UAV needs

to return to its initial position at the end of each period T . The trajectories of
the UAV are also limited by the maximum speed. In total, the UAV trajectories
need to meet the following constraints

q[1] = q[N ],∀m, (1)

‖q[n + 1] − q[n]‖2 ≤ V 2
mτ2, n = 1, ... , N − 1. (2)

The distance from the UAV to user k in time slot n is

dk[n] =
√

‖q[n] − wk‖2 + H2. (3)

The distance from the UAV to GS in time slot n can be expressed as

d[n] =
√

‖q[n] − wS‖2 + (H − h)2. (4)

We assume that the small-scale fading of the links from the UAV to the ground
users follows Rayleigh fading. Then, the signal to noise ratio (SNR) of the link
between the UAV to user k during slot n can be expressed as

rk[n] =
Pugk[n]A0dk[n]−αu

N0
, (5)

where Pu denotes the UAV transmit power, N0 is the noise power, gk[n] cor-
responds to the small-scale fading and gk[n] ∼ exp(1), A0 is a constant, and
αu is path loss exponent. We suppose that each user is served by at most one
UAV per time slot. We use a binary variable αk[n] ∈ {0, 1}, to indicate the fact
whether the UAV serves user k in time slot n. This yields the following con-
straints, αk,m[n] ≤ 1,∀k,

∑K
k=1 αk[n] ≤ 1 and αk[n] ∈ {0, 1},∀k. We mainly aim

to improve the transmission reliability, and the transmission reliability is the
probability that the signal receiver’s SNR is greater than or equal to the preset
SNR threshold β. The successful transmission probability of the UAV and the
user k during slot n is given by

Pk[n]s = Pr

{
gk[n] ≥ βuN0

PuA0dk[n]−αu

}

= exp
(

− βuN0

PuA0dk[n]−αu

)
.

(6)

The same procedure may be easily adapted to obtain the successful transmission
probability of the GS and the UAV communication given by

P [n]s = Pr

{
g[n] ≥ βSN0

PSA0d[n]−αS

}

= exp
(

− βSN0

PSA0d[n]−αS

)
.

(7)

We assume the size of each of the I files is X bit. Suppose each file is divided
into Y = X/Rp packets, where Rp represents the packet size (in bits). We also
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assume that random linear code [9] is used for each file and a file can be recovered
from any Yp = (1 + ε)Y coded packets, where ε � 1 is the coding overhead.
GU k should at least receive the Y encoded packet successfully if it wants to
recover the file. We define Tfi

as the time required for packet transmission so
that on average Y packets are received by GU k during slot n. Otherwise, the
UAV can retrieve file fi from the GS with each transmitted packet having success
probability P [n]s (transmission duration of one packet is tp). In conclude, file
fi costs time of required packet transmission between the UAV and the GU k
during slot n is given by

Tfi
= Y

Pk[n]s
tp + Y

Pk[n]sP [n]s tp. (8)

We define Tk as the average time required for serving one file request for the GU
k, which is given by

Tk =
1
N

I∑

i=1

ai

N∑

n=1

αk[n](
Y

Pk[n]s
tp +

Y

Pk[n]sP [n]s
tp),∀k. (9)

2.2 Problem Formulation

By assuming that the locations of the GUS and the dedicated GS are known,
the optimization problem is formulated as

min
q,α

max
k∈K

Tk

s.t. αk[n] = 1,∀k (10a)
K∑

k=1

αk[n] = 1 (10b)

αk ∈ (0, 1),∀k (10c)
‖q[n+ 1] − q[n]‖2 ≤ V 2

mτ2, n= 1, ... , N − 1 (10d)
q[1] = q[N ]. (10e)

3 Proposed Solution

The formulated problem is divided into two sub-questions. The UAV trajec-
tory optimization problem with fixed user scheduling is hard to solve due to
its non-convexity. Therefore, we apply the Majorize-Minimization algorithm [8]
to replace the concave part of the objective function with its first-order Taylor
expansion. Through multiple iterations, the solution that is closer to the optimal
solution of the objective function can be obtained. By relaxing the binary vari-
ables for multiuser communication schedule into continuous variables, the user
scheduling problem with fixed UAV trajectory becomes an LP problem.
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3.1 UAV Trajectory Optimization

Define μ is max
k∈K

Tk, for given user scheduling, the UAV trajectory of problem

can be expressed as

min
μ,q[n]

μ

‖q[n + 1] − q[n]‖2 ≤ V 2
mτ2, n = 1, .., N − 1 (11a)

q[1] = q[N ] (11b)
Tk ≤ μ.∀k. (11c)

Note that due to the non-convex constraints (11c) respect to q[n], the problem
(11) is not a convex minimization problem. In general, there is no efficient way to
obtain the optimal solution. To tackle the non-convexity of (11c), the Majorize-
Minimization algorithm can be applied. Under the given conditions, the original
function is approximated as a more manageable function. Specifically, define
qr[n] as the UAV trajectory in the r-th iteration. According to prior knowledge,
any convex function is globally delimited by its first-order Taylor expansion at
any point. Based on this, we get the following lower bound of Tk[n] in r iterations

Tk[n] =
Y

Pk[n]sP [n]s
tp

≥ Ar
k[n](q[n] − q[n]r) + Bk[n] = T̂k[n],

(12)

where Ar
k[n] and Br

k[n] are constants which can be written as

Ar
k[n] = Y exp

(
βuN0

PuA0dr
k[n]−αu

+
βSN0

PSA0 dr[n]−αS

)
tp

(
2βu N0 (qr[n] − wk)T

PuA0
+

2βS N0 ( qr[n] − w0)T

PS A0

)
.∀ k,n,

(13)

Br
k[n] = Y exp

(
βuN0

PuA0dr
k[n]−αu

+
βSN0

PSA0dr[n]−αS

)
tp.∀k, n. (14)

To this end, Tk in constraints (11c) are transformed into

Tk =
1
N

I∑

i=1

ai

N∑

n=1

αk[n][
Y

Pk[n]s
tp + Tk[n]] ≤ μ.∀k. (15)

Problem (11) is converted to the following question

min
μ,q[n]

μ

‖q[n +1] − q[n]‖2 ≤ V 2
mτ2, n = 1, .., N − 1 (16a)

q[1] = q[N ] (16b)
1
N

∑I
i=1 ai

∑N
n=1 αk[n][ Y

Pk[n]s
tp + T̂k[n]] ≤ μ.∀k. (16c)
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Since the right side of the constraint (16c) is convex for qr[n], (16c) becomes con-
vex constraint. Furthermore, (16a) are convex quadratic constraints and (16b)
is a linear constraint. Therefore, the problem (16) is a convex problem that can
be solved by CVX.

3.2 User Scheduling Optimization

For a given drone trajectory, the user-scheduled optimization variables are
binary. We relax the binary variables in (10d) as continuous variables, the user
scheduling of problem (10) can be solved by optimizing the following issues

min
μ,αk[n]

μ

s.t. Tk ≤ μ.∀k (17a)
∑K

k=1 αk[n] = 1,∀n (17b)
0 ≤ αk[n] ≤ 1,∀k, n. (17c)

Since the problem (17) is a standard LP, existing optimization tools can effec-
tively solve this problem. With the obtained continuous-value solution, the
binary solution needs to be refactored. Here, we simply assume αk[n] = [αk[n]] =
0 if 0 < αk[n] < 0.5. Otherwise, αk[n] = [αk[n]] = 1.

4 Convergence Analysis

Based on the solutions obtained from the previous two problems, we propose a
global iterative algorithm for the problem (10) by applying the block coordinate
descent method. Then, by solving problems (17), and (11) respectively, while
keeping the other variable blocks fixed, the UAV trajectory, and user scheduling
are alternately optimized. In summary, we obtain Algorithm 1 by combining the
solutions of three subproblems. When given user scheduling, the algorithm of
UAV trajectory problem are summarized in Algorithm 2. We next demonstrate
the convergence of Algorithm1. In step 4 of Algorithm 1, we obtain the optimal
solution for (17) for a given qr[n]. The problem follows that

μ {αr+1
k [n], qr[n]}≥μ {αr

k[n], qr[n]}. (18)

For given qr[n], αr+1
k [n] in step 5 of Algorithm 1, we obtain the approximately

optimal solution for (11) and we have

μ{αr+1
k [n], qr[n]} (a)

= μt{αr+1
k [n], qr[n]}

b)

≥ μt{αr+1
k [n], qr+1[n]}

(c)

≥ μ {αr+1
k [n], qr+1[n]},

(19)
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Where equation (a) holds because the first-order Taylor in (12) expands
at the given point qr[n]. This means that problem (16) has the same target
value as the problem (11). Equation (b) holds, because we obtained the optimal
solution for (16) in step 6 of Algorithm 1. Equation (c) holds, because the optimal
value calculated in the problem (16) is the upper bound of the problem (11). In
summary, we obtain

μ{αr
k[n], qr[n]} ≥ μ{αr+1

k, [n], qr+1[n]}. (20)

Equation (20) indicates that the objective value of the problem (10) after
each iteration of Algorithm 1 is non-increasing. On the other hand, the objective
function must have a lower bound, for example 0. Therefore, we claim that
Algorithm 1 converges to at least the local optimal solution.

Algorithm 1: Block coordinate descent algorithm for problem (10)
Input : The objective value μr+1;
Output: The optimal solution as {qr,αr};

1 Initialize b0n[i] and q0[n]. Let r = 0;
2 Set the convergence threshold δ1;
3 repeat
4 Optimize problem (17) for given qr[n], and the solution is expressed as

αr+1
k [n];

5 Optimize problem (11) for given {qr[n], αr+1
k [n]} and the solution is

expressed as qr+1[n];
6 Update r = r + 1;

7 until |μr+1 − μr| < δ1;

5 Simulation Results

In the following, we present some simulations to verify the effectiveness of the
algorithm in this work. The basic simulation parameters are listed in Table 1. We

Algorithm 2: Majorization-Minimization Algorithm for problem (11)
Input : The objective value (μr)i+1;
Output: The optimal trajectory as qr[n];

1 Solve problem (11), initialize the UAV trajectory (qr[n])0 ;
2 Set the SNR requirements β;
3 Set the convergence limit δ2;
4 repeat
5 Solve problem (11), and denote the optimal solution as (qr[n])i+1;

6 until |(μr)i+1 − (μr)i| < δ2;
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Table 1. Simulation parameters

Parameter Value Description

Y 100 Coded packets of each of the I files

H 100m UAV flight altitude

h 50m GS height

Vm 50m/s The maximum UAV speed

Pu 0.5 W The UAV transmit power

PS 5W The GS transmit power

tp 1ms Transmission duration of one packet

βu, βS 3 dB SNR threshold

A0 −15 dB Path loss constant

N0 −50 dBm Noise power

αu, αS 3 dB Path loss exponent

consider a set of 6 GU and a dedicated GS wireless systems. They are randomly
and evenly distributed in a 2D area of 1.5×1.5 km2. Figure 2 shows the optimized
trajectory of Algorithm 1 solved at different times T . According to the trajectory
diagram Fig. 2, as the cycle T increases, the drone uses its maneuverability to
modify its trajectory to bring it closer to GUS. When T = 210 s, the UAV
remains stationary for a period of time at the apex of the trajectory, flying at
maximum speed between the vertices of the trajectory. When T = 30 and 90 s,
the UAVs fly at maximum speed Vm so as to be as close as possible to each user
in each period T to obtain higher communication quality.

In Fig. 3, we show that Algorithm 1 can finally converge when T = 90s.
According to Fig. 3, the minimized maximum delay of the proposed algorithm
is rapidly reduced as the number of iterations increases. After about 20 iterations,
the algorithm finally converges. In Fig. 4, we consider the scenario of using single
UAVs; (1) Static UAV, where each UAV is placed in the geometric center of
the ground users position and GS position; (2) Simple circular trajectory, With
the geometric center position of the user and GS position as the center; (3)
Optimized trajectory, obtained by Algorithm 1. Compared the performance of
three different scenarios in Fig. 4, the benefits of the proposed trajectory are
fully demonstrated. For optimized trajectories with large periods T , the UAV can
provide higher quality communication for the ground users, and the transmission
delay will be smaller.



Trajectory Optimization for UAV Assisted Fog-RAN Network 353

-1500 -1000 -500 0 500 1000 1500
x(m)

-1500

-1000

-500

0

500

1000

1500

y(
m

)

GS
GU1
GU2
GU3
GU4
GU5
GU6
T=30s
T=90s
T=210s

Fig. 2. The optimized trajectory of Algorithm 1 solved at different times T .

0 2 4 6 8 10 12 14 16 18 20
Iteration number

23

23.5

24

24.5

25

25.5

26

26.5

27

Fig. 3. Convergence performance of the Algorithm 1.
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Fig. 4. Min-max delay with different trajectory designs as a function of period T .

6 Conclusions

Reducing transmission delay is one of the main challenges in UAV-enabled com-
munication research. To achieve fairness among users, we minimize the maximum
delay by jointly optimizing the UAVs trajectory and communication schedul-
ing. The simulation results show that the algorithm can significantly reduce the
total transmission delay of multi-UAV networks. We found a fundamental trade-
off between the total transmission delay of multi-UAV communication network
model and the UAV flight period T. In the future work, we consider the scenario
of using a single UAV, and designing a new scheme caching at the UAV. We aim
to improve the performance of this communication network by optimizing the
UAVs trajectory and caching design.
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Abstract. Due to the characteristics of low latency and proximity dis-
covery, D2D communication is considered to have an inherent advantage
in supporting Internet-of-Vehicles (IoV) service. In this paper, consider-
ing that vehicular users can detect neighbor nodes in adjacent areas
which are able to maintain high reliable communication with them-
selves, a novel design of D2D-Clustering algorithm is proposed in order
to improve the QoS of users. The algorithm uses undirected graph to
describe the neighborhood relationship between users. And the undi-
rected graph is continuously simplified by multi-round traversal of vehic-
ular users until user clustering is completed. Simulation results prove the
validity of the proposed algorithm, pointing out that it helps reduce the
energy consumption of the whole system.

Keywords: Internet-of-Vehicles · D2D communication · Clustering ·
Neighbor detection · Undirected graph

1 Introduction

Intelligent Transportation System (ITS) provides support for various kinds of
applications for IoV, making modern transportation much more efficient [1].
However, with the massive access of intelligent devices, mobile communication
traffic is increasing rapidly, which brings huge burden to cellular network. 3GPP
proposed Device-to-Device (D2D) communication technology in LTE Release 12.
Due to the way of short-distance direct communication, D2D Technology has less
energy consumption and lower transmission latency, solving the contradiction
between throughput and reliability in traditional cellular network. It has been
considered as a promising candidate technology to support vehicle-to-everything
(V2X) services. D2D based V2X enables vehicles to quickly exchange information
with adjacent vehicles, pedestrians, road-side units [2], etc. It is an excellent
solution to improve the quality of service for IoV users.

In many scenarios, base stations need to continuously broadcast the same or
similar content due to the common interests from a large number of users, such
as a crowded concert or stadium. These services generate a rather steady load
at the physical layer. In other words, base stations will need to send small-scale
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data packets to most of the users in the cell periodically. The same is true for
many V2X services, such as road condition update service and traffic accident
broadcasting. Beacons which are used to mark specific events need to be peri-
odically transmitted in a reliable way [3]. Thus, it is very important to design
a good multicast scheme for this kind of service. In [4], the author put forward
the concept of D2D multicast communication. Through D2D multicast commu-
nication, user can share information data to its multiple neighbors using the
proximity relationship of user equipment’s location. Therefore, the introduction
of D2D multicast technology helps expand the coverage of multicast services and
share common content between users, reducing the load of base stations.

For the scenarios with periodic transmission opportunities at the physical
layer, a persistent resource scheduling scheme LDRAS is proposed in [3]. LDRAS
divided each cell sector into several spatially disjoint regions, where in which
region a fixed but different set of RBs is preserved for D2D users and cellular
users (C-UE). The resource scheduling is mainly dependent on the current loca-
tion of users. Besides, in order to limit the interference of D2D transmission
to conventional cellular users, C-UE region must be far enough separated from
D2D region when they share the same set of RBs.

Considering that mobile devices with interest in the same content in the
network can be grouped into a cluster under the existing system framework,
the introduction of D2D clustering is a great promotion to improve system per-
formance. In [5], Peng et al. proposed a cooperative communication scheme, in
which base station and D2D transmitters were in charge of two-round broadcast-
ing, respectively. Thus, the QoS of mobile video service of cell-edge users can
be improved. The researches in [4] and [6] focused on how to determine whether
user devices should work under D2D multicast communication mode or cellu-
lar communication mode, and the mode switching conditions. In [7], Koskela
et al. derived the mathematical solution equation for assigning optimal commu-
nication mode for devices by introducing the concept of clustering with mode
switching. It was pointed out that the system performance in the optimal com-
munication mode is related to degree of separation of cluster members. On the
other hand, the researches in [8] and [9] focused on D2D user clustering algo-
rithm. A D2D multicast cluster head selection strategy was presented in [8],
which can improve the system throughput and reduce the transmission delay. In
[9], Zhu et al. proposed a multicast clustering algorithm for multi-hop commu-
nication by introducing cluster head node selection criteria and cluster member
reassignment mechanism, efficient intra-group content sharing is achieved and
transmission latency is reduced. In [10], a heuristic framework for clustering
LTE-D2D devices for group D2D communication was presented. The channel
states between users and the residual energy of nodes were mainly considered.
However, cluster member assigning mechanism was rather complex.

Many features have been taken into consideration in those researches above,
such as multi-hop, multi-mode, buffer-aided and multi-round-cooperation. How-
ever, there are still few user clustering schemes serving for efficient D2D mul-
ticast communication. Moreover, these existing clustering schemes in related
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researches do not make full use of the neighborhood relationship between cell
users. The principle of opportunism is not followed in the selection of cluster
heads. Inspired by the above issues, a novel Undirected Graph Simplification
based Clustering (UGSC) algorithm for group D2D communication is proposed
in this paper. Channel condition between users is considered as the most critical
factor for clustering. After neighbor discovery, user equipments (UEs) update
the list of its strong neighbor nodes (SNN) to the evolved Node B (eNB), which
controls the D2D clustering. The proposed algorithm creatively uses an undi-
rected graph to describe the neighborhood relationship between user devices in
a cell. The undirected graph is continuously simplified in an iterative manner.
Finally, D2D clustering of all user devices is completed to serve the subsequent
D2D multicast communication.

The rest of this paper is organized as follows. In Sect. 2, the scenario descrip-
tion and neighbor detection mechanism are given. In Sect. 3, we present the
basic principles and procedures of the UGSC algorithm. Simulation results and
analysis are provided in Sect. 4. Finally, conclusions are drawn in Sect. 5.

2 System Model

2.1 Scenario Description

We consider a single-cell scenario as shown in Fig. 1, where there are M vehicular-
user equipments (V-UEs) running V2V applications. Each V-UE is equipped
with one antenna. Ui denotes the ith V-UE. hij represents the channel coefficient
between Ui and Uj . Besides, We use PB and Pu to denote the transmitting power
of eNB and V-UEs respectively. So, the Signal-Interference-Noise-Ratio (SINR)
for the transmission between Ui and Uj is calculated as:

γij =
Pu|hij |2

σ2
n

, ∀i, j ∈ {1, 2, . . . M} (1)

Where σ2
n is the variance of the channel noise.

2.2 Detection of Strong Neighbor Nodes

Each UE can execute neighbor node discovery algorithm to finding out other
UEs near itself [11]. Specifically speaking, Ui performs channel estimation based
on the discovery beacon (reference signal) sent by the surrounding nodes and
calculate the SINR of the reference signal. If the SINR is higher than a given
threshold, the UE which sent that beacon will be considered as a strong neighbor
node to Ui. Then Ui will add it to its own list of strong neighbors SNNi and
reply with an acknowledgment beacon.

After the strong neighbor node detection process is finished, the neighbor
lists will be reported to eNB using the granted Physical Uplink Shared Channel
(PUSCH) [12,13]. One RB is always preserved for updating the table of Strong-
Neighbor-Node SNNi. Clearly, eNB can also obtain the channel state informa-
tion of all UEs at the same time, which is preserved as TABSINR. Under the
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Direct Link
D2D Relay

Fig. 1. Urban vehicular network scenario

assumption of channel reciprocity, the eNB will consider two V-UEs as strong
neighbors if they are in each other’s neighborhood list. Note that, such an updat-
ing process does not need to be performed very frequently in order to reduce
signaling overhead in the system. The eNB can perform information uploading
over large time scale cycles (e.g., hundreds of milliseconds) according to specific
V2V application service types.

3 UGSC Algorithm

Clustering and the following resource scheduling is controlled by eNB. Firstly, a
few cluster heads (CHs) and their corresponding cluster members are selected by
eNB according to SNN and TABSINR. Then, the eNB allocates time-frequency
resources to each cluster for the subsequent information exchange inside each
cluster. The key point of this paper is to design a reasonable and fast D2D-
Clustering algorithm, reducing the complexity of the algorithm and the energy
consumption of whole system.

Consider the neighborhood relationship between V-UEs in a cell as an undi-
rected graph. Clearly, each vertex represents a V-UE. The edge between two
vertices represents that the corresponding V-UEs are strong neighbor to each
other. The key idea of the UGSC Algorithm is to simplify the undirected graph
in multi-round iterations according to the distribution of edges between different
vertices. Here are the basic principles and procedures of the UGSC Algorithm.
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Fig. 2. A possible state in clustering process

3.1 Basic Principles

– If there is no edge connected to one specific node (like Node No. 1 in Fig. 2),
this node will be labeled as an isolated vertex. It means that there is no
proximity between this V-UE and other V-UEs in the cell. The eNB must
regard this kind of node as an individual cluster, the CH of which is the node
itself. The eNB will communicate with it directly.

– If there is only one edge connected to one specific node (like Node No. 2
in Fig. 2), this node will be considered as a terminal vertex. It means that
there exists only one strong neighbor node (like Node No. 3 in Fig. 2) to
this V-UE. In this situation, the eNB must regard the connected neighbor
node as a CH, while this terminal node becomes a member of the cluster.
The eNB will communicate with this terminal node at the assistance of the
corresponding CH.

– If there are more than one edges connected to one specific node (like Node
No. 4 and No. 5 in Fig. 2), this node will be considered as a multi-joined
vertex. The eNB can not determine that whether this node should be regarded
as a CH node or an ordinary cluster member immediately. In this situation,
we should firstly turn to its strong neighbor nodes, checking that whether
anyone of them has been regarded as a CH or not.

In other words, due to the existence of multi-joined vertices, it is not enough
to complete the whole clustering process through only one-round traversal of all
V-UEs in the cell. Thus, we propose an iterative algorithm for cyclic traversal.
In each round of iteration, V-UEs that were assigned to a specific cluster will
be removed from the list. By doing so, irrelevant vertices and edges in complex
undirected graph are gradually deleted until the assignment of all V-UEs is
finished.
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Fig. 3. The Impasse-Break mechanism

3.2 Procedure

The procedure of UGSC Algorithm is shown in Algorithm 1.
As shown in Step 2–6 in Algorithm 1, in each round of traversal, we find out

the set of all unreachable nodes K0 from the set of unassigned nodes K firstly.
Clearly, each node in K0 will be assigned to an individual cluster by the eNB.
After this step of assignment, those mentioned nodes must be deleted from K
and SNN.

Then, as shown in Step 7–15 in Algorithm 1, we find out the set of all single-
connection nodes K1 from K. The single strong neighbor node of these nodes
in K1 will be assigned as CHs, while nodes in K1 become members of corre-
sponding clusters. Note that, the neighbor list of the aforementioned selected
CH may contain more strong neighbor nodes except that single-connection one.
For example, Node No. 2 in Fig. 2 is a single-connection node. If we assign
Node No. 3 as a CH, we have to pay attention that the neighbor list of Node
No. 3 contains not only Node No. 2 but also other nodes. These nodes may
already be assigned as a cluster member or may be in an uncertain state. At
this time, we should add nodes in uncertain state to a pending-node set PN.
Once the traversal of K1 is finished, we should start the traversal of PN, in
which we find the most suitable (the best channel condition) CH for each node
in PN and make them a cluster member of their most suitable CH. Similarly,
after this step of assignment, those mentioned nodes which have been assigned
as a cluster member must be deleted from K and SNN. The process is repeated
until K becomes an empty set, meaning that assignment of all V-UEs is finished.

It is worthy to mention that the continuous deletion of UE in the table of
Strong Neighbor Node SNN and set of unassigned nodes K, is exactly the pro-
cess of continuous simplification of the complex undirected graph corresponding
to cell network. The whole process may turn into a special state, which is like
what can be seen in Fig. 3. In this situation, K is not an empty set. However,
there is no unreachable node or single-connection node in K. We propose an
Impasse-Break mechanism that an unassigned node Ur is randomly selected as
the CH of a new cluster. All of the strong neighbor nodes of Ur are assigned
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Algorithm 1. Proposed UGSC Algorithm
Input: The Set of Unassigned Nodes, K; The Table of Strong Neighbor Nodes, SNN;

The Table of CSI of All Nodes, TABSINR;
Output: The Set of Cluster Members, C; The Set of Cluster Heads, CH;
1: while K �= ∅ do
2: Find all unreachable nodes in K as set K0;
3: for each Ui ∈ K0 do
4: Update C,CH,K with Ui; //New cluster consists of Ui

5: end for
6: Update SNN with existing K;
7: Find all single-connection nodes in K as set K1;
8: for each Ui ∈ K1 do
9: Update C,CH,K with Ui ans SNN i; //New cluster consists of Ui and

SNN i.
10: PN = PN ∩ SNNSNNi ; //Gather all neighbor nodes of SNN i

11: end for
12: for each Vi ∈ PN do
13: Update C,K with Vi; //join in the best CH
14: end for
15: Update SNN with existing K;
16: if K0 = ∅ and K1 = ∅ then
17: Randomly select Ur ∈ K as a new CH, remove Ur from K;
18: Update C,CH,K with Ur;
19: Update SNN with existing K;
20: end if
21: end while
22: for each ordinary cluster member Ui do
23: Update C,CH with Reassignment of Ui; //join in the best CH
24: end for
25: return C,CH;

as the ordinary members of the cluster. Similarly, after this step of assignment,
those mentioned nodes must be deleted from K and SNN. Then, we start a new
round of traversal. In the scenario where multiple UEs are adjacent to each other
but separated from the majority of other cell users, the proposed Impasse-Break
mechanism effectively avoids the clustering algorithm entering a dead-cycle state.
The Impasse-Break mechanism is shown in Step 16–20 in Algorithm 1.

Finally, due to the Impasse-Break mechanism, new CH is randomly selected
by eNB. So, it is possible that some V-UEs are not with their optimal choice
of CH (there may exist CH with better channel condition) when assignment
of all V-UEs is finished. In this situation, a reassignment step is needed. We
check every ordinary cluster member whether its CH is the optimal choice of
CH (the best channel condition). If it isn’t, then this node joins in the cluster
corresponding to its optimal choice of CH. Reassignment Mechanism is shown
in Step 22–24 in Algorithm 1.
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4 Simulation Results

In this section, we provide Monte-Carlo simulations to evaluate the performance
of the proposed algorithm.

4.1 Road Configuration and Channel Model

At first, road configuration for simulation is shown in Fig. 4. We set two Man-
hattan grids so the size of simulation area is 433 m × 500 m. There are 2 lanes in
each direction of every street. For V-UE drop modeling, we assume all V-UEs in
the same lane have the same speed. The distance between two V-UEs in the same
lane obeys exponential distribution, while the average inter-vehicle distance is 2
sec × the speed of V-UE [14].

eNB

433m

500m

3.5m

433
3
m

500
3
m

Fig. 4. Road configuration for simulation

Then, we use the channel model of V2V link for the urban grid scenario
from [15]. Furthermore, we set the shadowing standard deviations as 3 dB and
4 dB for LOS(NLOSv) state and NLOS state. The probability of V2V links
being LOS(NLOSv) or NLOS state is determined by transmission distance and
whether the path is blocked by buildings or vehicles. The pathloss calculation
for LOS and NLOSv link is:

PL = 38.77 + 16.7 log10(d) + 18.2 log10(fc), LOSLink (2)

PL = 36.85 + 30 log10(d) + 18.9 log10(fc), NLOSLink (3)

Where d denotes the Euclidean distance between transmitter and receiver in
meters, while fc denotes the carrier center frequency.

Simulation parameters are summarized in Table 1.
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Table 1. Simulation parameters

Parameter Value

Carrier center frequency 2 GHz

System bandwidth 10 MHz

Transmitting power of V-UE 23 dBm

Transmitting power of eNB 43–48 dBm [16]

Noise spectral density −165 dBm/Hz

V-UE SINR threshold 20 dB [17]

Speed of V-UEs 60 km/h

Data packet size 1 KB

4.2 Simulation Setup

Simulation setup for the eNB and V-UEs is given. We assume that the eNB is an
LTE base station sending packets with a data rate of 100 Mbps. Its transmitting
power is in the range of 43–48 dBm relying on the reference signals received
from V-UEs. When there is no clustering, the eNB needs to serve all V-UEs in
cell. As for the clustering case, eNB only sends packets to those CHs. In the
following, we assume that the CHs will send packets to their ordinary cluster
members with a data rate of 1 Mbps and a turbo code rate of 1/3.

4.3 Results and Analysis

For the performance comparison, the D2D-clustering algorithm proposed in [10]
is used as a baseline scheme, which is called CCRE-based scheme. So, we compare
the following three schemes: the proposed UGSC-based scheme, the baseline
CCRE-based scheme and the traditional non-clustering scheme.
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Fig. 5. Average number of clusters vs. number of V-UEs
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(1) Validity and Efficiency. As illustrated in Fig. 5, the clustering efficiencies
of UGSC-based and CCRE-based schemes are compared as shown in Fig. 5. It
can be seen from Fig. 5 that with the increase of the number of V-UEs, the
increasing trend of average number of clusters in UGSC-based scheme is similar
to that in CCRE-based scheme. In details, the average number of clusters will
not increase endlessly, but reach an asymptotic value in both schemes.

Obviously, each V-UE has a greater probability to detect Strong-Neighbor-
Nodes around it due to the increasing number of V-UEs. Therefore, they have
more opportunities to form a common cluster for efficient content sharing when
vehicles are densely distributed, while additional new clusters become unneces-
sary. Thus, simulation results prove the validity of the UGSC Algorithm. Fur-
thermore, it can be observed that the asymptotic value of number of clusters in
UGSC-based scheme is smaller than that in CCRE-based scheme. It means that
UGSC-based scheme is more effective than CCRE-based one especially in the
case of dense traffic.

(2) Energy Consumption. Figure 6 illustrates the total energy consumption
of these three schemes. As can be seen in Fig. 6, the energy consumption increases
in all schemes, while with clustering the system can achieve an energy-saving
gain. Besides, the performance of UGSC-based scheme is similar to that of CCRE
scheme when the number of V-UEs is small. However, with the increase of the
number of V-UEs, UGSC-based scheme has less energy consumption.
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Furthermore, the gap between energy consumption in three schemes is also
gradually widening. Note that, the energy saving of eNB transmission is achieved
at the cost of increasing energy consumption of CHs in UGSC-based scheme.
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Therefore, with the increasing number of V-UEs, the benefits resulting from
clustering become more and more obvious. The energy-saving efficiency is getting
higher, respectively. This also proves the validity of the UGSC Algorithm from
another point of view.

5 Conclusions

In this paper, we studied the clustering algorithm for group D2D communication
in LTE-V2V systems. The Strong-Neighbor-Node detection was carried out on
every V-UE in order to provide channel state information of itself to eNB. In
the proposed UGSC Algorithm, neighborhood relationship between V-UEs in a
cell was considered as an undirected graph. By taking the current unassigned
users as the object of traversal, the undirected graph was continuously simplified
in an iterative manner. Simulation results proved the validity of the clustering
algorithm, pointing out that it is of a promotion on energy saving of the whole
system. In the future work, we plan to consider whether to introduce more
clustering criteria, including moving state prediction for V-UE, etc.
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Abstract. Due to its good extendibility and robustness, Ad hoc net-
work has been widely used in various aspects. However, its performance is
restricted by the mobility, limited bandwidth and centerless architecture.
In order to improve the performance of Ad hoc network, this paper pro-
poses a cross-layer Hexagonal Clustering, Position and Time slot based
(HCPT) protocol, in which clusters and time slots are divided according
to the geographical location. And furthermore, an effective algorithm to
find routes through the geographical locations of cluster heads is pro-
posed, which can greatly reduce message collisions and reduce network
overhead. By doing simulations in the Network Simulator 2 (NS2) soft-
ware, we found that the HCPT protocol shows better performance in
network topology discovery compared with the Optimized Link State
Routing (OLSR) protocol. Simulation results also show that the pro-
posed scheme outperforms the standard OLSR and the improved OLSR
algorithm, which is proposed by N. Harrag, in terms of routing overhead
and packet delivery ratio.

Keywords: Ad hoc network · Hybrid MAC access · Clustering ·
Cross-layer protocol · Location-based

1 Introduction

Ad hoc network is a kind of temporary self-organizing network system based on
multi-hop routing. There is no need for fixed infrastructure support in wireless
Ad hoc network. All nodes are equal, and each node has the ability of wireless
communication and the basic routing function [1]. Compared with centralized
control networks, wireless Ad hoc network has the characteristics of dynamic
network topology, strong invulnerability and self-healing [2]. For the disadvan-
tages of limited energy and bandwidth, as well as poor security, wireless Ad hoc
network still has many challenges to be solved [3]. As two core technologies of
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Ad hoc network, the channel intervention mechanism of Medium Access Con-
trol (MAC) layer and the routing technology of network layer, still have many
problems, which restrict its application.

Traditional MAC protocols for wireless networks are basically designed for
Wireless Local Area Networks (WLAN). When they are applied to Ad hoc net-
work, common problems such as long access delay and unfair resource allocation
come into being. In order to improve the utilization of the Ad hoc network,
a lot of work has been done. In [4], a new back-off scheme in the saturated
network scenario is proposed. This scheme does not attempt to adjust the back-
off window, but makes small modifications during the back-off freezing process
to determine the optimal configuration. In [5], time slot occupancy tables for
nodes in the two-hop range are built to achieve Time Division Multiple Access
(TDMA) dynamic allocation by monitoring the periodic broadcast control mes-
sages. Therefore, the throughput is improved and the delay is reduced. Although
contention based protocols are simple, flexible, robust to node mobility and inde-
pendent of a central entity, conflicts may not be completely avoided. Meanwhile
the TDMA based MAC protocol needs to know the entire topology of the net-
work in order to provide scheduling that allows each node to access the channel,
which causes the scalability problem [6].

The routing protocol is the most important support for multi-hop communi-
cation between nodes. The performance of the routing protocol directly affects
the network implementation and overall performance. Optimized Link State
Routing (OLSR) is a typical proactive routing protocol, which regularly pro-
duces and updates routing information to other nodes in the network. In OLSR,
the hello messages are used to exchange neighbor node information, and the
Topology Control (TC) messages are used to broadcast the integrated messages
to the entire network. OLSR uses Multipoint Relay (MPR) mechanism, where
only selected MPR nodes can forward TC messages to each node in the net-
work [7]. In order to get the information of the whole network more quickly,
some research has been done. [8] proposes an adaptive modification of the trans-
mission interval of hello messages to improve the efficiency of neighbor node
discovery and the performance of the whole network. In [9], the influence of the
transmission interval of the hello messages and the TC messages during the net-
work topology discovery is studied. Thereby, the purpose of fully perceiving the
network topology change while minimizing the routing overhead caused by the
beacon messages can be achieved. However, a large number of message collisions
and message flooding during topology discovery remain unresolved in the above
articles.

Compared with traditional topology-based routing protocols, location-based
routing protocols use node location to guide the direction of packet forwarding.
One of the most widely used routing protocols based on location information is
Greedy Perimeter Stateless Routing (GPSR) which has effective relay node selec-
tion strategies to choose the relay node [10]. GPSR uses active update method to
distribute location information through periodic beacon messages [10]. However,
in order to obtain high-precision real-time location updates, it will bring more
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routing overhead [11]. In [12], a simple and efficient update algorithm based
on dynamic fuzzy logic controller and mobility prediction is proposed. It can
improve the accuracy of node location information in the case of less beacon
traffic and achieve the purpose of saving network overhead. But this algorithm,
like GPSR, needs to know the geographic location of the destination node in
advance through the location service protocol. [13] gives a location based local-
ized broadcast algorithm, which jointly uses distance based deferring and angle
based deferring to encourage nodes with higher contributions to retransmit first.
In this way, the broadcast redundancy can be reduced during achieving guaran-
teed packet delivery. However, when this broadcast mechanism is used, there is
a certain probability that the time spent on route establishment will increase.

Since the traditional hierarchical optimization methods do not significantly
improve the network performance, it is necessary to use available information
across layers, that is, to exchange information directly between layers to perform
subsequent operations [14]. [15] proposes a cross-layer scheme, which is based on
the Adhoc On-demand Distance Vector (AODV) routing of the network layer
and the distributed scheduling protocol of the MAC layer. In [15], the route
layer uses the link resource to select the best route, and by adding bandwidth
allocation into the routing messages, the resource allocation is accomplished
during the establishment of the route.

In order to further improve the performance of Ad hoc network, this paper
proposes a Hexagonal Clustering, Position and Time slot based (HCPT) proto-
col for Very High Frequency (VHF) maritime communication scenario. In this
communication scenario, the channel is dominated by Rician fading channel,
and the communication range is mainly limited by the distance between sender
and receiver. Moreover, because geographic location information can be easily
obtained through Geographic Information System (GIS), cluster management
can be carried out by geographical location. In HCPT, clusters and time slots
are divided according to geographic location, and information in the cluster is
forwarded through the cluster heads. On this basis, an effective algorithm to find
routes through the geographical locations of cluster heads is proposed. Simula-
tion results show that HCPT can effectively reduce network routing overhead
and improve packet delivery rate.

The paper is organized as follows. Section 2 presents the system model. Then,
the cross-layer protocol is designed in Sect. 3. Simulation results and analyses
are provided in Sect. 4. Finally, conclusions are made in Sect. 5.

2 System Model

2.1 Assumption

In the HCPT protocol, we assume that each node obtains its own geographic
location information through GIS and keeps the clocks synchronized. And there
is no fixed central node in any cluster.
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2.2 Geographic Location Based Clustering

Although the planar Ad hoc network is simple in structure, when the network
scale expands, the routing overhead also increases, which causes the problem of
poor expansibility. Layered Ad hoc is more suitable for large-scale networks than
planar Ad hoc. A hierarchical Ad hoc network has a cluster head in each area
which manages the nodes in the cluster and communicates with other cluster
heads. Therefore, routing overhead is reduced and the network is easy to be
managed [16].

By using hexagonal clustering structure to closely spread the network, each
cluster has the same structure and the same coverage area. In this way, clusters
can completely cover the entire network area [17,18].

In HCPT protocol, hexagonal clustering is also adopted. The entire network
area is divided into multiple hexagons by corresponding algorithm based on
location information. Through this clustering method, nodes can clearly know
the clusters to which they belong with the help of their geographic location
information. In addition, the hexagon cluster is further divided into 6 equilateral
triangles and marked from 1 to 6 in Fig. 1. Each index corresponds to a time
slot. By this way, the nodes with different indexes but within a cluster can
avoid communication collision. Moreover, the nodes with the same index but in
different clusters can send hello messages at the same time, which achieving the
effect of space division multiplexing.

Fig. 1. Network scenario divided with hexagon
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2.3 Communication Range

In this paper, the radius of a hexagon is R and the communication radius is set to
3/2R. In order to enable TC messages generated by cluster heads to be broadcast
to neighboring clusters successfully, we need to expand the communication range
between cluster heads. The communication radius can be extended by reducing
the communication bandwidth according to the free space loss model [19] and the
reception sensitivity formula [20], which are shown in (1) and (2), respectively.

Lbf = 32.4 + 20 log f + 20 log d (1)

The relationship between free space loss (Lbf ) and frequency (f) and distance
(d) is shown in (1), where Lbf in dB, f in MHz and d in km.

Si(dbm) = −174 + 10 logB + NF + (S/N)o (2)

The relationship between receiver sensitivity (Si) and thermal noise (NF ),
bandwidth (B), and output signal-to-noise ratio of the receiver ((S/N)o) is shown
in (2), when phase noise is not considered in a non-spread spectrum system. In
the above formula, B is in Hz.

Pt − Lbf = Si(dbm) (3)

In (3), Pt represents the transmit power. By combining (1), (2) and (3),
it can be concluded that when d is need to be doubled, we can only reduce
B by four times to make the equation tenable. In the extreme case that two
neighbor cluster heads still cannot communicate after expanding the scope of
communication, a member node between the two cluster heads is designated to
forward the TC messages. In this way, the information within the cluster can be
extended to the whole network.

3 Cross-Layer Protocol Design

When the protocol is designed in this paper, the TDMA mechanism is used to
divide the time into time frame cycles. As shown in Fig. 2, each time frame cycle
is T which includes a neighbor node discovery period T1 and a data transmission
period T2.

The hexagon is divided into 6 equilateral triangles, and the neighbor node
discovery period is correspondingly divided into 6 time slots. The nodes with
different indexes take different time slots to transmit hello messages, which are
used for neighbor node discovery. For the data transmission phase, the TC mes-
sages and the data messages share the same wireless channel, and communica-
tion collision can be reduced by CSMA/CA. Meanwhile, handshake mechanism
is required before point-to-point data transmission. In order to achieve effective
wireless shared channel, refer to the IEEE 802.11 protocol, the node first uses
the RTS/CTS to perform control channel reservation. After the reservation is
successful, data transmission can be carried out, and the reliability of the net-
work can be ensured through the DATA/ACK process. The flow chart for each
node is shown in Fig. 3.



Cluster and Time Slot Based Cross-Layer Protocol for Ad Hoc Network 373

Fig. 2. TDMA frame allocation

Fig. 3. The flow chart for each node in a cycle

3.1 Neighbor Node Discovery

Neighbor nodes of a node refer to nodes within the communication range of the
node. In the phase of neighbor node discovery, the nodes send hello messages
according to the time frame corresponding to their geographic location. The
hello messages are generated and sent only during the discovery phase of the
neighboring node. There is no re-transmission mechanism. If it is not sent within
the specified neighbor discovery time, discard will be happen. In order to reduce
communication collisions when multiple nodes send messages at the same time
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slot, a random backoff is added before the hello message is sent according to the
CSMA/CA mechanism. The hello message contains the sender IP address and
geographic location. The nodes that are not in the current sending slot remain
silent. They only receive the hello messages and update their neighbor node
tables.

The detail process of this neighbor node discovery can be found in our pre-
vious work [21].

3.2 Cluster Head Election Algorithm

After six time slots, each node locally compares its own location with that of its
neighbors in the same cluster, and the nearest node to the cluster center declares
to be the cluster head. While other nodes remain members in the cluster. As we
set the communication range to be 3/2R, the cluster head which locals within
1/2R radius of the cluster can communicate with any node in the same cluster.
For a few cases where there are no nodes within 1/2R radius, there may be edge
nodes that are not within the communication range of the selected cluster head.
Then another cluster head will be generated among these edge nodes in the next
stage, which will be explained later.

3.3 Network Topology Discovery

When the clusters are selected, The TC messages are periodically generated and
broadcast through the cluster heads. The TC message contains the IP address
of all nodes in the cluster and the geographic location information of the cluster
head. The cluster head forwards the TC messages, which are produced by other
clusters, after receiving them, so that the TC messages can be broadcasted to
the entire network.

In order to facilitate sending and receiving messages between cluster heads,
the cluster heads use low speed for transmission to expand the communication
range. In HCPT protocol, the transmission rate between cluster heads is 1/4 of
the normal transmission rate.

The TC message frame structure is shown in Fig. 4. Besides the intra-cluster
node information, the TC message mainly includes the following fields:

Type: Used to indicate the message type, such as TC message, 8-bit storage.
Packet length: Used to indicate the total length of the packet, in bytes, 8-bit

storage.
Seq (Message Sequence Number): Used to identify the old and new messages

to ensure that the message will not be forwarded twice by the same node. Each
time there is a new message, the sequence number is increased by 1, 8-bit storage.

Vtime: Used to indicate the effective time of the message, 8-bit storage.
TTL: Used to indicate the maximum number of hops that the message will be

sent. The TTL must be decremented by 1 before the message is forwarded. When
a node receives a message with a TTL equal to 0 or 1, the message cannot be
forwarded under any circumstances. The flood radius can be limited by setting
this field.
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Fig. 4. TC message frame structure

Hop count: Initialized to 0. This field contains the number of hops the message
has reached and is incremented by 1 before the message is forwarded.

After receiving the TC message in the cluster, if the member node finds that
the node information in the cluster of the TC message does not contain itself,
that means that the node is an edge node. Among all edge nodes in the cluster,
the nearest edge node to the cluster center will become a new cluster head. The
information of its neighbor nodes in this cluster, which is not included in the
received TC message, is packaged and broadcast to the whole network through
the new generated TC message. The whole process of cluster head election is
detailed in Table 1 and Algorithm 1.

The TC messages are forwarded and flooded between cluster heads. After the
cluster heads receive all the topology information sent by other cluster heads in
the network, the topology information of the entire network can be obtained.
The non-cluster head nodes of the whole network only receive the TC messages,
process the data without forwarding, and use the update information to acquire
the state of the current network. The process flow of TC messages is shown
in Fig. 5. After completing topology discovery and real-time update, all nodes
know the geographic location and information of the cluster heads of the whole
network, and know in which cluster the other nodes are. In this way, it is not
necessary to know the geographic location of all nodes in the entire network, so
the size of the TC messages is reduced, which reduces the overhead of topology
discovery and maintenance.

3.4 Route Establishment

During the process of neighbor node discovery, each node knows the geographic
location of its neighbor nodes through the exchange of the hello messages. Then
through the broadcasting of the TC messages, the specific location of the cluster
head and the information of which cluster the nodes belong to are obtained.

After obtaining the above geographic location information, how to select
the next hop more effectively is an important part of routing discovery. In
HCPT, a packet forwarding strategy based on cluster head location informa-
tion is designed. When there is a data transmission request, the node searches
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Fig. 5. Processing after receiving TC messages

Table 1. Major parameters of cluster head election algorithm

Parameters Explanation

own distance to center Distance from the node to the cluster center

own ID Node’s own ID number

nb sum The total number of neighbor nodes in this cluster

nb distance to center[i] Distance from neighbor node i to cluster center

nb ID[i] The ID number of neighbor node i in the Cluster

min distance to center The shortest distance from node in the cluster to the cluster center

cluster ID Cluster head ID number calculated by the node
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Algorithm 1. Cluster Head Election Algorithm
1: After neighbor node discovery, each node in the network starts cluster head algo-

rithm;
2: min distance to center = own distance to center;
3: cluster ID = own ID;
4: for each i ∈ [1, nb sum] do
5: if nb distance to center[i] < min distance to center then
6: min distance to center = nb distance to center[i];
7: cluster ID = nb ID[i];
8: end if
9: end for

10: if cluster ID == own ID then
11: //It shows that the node is a cluster head;
12: Send TC messages;
13: else
14: if receive TC message from node j of own cluster then
15: if j == cluster ID then
16: Become an ordinary member of the cluster;
17: else
18: //It shows that the node is an edge node;
19: if The node is nearest to the cluster center in the edge nodes then
20: Become a new cluster head in edge nodes and send TC messages;
21: else
22: Become an ordinary member of the cluster;
23: end if
24: end if
25: else
26: //TC packets from other clusters are not processed in this function;
27: end if
28: end if

the cluster head location of the destination node, and then combines the greedy
principle to select the neighbor node closest to this cluster head as the next
hop. For the last-hop node, if the destination node happens to be the neighbor
node of the current node, the data can be sent directly to the destination node
without forwarding through the cluster head of the destination node.

The greedy routing transmission process in the HCPT is shown in Fig. 6. The
source node is S, the destination node is D, and the node H is the cluster head
of the cluster where the destination node D is located. The dotted circles in the
graph represent the maximum data communication coverage of the center node
of the circle. All the nodes in the circle are the candidates of the next hop for
the center node.

As shown in Fig. 6, node S will uses greedy forwarding strategy to select the
node M , which is nearest to H, as its next hop relay node. When the data packet
is forwarded to M , M also selects the neighbor node N , which is closest to H,
to forward the data packet according to the greedy principle. After successfully
receiving the data packet, N searches its neighbor node list and finds that the
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Fig. 6. Example of greedy forwarding

destination node D is reachable. Then the packet is directly transmitted to the
node D.

When the distance from the neighbor node to the destination node is farther
than the distance from the current node to the destination node, and the current
node to the destination node is unreachable, greedy forwarding is no longer
applicable. At this point, the peripheral forwarding mode is triggered to search
for new routes along the perimeter of the void area using the right-hand rule [22].

After bypassing the void area, the routing policy will automatically switch
back to the greedy forwarding mode again. This forwarding will continue until
the packet is successfully sent to the destination node. If the nodes are evenly
distributed and tightly connected, the void area is hardly to occur. In the network
scenario where the nodes are sparse, the peripheral forwarding mode is used to
solve the problem. Therefore, this can adapt to the dynamic changes of the
communication network.

In HCPT, by selecting the neighbor node closest to the cluster head of the
destination node as the relay node, data packets are forwarded hop-by-hop, which
can make the hop count of selected path to be the shortest one. Therefore, a
smaller end-to-end delay can be obtained. Moreover, since the nodes only need
to maintain the information of their neighboring nodes and the specific locations
of all cluster heads, the performance will not be degraded due to the frequent
breakage of the link. Thus, the routing overhead and the time for establishing
the route in the network are reduced.
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4 Simulation Results and Analysis

The Network Simulator 2 (NS2) software is used for network simulations. When
the simulation runs, the node discovery for the whole network is conducted first,
followed by data transmission. This section first gives the efficiency of network
topology discovery of HCPT, and then gives the overall network performance of
HCPT.

4.1 Topology Discovery Efficiency

In order to obtain the performance of network topology discovery of HCPT,
we selected the proactive routing OLSR for comparison. The simulated network
environment of OLSR and HCPT is the same, and we take the topology discovery
every two seconds, which means the time frame cycle T = 2 s.

The following is the simulation scenario: 20 nodes are randomly distributed
within a square of 500m×500m, the wireless transmission distance Dt is 250 m,
the neighbor node discovery period T1 is 60 ms, the radius of hexagonal cellular
is set to 166.7 m, and the unlisted parameters are set to the default value in NS2.

Figure 7 shows the ratio of node discovery in HCPT and OLSR. As can be
seen from the figure, within the first 2 s, the HCPT can discover 89% of nodes
while OLSR can only discover 19% of nodes. And the HCPT can discover all
nodes in about 2.2 s, but OLSR needs about 5.2 s. This is because in HCPT
protocol, as shown in Figs. 1 and 2, the neighbor discovery is divided into 6 time
slots by location, and the hello messages are sent in specific time slots, which
greatly improves the transmission success rate of the hello messages. After that,
the cluster heads send and forward the TC messages so that the node information
is broadcast to the whole network quickly.

In OLSR protocol, hello messages and TC messages are generated simulta-
neously at the beginning of each time frame cycle. At the beginning, for the
information collected by the MPRs is insufficient, the information sent by the
TC messages is less effective, the rate of node discovery is slow. Later, when the
MPRs have collected enough node information, the rate of node discovery begins
to improve. When the new cycle arrives, the packages of the previous cycle may
still have not been sent, so the rising phase of the OLSR curve will be postponed
accordingly.

In summary, compared to OLSR, the HCPT can discover the entire network
topology more efficiently.

4.2 Overall Network Performance

In this section, we compare the overall performance of the cross-layer HCPT
protocol with that of the standard OLSR and the newly improved OLSR algo-
rithm [8]. The simulations run for 100 s and apply Constant Bit Rate (CBR)
sources which send packets with the length of 512 bytes every 100 ms. The mov-
ing speed of nodes is changed from 1 m/s to 6 m/s, MAC layer is applied by
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Fig. 7. Ratio of node discovery in the whole network

IEEE 802.11, and other simulation parameters are the same as the section A.
The following performance metrics are evaluated.

Packet Delivery Ratio (PDR): The ratio of number of data packets success-
fully delivered to the destination to the number of data packets generated by
the sources.

Average End-to-End Delay (AEED): The ratio of the sum of transmission
packet delays to the number of successfully received packets.

Network Routing Load (NRL): The ratio of the total number of routing
packets transmitted to the total number of data packets delivered.

The routing overhead of HCPT, OLSR, and the improved OLSR algorithm
proposed by N. Harrag are giving in Fig. 8. We can see from Fig. 8 that The NRL
of HCPT proposed in this paper and the improved OLSR algorithm proposed by
N. Harrag are greatly improved compared with that of the traditional OLSR. The
performance of HCPT is even slightly better than that of N. Harrag’s algorithm.
His scheme is to control the overhead by adaptively changing the transmission
interval of hello messages, while HCPT in this paper is to reduce the overhead
by reducing the number of TC messages and the size of TC messages at the
same time. This is because the TC messages are generated and forwarded by
the cluster heads in HCPT, while in OLSR the TC messages are generated and
forwarded by MPRs. In a same network, the number of cluster heads is much
smaller than that of MPRs. Meanwhile, The TC message only contains the IP
address of all nodes in the cluster and the geographic location information of
the cluster head, which reduces the size of the message.
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Fig. 8. NRL vs. speed

Figure 9 presents the relationship between the PDR and the speed. From
Fig. 9, we can see that the PDR of HCPT is much superior to the traditional
OLSR and the improved OLSR. HCPT can maintain a high level of PDR when
the node moves at a slower speed. As the speed of node movement increases,
although the PDR of HCPT has decreased, it still maintains a great advantage
compared with the other two protocols. This excellent performance should owe
to the time slot mechanism during the neighbor node discovery period and the
TC messages only broadcasting within cluster heads in HCPT. By the time slot
mechanism, the collisions between the hello messages are avoided as much as pos-
sible. Moreover, the network topology discovery based on the cluster head mech-
anism has smaller routing overhead, and the greedy principle forwarding mecha-
nism based on the geographic location assistance can more effectively select the
next relay node to transmit the data packet. However, in such a dense network
scenario, the other two algorithms suffer from a large number of packet loss due
to collisions between nodes, which leads to a decrease in the efficiency of network
topology discovery, and results in a large number of packet losses.

Figure 10 shows the AEED vs. speed. In Fig. 10, the delay of HCPT is slightly
larger than that of the other two protocols, but this is due to the high delivery
rate. Because high delivery rate means more data links are successfully estab-
lished. For the other two protocols, when there is a data transmission request
between two distant nodes, the link establishment may not be successful, and
the links successfully established in the network are almost shorter links, which
bring a smaller average delay. For the HCPT protocol, when the moving speed
increases, the topology changes faster, so the information of the neighbor node
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Fig. 9. PDR vs. speed

Fig. 10. AEED vs. speed

stored may not be updated in time. This will also lead to the unsuccessful estab-
lishment of part of the long link, so the average delay decreases as the moving
speed increases from 4 m/s to 5 m/s.
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5 Conclusion

In this paper, we propose a clustered cross-layer protocol named HCPT based
on hexagonal clustering and time slot. By simplifying the content of the TC
messages and forwarding the TC messages using the cluster heads, the net-
work overhead is reduced, and the network topology discovery rate is improved.
Compared with the topology discovery of proactive routing OLSR, HCPT can
discover the whole network topology more effectively. Compared with the over-
all performance of standard OLSR and the improved OLSR algorithm proposed
by N. Harrag, the HCPT has smaller network routing load and higher packet
delivery ratio.
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Abstract. Ultra-Dense Networks (UDN) can greatly meet the demand for explo-
sively growing data traffic via deploying small cells (SCs) densely. However, the
SCs densification causes higher energy consumption and more severe inter-cell
interference (ICI). The SC on/off control is one of the effectiveways to solve above
problems, but the challenge is tomaintain network coverage while avoiding degra-
dation of the quality of service (QoS) of user equipment (UEs). In this paper, we
formulate energy efficiency (EE) optimization problem in stochastic geometry-
based network and take into consideration the QoS of UEs and ICI to maximize
the EE. The solution is obtained by dividing the problem into SCs clustering and
intra-cluster SC on/off control. We first use an improved K-means clustering algo-
rithm to divide the dense SCs into disjoint clusters according to the distance and
density of SCs. Then, within each cluster, selecting a SC as the cluster head (CH)
is responsible for performing SC on/off operations under taking minimum rate
of UEs and ICI as constraints. In addition, a heuristic search algorithm (HSA) is
proposed for the intra-cluster SC on/off control. Simulation results demonstrate
that the proposed scheme can effectively improve the network energy efficiency
and suppress interference.

Keywords: UDN · Small cell on/off · Clustering · Energy efficiency

1 Introduction

With the proliferation of smart mobile devices and the development of real-time video
streaming applications, a tremendous pressure on cellular networks has been put by
the increasing capacity demands and explosive data traffic in the past decade [1, 2].
As a feasible solution, Ultra-Dense Networks (UDN) are envisioned to deal with the
significantly increasing network capacity and data traffic problem via densifying com-
munications infrastructure, viz., intensive deployment of the low-cost and low-power
small cells (SCs) in hotspots (e.g., stadiums, airports, train stations, etc.) [3].

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020

Published by Springer Nature Switzerland AG 2020. All Rights Reserved

H. Gao et al. (Eds.): ChinaCom 2019, LNICST 312, pp. 385–401, 2020.

https://doi.org/10.1007/978-3-030-41114-5_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41114-5_29&domain=pdf
https://doi.org/10.1007/978-3-030-41114-5_29


386 C.-Q. Dai et al.

In UDN, the density of SCs is significantly increased. On one hand, this shortens
the communication distance between the user equipment (UEs) and the base station
to improve signal quality. On the other hand, this can spatially reuse the spectrum to
increase capacity. However, with the densification of SCs, some problems in UDN arise
such as redundant SCs energy consumption [4], the severe mutual interference between
SCs [5] and limited backhaul capacity [6]. Among them, improving the energy efficiency
(EE) of UDN by reducing energy consumption and interference has become the focus of
research. Study in [7] has shown that the operation of SCs accounts for 60%–80% total
energy consumption of network. As a result, all the SCs in the network remain open will
waste a lot of energy as well as resulting in EE reduction. Moreover, the performance
regimes in dense small cellular networks will gradually transition from noise-limited to
dense interference-limited [8], which may further degrade the EE of UDN.

As an effective approach, SC on/off scheme (also known as SC sleep control) is used
to save energy and promote EE [9]. It can turn off some specific SCs and traffic load of the
sleeping SCs can transfer to neighbor SCs, which has shown that SC on/off mechanisms
have great potential by reducing SCs’ static power consumption [10]. However, when
some SCs enter the sleep state, the average number of connections of active SCs will
increase, which reduces the bandwidth obtained by the UEs and affects the QoS [11].
Therefore, many existing literatures have been devoted to studying the feasibility of SC
on/off operation under QoS constraints. In [12], a random sleeping policy and a strategic
sleeping policy based on multilevel sleep modes in heterogeneous cellular network were
proposed to optimize EE. A strategic SCs sleeping mechanism according to the traffic
demand was proposed in [13] to achieve energy saving, in which UEs associated with
SCs in sleep close to the macro base station coverage area would be handed over to the
macro-cell. Enhanced small inter-cell interference coordination was used to avoid QoS
degradation. In [14] proposed a distributed SC on/off scheme that regularly checking
the traffic load level and making sleep decisions under the constraints of QoS.

In addition, the number of possible the SC on/off combination grows exponentially
with the number of SCs. So, some researches have focused on reducing the computational
complexity of SC on/off operations [15–19]. The clustering approach was considered in
[15, 16] to reduce the complexity of SC on/off. In [15], the locally coupled SCs was first
grouped into clusters based on location and traffic load, and then the on/off algorithm
was performed by local information in the cluster, wherein the SC with low traffic load
was selected as the cluster head (CH). Another example is [16]. The difference is that
it formed all SCs into a graph and then cut it into clusters. In [17], network-impact was
introduced to decide to turn off SCs that minimize the increase in their neighbor load,
in which SCs got turned on/off one by one. The author of [18] solved the energy-saving
problem of SC on/off in two steps. It first adjusted the transmission power of active SCs
and then introduced a state transition graph to reduce the switching cost incurred by the
on/off. A single Q-Learning based probabilistic policy was proposed in [19] to obtain
the optimal on/off switch policy, but this approach needs a long time for exploration,
so as to get the optimal pattern. While these interesting efforts can effectively reduce
complexity and power consumption, they lack the consideration of inter-cell interference
(ICI) during SC on/off operations.
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Therefore, we propose a cluster-based small cell on/off scheme in this paper to
improve EE and mitigate ICI for UDN with low complexity. First of all, considering
the increased network size of the UDN leads to more irregular coverage, we introduce
stochastic geometry [20, 21] to capture the more realistic location distribution of the
SCs and UEs. Then, a modified K-means clustering algorithm is proposed based on the
distribution location of SCs. It can dynamically adjust the size of SCs clusters according
to the density of SCs. After forming SCs clusters, one SC, in each cluster, is elected
as a cluster CH and performs SC on/off scheme in its cluster to facilitate the reduction
of signaling interactions. Finally, a heuristic search algorithm (HSA) is proposed for
the intra-cluster SC on/off phase, which can be turned off without sacrificing the QoS
requirements ofUEs. Themain contributions of this paper can be summarized as follows:

(1) Proposed a modified clustering algorithm in UDN: We divide UDN into disjoint
sub-area,which can classifyNP-hard problem intomanymanageable sub-problems.
Although performing SC on/off in each sub-area is still NP-hard, it can reduce the
search space. Moreover, it can adaptively form clusters according to the location
distribution of SCs to simplify the topology of the UDN.

(2) Reduced the complexity of SC on/off with HSA:Based on the clustering results, each
CH performs SC on/off scheme with QoS requirements of UEs and the interference
constraints between SCs. The HSA is proposed to avoid the exponential complexity
associated with obtaining the optimal SC on/off combination by exhaustive search.
Furthermore, we also analyze the complexity of our scheme.

The remainder of this paper is organized as follows. Section 2 introduces the system
model and gives the detailed problem formulation. In Sect. 3, we propose a SC on/off
scheme based on clustering and theoretically analyze the complexity of our scheme. This
is follow by the simulation experiments and performance analysis in Sect. 4. Section 5
concludes this paper with a summary. Also, the key notations and nomenclature used in
the paper are listed in Table 1.

Table 1. List of key notations and nomenclature

Symbol Explanation

UDN Ultra-Dense Networks

PPP Poisson Point Process

CH Cluster Head

QoS Quality of Service

�b The set of SCs

�u The set of UEs

ρbm The load of SC bm

cl The l -th SC cluster

Ucl The set of UEs in cluster cl

εbm The set of neighborhoods of SC bm

γbm The density of SC bm
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2 System Model and Problem Formulation

2.1 System Model

We consider an UDN which are distributed according to a homogeneous PPP in a finite
two-dimensional plane �2. Specifically, we use a homogeneous PPP with the density
of λb to simulate the location distribution of SCs in the network and denoted by the set
�b = {b1, b2, · · · , bm}. Similarly, the location distribution randomly of single-antenna
UEs are modeled as a homogeneous PPP �u = {u1, u2, · · · , un} with the density of λu .
Each UE is connected with SCs according to the closest distances while all other SCs
act as interferers, thus the coverage areas of SCs comprise a Voronoi tessellation on the
plane [21]. Due to the independent distribution of SCs and UEs and the coverage area
of each SC, some SCs may have no users, which is called void cell [22]. Figure 1 shows
an example of such a network.

Fig. 1. A layout based on Poisson distributed small cells (SCs), user equipment (UEs) and cluster
heads (CHs) on a500m*500mplane,with cell boundaries corresponding to aVoronoi tessellation.

To reduce energy consumption and co-tier interference in the UDN, each SC can
be switched between working and sleeping. We use the set X = {

xbm ,∀bm ∈ �b
}
to

indicate the two different status of all SCs, where the binary variable xbm = {0, 1}, which
is 0 if sleep mode and 1 if active mode. Assume all SCs transmit at a fixed power Ptx ,
then, the received signal strength of UE un from SC bm is determined by:

Srbm ,un = xbm Ptxhbm ,un d
−α
bm ,un

(1)

where, hbm ,un is an exponential random variable with mean 1 incorporating the effect of
Rayleigh fading, dbm ,un is the distance between the UE un and the SC bm , and α is the
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path loss factor of SCs, generally α > 2[20]. Then, the downlink Signal to Interference
plus Noise Ratio (SINR) of UE un associated with SC bm can be defined as in [18] as:

SI N Rbm ,un = Srbm ,un∑
bi∈ψb\{bm } Srbi ,un + σ 2 (2)

where σ 2 is the noise power. According to the Shannon capacity, the achievable data
rate of UE un associating with SC bm is given by:

Rbm ,un = ybm ,unWRB log2(1 + SI N Rbm ,un ) (3)

where ybm ,un indicates the number of resource block (RB) required to meet the QoS of
the UE un associated with SC bm , WRB represents the bandwidth per RB. Therefore,
the number of RB required for the SC bm to meet the minimum rate requirement of the
UE un can be written as:

ybm ,un =
⌈

Rmin
WRB log2(1 + SI N Rbm ,un )

⌉
(4)

Therefore, the SC should assign a certain amount of resources according to UEs’
service rate for guarantee the QoS. Thus, the load of the SC bm can defined as the fraction
of serving UEs resources to total resources:

ρbm =
∑

u j∈ζbm
ybm ,u j

RBtotal
bm

(5)

where ζbm represents the set of UEs associated with the SC bm .

2.2 Problem Formulation

When no UEs are associated with the SC, the SC will enter sleep mode to save energy
[22]. Not only that, our scheme will close the empty SC and then close the SCs with
light load and heavy interference. Therefore, we discuss the problem of turn off those
SCs to achieve more energy savings while ensuring the QoS of UEs. That is to find the
best combination of SC on/off to maximize the EE, the EE maximization problem is
computed as:

max
x,y

⎛

⎝
∑|�b|

m=1 xbm
∑

u j∈ζbm
Rbm ,u j

Ptotal

⎞

⎠ (6)

where Ptotal is the total power consumption of the entire network. The energy con-
sumption of SCs are usually composed of power amplifiers, radio frequency circuit,
power supplies and other power components according to the power consumption model
descriptions in [14] and [18]. We divide the SCs power consumption Pbm into dynamic

power Pdy
bm

and static power Pst
bm
, the total power consumption Ptotal can be calculated

as:

Ptotal =
∑|�b|

m=1
Pbm =

∑|�b|
m=1

Pdy
bm

+
∑|�b|

m=1
Pst
bm (7)
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where the static power consumption includes fixed power consumption Pf ix when SC is
on and sleeping power consumption Pof f when it is off. The dynamic power consumption
consists of transmission power consumption and switching power consumption Psw.
Then, the power consumption and the power of each part of SC bm can be expressed as:

Pdy
bm

= Psw
bm + xbm∂bmρbm Ptx (8)

Pst
bm = xbm Pf i x + (1 − xbm )Pof f (9)

Pbm = xbm (Pf ix + ∂bmρbm Ptx ) + (1 − xbm )Pof f + Psw
bm (10)

where ∂bm is the power amplifier efficiency. Pf ix and Pof f respectively indicate the
fixed power consumption when SC is turned on and off. Psw

bm
is the switching power

consumption that can be regarded as the signal processing of the UEs when the SCs
perform the switching operation [18]. Since the SC switching operation needs to ensure
the QoS for each UE, the switching power consumption can be expressed a linear:

Psw
bm = (1 − xbm )

∣∣ζbm
∣∣Po (11)

where Po is the power consumption that handles eachUE re-associate to other SCs. Since
given that the number of RB is a ceil integer and assume that the QoS can be maintained
as long as the minimum throughput by each UE can be satisfied, we roughly consider the
whole network throughput as a constant value and minimize network energy consump-
tion and the number of required RBs while meeting users’ the minimum demanded data
rate to solve (6). The mathematical expression that minimizes problem η can be written
as:

min
∑

bm∈�b

∑
un∈�n

(
μb Pbm+φb ybm ,un kbm ,un

)

s.t. C1:
∑

bm∈�b

kbm ,un = 1, ∀un ∈ �u

C2:
∑

un∈�u

kbm ,un · ybm ,un ≤ RBtotal
bm

, ∀bm ∈ �b

C3: kbm ,un · Rbm ,un ≥ Rmin, ∀un ∈ �u

C4: kbm ,un = {0, 1}, ∀bm ∈ �b,∀un ∈ �u

C5: xbm = {0, 1}, ∀bm ∈ �b

(12)

where kbm ,un is an indicator of the associated status. If UE un is served by SC bm , there
is kbm ,un = 1, otherwise kbm ,un = 0. μb and φb are the weight parameters that indicate
the impact of energy consumption and RB on the problem. Constraint C1 determines
that each UE can only be associated with one SC. Constraint C2 indicates that the UEs
connected to the SC should not exceed the capacity of the SC. Constraint C3 ensures
QoS for each UE. Note that the objective that minimize energy consumption and reduce
the number of required RBs by selecting SCs among all the SCs to be turned on or off
is a combination problem, which requires extremely high computational complexity in
exhaustive combinational search for the optimal solution.
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3 The Cluster-Based Small Cell On/Off Scheme

3.1 Overview

Network-level coordination in the UDN to determine the best SC on/off combination to
address problem (12) is usually NP-hard and is nearly impossible to solve with a central
controller for global optimization [4]. This solution in a fully centralized manner not
only leads to excessive complexity, but the control overhead can be very large [9].

To address this problem, we split the whole UDN into multiple parts. The SC is
selected in each part as the CH to act as the controller, and the CH asynchronously
performs on/off control with reasonable overhead within the cluster. Specifically, we
propose a cluster-based SC on/off scheme in UDN, which consists of SCs clustering and
intra-cluster SC on/off control.

The overall procedure of the proposed scheme is shown in Fig. 2, which is divided
into the following main steps:

Step 1: Calculate the location information of SCs to determine their density.
Step 2: Perform K-means clustering after performing max-min distance clustering.

Fig. 2. The flow chart of cluster-based small cell on/off scheme
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Step 3: An active SC closest to the final clustering center is selected as a CH in each
cluster.
Step 4: CH collects coordination information within the cluster.
Step 5: Execute HSA.

In the following sub-sections, we describe the two phases of the proposed scheme.
Specifically, steps 1 to 3 are the SC clustering and are described in detail in Sect. 3.2.
Step 4 and 5 are the intra-cluster SC on/off control and are given in Sect. 3.3.

3.2 SCs Clustering

In general, the distance and density between SCs mirror their ability of collaborate and
interference intensity. If several SCs that are far from each other form a cluster, the
performance of the cluster cell on/off coordinated transmission is significantly reduced.
Therefore, SCs that are close to each other preferentially form a cluster, and dense
SCs are formed into different clusters by combining max-min distance clustering and
K-means clustering algorithm. However, the traditional K-means clustering algorithm
usually randomly selects the initial clustering center and the number of clusters needs
to be preset, which leads to local optimum [15]. So, the number of pre-set clusters and
the initial cluster centers are first obtained by the modified max-min distance clustering
algorithm. Then, the output of the max-min distance is used as the initial value of the
K-means clustering to obtain the final SCs cluster and CHs.

Firstly, we calculate the distance between the SCs before clustering to determine
density of SCs, and the distance denoted by d = [dbm ,bi ,∀bm, bi ∈ �b]. The set of
neighborhoods of the SC bm is given by:

εbm = {
bi ∈ �b

∣∣dbm ,bi ≤ dth
}

(13)

where dth is the threshold of distance. In addition, the density of the SC bm can be
calculated as:

γbm=
∑

bk∈εbm

∣∣εbm
∣∣ · exp

( −dbm ,bk

(0.5dth)2

)
(14)

We then choose the SC with the highest density as the initial cluster center of the
max-min distance clustering, which ensures that there is at least one cluster formed by
a group of dense SCs and avoids the inconsistent cluster results caused by randomly
selecting the initial center.
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Finally, the cluster center and number obtained by the max-min distance algorithm
are taken as the initial value of the K-means algorithm to obtain the final SCs clusters
formed by set of SCs and denoted by C = {c1, c2, · · · , cl}. The specific SCs clustering
process is in Algorithm 1. Based on the clustering results, the CH within each cluster
is responsible for SC on/off to facilitate the reduction of network state information and
signaling interactions. Then we select the active SC closest to the clustering center as
the CH.

3.3 Intra-cluster SC On/Off Control

After obtaining clusters of SCs according to Algorithm 1, the objective function of
(12) can be divided into sub-problems corresponding to all clusters of SCs. That is,
reducing the energy consumption and RBs of the entire network is approximately equal
to minimizing the energy consumption and RB of each cluster. Then, the optimization
problem η can be rewritten as:
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∑|C|
cl=1 min

∑
bm∈cl

∑
un∈�n

(
μb Pbm+φb ybm ,un kbm ,un

)

s.t. C1:
∑

bm∈�b

kbm ,un = 1,∀un ∈ �u

C2:
∑

un∈�u

kbm ,un · ybm ,un ≤ RBtotal
bm

,∀bm ∈ �b

C3: kbm ,un · Rbm ,un ≥ Rmin,∀un ∈ �u

C4: kbm ,un = {0, 1},∀bm ∈ �b,∀un ∈ �n

C5: xbm = {0, 1},∀bm ∈ �b

C6:
|C|⋃

l=1
cl = �b C7:

|C|⋂

l=1
cl = ∅

(15)

constraints C6 andC7 indicate that the SCs set in the entire UDN is divided into a number
of SCs clusters and each SC can only be located in one cluster so as not to intersect,
respectively.

For a given the set of SCs clusters, since there are only a few SCs per cluster, it
becomes feasible to obtain the optimal on/off combination for each cluster by exhaustive
search.However, this solution still has high search complexity, andwepropose a heuristic
search algorithm to solve the optimization problem.

In the cluster cl , the SC bm is able to close only if each of its UE can be served by
other SCs in the same cluster. However, turning off the SCs with fewer service UEs will
save more power consumption under the condition that the same number of SCs can be
closed. On one hand, this avoids generating more switching power that is proportional
to the number of service UEs. On the other hand, this avoids turning off the SCs with
lots of UEs. Then, the additional dynamic power generated if the SC bm is turned off is:

ωbm = Pswbm
+

∑

bp∈Cl\{bm } ∂ρbm→bp Ptx (16)

where ρbm→bp is the load transferred to SC bp when the SC bm is switched off in the
cluster. The actual load change of each SC is unknown before the shutdown occurs, so
we approximately estimate the transferred load. It is assumed that the load transferred is
related to the initial load of the SC bm and its service UEs’ interference which suffered
from SC bp. The interference of SC bm suffered from the SC bp can be expressed as
Ibm ,bp = ∣∣ζbm

∣∣PtxGbm ,bp , where Gbm ,bp is the channel gain between SC bm and bp[23].
Furthermore, it may become useful signals for its users when the SC bm is turned off.
Thus, the relation can be given as:

ρbm→bp = ρbmβbm ,bpμ (17)

where βbm ,bp = 1/Ibm ,bp , μ= 1/
∑

b j∈cl\{bp} βbm ,b j . We are acknowledged that a SC
with less additional dynamic power generated, has a higher probability to be closed off.
The specific HSA in intra-cluster SC on/off control is shown in Algorithm 2.



A Cluster-Based Small Cell On/Off Scheme for Energy Efficiency Optimization 395

3.4 Computational Complexity Analysis

In this part, we analyze the complexity of the two stages of clustering and intra-cluster
SC on/off in the proposed scheme. Assume that there are M SCs and L clusters are
formed. Firstly, themax-min distance clustering algorithm needs to compare the distance
between the existing cluster center node and other nodes to iteratively generate a new
cluster center, thus the complexity of max-min distance can be calculated as O(ML).
Then the complexity of K-means clustering algorithm is O(dMLt), d = 2 represents the
two dimensional coordinate of SCs, and t is number of iterations of K-means algorithm.
Finally, the time complexity of the first stage clustering is:

Tclustering = O(ML) + O(dMLt) (18)

For the second stage of SC on/off operation, we assume that each SC serves P UEs.
There are 2M combinations if we get the optimal on/off combination by exhaustively
searching each SC, and each UE will re-associate in M − 1 SCs when the SC is off. The
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exhaustively searching algorithm time complexity is:

Toptimal = O(2M PM) (19)

In our proposed scheme, the SCs in each cluster are sorted in ascending order
according to Eq. 16, and then closed by using the modified binary search. Assume
that each cluster cl contains S SCs. The complexity of binary search is O

(
log2 S

)
.

The complexity of reconnecting the UEs to the remaining SCs at total search step is
PS

[
S/2(S − S/2) + S/22

(
S − S/22

) + · · · + S/2r (S − S/2r )
]
, which can be rewrit-

ten as O
(
S3P

)
, r = log2 S indicates the number of searches. Therefore, the complexity

of second stage is O
(
S3P log2 S

)
. As a result, the complexity of our proposed scheme

is:

Tproposed = max(O(dMLt),O(S3PL log2 S)) (20)

It is worth noting that although SCs clustering increases computational complex-
ity, they reduce the complexity of performing SC on/off in UND. Generally M >> L
and M >> S, thus the time complexity of our scheme is much lower than the optimal
exhaustive search approach as the number of SCs increases.

4 Simulation Results

4.1 Parameters Settings

In order to simulate the performance of the proposed cluster-based SC on/off scheme,
we consider a downlink scenario of ultra-dense network. It is composed of many SCs

Table 2. Major simulation parameters

Parameters Value

Carrier frequency 2 GHz

Bandwidth 20 MHz

Total number of RBs per SC 100

Transmit power 30 dBm

Density of SCs 0.0002–0.002 SCs/m2

Fixed power consumption 106 W [14]

Sleep power consumption 10 W[14]

Po 30 dBm [18]

Traffic model Full buffer

Path loss factor α 4 [21]

White noise power −174 dBm/Hz

Minimum required rate per User 1 Mbps
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and UEs randomly distributed within an area size of 500 m × 500 m. In this scenario,
we set the density of users distributed in the area to 0.002 UE/m2, while the density of
SCs continues to increase to the same density as UEs. The major parameters used for
the simulation are listed in Table 2.

4.2 Result Analysis

We compare the other three schemes to evaluate the performance gain of the proposed
scheme. The first is none SC on/off scheme [20] that all SCs are always on and there is
no optimization method in the network, which is the benchmark compared with other
scheme. The random SC on/off is the second scheme [12], which randomly choose to
close a certain proportion of SCs in the network and switch users to the remaining SCs.
If the closed SC has UEs, these users will switch to adjacent active SCs. The last one
is void SC on/off scheme [22]: a SC will be turned on when it has at least one user to
serve, otherwise it will be turned off.

Fig. 3. The closing ratio under different densities of SCs

In Fig. 3, we compare the closing ratio of different SC on/off schemes under different
distribution densities of SCs. It can be observed that the randomSCon/off scheme always
turns off a certain proportion of SCs regardless of the increase in the density of SCs.
However, the proportion of SCs that are idle in the system is higher than about 30% as
the density of SCs continues to increase, which results in the closing rate of the void SC
on/off scheme will be higher than that of random SC on/off scheme. The closing ratio
of cluster-based SC on/off scheme is always about 20% higher than that of the void SC
on/off scheme with the increase of the density of SCs, that is, more SCs will be turned
off to achieve higher power efficiency.

Figure 4 illustrates the total power consumption of all SCs in the network as the
density of SCs increases. As can be seen from the figure, the network with the on/off
scheme will save the power consumption of the SC. When the density of SCs is low,
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the total power consumption of SCs realized by the four on/off schemes is almost equal.
This is because a large amount of switching power consumption at this time replaces the
energy saved by the SCs shutdown. That is to say, there are fewer SCs turned off when
the density is low, but more users need to switch, leading to an increase in switching
power consumption. However, as the density of the SCs increase, the number of SCs that
are closed by the corresponding on/off scheme increases, so that power consumption is
significantly reduced. When the density of SCs increases to the same density as the user,
the total power consumption of SCs that achieved by the void SC on/off scheme will be
reduced by about 38%, while 58% of the total power consumption can be saved through
cluster-based SC on/off scheme.

Fig. 4. The total power consumption under different densities of SCs

Figure 5 shows the network energy efficiency defined by Eq. 6. When the total
throughput is almost constant, the energy efficiency of the network is determined by
the total energy consumption. It can be seen from Figs. 2 and 3 that the total power
consumption of the network is proportional to the number of SCs opened, and the
impact of switching power consumption on the total power consumption will decrease
as the density of SCs increases. Our proposed will close more SCs as the density of SCs
increases, thus having better energy efficient than other on/off schemes.

Figure 6 implies the cumulative distribution function of SINR values of UEs in the
case where the SCs and the user density are the same. As shown in the figure, the random
on/off scheme does not improve SINR or even worse because it turns off SCs without
guaranteeing the QoS of UEs. Both void SC on/off scheme and our scheme can suppress
some interference, but our scheme can close more SCs and reduce more interference
under the premise of guaranteeing the QoS of UEs, thus showing a better SINR of UEs
than void SC on/off scheme.
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Fig. 5. The energy efficiency under different densities of SCs

Fig. 6. The CDF of SINR values of UEs

The relationship between the SCs density and the RB cost of each on/off scheme is
depicted in Fig. 7. It can be seen that there is no significant difference in the RB cost
of none SC on/off scheme and random SC on/off scheme because their SINR levels are
almost the same. Since closing some SCs can improve channel conditions, choosing to
turn off the appropriate SCs can reduce the RB cost. Compared to the benchmark, our
proposed scheme can reduce RB cost by about 50% when densities of UEs and SCs are
the same.
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Fig. 7. The RB cost under different densities of SCs

5 Conclusions

In this paper,wepropose a cluster-basedSCon/off scheme forUDN.This schemehas two
stages, viz., SCs clustering stage and intra-cluster SC on/off stage. In the SCs clustering
stage, we firstly divide all SCs into multiple SC clusters by combining max-min distance
clusteringwithK-means clustering algorithm. In the intra-cluster SC on/off stage, a HSA
algorithm is proposed to turn SC on/off combo issues into selection questions, which is
beneficial to reduce the computational complexity of searching the optimal combination
of SC on/off. Simulation results show that the proposed scheme can effectively improve
network energy efficiency, and this superiority is more obvious if the density of SCs is
further increased in UDN.
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Abstract. For peer-to-peer (P2P) video-on-demand (VoD) streaming, this paper
proposes a new P2P VoD scheme based on Dynamic Adaptive Streaming over
HTTP (DASH), called P2P-DASH VoD scheme. The scheme takes advantage of
both the scalability and low cost properties of P2P technology and the dynamic
self-adaptation of DASH. In the proposed scheme, a multi-overlay architecture
is constructed, and a DASH streaming rate control approach is proposed. The
multi-overlay architecture integrates the power-law ring overlay structure and the
Fibonacci ring overlay structure. Peers can search the target video segments based
on the power-law ring overlay structure or the Fibonacci ring overlay structure
according to the search distance. The integrated overlay structure can reduce the
jump latency caused by VCR operations and improve the smoothness of playback.
Furthermore, the DASH streaming rate control approach is proposed to combine
DASH in P2P VoD Streaming. The DASH streaming rate control approach con-
siders four adaptive factors (on-time arrival rate of segment, peer’s available buffer
length, current overlay available bandwidth and current overlay upload bandwidth
utilization). Through simulations, we demonstrate that the proposed P2P-DASH
VoD scheme has short jump latency, high playback fluency and the satisfaction of
users.

Keywords: Peer-to-peer · Video-on-demand · Dynamic Adaptive Streaming
over HTTP (DASH) · Overlay · Streaming rate control · Video streaming

1 Introduction

With the promotion and popularization of Internet in contemporary society, the number
of Internet users is increasing. As one of the main applications of Internet, network video
has a huge user base. According to data provided by Baidu.com, as of December 2018,
China had 829million Internet users and 612million video users. Video users accounted
for 73.9%of the total number of Internet users. The huge number of video userswill incur
huge network bandwidth costs when watching network video. In addition, they place
higher demands on viewing quality, including fluency and clarity. Therefore, improving
the users’ viewing quality while reducing the network bandwidth costs has become a hot
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spot of current research. P2P video on demand (VoD) technology can effectively deal
with this problem.

Video on demand (VoD) is popular because it can deliver video content to users
based on user requirements. Therefore, the research in this paper is for VoD. In VoD,
P2P technology is widely used to provide VoD services due to its high scalability and
low deployment cost [1–3]. On the other hand, DASH is widely used in VoD streaming
and live streaming because it provides users with the best video quality based on current
network conditions [4, 8]. These studies also show that DASH can effectively improve
the viewing quality of users. In addition, DASH is based on the standard HTTP protocol
and defines a mechanism suitable for real-time transmission of video data based on the
HTTP protocol. Therefore, DASH effectively ensures real-time transmission of video
data. Besides, most firewalls allow HTTP protocol penetration by default, that is, the
HTTP protocol has strong applicability to the network. So, DASH has strong network
adaptability and is easy to deploy. Therefore, building P2P VoD system based on DASH
can adapt to existing networks, greatly reducing deployment costs and providing users
with a better experience.

In this paper, we propose a new P2P-DASH VoD scheme for peer-to-peer VoD
streaming, which combines the advantages of DASH technology and P2P technology.
The scheme takes advantage of the high scalability and low cost of P2P technology and
the dynamic adaptability of DASH. The scheme guarantees low deployment cost, short
jump latency, high playback fluency and satisfaction of users. First, we propose a new
multi-layer overlay structure which consists of a power-law ring overlay structure and
Fibonacci ring overlay structure. The integrated overlay structure is used to reduce the
jump latency caused byVCRoperations and improve playback fluency. It can also handle
the high dynamic features and asynchronous features of VoD service. High dynamic
feature means that client peers can join/leave at any time and can drag playback point
at any time. Asynchronous feature means that users watching the same video can watch
different parts of the video. Final, a DASH streaming rate control approach is proposed.
Through the rate control approach, users can adaptively choose their best watching
experiences and obtain the best satisfaction of users.

2 Related Work

The research on P2P VoD streaming mainly includes [5–7]. Ganapathi et al. [5] propose
the hierarchical prefetching technology based on popularity. First, the method estimates
the popularity of each video by proxies. Then, the proxies cache the popular videos and
distributes the videos to the desired peers. This method can effectively solve the problem
that P2P system is difficult to provide constant download and playback services due to
frequent VCR operations. In order to improve the quality of video playback and reduce
the consumption of cloud bandwidth, the authors of [6] propose an incentive scheme
based on adaptive bitrate streaming method. In this scheme, the quality of the video
received by a user depends on the user’s contribution to the upload bandwidth of the P2P
network. The authors of [7] study the buffer-map exchange problem in a pull-based P2P
VoD streaming system. They propose an adaptive mechanism to reduce overhead. The
mechanism sends the buffer-maps based on playing position of peers. Experiments show
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that this method effectively reduces the bandwidth overhead of buffer-map exchange in
P2P VoD streaming systems.

Most of the research on P2P-DASH focuses on the construction of P2P-DASH sys-
tem, and proposes a new DASH rate control approach when constructing the system.
The authors of [9] propose a DASH rate control method. Before downloading video seg-
ments, the method estimates the throughput of peers based on the changes in network
throughput. Peers select streaming rate based on the estimated throughput and playback
buffer occupancy. The authors of [11] propose a block-based rate adaptationmethod. The
method considers both the difference in bandwidth and the video time of the feedback
buffer. Experiments show that this method effectively solves the problem that the video
rate switching on multiple servers is not smooth due to different bandwidth. A DASH
method based on machine learning is proposed by the authors of [12]. The approach
enables customers to understand the environment in an unsupervised way to help clients
adapt to the changing network environment. The method eliminates redundant adaptive
work similar to network signatures and reduces the complexity of running time. Other
studies have focused on live streaming. Such as the research work of [10] is a DASH rate
control algorithm for live streaming. A decentralized rate control scheme is proposed by
the authors of [10]. Peers independently performed the rate control algorithm to select
the appropriate streaming rate. Based on paper [10], the authors of [13] made a more
detailed study and explanation of the work of [10]. They add the description of system
parameter selection and perform the same simulation experiment as [10], and reach the
same conclusion.

Different from previous work, the research of P2P-DASH in this paper is aimed at
VoD streaming. We propose a new P2P-DASH VoD scheme. This paper investigates
the method of constructing an overlay structure in a VoD stream to reduce the playback
delay caused by VCR operations in the VoD stream. On the other hand, this paper
studies a new DASH streaming rate control approach for streaming rate conversion in
video transmission to maximize the satisfaction of users.

3 System Overview and Overlay Structure Construction

3.1 System Overview

In this paper, only VoD streaming is studied. We consider the construction and mainte-
nance of P2P overlay structure under the condition of AVC video coding. First, a multi-
layer overlay structure is constructed according to different DASH representations (i.e.,
streaming rates). Each DASH representation corresponds to an overlay. In AVC coding,
peers with different streaming rates do not have the ability to share video segments.
The P2P overlay structure in our system is mesh-based. The overlay structure consists
of power-law ring overlay structures and Fibonacci ring overlay structures. The peers
are organized into Fibonacci ring overlay structures and power-law ring overlay struc-
tures based on distance between peers. Based on search distance, peers decide in which
ring structure to find target video segments. This integrated overlay structure effectively
shortens the jump latency and effectively handles the dynamic and asynchronous nature
of VoD services.
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Then, a DASH streaming rate control approach is proposed to control the streaming
rate in VoD. Based on the situation of overlay, the DASH streaming rate control approach
selects the best streaming rate for peers. When peers switch their streaming rate, they
will migrate from one overlay to another. In order to maximize the viewing quality and
ensure the good performance of P2P overlay structure, DASH streaming rate control
approach considers four adaptive factors. The four adaptive factors including the on-time
arrival rate of segment AR, available buffer length Wavailiable, current overlay available
bandwidth μ, and current overlay upload bandwidth utilization η. The adaptive factors
determine whether peers can switch streaming rate (i.e., migrating their overlay).

3.2 Overlay Structure Construction

The overlay structure of this system is a multi-layer mesh-based structure. Peers in
the system are organized in a comprehensive structure of Fibonacci ring and power-
law ring. The number of overlays in the system is the same as the number of DASH
representations of video. Each DASH representation (i.e., streaming rate) corresponds to
an overlay. Our system structure consists of a streaming server, a tracker, andmany peers.
The system structure is shown in Fig. 1. The streaming server distributes different DASH
representations to the corresponding overlay. In the system, we use rate represent DASH
representation, ratej is streaming rate in overlayj. overlayj represents the jth overlay and
1 ≤ j ≤ max. The maximum streaming rate and overlay are represented as ratemax and
overlaymax , respectively. Each peer belongs to an overlay at a time. Each peer provides
its cached video segments to other peers. The streaming server divides a video into
multiple segments. Each segment contains a certain number of video encoding frames.
From previous research [14], it can be concluded that the larger the video segment, the
better the user experience. Since the DASH video segments are small (generally 2 s or
10 s), this paper divides a certain number of video segments into a video group. In the
system, the tracker saves peers’ information, including the upload bandwidth, ID and
streaming video resources. Besides, the tracker organize the peers into clusters. When a
new peer i joins the overlay structure, it first notifies the tracker. Then, the tracker selects
some neighbor peers for peer i based on its playing position. Each peer stores its own ID
information and the video being played. Each peer joins the system based on its playing
position.

When constructing the overlay structure, the distance between peers (dpeer) is cal-
culated based on the playing position. For example, the playing position of peer i and
peer n is curi and curn. The distance from peer n to peer i (dnpeer) is calculated as d

n
peer =

curn− curi. Then, according to dpeer , the neighbor peers are organized into the Fibonacci
ring overlay and the power-law ring overlay. Final, when a peer searches for the target
video segment, the peer first calculates the search distance (dsearch). dsearch is the interval
between the current playing position of a peer and the position of target video segments.
We use tari for the target segment position of peer i. Then, the search distance (disearch)
equals tari − curi. According to dsearch, peers decide to search for the target segment in
Fibonacci ring overlay or power-law ring overlay.

The authors of papers [15] and [16] show that Fibonacci ring overlay structure
supports short-range search and power-law ring overlay structure supports remote search.
Specifically, when dsearch is small, a peer searches for target segment in its Fibonacci
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Fig. 1. System architecture

ring overlay structure. Instead, a peer will find the target segment in its power-law ring
overlay structure when dsearch is large. In this way, the jump latency of our system is
short. The critical distance which determine a peer search a target segment in Fibonacci
ring overlay or power-law ring overlay is called dcritical. Through experiments, it can
be concluded that when dcritical is equal to 8, the jump latency is short and the search
speed of the whole system is the fastest. That is, when dcritical less than or equal to 8,
peers look for target segments in their Fibonacci ring overlay. Otherwise, when dcritical
is greater than 8, peers look for target segments in their power-law ring overlay.

According to the pseudo-code of Algorithm 1, the steps for a peer to search for a
target segment are as follows. First, calculate the distance dpeer of peers in the system.
According to dpeer , the peers are organized into the Fibonacci ring overlay and the power-
law ring overlay. Then, calculate disearch of peer i sending a request. If d

i
search≤ dcritical,

the peer i looks for the target segment in its Fibonacci ring overlay. If disearch> dcritical, the
peer i looks for the target segment in its power-law ring overlay. If the required segment
of peer i is found, then the information of the neighbor peer that cached the desired
segment is returned. Peer i sends a request to the neighbor peer to get the target segment.
If there is no required segment in the neighbor ring of peer i, then peer i sends the request
to its nearest neighbor peer. The neighbor peer finds the target segment according to the
above rules, until the target segment is fond or TTL becomes to 0.
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Algorithm 1

1 for each peer i and its neighbor peer n in the system do

2
compute the distance dn

peer = curn −curi 

// dn
peer is the distance between peer i and peer n , curn and curi are playing position 

of peer n and peer i
3 organize peer n into Fibonacci ring overlay, according to the dn

peer

4 organize peer n into power-law ring overlay, according to the dn
peer

5 end for

6 for peer i and its neighbor peers do

7
compute the search distance di

search = tari −curi 

// di
search is the search distance, tari is the target segment position of peer i

8
if di

search ≤ dcritical then
// dcritical is the critical distance 

9 peer i look for target segment in the Fibonacci ring overlay

10 if the target segment of peer i is found in its Fibonacci ring overlay then

11 peer i sends a request to the neighbor peer to get the target segment

12 else peer i sends the request to its nearest neighbor peer continue

13 end if 

14 else Peer i look for target segment in the power-law ring overlay

15 if the target segment of peer i is found in its power-law ring overlay then

16 peer i sends a request to the neighbor peer to get the target segment

17 else peer i sends the request to its nearest neighbor peer continue

18 end if

19 end if

20 while TTL=0 break

21 end for

4 DASH Streaming Rate Control Approach

DASHstreaming rate control approach is used to handle streaming rate conversion during
video playback. In our approach, when a peer starts playing a video, it first requests
video segments with the lowest streaming rate to quickly play the video and reduce
the startup delay. During playback, a peer will attempt to request video segments with
higher streaming rate or video segments with lower streaming rate. The streaming rate
conversion of a peer is the conversion process of a peer from one overlay to another. Our
streaming rate control approach restricts that a peer exclusively moves from its current
overlay to an adjacent overlay. Therefore, the approach avoids the large fluctuations of
video quality caused by large switching range.

In the traditional DASH client-server scenario, only the peer’s buffer status and
the peer’s upload bandwidth utilization are considered when switching streaming rate.
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Unlike the traditional DASH client-server scenario, in the P2P-DASH scheme, each
peer is a client and a server. Each peer obtains video from other peers and provides
cached video to other peers. Therefore, when a peer switch its streaming rate, a peer
autonomously executes the streaming rate control approach. The approach considers
not only the performance of a peer itself, but also the performance of the whole overlay
structure.

The DASH streaming rate control approach proposed in this paper considers four
adaptive factors. They comprehensive indicator peers switch their streaming rate. The
factors including on-time arrival rate of segment AR, peer’s available buffer length
Wavailiable, current overlay available bandwidthμ and current overlay upload bandwidth
utilization η. The following four adaptive factors are introduced separately.

(1) The on-time arrival rate of segment
ARi is the on-time arrival rate of segment of peer i, which is defined as: in the period
τ , the ratio between the number of video segments that meet the playback deadline
and the total number of segments that peer i should receive. The calculation formula
of ARi is

ARi = Siontime

Sitotal
(1)

In the formula (1), Siontime is the number of video segments that meet the playback
deadline of peer i. Sitotal is the total number of video segments that peer i should
receive.

(2) The peer’s available buffer length
Wi

availiable is the available buffer length of peer i, which is defined as: the interval
between the total buffer size of a peer (the sliding window size) and the buffer size
already used by the peer. The calculation formula of Wi

availiable is

Wi
availiable = W − Wi

used
(2)

In the formula (2),W is the total buffer size of peer i.Wi
used is the buffer size already

used by peer i.Wi
used is calculated as

Wi
used

= Sw + Sk
bi

(3)

In the formula (3), Sw is the size of the segments waiting to be sent in the buffer.
Sk is the size of segment k that peer i is requesting. bi is the upload bandwidth of
peer i.

(3) The current overlay available bandwidth
According to the paper [17], the current overlay available bandwidth of overlay j
at time t is defined as:

μ j (t) =
b j
server + ∑

i∈Q j (t) bi

q · rate j (4)
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In the formula (4), bjserver is the upload bandwidth provided by the streaming server
for overlay j to transmit segments with streaming rate ratej at time t. bi is the upload
bandwidth of peer i. Qj(t) is the set of active peers in overlay j at time t. q is the
number of peers in set Qj(t). ratej is the streaming rate of overlay j.

(4) The current overlay upload bandwidth utilization
The current overlay upload bandwidth utilization of overlay j at time t is defined
as:

η j (t) =
U j
server + ∑

i∈Q j (t) Ui

q · rate j (5)

In the formula (5), Uj
server is the server’s upload bandwidth utilization of overlay j

at time t. Ui is the upload bandwidth utilization of peer i.

The adaptive factors μj(t) and ηj(t) are used to judge the overall performance of
current overlay structure.μj(t) indicates whether the available bandwidth of the network
can support peers switch to an overlay with higher streaming rate at time t. Whenμj(t)≥
1, it means that the performance of current network is good. At this time, the upload
bandwidth of the network ensures that the target video segment is sent to the requesting
peer. μj(t) < 1 is the opposite. ηj(t) is a deeper judgment index for global network
performance. ηj(t) represents the effective upload bandwidth utilization of peers on
overlay j. If new peers join to the overlay structure, the value of ηj(t) will significantly
decrease. This is because the new peers do not contribute upload bandwidth immediately.
In our DASH streaming rate control approach, a peer switches to DASH representation
with higher streaming rate, call a peer switches upward. When a peer switches upward,
our approach comprehensively consider four adaptive factors. These four adaptive factors
jointly determine whether a peer can successfully switch upward. When a peer switches
downward, only the indexes of itself (AR and Wavailiable) are considered.

According to the pseudo-code of Algorithm 2, the steps of our DASH streaming
rate control approach are as follows. We assume that ritarget is the target streaming rate
of peer i. In each period τ , when raetj< ritarget , it means peer i is not satisfied with
the current streaming rate. Then, peer i expects to switch upward. If ARi > ARthres and
Wi

availiable > Wthres, it means that the peer has the ability to switch to overlay with a
higher streaming rate. ARthres is the threshold of the on-time arrival rate. Wthres is the
threshold of the available buffer length of a peer. Then, the approach judge the current
overlay performance. If μj< 1 and bi≥ ratej, it means that the current overlay state
cannot guarantee the peer to switch an overlay with higher streaming rate successfully.
So the peer remains in the current overlay j. Otherwise, the state of the target overlay
is judged. If bi > ratej+1, peer i switch to overlay j + 1. If μj+1 > 1 and ηj+1> ηthres,
peer i switch to overlay j + 1. ηthres is the threshold of the overlay upload bandwidth
utilization. If ARi < ARthres and Wi

availiable< Wthres, it indicates that the peer cannot
guarantee normal playback at the current streaming rate and needs to move to overlay
j − 1 with lower streaming rate.
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Algorithm 2

1 for peer i in the network in every period τ do

2 if (ratej< ri
target) and ((ARi >ARthres) and (Wi

availiable > Wthres))
//Determine the current global network performance

3 if (μj < 1) and (bi ≥ ratej) then

4 Peer i remains at overlay j

5 else // Determine the target overlay status

6 if (bi > ratej+1) or ((μj+1 > 1) and (ηj+1 >ηthres)) then

7 peer i switch to overlay j+1

8 end if

9 end if

10 else

11 if ARi <ARthres and (Wi
availiable < Wthres) then

12 peer i switch to overlay j-1

13 else

14 peer i remains at overlay j

15 end if

16 end if

17 end for

5 Performance Evaluation

In this section, we demonstrate the performance of P2P-DASH VoD scheme through
simulation. First, we introduce the simulation steps and evaluation indicators. Then, the
performance of P2P-DASH VoD scheme is represented by graphs.

5.1 Simulation Setup

We implement an event-driven simulator based on the Peersim simulation platform
to evaluate the performance of the P2P-DASH VoD scheme. We build a multi-overlay
systemwhere each cluster transmits the same video at a different streaming rate. First, we
set different upload and download capabilities for the peers in the system by referring
to the paper [10]. The specific settings of peers are shown in Table 1. The number
of peers we consider in our experiment is 2000. In the experiment, a network with
four overlays is considered. The streaming rates corresponding to the four overlays are
700 kbit/s, 1500 kbit/s, 2500 kbit/s and 3500 kbit/s respectively. We consider the case
where peers download the high streaming rate as high as possible within the capacity
of their download bandwidth. In order to simulate the real network status, the system
randomly selects 1% of active peers to join or leave the system. To illustrate the P2P
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characteristics of our system, our system allocates a small amount of streaming server
upload bandwidth for each overlay. The streaming server upload bandwidth is set to four
times the streaming rate of each overlay, i.e., bjserver = 4rj. In order to compare with
the P2P-DASH scheme proposed in paper [10], some parameter values of our system
are consistent with those in the paper [10]. The sliding window is set to 20 s, ηthres=
0.8, ARthres= 0.55, Wthres= 14 s. Final, we ran our P2P-DASH VoD scheme on the
simulation platform and implemented the DASH-P2P scheme in the same way.

Table. 1. The parameter distribution of peers

Peers Class 1 Class 2 Class 3 Class 4

Upload capacity (kbit/s) 704 1024 1500 10000

Download capacity (kbit/s) 2048 8192 10000 50000

% of peers 20 21 42 17

In the simulation, we first test the jump latency of our scheme and compare it with
the Fibonacci ring overlay structure and the power-law ring overlay structure. Then, in
order to illustrate the playback fluency brought by our scheme, we test three indicators
and compare them with the P2P-DASHmethod. The three indicators including the PMF
of hops, the average playback delay and the on-time arrival rate of segments. The number
of hops tested is the hop generated by the peer switching streaming rate when our system
does not generate VCR operations. We use improvements in these three indicators to
illustrate the improvements in playback fluency. Final, we test the satisfaction of users
and compare it to the DASH method.

5.2 Simulation Result

(1) Jump latency
The jump latency is defined as the average number of message hops per peer. In the
experiment, we record the number of jumping peers and the number of message
hops generated by each peer. Then, we calculate the average number of message
hops for each peer. Based on the data provided by the paper [15], we assume that
the probability of peers generating a jump operation during playback is 30%. The
author of [18] show that 80% of the VRC operations generated by the user while
watching the video are close-range drags, and 20% are long-distance drags. So, in
our experiments, it is assumed that 80%of jump operations are close jumps and 20%
are long jumps. We compare the jump latency of power-law ring overlay structure,
Fibonacci ring overlay structure and our integrated overlay structure under different
peers.As canbe seen fromFig. 2, the jump latencyof our integrated overlay structure
is shorter than that of power-law ring overlay structure and Fibonacci ring overlay
structure. This shows that our integrated overlay structure can effectively reduce
the jump delay then the other two structures.
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Fig. 2. Jump latency

(2) The PMF of hops
The Probability Mass Function (PMF) of hops represents the probability of the
number of peer hops when the peers convert streaming rate. In this part, we test
the number of peer hops in target overlay 2 and target overlay 4 when our system
do not generate VCR operations. We draw the PMF graph of the number of peer
hops. From Fig. 3, we can clearly see that the number of hops in our P2P-DASH
VoD scheme is significantly less than the P2P-DASH scheme. As can be clearly
seen from Fig. 3, when the target overlay is 2, the number of peer hops are mostly
1 with a probability of 0.861. This is because, in our scheme the new peer is first
allowed to request the video segment with lowest streaming rate. So, most peers
need to switch from overlay 1 to overlay 2 when the target overlay is 2. When the
target overlay is 4, the number of peer hops are mostly 3 with a probability of 0.623.
The small number of peer hops indicate that our scheme is very efficient for video
segment searches.

(3) Average playback delay
The average playback delay is defined as the interval between a peer make a request
of a video segment and the peer receiving the video segment. In Fig. 4, we test the
average playback delay in the four overlays. As can be seen from Fig. 4, our P2P-
DASH VoD scheme can guarantee a lower playback delay and is much lower than
the P2P-DASH scheme. The playback delay in overlay 1 is the lowest, while the
playback delay in other overlays is higher. This is because the higher streaming rate
of video segments require longer transmission times. However, since our streaming
rate control approach strictly limits the transition of peers from the lower rate rep-
resentation to the higher rate representation, there is little difference in the average
playback delay for the peers in overlay 2, 3 and 4. As can be seen from Fig. 4,
the minimum values of the average playback delay of P2P-DASH VoD scheme
and P2P-DASH scheme are 5 s and 12 s respectively. The maximum values of the
average playback delay of P2P-DASH VoD scheme and P2P-DASH scheme are
26 s and 35 s, respectively.

(4) The on-time arrival rate
The on-time arrival rate is the ratio between the number of video segments that meet
the playback deadline and the total number of segments that peer i should receive,
as defined in part 4. In Fig. 5, we test the on-time arrival rate for each overlay in the
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Fig. 3. The PMF of hops in target overlay 2 and target overlay 4

Fig. 4. The average playback delay

system. As is apparent from Fig. 5, the on-time arrival rate of our P2P-DASH VoD
scheme is higher than the P2P-DASH scheme, especially in overlay 2 and overlay
3. The on-time arrival rate for the four overlays in our scheme are 0.980, 0.957,
0.945 and 0.916 respectively. The on-time arrival rate for the four overlays in the
P2P-DASH scheme are 0.974, 0.934, 0.887 and 0.921 respectively. This shows that
our scheme can effectively send target video segments to the required peers.
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Fig. 5. The on-time arrival rate

(5) The global system satisfaction of users
The global system satisfaction indicates whether the streaming rate received by
peers can meet the required streaming rate. This evaluation indicator was used in
the paper [10]. In the experiment, we compare our P2P-DASH VoD scheme with
the P2P-DASH scheme. First, the scenario we consider is that the target video seg-
ment of peers is the highest DASH representation within their download capability.
However, the upload bandwidth provided by peers themselves is limited. The total
upload bandwidth in the network is relatively small due to the upload bandwidth
of the peers. In Fig. 6, we show the satisfaction of users for five consecutive peri-
ods. As can be seen from Fig. 6, in the same scenario, the satisfaction of users of
our P2P-DASH VoD scheme is significantly better than the P2P-DASH scheme.
The satisfaction of users of our scheme reaches up to 0.660, while the P2P-DASH
scheme reaches up to 0.636. Theminimum values of user satisfaction of our scheme
and the P2P-DASH scheme are 0.648 and 0.619, respectively. In addition, we can

Fig. 6. The global system satisfaction of users in different periods
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see that the global system satisfaction of users of our scheme is more stable than
the P2P-DASH scheme.

6 Conclusions

For peer-to-peer VoD streaming, this paper proposed a new P2P-DASH VoD scheme,
which takes advantage of the dynamic adaptive characteristic of DASH and the low cost
characteristic of P2P. First, the P2P overlay structure of the P2P-DASH VoD scheme
adopts the combination of the power-law ring overlay structure and the Fibonacci ring
overlay structure. The overlay structure can effectively reduce the jump latency caused
byVCRoperations inVoD service. Then, in terms of streaming rate control, we proposed
a DASH streaming rate control approach. Each peer in our system performs a streaming
rate control approach to control its streaming rate change (switching overlay). Peers
moves from one overlay to another based on four adaptive factors. So our streaming
rate control approach can cope with the streaming rate conversion generated during
playback and improve the user’s viewing quality. The effectiveness of the P2P-DASH
VoD scheme is verified by simulations. The simulation experiments show that the P2P-
DASH VoD scheme can effectively reduce jump latency, improve playback fluency and
the satisfaction of users.
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Abstract. Cell association in heterogeneous cellular networks is a sig-
nificant research issue, but existing schemes mainly optimize a single
objective and could not solve such a problem with a generic utility func-
tion in polynomial time. This paper proposes a cell association scheme
for generic optimization objectives with polynomial-time complexity,
which employs a virtual base station method to transform it into a 2-
dimensional assignment problem solved by Hungarian algorithm. Based
on this scheme, a framework for the tradeoff among multiple optimiza-
tion objectives is designed. This framework jointly considers spectral effi-
ciency and load balancing, designs a weight factor to adjust their impacts
on the optimization, and uses an experience pool to store the relationship
between performance demands and corresponding weight factor values.
For an instantaneous cell association decision in a given network scenario,
the association results are obtained as soon as the corresponding factor
value is taken from the pool and the Hungarian algorithm is called for the
matching. Compared with existing schemes, our proposal achieves a bet-
ter tradeoff between system capacity and UE fairness with an extremely
low time cost.

Keywords: Heterogeneous cellular networks · Cell association ·
2-dimensional assignment problem · Hungarian algorithm · Fairness

1 Introduction

To solve problems caused by the increment of traffic load and the lack of wireless
resource, cellular networks evolve toward heterogeneity integrating femtocells
with traditional macrocells, called heterogeneous cellular networks (HCNs) [1].
The deployment of femtocells brings in an augmentation of the system capac-
ity thanks to the small-scale reuse of resource [2], but the association problem
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between all the base stations (BSs) and user equipments (UEs) becomes more
and more complex when the densification of BSs increases. Therefore, it becomes
a critical issue to find a fast cell association scheme in HCNs, which should
achieve a good tradeoff between multiple performance metrics.

In the literature, there are many studies on cell association in HCNs. Some
of them just considered a traditional performance metric, such as signal-to-
interference-plus-noise ratio (SINR), so that an association strategy with high
system capacity could be quickly obtained [3]. However, due to the difference of
transmission powers between a femtocell and a macrocell, too many UEs tended
to access the macro one, making the traditional SINR-based scheme unsuitable
for HCNs. To find a suitable solution for HCNs, cell association and schedul-
ing were jointly optimized in [4], which transformed it into a distributed convex
optimization and used an alternating direction method of multipliers to solve
it. This algorithm associated more UEs to underloaded femtocells to improve
load balancing and the throughput on cell edges. [5] proposed a cell association
scheme based on UE behavior awareness, which obtained the association result
based on UEs’ instantaneous states (such as their deployment and mobility fea-
tures) and cells’ characteristics, so that the scheme could dynamically approach
the network’s maximum throughput.

There are some other studies on the optimization methods of cell associa-
tion. [6] considered the problem with the proportional-fair utility function and
transformed it into a convex optimization by relaxing the binary variables rep-
resenting the associations into continuous variables between 0 and 1, which was
then solved by the Lagrange duality method. [7] jointly optimized cell associa-
tion and power control to maximize the system total utility and minimize the
power consumption. The problem was modeled as a mixed integer convex opti-
mization by an annealing-based coalition game and the primal decomposition
theory. [8] proposed a cell association scheme based on online Q-learning, which
continuously learned UE behaviors and the dynamic UE environment, so that
load balancing was improved under the premise of guaranteeing UE quality of
service (QoS). [9] proposed a deep Q-learning based scheme, which achieved an
optimal association under the premise of guaranteeing the downlink UE QoS.

None of the above schemes is polynomial, but some existing studies trans-
form cell association into an assignment problem that is solvable in polynomial
time. [10] considered a virtual base station (VBS) idea to transform the prob-
lem into the association between UEs and VBSs, where one BS was mapped
into a number of VBSs, hence becoming a 2-dimensional assignment problem.
UEs wanted to maximize their own profits and BSs wanted load balancing, so
a Nash bargaining game was used to model the conflicts between UEs and BSs.
[11] jointly optimized the cell association problem with BS dormancy and con-
sidered a utility function obeying proportional fairness. On the one hand, the
cell association subproblem was transformed into a 2-dimensional assignment
problem and solved by Hungarian algorithm. On the other hand, a low-complex
algorithm based on a successive approximation method was proposed for joint
optimization. [12] jointly considered cell association and almost blank subframe
(ABS) ratio as a combinatorial optimization problem. For a given ABS ratio,
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Hungarian algorithm was used to match UEs and VBSs, and finally a strategy
corresponding to a relatively small ABS ratio but a large number of associated
UEs was obtained.

In summary, existing cell association schemes mainly optimize a single per-
formance metric and most of them are not polynomial. Some polynomial-time
schemes only work for proportional-fair utility functions. Therefore, this paper
proposes a generic polynomial-time scheme and uses it as the core of a cell asso-
ciation framework that optimizes multiple performance metrics with a tradeoff.
In details, a VBS method is employed to transform cell association into a 2-
dimensional assignment problem between UEs and VBSs. Then, a weighting
factor is used to adjust the impacts of spectral efficiency and load balancing. We
store the relationship between achieved performance and corresponding factor
values in an experience pool. Once an association decision is required, an asso-
ciation result is obtained by running Hungarian algorithm on a virtual weight
matrix that is calculated based on the corresponding factor taken from the expe-
rience pool. The advantages of the proposal are threefold: its complexity is poly-
nomial, its objective function could be generic, and it achieves a better tradeoff
among multiple performance metrics.

The remainder of this paper is organized as follows. Section 2 provides the sys-
tem model. Section 3 describes the proposed scheme and the framework. Section 4
shows the simulation results. In the end, the paper is concluded in Sect. 5.

2 System Model

We consider a circular region covered by a macrocell and a number of fem-
tocells. The BS of the former is in the center and the BSs of the latter
are deployed in the circle obeying a certain distribution, as shown in Fig. 1.
BS = {BSj |j = 1, . . . , N} is used to denote all of them, where N is the
total number of BSs in the whole region. UEs in the area are represented by
UE = {UEi|i = 1, . . . , M}, where M is the total number.

The scheme in this paper is designed to be generic for a series of utility
functions and for different levels of fairness, as explained at the end of Sect. 3.1,
but to simplify the description of the proposal and to make it easy to follow, we
model the problem here as the maximization of the system capacity, given by

max
xij

∑

j∈BS

∑

i∈UE

xijCij (1)

s.t.
∑

j∈BS

xij = 1 ∀i ∈ UE (1a)

xij = {0, 1} ∀i ∈ UE, j ∈ BS (1b)

where Cij = B · sij/
∑

i∈UE xij is the capacity of the link between UEi and BSj ,
B is the total bandwidth that a BS possesses in the system. xij represents the
association between UEi and BSj , i.e., xij = 1 if it is associated and 0 otherwise,
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Fig. 1. System model.

so
∑

i∈UE xij represents the total number of UEs associating with BSj . (1b)
indicates that one UE can only associate with a single BS. sij represents the
spectral efficiency of UEi associating with BSj which can be written as

sij = log2

(
1 +

Prij

Ij + N0

)
(2)

where N0 is the variance of the additive white Gaussian noise (AWGN). Prij is
the reception power for the link between UEi and BSj , and it is calculated by

Prij = Ptj − PLij (3)

where Ptj is the transmission power for the link between UEi and BSj , and PLij

is the link’s pathloss. Ij represents the total interference from the other cells

Ij =
∑

β∈BS/j

Irj (β) (4)

where Irj (β) represents the interference from cell β to BSj . Note that, the
calculation of Irj (β) is different for uplink and downlink, so the values in the
formed weighting matrix are different, as well as the association results, but it
does not affect much of the proposal in this paper. Meanwhile, we do not combine
uplink and downlink for an integrated decision, because traffic loads of uplink
and downlink may go through different BSs in HCNs.

3 Proposed Scheme and Framework

3.1 Proposed Generic Polynomial-Time Scheme

The system capacity maximization problem modeled by (1) is a typical one-to-
multiple assignment problem. To the best of our knowledge, it cannot be solved in
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polynomial time if the utility function is not in a proportional-fair form [10,11].
We employ the VBS concept in [11] and try to find a heuristic method to trans-
form the problem with generic utility functions to a 2-dimensional assignment
problem, so that it can be solved in polynomial time by a traditional method,
called Hungarian algorithm.

Fig. 2. An example of VBS method.

The VBS method maps each BS into M VBSs and each VBS can only be
associated with one single UE. In this way, we may transform the one-to-multiple
assignment problem between UEs and BSs into a 2-dimensional assignment prob-
lem between UEs and VBSs, as shown in Fig. 2. Lines in Fig. 2a represent the
associations between UEs and BSs, and symbols marked on the lines denote
these links’ capacities. Similarly, spotted lines in Fig. 2b represent the associa-
tions between UEs and VBSs, and symbols marked on the spotted lines denote
the utilities of these associations, i.e., wl

ij denotes the utility obtained by asso-
ciating UEi with the lth VBS of BSj .

To make sure the objective function of the transformed problem is equivalent
to the original in (1), the total capacities of the UEs associated with each BS
should equal to the summation of the utilities of these UEs associated with
VBSs (Condition 1). Taking Fig. 2 as an example, we should have C1j + C2j +
C3j + C5j = w2

1j + w3
2j + w4

3j + w1
5j and C41 = w1

41. In the meantime, since
the method used to solve the transformed association problem is the Hungarian
algorithm which chooses in priority the VSB providing a larger utility for each
UE, wl

ij should be monotonously decreasing with the increasing of l (Condition
2). Finally, wl

ij is used to calculate the input matrix of the Hungarian algorithm,
so each wl

ij for any i, j, and l should be known before an association result is
obtained. In other words, wl

ij should not be related to other UEs’ features, such
as their capacities and their associated VBSs, because you do not know if they
are associated with the same BS during the Hungarian algorithm. Therefore,
wl

ij should be an expression only related to UEi, BSj , and the VBS index l
(Condition 3).
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To design an expression of wl
ij that fits for all the above conditions simulta-

neously is a mission impossible, otherwise problem (1) should have been already
precisely transformed into a 2-dimensional assignment problem and solved.
Inspired by the design of wl

ij for the problem with a proportional-fair objec-
tive function in [11], we relax Condition 1 by giving the summation of wl

ij a
range that may contain the total capacity of these UEs, so a heuristic design is
obtained as

wl
ij =

{
sij l = 1

sij + k × [(l − 1) log(l − 1) − l log(l)] 2 ≤ l ≤ M
(5)

where k ∈ [0,+∞) is a weighting factor between spectral efficiency and fairness.
When k = 0, wl

ij in (5) is decided by sij . Thus, UEs all choose the BSs providing
them the highest spectral efficiencies, leading to load imbalance and poor UE
fairness. When k increases, the importance of the second part in (5) increases
and the impact from sij gradually decreases, making the difference between asso-
ciating with different BSs smaller. When k becomes quite large, wl

ij is mainly
decided by the second part in (5). Even though the UEs may be distributed
asymmetrically, they tend to be averagely assigned to the BSs, making UE fair-
ness varies without caring about their locations. In a word, k = 0 and k = +∞
are two extremes representing the considerations of only spectral efficiency and
of only averaging the number of UEs among the BSs, so there must be a k that
achieves a good tradeoff between the two objectives. Based on the VBS method
and the designed wl

ij in (5), problem (1) is transformed into a 2-dimensional
assignment problem as follows:

max
xl
ij

∑

j∈BS

∑

i∈UE

M∑

l=1

xl
ijw

l
ij (6)

s.t.
∑

j∈BS

M∑
l=1

xl
ij = 1 ∀i ∈ UE (6a)

∑
i∈UE

xl
ij ≤ 1 ∀j ∈ BS, 1 ≤ l ≤ M (6b)

xl
ij ∈ {0, 1} ∀i ∈ UE,∀j ∈ BS, 1 ≤ l ≤ M (6c)

where xl
ij represents the association between UEi and the lth VBS of BSj , i.e.,

xl
ij = 1 if it is associated and 0 otherwise. (6a) guarantees that each UE only

associates with one single VBS, (6b) guarantees that each VBS is only associated
with one UE. In the meantime, note that (1) is also a utility function integrating
the two objectives, so there is probably a k making (6) almost equivalent to (1).

Based on the above analysis and design, problem (1) is heuristically trans-
formed into a 2-dimensional assignment problem. Then, Hungarian algorithm is
employed to solve it with the following key steps:
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(a) for each BS, the utility between each of its VBS and each UE is calculated,
and an M -by-M utility matrix is obtained. For the N BSs, we obtain N M -
by-M utility matrices and joint them as an M -by-MN long square matrix
W. Denoting its entry on the ith row and the yth column as W (i, y), it can
be represented by W (i, y) = wl

ij , where j = y ceil M , l = y mod M .
(b) we use the Hungarian algorithm on W to obtain the associations between

UEs and VBSs, which can be simply transformed back to the associations
between UEs and BSs.

Note that, although (1) is modeled as a capacity maximization problem, the
proposed scheme is generic for utility functions with a form of

∑
i∈UE xijf(·),

as well as different fairness levels integrated on it. The function is a summation
of the utilities of all the UEs, {xij |i ∈ UE, j ∈ BS} are the binary variables
representing the associations, and f(·) should be a utility function integrating
the concept that the resource of a BS is averagely divided by all its associated
UEs. All kinds of utility functions obeying these conditions can be solved by our
proposal. Meanwhile, the effect of the weighting factor k ∈ [0,+∞) integrated
in our scheme similarly corresponds to the effect of α ∈ [0,+∞) in the well-
known α-fairness concept, so our scheme could equivalently solve the utility
functions integrating different levels of fairness by taking a corresponding k value.
In summary, our scheme is generic for all kinds of utility functions obeying the
above conditions and different levels of fairness.

3.2 Usage of the Proposed Scheme in a Two-Stage Framework

The above subsection is described in a theoretical way, but the usage of such a
method for cell association in a real network should be explained and one key prob-
lem must be further considered, i.e., the process to obtain a suitable k is too slow
for an instantaneous cell association decision. Therefore, a cell association frame-
work is proposed in this subsection, which uses the above theoretical method as the
core and achieves a tradeoff among multiple performance metrics. This framework
divides the cell association process into two stages: one preprocessed experimental
stage, as shown by the left part of Fig. 3, to obtain an experience pool containing a
number of representative k values and corresponding performance metric values,
and one trigger-based instantaneous decision stage, as shown by the right part of
Fig. 3, to quickly reach an appropriate association result.

The experimental stage may be run in a centralized manner by a macro
BS or in a distributed manner by a number of cloud computers. In details,
it first deploys BSs and UEs to form a similar network as the real scenario,
and each BS is mapped to M VBSs. For each k value, it then obtains the
long square utility matrix W by (5) and calls Hungarian algorithm to reach
an association result. Finally, the performance in terms of various metrics for
this association is calculated. After a large number of simulation rounds are
completed, the average performance metric values for each k are calculated and
stored into the experience pool which is actually a table containing the k values
and their corresponding performance metric values. Since this pool is decided by
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Fig. 3. A two-stage framework using the proposed cell association scheme.

the macroscopic features of the scenario, it is updated only when the scenario
encounters an obvious change.

After the pool is obtained, it is ready for usage during an instantaneous
cell association decision. The decision stage may be triggered periodically or by
some obvious changes, such as the movement of some representative UEs, but
the triggering issue is out of the scope of this study. Once the decision process
is triggered, a k value corresponding to the demanded performance is taken
from the experience pool. Then, (5) is used to calculate the long square utility
matrix W and Hungarian algorithm is used to reach an association result for this
instantaneous decision. Note that, the receiving power values of useful signals and
interferences for the calculation of W in the experimental process is different
from those values in the decision process. For the former, the useful signals
and interferences are calculated based on the channel model and the randomly
deployed BSs and UEs in the simulation. For the latter, they are calculated
based on the real values evaluated by channel estimation in the network, i.e.,
the microscopic features of the scenario shown by Fig. 3.

4 Performance Evaluation

In our simulations, BSs and UEs are distributed within a circular region with a
radius of 25 m. For the sake of limited space, only downlink channel features are
used for the calculation of utility matrices, and the channel is modeled by the
close-in free space reference distance model with frequency-dependent path loss
exponent for 5G scenarios [13]:
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PL(f, d)[dBm] = 20 log10

(
4πf

c

)

+ 10n

[
1 + b

(
f − f0

f0

)]
log10

(
d

1m

)
+ Xσ

(7)

where f is the carrier frequency, n is the path loss exponent, b is a slope param-
eter, Xσ represents the shadowing, and f0 is the reference frequency. Detailed
parameter values are listed in Table 1.

Table 1. Simulation parameters.

Parameter Value

Circular region radius 25 m

Femtocell transmission power 21 dBm

Macrocell transmission power 30 dBm

Femtocell bandwidth 6 MHz

Macrocell bandwidth 20 MHz

Variance of AWGN −174 dBm/Hz

Carrier frequency 3.5 GHz

Path loss exponent 2.59

Slope parameter 0.01

Shadowing 7.4 dBm

Reference frequency 39.5 GHz

4.1 Simulations of the Preprocessed Experimental Stage

In this subsection, the preprocessed experimental stage in the framework
is simulated. According to our experience, k in (5) should take representa-
tive values to form an appropriate experience pool, but here we take values
{0, 0.05, 0.1, 0.3, 0.5, 0.7, 0.9, 1, 1.2, 1.4, 1.6, 1.8, 2, 4, 6, 8, 10, 20, 30, 35, 40} so that
the changes of the curves are clearly demonstrated. For each k, performances
should be averaged by a large number of simulation rounds, such as 500 in our
simulation. We simulate two scenarios, one heterogeneous network scenario and
one homogeneous network scenario. At the beginning of 5G network construc-
tion, femtocells cannot be densely deployed and macrocells should be still used
as a main bearer for traffic loads, forming an uncrowded heterogeneous network.
Therefore, the simulated heterogeneous network is composed of 1 macro BS in
the center (the big red triangle), 2 femtocells (the small black triangles), and
15 uniformly-distributed UEs. The 2 femtocells’ locations may be random and
changeable during the 500 simulation rounds, as shown in Fig. 4a or fixed on the
right corner as shown in Fig. 4b.
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(a) Femtocell random deployment. (b) Femtocell special deployment.

Fig. 4. BS deployments in the heterogeneous network scenario.
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Fig. 5. UE fairness for heterogeneous net-
work scenario.
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Fig. 6. Minimum UE capacity for hetero-
geneous network scenario.

Figure 5 shows the Jain’s fairness values of the two types of BS deployments.
Along with the increase of k, the trends of UE fairness curves generally increase
at first and then decrease. As explained in Subsect. 3.1, it is not difficult to
understand that k = 0 and k = +∞ are two extremes resulting in low fairness, so
there must be a k in the middle corresponding to the maximum Jain’s fairness.
Seen from Fig. 5, the k should be both around [0.3, 0.5] for the two types of
deployments of the simulated heterogeneous network scenario. Figure 6 shows
the minimum UE capacity of all the UEs. We find that, the trends of the curves
are similar to those of fairness, and the best k for this performance metric should
be also around 0.3.

The system utilities obtained by (5) are shown in Fig. 7. Since the part mul-
tiplied on k is negative in (5), the curves always decrease with the increase of k.
Figure 8 shows the system capacities of the two types of deployments. We can
see that, the curves gradually increase with the increase of k. Since bandwidth



A Generic Polynomial-Time Cell Association Scheme 427

0 1 2 10 40

k

-1000

-800

-600

-400

-200

0

200
Sy

st
em

 u
til

ity
 

BS random deployment
BS special deployment

Fig. 7. System utility for heterogeneous
network scenario.
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Fig. 8. System capacity for heterogeneous
network scenario.

and transmission power of the macrocell are both much larger than those of
femtocells, most of the UEs tend to choose the macrocell when k = 0, which can
be easily understood by checking (5). This is actually inbeneficial to the system
capacity due to the fact that too many UEs share the bandwidth of the macro-
cell. When k increases, some UEs gradually change to choose the femtocells,
improving the system capacity until the association becomes average among the
three BSs.

The simulated homogeneous network scenario is shown by Fig. 9, where 10
femtocells and 80 UEs are deployed in the circular region, and two types of
deployments are considered, i.e., random deployment and special deployment
with 5 femtocells on the right corner. This scenario may represent the case when
5G network is fully constructed, so femtocells are dense enough to afford all the
traffic loads and macrocells are free for network management only.
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(a) Femtocell random deployment. (b) Femtocell special deployment.

Fig. 9. BS deployments in the homogeneous network scenario.
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Fig. 10. UE fairness for homogeneous
network scenario.
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Fig. 11. Minimum UE capacity for homo-
geneous network scenario.

Generally speaking, UE fairness, minimum UE capacity, system utility, and
capacity of the homogeneous scenario have similar trends as the heterogeneous
one, as shown in Figs. 10, 11, 12, and 13, but there are also some differences.
One is the Jain’s fairness values when k is relatively small. For the heterogeneous
scenario, most UEs tend to choose the macro BS when k is small as explained
above. Meanwhile, we note that the simulation area is within a 25-meter circle,
so the UEs are all relatively close to the macro BS with small path loss values.
Now that these UEs share the bandwidth of the macro BS averagely and their
path loss values are all small, they tend to obtain similar capacities, leading
to large Jain’s fairness. By contrast, UEs in the homogeneous scenario tend to
choose different femtocells and the transmission power of femto BSs is relatively
small, so they tend to obtain obviously different capacities, leading to small
Jain’s fairness, as shown in Fig. 10. Also note that for different scenarios, the k
values corresponding to the maximum Jain’s fairness could be different, and for
the homogeneous scenario it should be around k = 1 as shown in Fig. 10.

The one of the two deployments that leads to a better performance is also
quite different for the two scenarios. For the heterogeneous scenario, special
deployment obviously achieves a better performance in terms of most evaluated
metrics, while the homogeneous scenario is generally inverse. Based on our mas-
sive experiments, we find that the main reason for this phenomenon is still the
bandwidth and the transmission power of the macro BS. Since the macro BS is
quite aggressive for attracting UEs to associate, it seems beneficial to the whole
system to put the two femto BSs far from it in the small simulation region, such
as on the edge. By contrast, the femto BSs in the homogeneous scenario are with
the same bandwidth and transmission power, so the results for this scenario does
not show this feature.
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Fig. 12. System utility for homogeneous
network scenario.
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Fig. 13. System capacity for homoge-
neous network scenario.

4.2 Simulations of Cell Association Decision and Comparisons with
Other Schemes

This subsection simulates the cell association decision stage in the framework
and evaluates the performance of the final association results. A k value should
be taken from the experience pool, so that multiple performance metrics could be
comprehensively considered by a tradeoff or a quite high performance for a cer-
tain metric is reached as an objective performance for comparison. To compare
with our scheme, we select the max SINR scheme in [3], the simulated annealing
based scheme in [7], and the Q-learning based scheme in [8] for the following sim-
ulations. Besides, the heterogeneous network scenario with randomly deployed
femtocells in Subsect. 4.1 is selected due to the fact that existing related works
mainly consider heterogeneous networks. Based on the simulation results in Sub-
sect. 4.1, we select k = 0.3 in our scheme for the comparisons with the other
schemes. This k value emphasizes UE fairness and the capacity of the worst UE
due to the fact that compared schemes generally consider system capacity more
than fairness.

Figure 14 shows the Jain’s fairness values of various schemes. The proposed
scheme achieves a high UE fairness. k = 0.3 in the simulation corresponds to
a very high UE fairness already demonstrated by Fig. 5, and here we also find
that the proposed scheme can get higher UE fairness when optimizing UE fair-
ness alone in this figure. Figure 15 shows the minimum UE capacities (max-min
fairness) of various schemes. Similar to UE fairness, our scheme also achieves a
very good result. Note that, our scheme is better than Q-learning scheme and
Max-SINR scheme in terms of UE fairness and minimum UE capacity.
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Fig. 14. UE fairness values of various
schemes.
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Fig. 15. Minimum UE capacities of vari-
ous schemes.
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schemes.
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Fig. 17. Time costs of various schemes.

Figure 16 shows the system capacities of various schemes. Simulated anneal-
ing takes a quite long time to search for a near-optimal solution, so its achieved
system capacity is obviously better than the others. Q-learning based scheme
and our proposed scheme both achieve relatively high system capacity. Note
that, we set k = 0.3 that is a value corresponding to high fairness, but the
achieved system capacity is still quite competitive in the simulated schemes. If
a different k is set for optimizing system capacity only, our scheme achieves an
obviously better system capacity, as shown by the curve “Optimizing a single
metric”.

Figure 17 shows the time costs of three schemes. Simulated annealing based
scheme is undoubtedly slow, and the proposed scheme is obviously faster than
the Q-learning based scheme. The reason is that, Q-learning requires too many
iterations before finding a good solution, but our scheme requires only solving a
2-dimensional assignment problem with polynomial-time complexity.
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5 Conclusion

This paper studied the cell association problem in heterogeneous cellular net-
works and a generic polynomial-time scheme was proposed. On the one hand,
the scheme employed the VBS method to transform heuristically the problem
into a form that was solvable in polynomial time. On the other hand, the scheme
achieved a tradeoff among multiple performance metrics by a two-stage frame-
work. An experience pool containing a series of k values and corresponding
performance metric values was used to link the two stages. Simulation results
showed that the proposed scheme achieved a better tradeoff between spectral
efficiency and UE fairness with an extremely low time cost. For the sake of lim-
ited space, this paper only simulated the case using downlink channel features
for the calculation of the utility matrix, and simulations of the case using uplink
channel features will be a future work.
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Abstract. An energy harvesting wiretap channel model is considered in which
the sender is an energy harvesting node. It is assumed that at each time slot only
information about the current state of the sending node is available. In order to find
an effective power allocation strategy to maximize secrecy rate, we put forward
a deep Q network (DQN) scheme. First, we analyze the constraints of the system
and the issue of maximizing the secrecy rate. Next, the power allocation problem
is formulated as a Markov Decision Process (MDP) with unknown transition
probabilities. In order to solve the continuous state space problem that traditional
Q learning algorithms cannot handle, we apply neural networks to approximate
the value function. Finally, an online joint resource power allocation algorithm
based on DQN is presented. Simulation results show that the proposed algorithm
can effectively improve the secrecy rate of the model.

Keywords: Energy harvesting · Deep Q network · Online power allocation ·
Secrecy rate

1 Introduction

With the rapid development of communication industry, the demand for energy supply in
communication networks is increasing. Huge energy consumption inevitably produces
large amounts of greenhouse gases. Looking for new green energy and using energy
reasonably and efficiently has become one of the key issues in the development of
communications industry. Energy harvesting node collects energy from environment for
information transmission. theoretically, it can work continuously and permanently [1].
Due to the randomness and intermittency of energy harvesting, energy management and
power allocation are problems that such nodes need to solve [2].

The energy management model of energy harvesting communication system can
be divided into offline management model and online management model according to
whether the node knows the information of energy arrival and channel state in advance.
The offline management model assumes that data arrival, harvested energy, and channel
state of the energy harvesting process are known at the beginning of the communication.
Although this assumption inconsistent with reality, it provides a theoretical performance
upper bound of energy harvesting communication system. [3–5] studied offline energy
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management strategies in different scenarios. [3] studied the optimal offline power allo-
cation strategy for point-to-point energy harvesting communication systems. The trans-
mitter is equipped with an energy harvesting device. A power allocation scheme for
maximizing system throughput is given for the single-hop model of direct transmission
and the double-hopmodel forwarded by the relay node. In [4], the energy arrival is known
in advance, and the algorithm that finds the optimal transmission policy with respect to
the short-term throughput and the minimum transmission completion time is given. In
[5], the non-convex power control optimization problem is transformed into a convex
optimization problem, and an effective offline algorithm is given. Unlike the specific
information of data arrival, harvested energy, and channel state are known in the offline
management model, only the statistical information is known of the online management
model. [6, 7] researched online energymanagement strategies. In [6], the issue of dynam-
ical adaptation of transmission ratewith regards to the energy arrival process is discussed.
In order to optimize system performance, a low complexity transmission power alloca-
tion scheme is proposed. In [7], a cooperative communication system consisting of a
source node, destination node and relay node with energy harvesting is considered. The
optimal joint link selection and power allocation policies for minimizing the average
outage probability were obtained through dynamic programming algorithms.

In practical scenario, the system has no prior knowledge about the environment.
Therefore, the offline energy management framework is not applicable. These statistics
are actually difficult to obtain, so online energy control strategies based on statistical
information is also greatly limited. Reinforcement learning is an adaptive online learning
that requires no prior knowledge. The agent learns tomaximize the reward in the constant
interaction with environment. [8, 9] studied the energy control problem in communica-
tion systems using reinforcement learning to solve the problem without environmental
prior knowledge. In [8], a point-to-point communication system in which the sending
node is energy harvesting node is considered. The optimal power control problem is
formulated as a reinforcement learning problem. Then, the effects of the parameters of
each algorithm are discussed. In [9], a MIMOwireless communication link in which the
nodes are equipped with energy harvesters and rechargeable batteries that are continu-
ously charging from a renewable energy source is studied. And a learning approach in
order to find the most efficient transmission policy for data communication that maxi-
mizes throughput is proposed. It is assumed that the state space is finite, and the channel
coefficients are discrete values in [8, 9], but the actual situation is not the case. [10]
proposed the DQN algorithm, which uses neural networks to solve the continuous state
space problem that cannot be solved in the traditional reinforcement learning algorithm.

The security threat to wireless communication is more serious than wire commu-
nication because of its broadcast characteristics and openness. With the development
of computing technology, traditional encryption technology has a risk of failure. The
security of information transmission from the physical layer came into being. In 1975,
Wyner proposed the wiretap channel model [11], which defined secrecy capacity to eval-
uate the performance of the system’s secure transmission. Wyner’s research shows that
when legal channel is superior to wiretap channel, theoretically secure communication
between legitimate users is possible even without any encryption measures. [12] intro-
duces the basic theory of physical layer security and outlines the latest work and future
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challenges of physical layer security technology. In [13], the secure communication
of energy harvesting Gaussian wiretap channel based on save-then-transmit protocol
is studied. Under the condition of limited energy harvested, an optimization algorithm
targeting secrecy rate is proposed.

In this paper, an online power allocation algorithm is studied to maximize secrecy
rate. And an energy harvesting wiretap channel model composed of three single antenna
nodes is considered. Different from [8] and [9], channel coefficients, battery capacity,
and harvested energy in the model are all consecutive values. Therefore, the sending
node has infinite-state in our model. To solve this problem, we present an online power
allocation algorithm based on DQN.

2 System Model

In this paper, the physical layer security transmission problem under the energy harvest-
ing wiretap channel model consisting of three single antenna nodes is considered. As
shown in Fig. 1, the sending node contains an energy harvesting device and a recharge-
able battery. The energy harvesting device collects energy from the environment and uses
it for sending data to destination node B. During transmission, the energy harvested by
the sending node changes randomly, so does the wireless channel. In our scenario, node
A has no prior knowledge of energy harvested and channel state. In order tomaximize the
long-term average secrecy rate, the sending node dynamically adjusts the transmission
power according to the instantaneous channel state and energy harvested.

Destination node

Eavesdropping node

hab

hae

Et

A

B

E

Bt

Bmax

Sending node

Fig. 1. System model

It is assumed that an amount of energy Et Joule (J) is harvested at time slot t, and
the maximum energy can be harvested is Emax J. The harvested energy is stored in
a rechargeable battery with maximum capacity Bmax J. There is no energy loss while
charging or discharging from the battery. Additionally, the current state of the battery
termed Bt J, the transmission power of node A is Pt Watt (W), the channel coefficients of
the sending node to the destination node and the sending node to the eavesdropping node
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are habt and haet respectively. The transmission power should be less than the maximum
discharging power Pmax of the battery. Therefore, the constraint in Eq. (1) must be
considered.

0 ≤ Pt ≤ Pmax (1)

At the same time, the transmission power can be allocated only after the harvested
energy has been stored in the battery. As a result, causal constraint

τ · Pt ≤ Bt ∀t = 1, 2, . . . , T (2)

should be satisfied. Where τ is the duration of one time slot. At the beginning of the
next time slot, the battery level is

Bt+1 = min(Bt − τ · Pt + Et , Bmax) (3)

It is assumed that the channel coefficients keep invariant in one time slot. The noise
of the legal channel and the wiretap channel is assumed to be independent and identically
distributed (i.i.d.) zero mean additive white Gaussian noise with variances σ 2

b and σ 2
e

respectively. Consequently, the channel capacity of the legal channel and the wiretap
channel are

Cb
t = log2

(
1 + Pt

∣∣habt ∣∣2
σ 2
b

)
(4)

and

Ce
t = log2

(
1 + Pt

∣∣haet ∣∣2
σ 2
e

)
(5)

respectively. According to the relevant theory of physical layer security, when the legal
channel is superior to the wiretap channel, the secure transmission of information can
be realized even without any secret coding [12]. The system’s reachable secrecy rate is
defined as the difference between the capacity of legal channel and wiretap channel, as
follows.

Rst =
[
Cb
t − Ce

t

]+
(6)

Where [a]+ = max {0, a}. It can be seen from Eq. (6) that the node A can send message
only when |habt |> |haet |. Therefore, the transmission power Pt is set to 0 when |haet | ≥
|habt |.

To sum up, the goal of power allocation is tomaximize the long-term average secrecy
rate within the constraints of energy harvesting and battery characteristics, i.e.

max{Pt }
lim

T→∞ E

[
T∑
t=1

Rst

]
s.t. a) 0 ≤ Pt ≤ Pmax

b) τ · Pt ≤ Bt

c) Pt = 0,
∣∣haet ∣∣ ≥ ∣∣habt ∣∣

(7)
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3 Reinforcement Learning

3.1 Q Learning

Reinforcement learning [14] is a kind of machine learning that reflects the interaction
between agent and environment with states, actions and rewards. The Agent constantly
improves strategies in interaction with the environment to maximize the benefits. Rein-
forcement learning is often modeled as an MDP of quintuples (S, A, T, R, γ ). Where
S is a set of environmental states. A is a set of actions. T represents the state transition
function. R is the reward function. And γ ∈ [0, 1] is the discount factor used to calculate
the accumulated reward.

For an MDP, the ultimate goal of reinforcement learning is to find the optimal policy
for completing the task. A policy π is a mapping from a given state to the action, i.e.
at = π(st ). For a given policy π , the accumulated reward is defined as

Gπ
t = Rt + γ Rt+1 + γ 2Rt+2 + · · · =

∞∑
k=0

γ k Rt+k (8)

In the formula, Rt is the reward obtained at time slot t. Since the sequence of actions
in the same state may be different, the accumulated reward for a certain state is not
a specific value, but an expected value. We can define a state-action value function to
represent the expected value of the accumulated reward for a given strategy, as follows.

Q(st , at ) = Eπ

{
Gπ

t |s = st , a = at
}

(9)

where E is the mathematical expectation of the strategy. According to the Bellman
equation, the accumulated reward is calculated as

Q(st , at ) = Eπ {Rt + γ Q(st+1, at+1)|s = st , a = at } (10)

During the learning process, the agent continuously optimizes policy π and finally
reaches the optimal policy π*. The essence of reinforcement learning is to find the best
Q function for each state-action pair

Q ∗ (st , at ) = Eπ

{
Rt + γ max

at+1
Q(st+1, at+1)|s = st , a = at

}
(11)

Q learning [15] is a reinforcement learning algorithmbased onQ function estimation,
also known as Temporal Difference (TD) learning algorithm. The rules for updating the
Q function are as follows.

Q(st , at ) ← Q(st , at ) + α

[
Rt + γ max

at+1
Q(st+1, at+1) − Q(st , at )

]
(12)

Where α ∈ [0, 1] is the learning rate and Rt + γ maxat+1 Q(st+1, at+1) is TD target
(estimate of the target value function).
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3.2 Deep Q Network

The Q learning algorithm finds the optimal policy by establishing and updating a Q
value table. Q learning works well when the state space is small. However, when the
state space and the action space are large or continuous, the value function cannot be
represented by a table. To solve this problem, an approximation method can be used to
estimate Q(st , at ), i.e.

Q(st , at ) ≈ Q̃(st , at ; θ) (13)

Where θ is parameter for Approximating the state-action value function. The approxima-
tion of value functions can be divided into linear approximation and nonlinear approx-
imation. The use of neural network to approximation value function is a common non-
linear approximation method. The function approximation is a process of supervised
learning. The goal of training is

argmin
θ

(
Q(st , at ) − Q̃(st , at ; θ)

)2
(14)

When training neural networks, the training data is required to be independent. But
the data obtained at each time slot in reinforcement learning is ordered. Training directly
with these data may lead to instability of the neural network. DQN adopts a double
neural network with the same structure but different parameters to solve the problem
of unstable training caused by the correlation between samples. One for calculating
the value function with parameter θ , the other is used to calculate the TD target with
parameter θTD. The parameter θ is updated in every step of learning, while the parameter
θTD is updated every fixed step. Besides, DQN set a reply memory to store sample data
for each time slot, randomly extracts data from the memory for learning, which breaks
the correlation between experiences and improves the training efficiency of the neural
network.

DQN is an algorithm based on Q-learning. During the learning process, the param-
eters of the neural network are updated by the gradient descent method. Therefore,
Eq. (12) is changed into

θt+1 = θt+α

[
Rt + γ max

at+1
Q

(
st+1, at+1; θTD

)
− Q(st , at ; θt )

]
∇Q(st , at ; θt ) (15)

Where Rt + γ maxat+1 Q
(
st+1, at+1; θTD

)
is TD target.

4 Power Allocation Algorithm Based on DQN

In this section, an online power allocation algorithm based on DQN is designed to
maximize the secrecy rate of the model shown in Fig. 1. At time slot t, node A selects
the transmission power Pt based on the information of the current battery level, the
harvested energy, and the channel coefficients.
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4.1 Problem Formulation

Define the following key elements to map the problems to the Q learning model.

(1) State space: At time slot t, the system state includes battery level Bt , harvested
energy Et , channel coefficients habt and haet , i.e. st = (

Bt , Et , habt , haet
)
.

(2) Action space: The action space is a set of transmission power that the sending node
can select. In our model, the action set A is a set of values from 0 to Pmax by step
size δ. Since the transmission power selectable by the sending node is limited by the
current battery level and the maximum discharge power of the battery, the action
set At is set to

At =
{
0, δ, 2δ, . . . , P̂max

}
(16)

where P̂max =
{
Pmax, Bt

/
τ > Pmax

Bt
/

τ , Bt
/

τ ≤ Pmax
.

(3) Reward function: In this paper, the reward function is improved to the sum of the
immediate reward rt and penalty functions gt , as follows.

Rt = rt + βgt (17)

where β ∈ [0, 1] is a positive real number used to weigh the additional function.
The immediate reward is the corresponding benefit when the sending node selects
the transmission power Pt , as show in Eq. (18).

rt =
⎧⎨
⎩ log2

(
1 + Pt

∣∣habt ∣∣2
σ 2
b

)
− log2

(
1 + Pt |haet |2

σ 2
e

)
,
∣∣habt ∣∣>∣∣haet ∣∣

0,
∣∣habt ∣∣ ≤ ∣∣haet ∣∣ (18)

Since the limitation of battery level, overflow situations must be avoided. Set an
additional function

gt =
{−1, Bt+1 > Bmax
0, Bt+1 ≤ Bmax

(19)

to punish the actions that cause the battery overflow.

4.2 Exploration and Exploitation

In the process of reinforcement learning, there are two choices: exploration and exploita-
tion. Exploration tries different actions and exploitation selects the currently optimal
action. Exploration is aggressive behavior that has the opportunity to discover higher-
return actions, but may also adopt actions with lower returns. Exploitation is a conserva-
tive behavior, which takes action with the highest current return. In DQN, the ε-greedy
strategy is used to trade off between exploration and exploitation, as follows.

at =
{
arandom, Probability ε

argmax
at

Q(st , at ), Probability 1 − ε
(20)
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where ε (0 ≤ ε ≤ 1) is a parameter for the compromise of exploration and exploita-
tion. arandom represents randomly selected actions. In the early stages of training, the
agent explores experience to store in replay memory. As the training progresses, more
exploitation is chosen to obtain a higher reward, so the ε gradually decreases. One way
to control ε as follows.

ε =
⎧⎨
⎩
1, t ≤ T1
1 − (t − T1)

/
T2, T1<t ≤ T1 + T2

0, T1 + T2 < t
(21)

where T1 is the duration of the exploration phase only, and T2 is the duration of explo-
ration and exploitation phase. The sending node selects the action of the maximum
output Q value of the neural network in the current state When ε = 0. To validate the
performance of the proposed algorithm, the duration of ε = 0 is set to T3.

4.3 Proposed Algorithm

As mentioned before, DQN has a replay memory D with a capacity of N to store the
sample data of each time slot. The agent randomly extracts M sample data from the
memory to learn. And update the parameters θ to θTD every C step. The online power
allocation algorithm based on DQN is shown in Algorithm 1.

Algorithm 1 DQN-based online joint resource power allocation algorithm
Initialize:

neural network parameter update steps C, replay memory D to capacity N, the Q 
network with random parameters , the target Q network with random 
parameters TD

1. Observe the initial observation
2. For 1 2 3t T T T do
3. Select the transmit power Pt by (20)
4. Get corresponding reward from (17)
5. Observe the next state st+1

6. Store 1( , , , )t t t ts P R s in replay memory
7. If 1t T then
8. Sample random M of 1( , , , )i i i is P R s from D and calculate TD target yi

9.
1

1 2 3

TD
1 1 1 2 3

,

max , ; ,
i

i

i
i i ia

R i T T T
y R Q s P i T T T

10. perform a gradient descent step on 
2

, ;i i iy Q s P with respect to the 
network parameter 

11. Every C step reset TD

12. End if
13. 1t ts s
14. End for
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5 Simulation Results

In this section, numerical results for the evaluation of the proposed algorithm on improv-
ing the system security rate are presented. For the simulations, the length of the time slot
τ = 1 s. The energy harvested by node A at each time slot follows a uniform distribu-
tion between [0, Emax]. It is assumed that the channel coefficients habt and haet are taken
from i.i.d. Rayleigh fading process with zero mean and unit variance, and keep invariant
within a time slot. The noise variance is set to σ 2

b = σ 2
e = 1W. The initial battery power

is 0 J. The maximum discharge power Pmax = 5 W. The step size δ of the action set
is set to 0.04 Pmax. In addition, Table 1 provides some relevant parameters used in the
simulations.

For comparison, we compare it with greedy policy and random policy. Greedy
policy allocations the maximum power available for every time slot that satisfies the
communication condition, i.e.

Pt =
{
min

(
Bt
τ

, Pmax
)
,
∣∣habt ∣∣>∣∣haet ∣∣

0,
∣∣habt ∣∣ ≤ ∣∣haet ∣∣ (22)

Table 1. Related simulation parameters

Parameter Value Meaning

M 32 Sample size each step

N 20000 Memory size

C 200 Update frequency of TD target neural network

γ 0.9 Discount factor

α 0.01 Learning rate

β 0.5 The arguments used to weigh additional function

T1 2000 Exploration phase

T2 48000 Exploration-exploitation phase

T3 10000 Exploitation phase

The greedy policy maximizes current reward without considering the impact of
current decisions on the future. Random policy randomly selects the transmission power
within the maximum available power range in the time slot that satisfies |habt | ≥ |haet |.

In Fig. 2, we compare the performance of the proposed algorithm with greedy policy
and random policy. The time average secrecy rate is the average of the secrecy rate of
each time slot from the beginning of the simulation to the current time. In this case, the
battery capacity is set as Bmax = 15 J, and the maximum energy of collection Emax =
1 J. Results show that the performance of the proposed algorithm is significantly better
than the other two algorithms.

Figure 3 shows the curve of the average security rate changing with the maximum
Emax of collected energy. In the simulation, Bmax = 12Emax. It can be seen from the
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Fig. 2. Time average secrecy rate versus time

figure that the average secrecy rate of all algorithms increases as the Emax increases.
This is because, with the harvested energy increases, the more energy the transmission
node can use to transmit data, the higher the transmission rate will be.

Fig. 3. Average secrecy rate versus Emax

Figure 4 shows the effect of the battery buffer size on the performance for Emax =
1 J. It can be seen that the performance of the proposed algorithm is close to greedy
policy when Bmax < 5 J. The reason for this is that when the battery capacity is low, it
is easy to overflow. In order to avoid this situation, it is reasonable to choose a larger
transmission power, so the performance of the proposed algorithm is similar to greedy
algorithm. Additionally, the secrecy rate of all algorithms saturates when Bmax > 11 J.
Because the battery has sufficient capacity to buffer the harvested energy for energy
dispatching.
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Fig. 4. Average secrecy rate versus Bmax

6 Conclusion

Based on reinforcement learning, we have studied the maximum secrecy rate of energy
harvesting wiretap channel model. The model includes a sending node equipped with
energy harvesters, a destination node, and an eavesdropping node. It is assumed that at
each time slot only information about the current state of the sending node is available,
i.e., battery level, harvested energy, channel state.We analyze the problemofmaximizing
secrecy rate and model the power allocation problem as an MDP. In order to solve the
formulated problem, we use neural networks to estimate the value function. In the end,
an online power allocation algorithm based on DQN to improve the secrecy rate is
proposed. Simulation results show that the proposed algorithm can effectively optimize
energy efficiency.
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Abstract. The ZigBee Alliance Lab proposes the concept of ZigBee-WiFi net-
work. ZigBee-WiFi network has a broad development space when combined with
the advantages of ZigBee and WiFi. However, since ZigBee and WiFi are het-
erogeneous in various aspects, it is necessary to find a way to interconnect the
two networks. The traditional approach is to design dedicated hardware. Since
the physical layer functions and part of MAC layer functions in the hardware are
fixed, this method cannot adapt to the new physical layer and signal processing
algorithms. Software Defined Radio (SDR) is an emerging and flexible method
of transferring signal processing components from dedicated hardware to a com-
bination of software and general purpose processors. In this paper, we use SDR
in conjunction with the Universal Software Radio Peripheral (USRP) to build a
flexible and universal ZigBee-WiFi gateway for interconnecting heterogeneous
ZigBee andWiFi networks. The gateway has the ability to simultaneously receive
and demodulate ZigBee packets, create and transmit WiFi data frames. A com-
prehensive performance test confirmed that the built gateway can well intercon-
nect heterogeneous ZigBee and WiFi networks. And the built gateway provides a
reference prototype for the interconnection research of heterogeneous networks.

Keywords: Software Defined Radio · ZigBee-WiFi gateway · Heterogeneous
network · USRP

1 Introduction

ZigBee is an open wireless standard designed to provide the foundation for the Inter-
net of Things (IoT) by enabling items to work together. ZigBee is often chosen as the
technology to connect things because of its network flexibility, interoperability and low
power consumption [1]. WiFi functions as a bridge between network base stations and
a large number of portable terminal devices. However, ZigBee and WiFi are heteroge-
neous in various aspects. WiFi and ZigBee have different transmit power, asynchronous
time slots and incompatible physical layers. ZigBee devices and WiFi devices cannot
communicate directly, so it is necessary to find away to connect these two heterogeneous
networks.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020

Published by Springer Nature Switzerland AG 2020. All Rights Reserved

H. Gao et al. (Eds.): ChinaCom 2019, LNICST 312, pp. 445–456, 2020.

https://doi.org/10.1007/978-3-030-41114-5_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41114-5_33&domain=pdf
https://doi.org/10.1007/978-3-030-41114-5_33


446 S. Wang et al.

For this limitation, The traditional approach is to design dedicated hardware based
on heterogeneous networks. The physical layer function and someMAC layer functions
are integrated in the hardware circuit. In [2], The author designed the interface between
ZigBee and the WiFi communication standard. In order to realize the conversion of
ZigBee protocol data and WiFi protocol data frames. Smart Home Automation commu-
nicates through a dedicated processor. It sends commands to the ZigBee coordinator and
the devices connected to the WiFi network [3]. This approach lacks flexibility. It cannot
cope with new physical layers and signal processing algorithms. But software defined
radios overcome this drawback.

Software Defined Radio (SDR) is a type of radio communication system where
some or all signal processing components are implemented in software and executed
on a General Purpose Processor (GPP) [4]. GNU Radio is an open source software
framework for efficient deployment of SDRapplications [5],which is used in conjunction
with Universal Software Radio Peripheral (USRP). For the new protocol standard IEEE
802.11p, the IEEE 802.11p transceiver is implemented with GNU Radio and USRP [6].
IPTS algorithm inOFDM system is improved to reduce computational complexity based
onGNURadio platform [7]. In [8], the authors use the advantages of GNURadio and the
USRP platform to verify the performance of unsampled WiFi in decoding performance
and energy efficiency. The POLYPHONYprototype can be implemented viaGNURadio
and deployed to a 16-node enterprise network [9].

In this paper, we use a flexible way to interconnect heterogeneous networks. SDR
is used to build a universal gateway to interconnect heterogeneous ZigBee and WiFi
networks. We implement the ZigBee-WiFi gateway based on GNU Radio and exe-cute
it on the USRP N210. The gateway first receives and demodulates ZigBee packets. An
IEEE 802.11 data frame is then created based on the extracted data payload. Finally,
the physical layer is modulated and transmitted using OFDM technology. Through three
experiments, it was confirmed that the gateway has good performance. The built gateway
can well interconnect ZigBee and WiFi networks. The rest of the paper is organized as
follows. InSect. 2we introduce theGNURadio framework and theZigBee-WiFi gateway
implementation over GNU Radio. The gateway test platform is established in Sect. 3.
Performance measures and numerical results, as well as discussion, are given in Sect. 4.
Finally, we conclude this paper in Sect. 5.

2 System Design

2.1 GNU Radio and Flow Graph Construction

GNU Radio is an open source software framework for rapid deployment of SDR appli-
cations. We implement the ZigBee-WiFi gateway based on GNU Radio and execute it
on the USRP N210. The gateway is capable of interconnecting heterogeneous ZigBee
andWiFi networks. The ZigBee-WiFi gateway flow graph is shown in Fig. 1. The devel-
opment languages used by GNU Radio are Python and C. Signal processing blocks in
GNU Radio are generally written in C, such as the block IIR Filter, FFT.

The gateway flow graph can be divided into two parts in Fig. 1. The left part of the
block diagram represents the ZigBee packet reception, and the other side represents the
creation of the WiFi data frame. In GNU Radio companion, a set of signal processing
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Fig. 1. Overview of the ZigBee-WiFi gateway flow graph in GNU Radio companion

blocks are connected in a specified order to generate a gateway flow graph. Python
generates scripts based on flow graph to create a complete signal processing flow. The
USRP is the hardware peripheral of GNU Radio. GNU Radio calls the USRP through
the UHD block, and the two combined to build a radio communication system. The
USRP consists of RF daughter boards, antennas, ADCs, DACs, FPGAs, etc., to receive
and transmit radio signals.

There are twoways to transferGNURadio data, namely Stream tagging andMessage
passing. The tag stream is synchronizedwith the data stream and is used to storemetadata
and control information. GNU Radio typically sends and receives packets based on
packets, introducing asynchronous messaging. In Fig. 1, the blue port and the solid
line connection indicate synchronous transmission, and the gray port and dashed line
connection indicate asynchronous transmission.

2.2 ZigBee Packet Reception

In Fig. 1, the left portion of the block diagram of the gateway flow graph represents the
ZigBee packet reception. In the receive and demodulation process of the data packet,
the direction of data information flows first from the UHD USRP Source block to the
OQPSK PHY. The physical layer demodulates the physical layer protocol data unit
(PPDU), and the extracted payload is delivered to the MAC block. The MAC layer
parses the MAC layer data frame and passes the payload to the upper RIME Stack.
Finally, the RIME Stack block parses and restores the valid data payload in the ZigBee
packet. The following briefly describes the functions of each block in receiving ZigBee
packets.

The physical layer in Fig. 1 is encapsulated in a hierarchical block. It contains a
complete flow graph that hides the details of signal processing. The OQPSK PHY block
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implementation is based on the UCLA ZigBee PHY. In Fig. 2, the MAC data frame is
passed to the physical layer as a payload, called PSDU. The action receiver of the SHR
implements symbol synchronization, and PHR represents the length of the payload. The
SHR, PHR, and PHYpayloads together form a PHYpacket PPDU. The physical channel
bandwidth is 5 MHz, and the center frequency of each channel is as follows

Frame 
Control

Sequence 
Number

Addressing 
Fields

Auxiliary Security 
Header Data Payload FCS

MHR MAC Payload MFR

Frame Length 
/Reserved

Start of Frame 
Delimiter

Preamble 
Sequence PSDU

PHRSHR PHY Payload

Octets: 2 1 4 to 20 n 2

Octets:

MAC 
sublayer

PHY 
layer

0, 5, 6, 10 or 14

Fig. 2. Structure of the IEEE 802.15.4 physical layer protocol data unit (PPDU)

fc = 2405 + 5(k − 11)11 ≤ k ≤ 26 (1)

The physical layer uses OQPSK modulation and demodulation technology. The general
OQPSK modulation signal is expressed as

s(t) = √
pc1(t) cos[ω0t + θd(t)] + √

pc2(t) sin[ω0t + θd(t)] (2)

where θd(t) represents data phase modulation, c1(t) and c2(t) represent mutually
independent orthogonal spread codes.

The USRP source block is connected to the hardware USRP to transmit the received
data frame information to theOQPSKPHYblock.When theOQPSKPHYblock demod-
ulates the physical layer data frame, the OQPSK signal in the complex baseband can be
expressed as

s(k) = √
Ebe

j(ω(k)kTs+θ0)
[∑

i
ai g(kTs − iT ) + j

∑

i
bi g(kTs − iT ) + j

]
(3)

where Eb represents the average bit energy, T is the symbol period, TS is the signal
sampling period, and g represents the impulse response of the pulse filter. ai and bi
represent orthogonal modulation I and Q channel respectively. The OQPSK PHY block
parses the PPDU and extracts the payload to the MAC layer.

TheMAC block can receive the data packet from the upper layer as the data payload,
and add the frame headerMHRand the frame tailMFR to form a completeMPDU.When
receiving data from the following physical layer, the MAC layer removes the header of
the MPDU. Then check the CRC in the end of the frame, and if it is correct, extract the
payload to the upper layer. Currently, the MAC layer in Fig. 1 has basic encapsulation
framing and parsing capabilities. The Rime stack is a lightweight network stack for
WSN with low power consumption and simple implementation [10]. The Rime stack in
Fig. 1 is only a stack of frame transmission and frame reception. It is equivalent to the
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network layer in a layered architecture. It adds header information to the upper layer
data packets, enabling broadcast communication, unicast communication, and reliable
unicast communication. The address of the rime stack is configured in GNU Radio
companion. In terms of frame reception, it parses data from the MAC layer and extracts
the payload.

2.3 WiFi Data Frame Transmission

The right side of the block diagram in Fig. 1 represents the generation of an IEEE
802.11 data frame PPDU. The physical layer of IEEE 802.11a uses OFDM technology
and operates in the 5 GHz band. It can support channel bandwidths of 20MHz, 10MHz,
and 5MHz. OFDM is a special multi-carrier modulation technique that modulates serial
data streams in parallel on multiple orthogonal subcarriers.

The functions of block are described below. TheWiFi MAC block generates a MAC
data frame based on the payload of the ZigBee packet, which will serve as the data
payload for the physical layer. The WiFi Mapper creates the rate and service fields of
the PLCP header of the physical layer frame PPDU. Next, the Packet Header Generator
block is used to generate the header of the physical layer frame PPDU, which consists
of a PLCP Header and a PLCP Preamble. The next block Chunks to Symbols modulates
the signal. The OFDM Carrier Allocator block acts to create OFDM symbols, meaning
that the incoming complex streams are allocated to different data subcarriers. An OFDM
symbol has a plurality of orthogonal subcarriers, the starting time is ts , and the OFDM
symbol at time t can be expressed as

s(t) =
⎧
⎨

⎩
Re

{
N−1∑

i=0
direct (t − ts − T

2 ) exp[ j2π fi (t − ts)]

}
ts ≤ t ≤ ts + T

0 t < ts ∧ t > ts + T
(4)

where T is an OFDM symbol period, N represents the number of subcarriers, di is
modulation data on a corresponding subcarrier, and fi is a frequency of a corresponding
subcarrier. Since each subcarrier contains an integer number of periods in the OFDM
symbol period, and the number of adjacent subcarrier periods differs by 1, the subcarriers
are orthogonal.

1

T

∫ T

0
exp( jωnt) × exp(− jωmt)dt =

{
1 m = n
0 m �= n

(5)

For the integral operation of the corresponding subcarriers in Eq. (4), within the time
interval T, the following equation can be derived

∧
d j = 1

T

∫ ts+T

ts
exp

(
− j2π

j

T
(t − ts)

) ∑N−1

i=0
di exp

(
j2π

j

T
(t − ts)

)
dt

=
∑N−1

i=0
di

∫ ts+T

ts
exp

(
j2π

i − j

T
(t − ts)

)
di = d j (6)

Obtained by Eq. (6), coherent demodulation of the j-subcarrier can obtain the expected
symbol d j . Since the other subcarriers are integrated in the integration interval, the result
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is zero. Based on the orthogonal characteristics of subcarriers, the modulation of OFDM
can be obtained by IDFT operation to obtain a discretized time domain signal, and the
sampling rate of s(t) is set to T

/
N

sk = s(kT
/
N ) =

N−1∑

i=0
di exp j

( 2π ik
N

)
0 ≤ k ≤ N − 1 (7)

The FFT block uses IFFF operations to convert frequency domain data into time domain
data, which ismore efficient and faster than IDFT. In addition, theOFDMCyclic Prefixer
block adds a cyclic prefix to the OFDM symbol. In order to solve the Inter Symbol
interference (ISI) caused by the multipath delay of the wireless channel transmission.
The last block, the USRP Sink block, uses the hardware USRP to convert IEEE 802.11
data frames into analog signals and move them to the intermediate frequency. The radio
board is transmitted at a frequency of 5.825 GHz.

3 Experimental Environment Construction

The ZigBee-WiFi gateway flow graph has been built in GNU Radio companion, and
then the flow graph needs to be executed to measure the performance of the ZigBee-
WiFi gateway. The USRP acts as a hardware peripheral for the ZigBee-WiFi gateway
flow graph, and the two are combined to implement the corresponding functions of the
ZigBee-WiFi gateway. Currently the gateway is unidirectional. It receives and demod-
ulates the ZigBee packet, then extracts the payload and encapsulates it to form a WiFi
data frame for transmission. The gateway cannot receive and demodulate WiFi packets
and then generate ZigBee packets. The test scenario is shown in Fig. 3.

Fig. 3. ZigBee-WiFi gateway performance test scenario

The ZigBee device selects the TelosB node, and the USRP N210 daughter board
UBX-40 acts as theRF front end. It has a full-duplex transceiverwith tunable frequencies
from 10MHz to 6GHz. Therefore, theUSRP can simultaneously receive ZigBee packets
and sendWiFi data frames. Table 1 shows the important components of the experimental
test.
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Table 1. The important components of the experimental test.

Component Detailed information

ZigBee node Type TelosB

USRP Type N210

Daughterboard UBX-40

GNU Radio Version 3.7.10

UHD Version 3.10.1

Operating system Ubuntu 16.04

CPU I5-7500 3.4 GHz

Memory 8 G

We present details of the important components of the experimental scenario in
Table 1. In order to simplify the test, there is one node device in each of the ZigBee
network and the WiFi network. According to the literature [11], a USRP N210 is con-
figured as a WiFi receiver in the WiFi network to conveniently view the received data
frames. Below we conducted three experiments to measure the performance of the built
ZigBee-WiFi gateway. The first experimental test gateway receives and demodulates
ZigBee packets. The second experiment simulates the reception rate of the WiFi packet
when the gateway sends the WiFi data frame through the channel containing the noise.
The third experimental test gateway receives and demodulates the ZigBee data packet
and then transmits the WiFi data frame in the real scene.

4 Performance Measures and Numerical Results

The performance of the ZigBee-WiFi gateway is mainly reflected in two aspects, one is
to receive and demodulate ZigBee data packets. On the other hand, the ability to create
IEEE 802.11 (WiFi) data frames and transmit. Next, The first experiment tests that the
gateway receives ZigBee packets.We set the ZigBee node TelosB to operate at 2.46 GHz
and select 22 channels. The transmitted ZigBee packet sizes are 28 bytes, 48 bytes, 68
bytes, and 88 bytes, respectively. The sending interval is 250 ms, and the number of
packets is increased from 80 to 560. The receiving gain of the USRP is set to a minimum
of 0 dB. The experimental results are shown in Fig. 4.

The ZigBee nodes can only communicate on the same channel, so the USRP also
works at 2.46 GHz. In the gateway flow graph, we connect the wireshark block to the
output port of the OQPSK PHY block. And then the file sink block connect to the output
port of the wireshark block. The file sink block generates a PCAP format file to view
the number of received ZigBee packets. In Fig. 4, As the size of the packet increases,
the reception rate decreases to some extent. When 480 ZigBee packets are transmitted,
the reception rate of the 28-byte packet and the 88-byte packet is 98.9% and 93.3%,
respectively. When the USRP receive gain is increased to 6 dB, the gateway’s receive
rate for the 88 Byte ZigBee packet can reaches 100%. This can indicate that the gateway
has good ability to receive and demodulate ZigBee packets.
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Fig. 4. ZigBee packet reception rate of gateways under different packet sizes

The second test simulates the gateway flow graph in GNU Radio companion. First,
the flow graph will createWiFi data frame, then transmit through the channel containing
noise, and finally measure the WiFi packet reception rate. We compare the WiFi packet
reception rate under different modulation mode when the channel contains Gaussian
noise and uniform noise respectively. The simulation results are shown in Figs. 5 and 6.

Fig. 5. Simulation of WiFi packet reception rate over the channel containing Gaussian noise

In the simulation, the created WiFi data frame length is 114 bytes. The operating
frequency of the WiFi is set to 5.825 GHz and the bandwidth is 20 MHz. In addition,
SNR starts from 0 dB and increases by 0.5 dB each time until 20 dB. The gateway
generates 100 WiFi data frames each time and then transmits them through a channel
containing noise. The WiFi packet reception rate is obtained by checking the number of
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Fig. 6. Simulation of WiFi packet reception rate over the channel containing uniform noise

the received WiFi packets. In Fig. 5, the WiFi packet is transmitted through a channel
model containing Gaussian noise. For any modulation mode, the packet reception rate
increases as the SNR increases.

The simulation curves in Figs. 5 and 6 are reasonable because the higher order
modulation mode 16QAM requires a higher SNR than QPSK and BPSK. For the same
modulation scheme, such asQPSK, a higher SNR is required in aGaussian noise channel
than in a uniform noise channel to achieve the same WiFi packet reception rate.

The third experiment tests that the performance of ZigBee-WiFi gateway in the real
scene. The purpose of this test is to view the real-time signal processing capabilities of
the ZigBee-WiFi gateway and the transmission of WiFi data frames in the actual scene.
The ZigBee packets is sent by the TelosB node. And the other USRP acts as the WiFi
receiver which receives the WiFi data frame transmitted by the ZigBee-WiFi gateway.
The experimental results are shown in Figs. 7 and 8. In this experiment, the size of the
ZigBee packet sent is 88 bytes. The transmission interval is 250 ms. The ZigBee-WiFi
gateway receives and demodulates the ZigBee packets, and then extracts the payload to
generate IEEE 802.11 data frame with a length of 114 Bytes.

In Fig. 7, the USRP acts as the WiFi receiver, but it cannot record SNR values. The
SNR is calculated to be equivalent to the difference between the transmit gain of the
gateway and the receive gain of theWiFi receiver. The symbol S in BPSK-1/2-S in Fig. 7
represents the Gaussian channel simulation scenario of Fig. 5, and R in BPSK-1/2-R
represents the actual scene. The dashed curve in Fig. 7 is also the Gaussian channel scene
simulation result in Fig. 5. The results are reasonable in the sense that a higher SNR is
required in the actual scenario to achieve the same receiving rate. In addition, the WiFi
packet reception rate can reach 1 as the SNR increases. The experimental results in the
actual scene are not much different from the simulation results. This shows that the built
ZigBee-WiFi gateway has good ability to create IEEE 802.11 data frames and transmit
them. Due to otherWiFi device interference in the actual environment and oscillator drift
in hardware USRP, the curve in the actual scene is not smooth and has some differences
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Fig. 7. Compare WiFi packet reception rate when ZigBee-WiFi gateway transmits WiFi data
frame in simulated scene and real scene

from the simulation results in Fig. 7. It is more likely that nonlinearities in the amplifier
may slightly interfere with the signal, resulting in packet errors.

It shows the runtime proportion of individual blocks when the ZigBee-WiFi gateway
is executed in Fig. 8. The runtime proportion of all blocks is added up to a total of 1.
The block runtime is measured with the help of gr-perf-monitorx in GNU Radio [12].
The five red bars indicate the runtime of the IEEE 802.15.4 OQPSK PHY internal block
when the gateway demodulates the ZigBee packet. The three blue block probes work
in conjunction with the tool gr-perf-monitorx to measure the block runtime. The cyan
bar represents the runtime of the block that creates the WiFi data frame, and the OFDM
Carrier Allocator block accounts for 74.14%. Due to the high computational complexity
of the block, it is the core block for creating WiFi data frames. In Fig. 8, the various

Fig. 8. Runtime proportion of individual signal processing blocks
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signal processingmodules of the gateway operate normally. Combined with Fig. 7, it can
be concluded that the gateway has better real-time signal processing capability under
actual scenarios.

5 Conclusion

In this paper, we use SDR combined with USRP to build a flexible and universal ZigBee-
WiFi gateway which interconnects heterogeneous ZigBee and WiFi network. A com-
prehensive performance measurement of the gateway is performed. The first experiment
tests that the gateway receives ZigBee packets, and the result shows that the gateway has
good ability to receive and demodulate data packets. The second and third experiments
are respectively tested in the simulation scenario and the actual scenario, comparing the
receiving rate of the WiFi packet when the ZigBee-WiFi gateway transmits the WiFi
packet. The results are reasonable in the sense that a higher SNR is required in the actual
scenario to achieve the same receiving rate. Combined with the above three experimental
results, it shows that the ZigBee-WiFi gateway has good ability to receive and demodu-
late the ZigBee packets and then extract the payload to generate IEEE 802.11 data frame.
It proves that the built gateway can well interconnect heterogeneous ZigBee and WiFi
networks.
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Abstract. Due to its flexible and convenient networking, Ad hoc net-
works have been used in more and more scenarios. But, the features
of mobility, constantly changing topologies and centerless architecture
limit its applications. In order to improve the performance of Ad hoc,
this paper proposes a cross-layer protocol for mobile Ad hoc network
based on Hexagonal Clustering and Hybrid MAC Access (HCHMA)
approach. Through the clustering algorithm, cluster heads are selected
to form a backbone network for route discovery and establishment. And
the MAC layer uses two different access mechanisms to ensure efficient
transmission of routing packets and data packets. Benefiting from the
above approaches, network overhead is greatly reduced and the through-
put is improved. By doing simulations in the network simulator 2 (NS2)
software, the HCHMA protocol shows better packet delivery rate, higher
throughput and lower end-to-end delay compared with the Ad hoc On-
demand Distance Vector Routing (AODV) protocol and the Optimized
Link State Routing (OLSR) protocol.

Keywords: Ad hoc network · Hybrid MAC access · Clustering ·
Cross-layer protocol · Location-based

1 Introduction

Mobile ad hoc networks (MANETs) have attracted increasing attention in
recent years due to the capacity in support of multi-hop communications,
infrastructure- independent network topology, self-management and easy-
deployment. In terms of applications, MANETs have been widely used in the civil
and military area to provide ad hoc based communication capacity in support
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of emergency evacuation in the natural disaster or mission-based operations in
battlefield [1]. As for its self-management, ad hoc networks need well-organized
distributed algorithms to determine network organization, link scheduling, and
routing [2]. As two core technologies of Ad hoc network, the channel intervention
mechanism of medium access control (MAC) layer and the routing technology
of network layer, still have many problems and need more efficient, stable and
robust algorithm.

MAC protocol plays an important role in MANETs to provide efficient data
transmission service. In order to improve the utilization of the Ad hoc network,
a lot of work has been done. In [3], the authors propose a dynamic TDMA
protocol based on node neighborhood information (TDMA-NNI) which at dif-
ferent packet send rates. The delay, throughput, and packet loss rate have been
improved. How- ever, it has high requirements for the efficient transmission of
messages from neighbor nodes. In [4], a hybrid channel access strategy with
CSMA/CA and Self-Organized Time Division Multiple Access (SOTDMA) is
implemented to improve the application performance of MANETs. To ensure
stability and trans- mission efficiency of MANETs, CSMA/CA and SOTDMA
are considered to switch according throughput rate of network automatically or
manually. In order to further improve network throughput, the time synchro-
nization is specially designed for SOTDMA, and a new power control scheme of
multi-hop communication is proposed to increase the stability of hybrid channel
access. However, switching requires more signaling frames to collect information,
wastes a certain amount of bandwidth, and even requires manual switching.

Routing is a significant issue in Mobile Ad hoc Networks. There are two clas-
sifications of routing protocols in MANETs: 1. Table driven routing protocols; 2.
Reactive or on-demand routing protocols. Many routing protocols are proposed
in MANETs like AODV, DSR and OLSR [5]. Many scholars are also doing fur-
ther research on routing protocols. In [6], the authors proposed an AODV based
routing algorithm “Q-AODV” by controlling the broadcast storm and reduc-
ing the total number of RREQ relayed during the route discovery process. It
improves QoS parameters, namely average jitter, throughput and average end
to end delay. However, it does not perform particularly well on sparse networks.
To mitigate the problem caused by route fractures, [7] presents a new routing
algorithm. It stores all the available paths. Therefore, whenever the link between
the nodes gets break, it can immediately replace with the new route. However,
the backup route is not real-time and the protocol is insensitive to changes in
network topology.

In traditional methods, most researchers conclude the problems faced by ad-
hoc a routing problem and only solve it in the network by considering routing
cost, such as delay, congestion metric and distance. And the others only consider
the dynamic changes of the spectrum in the MAC layer [8]. Due to the dynamic
changes of network nodes, limited bandwidth and unpredictable channel condi-
tions, the traditional hierarchical optimization method is not enough to improve
the performance of Ad hoc network. In order to further improve the network
quality of Ad hoc, it is necessary to use available information across layers, that
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is, to exchange information directly between layers to perform subsequent oper-
ations [9]. [10] is based on the cross layer design of AODV protocol, and let the
routing layer interact with MAC layer to obtain the link quality information. In
addition to considering the path hop count, the link information is also used as
the basis when selecting the route.

To apply ad hoc in fishery communication system, this paper proposes a
cross-layer protocol based on Hexagonal Clustering and Hybrid MAC Access
(HCHMA) approach, which combines the MAC layer and the network routing
layer together. The HCHMA protocol divides the time slots according to the
geographic location in the neighborhood discovery phase and adopts CSMA/CA
mechanism in the data transmission phase. The cluster heads are selected after
the ends of neighbor node discovery phase. It establish routing by transmitting
route request (RREQ) messages and route reply (RREP) messages only between
cluster heads. Therefore, routing overhead and delay can be optimized.

The paper is organized as follows. Section 2 presents the system model. Then,
we design the cross-layer protocol in Sect. 3. Simulation results and analyses are
provided in Sect. 4. Finally, conclusions are made in Sect. 5.

2 System Model

2.1 Geographic Location Based Clustering

In the HCHMA protocol, we assume that each node obtains its own geographic
location information through geographic information system (GIS) and keeps
the clocks synchronized. And there is no fixed central node in any cluster.

The proposed protocol adopts hexagonal clustering. As shown in Fig. 1, the
entire network area is divided into multiple hexagons by corresponding algorithm
based on location information. There are no empty nodes or overlapping areas
between clusters. Through this clustering method, nodes can clearly know the
clusters to which they belong according to their geographic location information.
Based on these advantages, regular hexagon clustering method has been widely
studied and applied.

In Fig. 1, a hexagon cluster is further divided into 6 equilateral triangles and
marked from 1 to 6. Each index corresponds to a time slot. By this way, the nodes
in the same cluster with different indexs can avoid communication collision, while
the nodes in different clusters with the same index can implement space division
multiplexing.

2.2 Communication Range

In this paper, the radius of a hexagon is R and the communication radius of
member nodes is set to 3/2R. By reduce the communication rate, the commu-
nication radius are increased and the neighbor cluster header can communicate
with each other directly.

Lbf = 32.4 + 20 log f + 20 log d (1)
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Fig. 1. Network scenario divided with hexagon

Equation (1) describes the relationship between free space loss (Lbf ) and
frequency (f) and transmission distance (d), where Lbf in dB, f in MHz and d
in km [11].

Si(dbm) = −174 + 10 logB + NF + (S/N)o (2)

Equation (2) describes the relationship between receiver sensitivity (Si)and
thermal noise (NF ), bandwidth (B), and output signal-to-noise ratio of the
receiver ((S/N)o) when phase noise is not considered in a non-spread spectrum
system. The unit of B is Hz [12].

Pt − Lbf = Si(dbm) (3)

In (3), Pt represents the transmit power. By combining (1), (2) and (3), it
can be concluded that when d is need to be doubled, we can only reduce B
by four times to make the equation tenable. In the common modulation modes
such as MASK, MPSK, and MQAM, B is approximately proportional to the
data transmission rate. Therefore, in HCHMA protocol, the transmission rate
between cluster heads is 1/4 of the normal transmissions.

3 Cross-Layer Protocol Design

In the proposed protocol, the TDMA mechanism is used to divide the time into
time frame cycles. As shown in Fig. 2, each time frame cycle is T which includes
a neighbor node discovery period T1 and a data transmission period T2.



A Cross-Layer Protocol for Mobile Ad Hoc Network 461

The hexagon is divided into 6 equilateral triangles, and the neighbor node
discovery period is correspondingly divided into 6 time slots. During the neighbor
node discovery period, the nodes with different indexes take different time slots
to transmit hello messages and the nodes with same index share same time
slots by CSMA/CA mechanism. The nodes with the same index but in different
clusters can send hello messages at the same time. The time slots are divided by
geographical locations, and the total number of nodes competing for channels
at the same time is relatively reduced. Therefore, in this way, the probability of
the message collision occurrence is reduced, channel utilization is improved, and
hello messages can be transmitted more efficiently.

During the data transmission period, route messages and the data messages
share the same time slots by CSMA/CA mechanism. However, in order to make
the routing messages have higher priority, the fixed backoff of the routing mes-
sages is smaller than the data packets in the random backoff algorithm of the
MAC layer. Meanwhile, Handshake mechanism is required before point-to-point
data transmission. In order to achieve effective wireless shared channel, refer to
the IEEE 802.11 protocol, the node first uses the RTS/CTS to perform con-
trol channel reservation, and the data transmission can be performed after the
reservation is successful. The data is transmitted through the DATA/ACK pro-
cess to ensure the reliability of the network. The detail process of the route
establishment will be given later.

Fig. 2. TDMA frame allocation

3.1 Neighbor Node Discovery

Neighbor nodes of a node refer to nodes within the communication range of the
node. During neighbor node discovery period, the nodes send hello messages
according to the time frame corresponding to their geographic location. The
hello messages are generated and sent only during the discovery period of the
neighboring node. There is no re-transmission mechanism. If it is not sent within
the specified neighbor discovery time, discard will happen. In order to reduce
collisions occurred when more than one node send messages at the same time
slot, a random backoff is added before the hello message is sent according to the
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CSMA/CA mechanism. The hello message contains the sender IP address and
geographic location information. The nodes that are not in the current sending
slot are silent to receive the hello messages and updates their neighbor node
tables.

The detail process of this neighbor node discovery can be found in our pre-
vious work [13].

3.2 Cluster Head Election Algorithm

After six time slots, each node locally compares its own location with that of
its neighbors in the same cluster, and the nearest node to the cluster center
declares to be the cluster head while the other nodes remain members in the
cluster. As we set the communication range to be 3/2R, the cluster head which
locals within 1/2R radius of the cluster can communicate with any node in the
same cluster. For a few cases where there are no nodes within 1/2R radius, some
edge nodes are not within the communication range of the selected cluster head
node. Another cluster head will be selected among these edge nodes, which will
be explained later.

After the election of the cluster head, the nodes which are elected to a cluster
head periodically generated the cluster hello message sending to the cluster heads
of the neighboring cluster. Same as the hello message, there is no re-transmission
mechanism and a random backoff is added before the hello message is sent. The
hello message contains the IP address and geographic location of the neighbor
nodes of the cluster head. In order to facilitate sending and receiving messages
between cluster heads in its cluster, the cluster heads use low speed for transmis-
sion to expand the communication range. The propagation range of the routing
messages generated by the cluster head is 3R, and all nodes in the hexagonal
cluster can receive and parse them. The edge nodes mentioned in the previ-
ous paragraph are verifying that they are not in the cluster by parsing these
packages. Among these edge nodes, the node closest to the center of the cluster
becomes a new cluster head.

After this process, the cluster head node obtains the IP address and geo-
graphical location of the nodes in the neighbor cluster. The distance between
the nodes in its own cluster and those in the neighbor clusters is calculated
through the obtained geographical location. By comparing the result with the
communication radius, we can calculate whether there is a connection between
our own cluster and the neighboring cluster, which is used for route discovery
and establishment.

3.3 Network Topology Discovery

When a node has a data packet to send, it first detects whether there is a route
from itself to the destination node. If there is a route, it will forward the data
to the next hop node. If there is no route, it needs to find the route. The node
sends a RREQ message to the cluster head, and the message is unicast. After
receiving the RREQ from the node in its own cluster, the cluster head broadcasts
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the RREQ to the neighbor cluster heads. Similarly, in order to facilitate sending
and receiving messages between cluster heads, the cluster heads use low speed
for transmission to expand the communication range.

The RREQ message format is given in Fig. 3. As is shown in Fig. 3, besides the
intra-cluster node information, the RREQ packet mainly includes the following
fields:

Fig. 3. RREQ message frame structure

Type: Used to indicate the message type, such as TC message, 8-bit storage.
Hop count: Used to record the number of hops that the RREQ message

propagates, 8-bit storage.
Cluster ID Line and Cluster ID Column: Used to indicate source cluster ID,

16-bit storage.
RREQ Broadcast ID: Used to record the ID of RREQ message and prevent

retransmission, 32-bit storage.
Sequence Number: Used to indicate the latest serial number of the node and

to update route, 32-bit storage.
When the member node receives the RREQ message, it simply discards the

message without any processing. When the cluster head receives the RREQ
message, the following steps are performed:

Step 1: If such a RREQ has been received before, the node silently discards
the newly received RREQ and the process ends. Otherwise, the next step is
performed.

Step 2: If the nodes in own cluster does not connect with nodes in the neighbor
cluster whose cluster head sent this message, the node silently discards the newly
received RREQ and the process ends. Otherwise, the next step is performed.

Step 3: The cluster head records the inter-cluster routing to the RREQ mes-
sage source cluster head node and perform the next step.

Step 4: If the destination node found by RREQ is in this cluster, it produces
the RREP message. Otherwise,the message is forwarded and the process ends.
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Let’s use the example in Fig. 4 to illustrate the proposed routing discovery
process. The source node S sends an RREQ message to its cluster head node
2. After receiving the message, node 2 starts flooding the message among the
neighbor cluster heads. After the cluster head node 4 receives it, because the node
3 in its own cluster and the node 1 in the cluster of node 2 are in communication
range, node 4 records the route to cluster head 2 which generates the RREQ
message, and then forwards the RREQ message. Conversely, since the nodes
in the cluster can not connected to the nodes in the cluster of node 2, node 9
discards the RREQ message, as well as the node 10. After receiving the RREQ
message, node 7 starts to send a route reply because the destination node D is
in its cluster.

By passing RREQ packets between cluster heads (backbone network) to
reduced the number of RREP message forwardings, the routing overhead is
reduced.

Fig. 4. Route discovery and route establishment

3.4 Route Establishment

The cluster head where the destination node is located responds to the received
RREQ message by generating a RREP message. The RREP message is broadcast
to the next hop, in the opposite direction of the RREP message propagation
path. Similarly, the propagation range of RREP message generated by the cluster
head is twice that of member nodes.
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The format of the package is given in Fig. 5.

Fig. 5. RREP message frame structure

Node Num In Route: The number of nodes in the routing link calculated by
the cluster head in this cluster, 8-bit storage.

To establish a route, the destination node is selected as the first node partic-
ipating in the route. The cluster head is responsible for selecting and assigning
which nodes within the cluster to participate in route establishment. We set the
initial value of i to 1. The process of a cluster head to select cluster members in
this routing link is given by follow steps:

Step 1: The cluster head select the node that can connect with the last node
that has participated in the routing, as candidate nodes. The nodes participat-
ing in the routing that are selected by the cluster head one by one from the
destination node to the source node. Then from these candidate nodes, select
the node nearest to the geographic center of the next cluster which cluster head
the RREP message will send to. The IP address of this node will be recorded in
The IP Address of the Node of This Cluster in Route[i] in the RREP packet.
Then the value of i is incremented by one. And this selected node will become
the latest node that has participated in the routing.

Step 2: This cluster head determines if this selected node is connected to any
of the nodes in the next cluster. Yes, perform step 3. No, go back to step 1.

Step 3: Information of nodes in the cluster selected to participate in route
establishment is packed by the cluster head and broadcast to the next cluster
head.
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When a member node receives a RREP message, it first detects whether the
message is sent by its cluster head. If not, discard the package directly. If so, it
further detects whether it is in the routing link calculated by the cluster head.
In other words, it is determined whether its IP address is the same as The IP
Address of the Node of This Cluster in Route[i] in the RREP message. If not,
discard the package. If so, this node records the next hop to destination node is
The IP Address of the Node of This Cluster in Route[i − 1]. If i = 1, the
next hop is The IP Address of the Last Node of Last Cluster in Route. The
member nodes analyze the RREP message sent by the cluster heads, and the
route is established hop by hop.

After the cluster header node receives the RREP message, it detects whether
it is the next hop of the message. If not, discard the package directly. If so, select
the nodes participating in the routing as described above, pack the information
of the selected nodes in its cluster, and forward the packet.

Similarly, Let’s use the example in Fig. 4 to illustrate this process. After
receiving the RREQ message, node 7 begins to generate a RREP message. First,
the nodes 6 and 8 will be found in the cluster that have connections with the
destination node D. Then, by comparing the distances between the two nodes
and the central geographic location of the cluster where the node 4 is located,
the node 6 is selected as the previous hop node of the destination node. Since
node 5 can be connected to node 6 of the cluster in which node 4 is located, there
is no need to select other nodes in this cluster to participate in routing. Then,
node 7 broadcasts a RREP message to the cluster head node 4. After receiving
the broadcasted RREP message, nodes 7 makes a route to the destination node
by parsing the packet. After receiving the RREP packet, the cluster head node
4 first selects a node 5 that is connected to the node 6. However node 5 can not
connect with the nodes of the cluster where the node 2 is located. Therefore,
another node need to be selected. Then, the node 3 is selected because it is
connected to the node 5 and has a connection with the node of the cluster
where the node 2 is located. The cluster head node 4 records the selected nodes
into the RREP message and broadcasts it out. Similarly, nodes 3 and 5 use the
information in the broadcast packet to make a route to the destination node. In
this way, the route labeled in Fig. 4 is finally made.

Because of the existence of cluster heads, a backbone network is formed in
the whole network. The direct communication between cluster heads is used to
establish routes, which effectively reduces the flooding of routing messages. In
addition, GPS is used to calculate routing, which effectively reduces the amount
of data required to establish routing interactions and reduces routing overhead.

4 Simulation Results and Analysis

NS-2 is used to visualize the ns simulations and trace packet data. The trace file
contains topology information like nodes, links, queues, node connectivity and
packet trace information. In the simulation, 60 nodes are randomly distributed
within a square of 1000 m× 1000 m. The wireless transmission distance Dt is
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250 m, the carrier sensing range Dr is 550 m, the radius of hexagonal cellular is
set to 166.7 m, the channel bandwidth is 1 Mbps, the neighbor node discovery
period T1 of HCHMA is 60 ms, and the time frame cycle T of HCHMA is 2 s.
The simulations run for 100 s and apply Constant Bit Rate (CBR) sources where
the packet generated rate is from 50 to 300 kbps. The max moving speed of
nodes is 1 m/s. The unlisted parameters are set to the default value in NS2.
We selected traditional proactive routing OLSR and traditional passive routing
AODV for comparison, in which MAC layer are applied by IEEE 802.11. We will
compare the performance of these three protocols from the average end-to-end
delay (AEED), packet loss rate and throughput. The results are given by the
averages of 20 times simulations.

Figure 6 presents the relationship between the AEED and the data generation
rate. The AEED is caused by two reasons: one is the waiting time before the
route established at the routing layer, the other is the waiting time for the access
channel and collision retransmission at the MAC layer. The HCHMA protocol
uses the backbone network formed by the cluster head to establish routes, which
reduces the number of flooding of routing messages, reduces the time required
to establish routes, and reduces AEED.

Fig. 6. AEED vs. data generation rate

Figure 7 presents the relationship between the packet loss rate and the data
generation rate. As can be seen from the figure, our protocol outperforms the
other two protocols in terms of packet loss rate performance. This is because
we use different channel access algorithms to ensure the effective transmission
of neighboring node detection messages and routing messages, and improve the
success rate of route establishment.
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Fig. 7. Packet Loss rate vs. data generation rate

Fig. 8. Throughput vs. data generation rate

Figure 8 shows the throughput vs. the data generation rate. As the rate of
data generation increases, each protocol reaches its own throughput maximum
and remains the same. As we can see from the figure, The throughput of our
protocol is higher than the other two protocols. We have better AAED and
packet loss rates because of the advantages described above, so we have higher
throughput accordingly.
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5 Conclusion

In this paper, we propose a cross-layer protocol named HCHMA. The proto-
col guarantees the effective transmission of different types of messages through
different MAC layer algorithms and forms the backbone network by using the
cluster head generated by the clustering algorithm, which effectively improves
the probability of successful route establishment and reduces the average end-
to-end delay. Compared with the traditional AODV and OLSR protocols, the
HCHMA protocol has lower latency and packet loss rate and higher throughput.
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Abstract. Software Defined Networking (SDN) is a new paradigm where the
forward plan is decoupled from the control plan. The controller is a central program
that tells the switches and routers how to react to the incoming flows and different
network changes. The placement of the controllers considering different metrics
becomes a challenge inSDNWAN. In this paper,we study the controller placement
problem in terms of propagation delay and load balancing. An extended K-means
algorithm is introduced to partition the network into several subnetworks and place
the controllers in nodes thatminimize the network delay. Then a load balance index
is calculated to check the effectiveness of the load balancing considering a metric
β as the load difference between controllers. The result analysis shows that a trade
off should be done between the delay and load balancing depending on the priority
of the network and no optimal case can be found that minimize both of the metrics
at the same time.

Keywords: Software Defined Network · Controller placement · Propagation
delay · Load balancing

1 Introduction

Evenwith their widespread adoption, traditional IP networks are still complex, very hard
to manage, and start to show their limitations. Software Defined networking (SDN) is
the new paradigm for managing the programmability of the networks. The idea behind
SDN is to decouple the control plane from the data/forwarding plane (network devices).
The control plane is presented as a central program called “Controller” which will tell
the forwarding plane how to respond to different incoming network flows and changing
network conditions. For Local Area Networks (LANs) like datacenters, a single con-
troller will be enough and the performance will be well. The challenge will arise when
we apply SDN to Wide Area Networks (WANs) where the delay between nodes can be
high and the coverage area is large. Multiple controllers should be applied to cover the
whole WAN. Network devices and the communications between controllers themselves
should be studied carefully. Where to put the controllers is a very important question
in this case as different controller placements will affect the delay and the behavior of
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the whole network. In this paper, we will focus on SDN WAN controller placement in
terms of delay and load balancing. The main goal is to partition the network into several
subnetworks each is managed by one controller, and to find the best location to place
that controller taking into consideration to minimize the delay and maximize the load
balance for the controllers. The contribution of this paper is as follows:

1. An Extended K-means algorithm is proposed to partition the network.
2. In addition to the delay, we tried to balance the load of controllers by reassigning

the switches between the controllers depending on the difference of loads between
each pair of controllers.

The rest of paper is organized as Sect. 2 will brief the related work. In Sect. 3 we
formulate the problem. Section 4 explains the Extended K-means algorithm and the load
balancing algorithm. The performance evaluation and results analysing are described in
Sect. 5. Finally, Sect. 6 summarizes the conclusion and future work.

2 Related Work

Controller placement problem (CPP) is always been as a critical issue when it comes to
large sized SDN as many controllers are introduced and their development is increasing
such asKandoo [1] andHyperflow [2]. Heller et al. [3] firstly proposed a solution in terms
of propagation latency, but focusing only on delay may lead to imbalanced controller
distribution. This work was the most cited work for controller placement problem. Their
work considered the average latency and worst case latency. A step forward was done
by Yao et al. [4] as they take into consideration not only the delay but also the load
balancing. Their proposed algorithm named Capacitated Controller Placement Problem
(CCPP) reduced the number of controllers required to remove the overload as well as
reducing the load on the heaviest controller.

Mamushiane et al. [5] asked a question about how many controllers are needed and
where should they go given an SDN topology. They proposed three algorithms to address
the controller placement problem, but first they mentioned only the metric of latency.
However, their algorithms are accurate but are exhaustive and don’t work well in the
presence of time constraints.

In [6], the authors studied the controller placement problem in WAN network.
Their goal was to partition the network into several small subnetworks by using

spectral clustering algorithm. They used the propagation delay between nodes as weights
for edges, and according to that delay the nodes that have low weighted edges creates
the small subnetworks while the links with high weights will be used to connect the
subnetworks together.

An algorithm named K ∗-means was used by Qi et al. [7] to merge clusters that are
connected with the shortest edge. Kuang et al. [8] used the same previous algorithm to
merge the clusters until the number reaches k, but they imbedded it in a hierarchical
K-means algorithm to solve controller placement problem. In [9] Sahoo et al. have
considered CPP as a multi-objective combinatorial optimization problem and solved it
using two population-based meta-heuristic techniques. They investigated the problem in
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termsof threemetrics: controller to switch latency, inter-controller latency andmulti-path
between the switch and controller. Their proposed scheme improves the survivability
of the control path in case of a link failure, but they didn’t mention the load balancing
of the network. In [10] Hu et al. proposed a greedy algorithm to study the reliability
in placement problem. Lu et al. [11] used a hierarchical approach to find better initial
centers by treating the clustering problem as a weighted clustering problem. K-centers
is the most well-known algorithm that have been used in controller placement problem
[3, 12] and this problem is introduced as an NP-Hard [4].

3 Problem Formulation

In this section, we describe and then formulate the controller placement and network
partition problems in terms of network delay and load balancing. The network topology
is denoted as an undirected graph G = (V, E), where V is the set of nodes, and E is the
set of edges between nodes. Each edge between two nodes has a weight w ∈ W , where
W is the set of weights which refers to the delay wi j as the time delay between node i
and node j . The time delay is calculated by the distance between the two nodes divided
by speed of light 2 ∗ 108 m/s.

wi j (millisecond) = distancei, j (meter)

2 ∗ 108
( meter
second

) ∗ 1000 (1)

The shortest path distance between two nodes (u, v ∈ V ) is denoted by d(u, v).
The network is divided into k subnetworks and we define a set C contains the controller
places ci , where i ∈ k.

Each one of the subnetworks can be referred to as an SDN network and will contain
nodes and edges between them as SDNi (Vi , Ei ) with only one controller manages it.
We define a binary variable xvc equals to 1 if the node v is connected to the controller c,
otherwise it equals to 0. These SDNs should follow the following rules and constraints:

∪k
i=1 SDNi = SDN ∪k

i=1 Vi = V ∪k
i=1 Ei = E (2)

SDNi ∩ SDN j = ∅where i, j ∈ k (3)

∑V

c=1
xvc = 1∀ v ∈ V (4)

Equation (2) indicates that the total number of subnetworks will shape the whole
big network. Equation (3) ensures that each node, edge belongs to only one subnetwork.
Equation (4) refers to a constraint guaranteed that every node is connected to one and
only one controller.

For load balancing, we assume the number of switches the controller manages as
the load of that controller L(ci ). We will define a metric β as the maximum difference
between the loads of each two clusters. The constraint is as follows:

∣∣L(ci ) − L
(
c j

)∣∣ ≤ β ∀i, j (5)
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4 An Extended K-means Algorithm

For partition problems, K-means was widely used and it’s an effective and fast method
to do that [13, 14]. We proposed an extended K-means to partition the network in terms
of time delay and load balancing. The initial nodes where the controllers are placed
will be called ‘centres’ and the updated centres after applying the algorithm are called
‘centroids’.

First, we will explain the standard K-means which is used for clustering the network.
This algorithm should follow main steps as follows: (1) randomly select k points from
the data set and assign each point to be as a center for a cluster, where one cluster has
one and only one center, (2) each data point is assigned to its nearest cluster based on
the Euclidean distance to the center of that cluster; (3) update the centers of each cluster;
(4) repeat step 2 and 3 until there are no changes in clusters’ centers.

Although K-means is widely used for most clustering problems, it has many draw-
backs when it is applied for network topology partitioning. First, if we choose random
centers wewill not guarantee theminimum time delay between the node and its centroid.
Second, the algorithm doesn’t ensure that the updated centroids will be chosen from the
nodes in the topology as the centroids must be chosen from (v ∈ V ) to be sure there is
a real connection between the centroid and the nodes in that cluster because K-means
choose the mean between the two nodes. Third, by applying the Euclidean distance we
will not ensure that the link between the centroid and the node is physically exists.

For these reasons we proposed an extended K-means as explained in Algorithm 1
in order to adjust the previous drawbacks in standard K-means. The major steps in this
algorithm are related to the initializing the centers, distributing the nodes to clusters and
updating the centroids. The randomly initializing the centers as presented in standard
K-means is not used in our algorithm and be replaced by another process for initializing
the clusters’ centers. In fact, initializing the centers in K-means was widely studied and
many solutions were proposed to make this process more effective as in [15, 16]. We
will use the initializing method proposed in [16] as it is an efficient technique and it
reduces the complexity of computational and achieves a better local minimum. In Step
2, the nodes will be distributed to the clusters depends on their shortest path distance
to the centers. In Step 3, the updating process of the centers will depend on the nodes
inside the cluster.
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Algorithm 1: Extended K-means 

Algorithm 1: Extended K-means 
Step 1: choose the first node randomly as a center. 

Step 2: distribute nodes to clusters, each node ( ) to one cluster as following: 

Step 3: for each , calculate the sum of shortest path distances to every 
node in the cluster. The node that has the minimum sum will be chosen as the new 
center for . 

Step 4: repeat steps 2, 3 until the centers are not updated anymore. 
Step 5: choose the node which has the largest shortest path distance from the 

previous centroid from step 4 to be the next initial center.  
Step 6: repeat step 2, 3, 4 until the network is partitioned into  clusters. 

Algorithm 2: Load Balancing 

Step 1: Check 
Step 2: If  then reassign the nodes between 

and . 
Step 3: repeat step 1 and step 2 until the load is balanced. 

The main idea about Algorithm 2 is to balance the load depending on the difference
between the clusters loads. As we mention before, we assume the number of nodes that
controller ci manages as the cluster load. The algorithm compares the load of each two
clusters and reassigns the nodes between clusters depending on the constraint β. The
reassigning procedure is done by removing nodes from the cluster that has more nodes
and assign it to the cluster that has fewer nodes. This process will be repeated until the
load of all clusters is balanced.

5 Performance Evaluation

5.1 Experimental Setup

In this section we evaluate Algorithms 1, 2 in terms of network delay and load balanc-
ing with different numbers of clusters. The network topology on which we deploy the
algorithms is Internet2 OS3E topology [17] and the simulation is done by using Matlab
R2018a, 2.50 GHz Intel Core i5 CPU, 4.00 GB of RAM and Windows 7 operating sys-
tem. The topology has 34 nodes and 42 edges between them. The weight of the edge is
the delay between the two nodes.
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For network delay we calculate the time delay of each cluster depending on the
shortest path distance between each node and the controller it mapped to as in Eq. 5,
and then we take the average of them to find the delay of the whole network as in Eq. 6.

delay(clusteri ) = 1

Ni

∑
d(v, ci ) (6)

delay(Netwrok) = 1

k

∑k

i=1
delay(clusteri ) (7)

Where Ni is the number of nodes in clusteri and k is the number of clusters. For load
balancing effectiveness we use the standard deviation as a balance index, the smaller the
value the better the balance of the load is. The balance index is as follows:

Balance Index =
√
1

k

∑k

i=1
(Ni − N

K
)2 (8)

where N is the number of switches in the whole topology.

5.2 Results Analysis

The simulation is applied on the topology shown in Fig. 1 as the number of controllers
is different for every simulation, and we also change the value of β for load balancing
results.

The number of controllers k will vary from 1 to 5. When k = 1, it doesn’t matter
which node will be selected as initial center as the algorithm will choose node 16 as the
center every time because it always has the minimum sum of shortest path distances to
every other node in the cluster, and the next initial center is node 32 because this node
has the largest shortest path distance to the node 16, but as the network has only one
controller so the load on that controller will be the maximum and the nodes can’t be
reassigned so the results can be omitted. For k = 2, even the initial centers are nodes
16, 32 but the final centroids will be chosen as nodes 16 and 31 because they are the
nodes which have the minimum sum of the shortest path to every node in the clusters
they belong to. The node that has the largest shortest path distance to node 31 is node 9,
so the initial centers will be nodes 16, 31 and 9 but the centroids will be 16, 31 and 10.
When k = 4 the centroids are nodes 16, 28, 10 and 33; and for k = 5 the centroids are
nodes 8, 28, 10, 33 and 22.

After the network is partitioned for each k, the network delay and balance index are
calculated with different β, and the results are as shown in the Fig. 2.

Figure 2 shows that as β increases, the network delay decreases and the network
become less balanced as balance index increases. For k = 2, the 32 switches are divided
into {24, 8} in the beginning with network delay 7.06 ms and balance index 8. As β

increases, the delay decreases slowly and balance index increases. The switches are
divide into {16, 16} when β = 1 with optimal load balancing but maximum delay, {17,
15} when β = 2, 3, {18, 14} when β = 4, 5 and {19, 13} when β = 6. When k = 3,
the 31 switches are divided into {13, 8, 10} when network is unbalanced, {11, 10, 10}
when β = 1, 2, {12, 9, 10} when β = 3, 4, and the network is back to the original state
when β = 5, 6. When k = 4, the 30 switches are divided into {7, 8, 8, 7} when β = 1,
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Fig. 1. Topology of Internet2 OS3E

Fig. 2. Network delay and balance index for different k and β

{8, 7, 8, 7} when β = 2, {8, 7, 9, 6} when β = 3, {9, 7, 9, 5} when β = 4, {10, 6, 9, 5}
when β = 5 and {10, 6, 10, 4} when β = 6, 7. When k = 5, the 29 switches are divided
into {6, 6, 6, 5, 6} when β = 1, {7, 5, 6, 5, 6} when β = 2, 3, {8, 5, 6, 4, 6} when β =
4, 5, {9, 4, 6, 4, 6} when β = 6 and {10, 4, 6, 3, 6} when β = 7.

In most cases, the network delay is decreasing slowly except when k = 5. For k =
2, the delay is decreasing from 11.85 when β = 1 to 10.74 when β = 6, and when k = 3
it is decreasing from 7.5 when β = 1, 2 to 6.04 when β = 5, 6 and when k = 4 the delay
is 8.7 when β = 1 and 6.04 when β = 6, 7. But when k = 5 we can see that the delay
is 7.6 when β = 1 and 3.9 when β = 7. The balance index is increasing almost in the
same manner. From Fig. 2, the minimum network delay will happen when k = 5 in case
of unbalanced case or β = 7 as it is 3.9 ms, and the balance index is 2.4 with switches
divided into {10, 4, 6, 3, 6}.

From the above discussion, we can say that there is no optimal case for the network to
be inminimum delay andmaximum load balancing. A trade-off should bemade between
the two metrics and the decision should be made according to our priority. However,
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other metrics can be studied and affect the decision. For example, the best network delay
we have is when k = 5, but that makes the cost higher as we should apply 5 controllers
in the topology.

6 Conclusion and Future Work

In this paper we introduced the SDN controller placement problem in terms of delay
and load balancing. We first apply an Extended K-means algorithm to partition the
WAN into several subnetworks and the goal is to place the controllers in positions that
minimize the propagation delay between nodes and controllers, and then balance the
loads of the controllers. We test our algorithm using Internet2 OS3E topology. From the
results we can say that there is no optimal case for the network to be in minimum delay
and maximum load balancing. A trade-off should be done between the two metrics and
the decision should be made according to our priority. However, other metrics such as
resilience, reliability and energy saving can be addressed in the future studies so that
can affect the decision more accurately.
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Abstract. This paper investigates the security problem of consensus-based dis-
tributed system under false data injection attacks (FDIAs). Since the injected false
data will spread to the whole network through data exchange between neighbor
nodes, and result in continuing effect on the system performance, it is significant
to study the impact of the attack. In this paper, we consider two attack models
according to the property of the injection data, the deterministic attack and the
stochastic attack. Then, the necessary and sufficient condition for the convergence
of distributed systemunder the attack are derived, and the attack featuremaking the
system unable to converge is provided. Moreover, the convergence result under
resource-limited attack is deviated. On the other hand, the statistical properties
of the convergence performance under zero-mean and non-zero-mean stochastic
attacks are analyzed, respectively. Simulation results illustrate the effects caused
by FDIAs on the convergence performance of distributed system.

Keywords: Consensus-based distributed system · False data injection attack
(FDIA) · Performance analysis · Convergence

1 Introduction

Recently, the consensus-based distributed system has been received wide attention with
thewidespread use ofwireless networks [1]. For a distributed system, each node is treated
equally, and the load of each communication link is almost balanced. The distributed
structure can reduce communication load, computation burden and energy consumption
compared to the traditional centralized structure [2, 3]. Furthermore, the distributed
structure is flexible for dynamical network topologies [4, 5].
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However, due to the open characteristic of the distributed system, it is vulnerable to
malicious attacks [6]. The false data injection attack (FDIA) is one of typical attacks for
the distributed system, which injects false data into the unprotected procedure during
information exchange process, intending to degrade the performance and threat the
security of the distributed system.

In recent years, researchers have been beginning to pay attention to the impact of
random or artificial injected false data on the system performance. In [7], the neces-
sary and sufficient condition to guarantee the convergence of distributed system under
bounded noise is proved, and the closed expression of the relationship between the noise
bound and the consensus accuracy is derived. In [8], the expression of weighted least-
squared error of nodes when the distributed system reaches the steady state under noise
is deduced. In [9], the author further explored the influence of noise on performance
of distributed system under different topologies on the basis of [8], and indicated that
the error caused by noise is related to the depth of the graph. In [10] and [11], authors
analyzed the effects of zero-mean random noise and non-zero-mean random noise on
the convergence performance of the broadcast-based consensus algorithm, and derived
the upper and lower performance bounds under noise interference. In [12], the stability
of the distributed detection system under the interference of two kinds of energy limited
signals is discussed for the resilient consensus problem.

In this paper,we study the security problemof the consensus-baseddistributed system
and analyze the impact of FDIA on the system performance. Two types of FDIAs, the
deterministic attack and the stochastic attack, are considered in the fusion phase of
distributed system. The effect of the deterministic attack and the stochastic attack on the
convergence performance of distributed system is analyzed in detail. For the distributed
system under different FDIAs, some interesting theoretical results are derived. Finally,
the theoretical results are verified by simulations.

The rest of the paper is organized as follows. Section 2 describes the system model.
Section 3 analyzes the impact of the FDIA on the performance of distributed system.
Section 4 gives simulation results and discussions. Finally, the paper is concluded in
Sect. 5.

Notations: Boldfaced capital and lower-case letters represent matrices and vectors,
respectively. In denotes the identity matrix of dimension n×n. 1n denotes the n-column
vector with all elements to be 1.N (

μ, σ 2
)
denotes the normal distribution with mean μ

and variance σ 2. Besides, det(·) denotes the determinant operation. diag(·) denotes the
creation operation of the diagonal matrix with supplied elements.

2 System Model

2.1 Network Model

Considering a distributed network consisting of N sensor nodes, where the topology
structure is connected, and communication links are steady. The network is described by
an undirected graph G = (ν, ε), where V represents the set of nodes in the network, and
V = {v1, v2, . . . , vN }, ε represents the set of edges in the network, and ε ⊆ V × V. If(
vi , v j

) ∈ ε, node i and node j are adjacent and they can exchange information with each
other. Hence, the neighboring set of node i is defined as Ni = {ν j ∈ V ∩ (

νi , ν j
) ∈ ε}.
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The characteristics of a network can be expressed using a set of matrices. Adjacent
matrix A denotes the neighborhood relationship. If node i and node j are adjacent, the
corresponding entry in A is aij = 1; otherwise, aij = 0. Degree matrix D is a diagonal
matrix whose diagonal element di is the sum of neighbors of node i, di = |Ni | and
D = diag(d1, d2, . . . , dN ). Laplacian matrix L is defined as L = D − A. That is, the
element is lij = dij if i = j; otherwise, lij = − aij.

2.2 Attack Model

It is assumed that there exists malicious attacker(s) in the distributed network. In order
to degrade the performance of the distributed system, an attacker captures part of unpro-
tected sensor node(s) and makes them bemalicious node(s). Malicious sensor nodes will
launch the FDIA to degrade the system performance.

The operation of the distributed system over the network includes three phases: local
measurement, distributed fusion and distributed inference (detection, classification and
estimation). In this work, we focus on the FDIA in the distributed fusion phase.

As the FDIA is launched by malicious node(s), the false data are added to the state
update step in the distributed system. Let Va be the set of malicious sensor nodes, and
Va ⊆ V. Let Vs be the set of normal sensor nodes, and Vs = V\Va .

In the fusion phase, each sensor node exchanges information with its one-hop neigh-
boring nodes. The local state of the target will be updated until the whole network
reaches a consensus if there is no attack. When malicious nodes launch the attack, the
state update process can be denoted as

xi (k + 1) = xi (k) +
ε

wi

∑

j∈Ni

[
x j (k) − xi (k)

]
+ ui (k), (1)

where xi(k) is the state of the target at sensor node i at the kth iteration, ε is the iteration
step, and wi is the weight coefficient at sensor node i. In order to ensure the convergence
of the algorithm, the iteration step needs to satisfy 0 < ε < min(wi/di ). The injection
data ui(k) = 0 if node i is normal; otherwise, ui(k) �= 0 if node i is malicious.

For convenience, the update process in (1) can also be represented in the form of
matrix as:

x(k + 1) = Wx(k) + u(k), (2)

where x(k) is the state vector, and x(k) = [x1(k), x2(k), . . . , xN (k)]T,W is the weight
matrix, and W = IN − ε diag(1/w1, 1/w2, . . . , 1/wN )L.

Let the weight coefficient vector be wT = [w1, w2, . . . , wN ]T. Thus, W =
IN − ε diag(1N/wT)L. We assume that the weight matrix W is invariant.

FDIA can be divided into two categories based on the injected data of the attacker, the
deterministic attack and the stochastic attack. For the deterministic attack, the injected
data of the attacker is a deterministic variable. And in the stochastic attack, the injected
data of the attacker is a random variable.
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3 Performance Analysis of Distributed System Under FDIAs

In this section, we analyze the effect of different FDIAs on the performance of the
distributed system.

3.1 Performance Metrics

We introduce the definition of the convergence and consensus of the distributed system.

Definition 1: For the distributed system x(k + 1) = Wx(k) with any initial state x(0),
∃x∗ ∈ R

N , if limk→∞ x(k) = x∗, the system is convergent.

Definition 2: For the distributed system x(k + 1) = Wx(k) with any initial state
x(0), ∃x∗ ∈ R, if limk→∞ x(k) = x∗1N , i.e., limk→∞ xi (k) = x∗, the system is
consensus.

Lemma 1: For the consensus-based distributed system x(k + 1) = Wx(k), the
convergence is equivalent to the consensus.

Proof: 1. If the distributed system is consensus, i.e., when k → ∞, x(k) → x∗1N ,
where x∗1N is a constant vector. Hence, the system is convergent according to the
Definition 1.

2. If the distributed system is convergent, i.e., when k → ∞, x(k) → x*, where x* is a
constant vector. Since lim

k→∞ x(k+1) = lim
k→∞Wx(k) =Wx∗ = x∗, and according to

the definition of weight matrix W, Wx∗ − x∗ = ε diag(1N/w)Lx∗ = 0, Lx∗ = 0,

(x∗)TLx∗ =
N∑

i=1

N∑

j=1
(x∗

i − x∗
j )
2 = 0 for any x*. That is, x∗

i = x∗
j ,∀i, j ∈ V , i.e.,

x∗ = x∗1N . Hence, the system is consensus. �

3.2 Under Deterministic Attack

The attack may make the distributed system unable to reach consensus or converge to a
wrong result.

First, we derivate the necessary and sufficient condition for the convergence of the
distributed system.

Theorem 1: The necessary condition for the convergence of the distributed system is
that limk→∞ u(k) = 0.

Proof: Assume that the convergent state of nodes is constant x*, the state vector is
x∗ = x∗1N . When k → ∞, lim

k→∞ x(k + 1) = lim
k→∞(Wx(k) + u(k)).

Since limk→∞ x(k + 1) = limk→∞ x(k) = x∗1N and the weight matrix is
a stochastic matrix, W1N = 1N , x∗1N = Wx∗1N + limk→∞ u(k) = x∗1N +
limk→∞ u(k), limk→∞ u(k) = 0. �
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Theorem 2: The sufficient condition for the convergence of the distributed consensus
system is that limk→∞

∑k
τ=0 ||u(τ )|| = C , where C ∈ R.

Proof: According to Perron-Frobenius Theorem, limk→∞ Wk = 1NπT, where πT =
(wT1N )−1wT. When k → ∞,

lim
k→∞ x(k + 1) = lim

k→∞Wk+1x(0) + lim
k→∞

k∑

τ=0

Wk−τu(τ )

= 1NπTx(0) + lim
k→∞

k∑

τ=0

Wk−τu(τ ). (3)

Using the properties of norms, we have

lim
k→∞‖x(k + 1)‖ =

∥∥∥∥∥
1NπTx(0) + lim

k→∞

k∑

τ=0

Wk−τu(τ )

∥∥∥∥∥

≤
∥∥
∥1NπTx(0)

∥∥
∥ + lim

k→∞

k∑

τ=0

∥∥
∥Wk−τu(τ )

∥∥
∥. (4)

Since limk→∞
∑k

τ=0 ||u(τ )|| = C , limk→∞
∑k

τ=0 u(τ ) = c, where c ∈ R
N , and

limk→∞ u(k) = 0. According to Cauchy criterion, ∀ε > 0, ∃M > 0, ||u(τ )|| <

εwhen τ > M ; ∀υ > 0, ∃N > 0, ||Wτ − 1NπT|| < υ, when τ > N. Therefore,
||Wτ || < τ + ||1NπT||. Since k –N >>M when k → ∞, ||u(k − N )||, . . . , ||u(k)|| <

ε. Hence,

lim
k→∞

∥∥∥∥∥

k∑

τ=0

Wk−τu(τ )

∥∥∥∥∥
≤ lim

k→∞

(∥∥∥Wk
∥∥∥‖u(0)‖ + . . . +

∥∥∥WN+1
∥∥∥‖u(k − N − 1)‖

+
∥∥∥WN

∥∥∥‖u(k − N )‖ + . . . + ‖u(k)‖
)

<
(
υ+

∥∥∥1NπT
∥∥∥
)
C + ε

N∑

τ=0

‖W‖τ

Moreover, norm and spectral radius of matrix satisfy that ||W|| ≥
ρ(W) = 1. When ||W|| = 1, ε

∑N
τ=0 ||Wτ || < εN . When ||W|| >

1, ε
∑N

τ=0 ||Wτ || = ε(1 − ||W||N+1)(1 − ||W||)−1. Hence, Eq. (4) is convergent.
Therefore, when the attack vector satisfies limk→∞

∑k
τ=0 ||u(k)|| = C , the norm

of state vector is convergent, i.e., the states of all nodes converge. �
In Theorems 1 and 2, the necessary condition and sufficient condition to convergent

for the distributed system under FDIA are proved, respectively. Therefore, the attack
strategy making the network unable converge should have

lim
k→∞

∑k

τ=0
‖u(τ )‖ = ∞. (5)



488 X. Zheng et al.

That is, when the series of vectors are not converge, the system cannot reach
consensus although the iteration step increases.

From (2), we find that the impact of FDIA on the performance of distributed sys-
tem is continuous. That is, once the attacker launches the attack (although the attack
subsequently stops), the injected false data will spread to the surrounding nodes during
nodes exchange information. The false data injected by the attacker will remain in the
convergence result. Hence, it is necessary to analyze the deviation between the wrong
convergence result and the normal convergence result under the FDIA.

Theorem 3: When the attack vector series converge, limk→∞
∑k

τ=0 u(τ ) = c and c ∈
R

N , the convergence result of nodes is

lim
k→∞ x(k) = 1NπT(x(0) + c). (6)

Proof: According to (2), the convergence result of state vector under FDIA is

lim
k→∞ x(k + 1) = 1NπTx(0) + lim

k→∞

k∑

τ=0

Wk−τu(τ ).

As πTW = πT,πTWk = πTWk−1 = . . . = πTW = πT. And then,

πT lim
k→∞

k∑

τ=0

Wk−τu(τ ) = lim
k→∞ πTWku(0) + . . . + πTWu(k − 1) + πTu(k)

= lim
k→∞ πT[u(0) + . . . + u(k − 1) + u(k)] = πTc

As b = limk→∞
∑k

τ=0 W
k−τu(τ ), πTb = πTc. When limk→∞

∑k
τ=0 u(τ ) = c,

the states of nodes are convergent. Thus, bi = b j ,∀i, j ∈ V . If b = b1N , bπT1N =
πTc, i.e., b = πTc. Therefore, we have

lim
k→∞

∑k

τ=0
Wk−τu(τ ) = 1NπTc. (7)

From (7), one finds that the series of injected attack vector will directly affect the
convergence result of the distributed system. �
Lemma 2: If and only if the weighted average of attack vector series converges to zero,
limk→∞πT ∑k

τ=0 u(τ ) = 0, the convergence result will be the weighted average of
initial states of nodes.

3.3 Under Stochastic Attack

When the injection attack vector is random, we consider the case of Gaussian ran-
dom variable. That is, the malicious node i injects false data ui(k) at step k, ui (k) ∼
N (μi , σ2i), and the attack vector satisfies u(k) ∼ N (μ,�).

To facilitate the subsequent derivation, we introduce the nature of normal-
ized weighted average matrix, Q = 1NπT, and its relationship with the weight
matrix W.
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Property 1: The normalized weighted average matrix Q has the following properties:

(1) Q = limk→∞ Wk;
(2) QW = Q;
(3) WQ = Q;
(4) Q2 = Q;
(5) (W−Q) k = Wk −Q;
(6) (W−Q)k(IN −Q) = Wk −Q;
(7) ρ(W−Q) < 1.

Since the injected attack vector is random, the state vector under its influence is
also random. In the view of the statistical characteristics, we analyze the impact of the
stochastic attack on the performance of distributed system.

The divergence vector of current nodes’ state is defined as

δ(k) = x(k)−Qx(k), (8)

which can be used to measure the convergence performance of distributed system. The
system state converges as the divergence is zero. The larger the divergence vector, the
more obvious the divergence of distributed system.

Lemma 3: The divergence vector δ(k) satisfies the recursive relationship as

δ(k + 1) = (W − Q)δ(k) + (IN − Q)u(k). (9)

Proof: According to the definition of δ(k) and the properties of matrix Q, we have

δ(k + 1) = x(k + 1) − Qx(k + 1) = Wx(k) + u(k) − QWx(k) − Qu(k)

= (W − Q)x(k) + (IN − Q)u(k).

While (W−Q)Qx(k) = (
WQ−Q2

)
x(k) = 0,

δ(k + 1) = (W − Q)x(k) − (W − Q)Qx(k) + (IN − Q)u(k)

= (W − Q)(x(k) − Qx(k)) + (IN − Q)u(k)

= (W − Q)δ(k) + (IN − Q)u(k). �
First, we analyze the mean of divergence vector, E[δ(k)] or δ̄(k).
Using the recursive relationship in (9), we have

δ(k + 1) = (W − Q)k+1δ(0) +
k∑

τ=0

(W − Q)τ (IN − Q)u(k − τ). (10)

Since δ(0) = x(0) −Qx(0) = (IN −Q)x(0),

δ(k + 1) = (W − Q)k+1(IN − Q)x(0) +
k∑

τ=0

(W − Q)τ (IN − Q)u(k − τ). (11)
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Since the mean of attack vector is E[u(k)] = ū, k ∈ N, taking expectation and
limitation on both sides of (11), we get

lim
k→∞E[δ(k + 1)] = lim

k→∞

k∑

τ=0

(W − Q)τ (IN − Q)ū. (12)

As ρ(W−Q) < 1, the series is convergent and
limk→∞

∑k
τ=0 (W−Q)τ = [IN − (W−Q)]−1. Hence, the mean of divergence vector

is convergent, and the convergence result is

lim
k→∞E[δ(k)] = [IN − (W − Q)]−1(IN − Q)ū. (13)

From (2), we find that, as the number of iterations increases, the mean of the diver-
gence will converge, and the convergence result is related to the mean of attack vector.
If the mean of attack vector is non-zero, the mean of divergence is also non-zero, which
means that the state of nodes cannot converge.

Second, we analyze the covariance of divergence, �(k).
Suppose that δ(k) is independent of u(k) and the covariance of u(k) is �, the

covariance can be further simplified as

�(k + 1) = (W − Q)�(k)(W − Q)T + (IN − Q)�(IN − Q)T. (14)

Then,

�(k + 1) = (W − Q)k+1�(0)[(W − Q)T]k+1

+
k∑

τ=0

(W − Q)τ (IN − Q)�(IN − Q)T[(W − Q)T]τ . (15)

Since δ(0) = x(0) – Qx(0) = δ̄(0) and �(0) = 0,

lim
k→∞ �(k + 1) = lim

k→∞

k∑

τ=0

(W − Q)τ (IN − Q)�(IN − Q)T[(W − Q)T]τ . (16)

As ρ(W−Q) < 1, the series is convergent, limk→∞
∑k

τ=0 (W−Q)τ and
limk→∞

∑k
τ=0

[
(W−Q)T

]τ
are convergent. Hence, the covariance of divergence vector

is also convergent. Moreover,

lim
k→∞(W − Q)�(k + 1)(W − Q)T = lim

k→∞ �(k + 1) − (IN − Q)�(IN − Q)T.

Suppose that the convergence result is X = limk→∞ �(k),F = W−Q, and G =
(IN −Q)�(IN −Q)T. That is,

X−FXFT = G. (17)

The formula of (17) is a discrete Lyapunov equation. To resolve the equation, the
Kronecker product, vectorization function and Matricization function will be used.
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Theorem 4: Form× n dimension matrixA, n× p dimension matrixB, p× q dimension
matrix B,

vec(ABC) = (CT ⊗ A)vec(B).

For convenience, we vectorize both sides of matrix equation X−FXFT = G.
According to Theorem 4, we have (IN2 −F⊗F)vec(X) = vec(G). Since det(IN2 −F⊗
F) �= 0, vec(X) = (IN2 −F⊗F)−1vec(G). Using the matricization function, we get the
convergence result of covariance matrix as

lim
k→∞ �(k) = unvecN ,N {[IN2 − (W−Q) ⊗ (W−Q)]−1

∗vec[(IN −Q)�(IN −Q)T]}. (18)

According to the steady-state expression of the covariance matrix of divergence
vector, we find that when the covariance matrix of attack vector is zero, the covariance
of divergence is also zero. When the covariance matrix of attack vector is non-zero,
the covariance of divergence is also non-zero. It means that the deviation will fluctuate
around its mean. The larger the covariance of attack vector, the more dramatic the
fluctuation.

Furthermore, to analyze the impact of stochastic attack on the system convergence
results, the deviation vector is defined as ϕ(k) = x(k)−Qx(0), which represents the
deviation from the state of the kth step and the weighted average result of the initial
state.

Lemma 4: The deviation vector ϕ(k) satisfies the recursive relation as

ϕ(k + 1) = Wϕ(k) + u(k). (19)

Proof: According to the definition of ϕ(k) and the property of matrix Q, we have

ϕ(k + 1) = x(k + 1) − Qx(0) = Wx(k) + u(k) − WQx(0)
= W[x(k) − Qx(0)] + u(k) = Wϕ(k) + u(k). �

First, we calculate the mean of the deviation vector, E[ϕ(k)] or ϕ(k).
Using the recursive relation,

ϕ(k + 1) = Wk+1ϕ(0) +
k∑

τ=0

Wτu(k − τ). (20)

Since ϕ(0) = x(0) −Qx(0),

ϕ(k + 1) = (Wk+1 − Q)x(0) +
k∑

τ=0

Wτu(k − τ). (21)

Calculating the expectation both sides of (21), we have

lim
k→∞E[ϕ(k + 1)] = lim

k→∞

k∑

τ=0

Wτ ū. (22)
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As ρ(W) = 1, the matrix series
∑k

τ=0 W
τ is not convergent. Thus, only when the

mean of injected attack vector is zero, the mean of deviation is convergent to zero. More-
over, the state of nodes converges to the convergence result without attacks; otherwise,
the state of nodes cannot converge.

Second, we calculate the covariance of deviation vector, �(k).
Suppose that ϕ(k) is independent to u(k), and the covariance of u(k) is �,

�(k + 1) =W�(k)WT + �. (23)

According to recursive relation, we have

�(k + 1) =Wk+1�(0)(WT)k+1 +
k∑

τ=0

Wτ�(WT)τ . (24)

Since ϕ(0) = x(0)−Qx(0) = ϕ(0) and �(0) = 0,

lim
k→∞ �(k + 1) = lim

k→∞

k∑

τ=0

Wτ�(WT)τ . (25)

As ρ(W) = 1, the matrix series
∑k

τ=0 W
τ�

(
WT

)τ
is not convergent When � �=

0. Thus, the range of deviation between the node state and the true convergence result
is always changing, and the range of deviation is increasing. The series converges to
zero when � = 0, which means that the deviation between the node state and the true
convergence result is fixed.

4 Simulation Results and Discussions

The impact of FDIA on the system convergence are simulated. Suppose that there are
10 nodes in the network, among which there are several malicious nodes.

Considering a networkwith 10 nodes, as shown in Fig. 1, amongwhich several nodes
are malicious. It is assumed that the communication channel is error-free. The initial
state of nodes is randomly set as x(0) = [18.13, 19.90, 24.34, 18.50, 23.72, 12.65, 7.33,
21.04, 21.32, 13.96]T. The weight coefficient of all nodes is 0.1. Thus, the theoretical
convergent value is the weighted average of initial state is 18.09.

4
1

9

2

7
3

5
8 10

6

Fig. 1. Network model.
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4.1 Under Deterministic Attack

Figure 2 shows the convergence performance of distributed system under deterministic
attack. In the figures, the solid line denotes the state of each node, the dash line indicates
the state of malicious node, and the orange horizontal dotted line indicates the theoretical
convergence result.
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Fig. 2. The convergence performance of distributed system under deterministic attack.

Figure 2(a) shows the convergence performance of distributed systemwithout attack.
From Fig. 2(a), we observe that the state of nodes gradually converges as the number
of iterations increases. After iterating 18 times, the state of each node converges to the
desired weighted average of 18.09.

Figure 2(b) shows the convergence performance of distributed system under attack,
where the attack series is not convergent, nodes 1, 2 and 3 are malicious, and the

injected false vector is m(k) = [
3 × 0.8k,−2 × 0.5k, 0.6k

]T
, k ∈ N. From Fig. 2(b),

we observe that when the distributed system encounters the attack with non-convergent
series, the system state cannot converge although the number of iterations increases.
Hence, Fig. 2(b) verifies that the attack with non-convergent series will make the system
state unable to converge.

Figure 2(c) shows the convergence performance of distributed system under attack,
where the attack series is convergent, nodes 1, 2 and 3 are malicious, and the injected
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false vector is m(k) = [1,−1, 1]T, k ∈ N . From Fig. 2(c), we observe that when the
distributed system encounters the attack with convergent series, the system state will
reach convergence as the number of iterations increases. The convergence result is about
19.44, which is different from the expected convergence result without attack, 18.09.
That is, the convergent attack will cause the system state to converge to a wrong result,
and the convergence result deviation equals to the weighted average of attack vector
series.

4.2 Under Stochastic Attack

In the following simulations, we assume that the covariance of injected attack vector is
an identity matrix.

Divergence can be used to measure whether the system converges or not. When the
divergence is zero, the system state converges.
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Fig. 3. The divergence performance of distributed system under zero-mean stochastic attack.

Figure 3 shows the divergence performance of distributed system under zero-mean
stochastic attack, where Fig. 3(a) and (b) gives the mean and variance of divergence,
respectively. From Fig. 3(a), we observe that the divergence tends to zero as the number
of iterations increases, which means that the node state converges. Moreover, from
Fig. 3(b), we observe that the variance of divergence first increases, and then stabilizes
as the number of iterations increases. This indicates that the fluctuation of divergence at
each node gradually stabilizes as the number of iterations increases.

Figure 4 shows the divergence performance of distributed system under non-zero-
mean stochastic attack,whereFig. 4(a) and (b) gives themean andvariance of divergence,
respectively. FromFig. 4(a) and (b),we observe that as the number of iterations increases,
the mean of divergence at each node converges to a non-zero value, and the variance of
divergence also converges. Moreover, the mean of divergence at each node converges
different value, whichmeans the node state cannot converge. According to the theoretical
results, the divergence convergent value is [− 2.57, 3.43, 15.32, −9.43, −10.28, −5.14,
2.85, 1.22, 0.81, 3.78]T, which is the same as simulation result.
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When the deviation equals to zero, the system state converges to the true result. The
deviation can be used to measure how convergence result deviates from the true result.

Figure 5 shows the deviation performance of distributed system under non-zero-
mean stochastic attack, where Fig. 5(a) and (b) gives the mean and variance of deviation,
respectively. From Fig. 5(a), we observe that the mean of deviation tends to zero as the
number of iterations increases, which means that the node state converges to the true
value. Thus, the theoretical analysis is verified. However, from Fig. 5(b), we observe
that the variance of deviation increases as the number of iterations increases. The results
in Fig. 5(b) indicate that the internal fluctuation increases gradually although the node
state converges to the true result as expected.
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Fig. 4. The divergence performance of distributed system under non-zero-mean stochastic attack.
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Fig. 5. The deviation performance of distributed system under zero-mean stochastic attack.

Figure 6 shows the deviation performance of distributed systemunder non-zero-mean
stochastic attack, where Fig. 6(a) and (b) gives the mean and variance of divergence,
respectively. From Figs. 6(a) and (b), we observe that the mean and variance of deviation
at each node do not converge as the number of iterations increases. The results in Fig. 6
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indicate that the node state gradually deviates from the true result under the interference
of non-zero mean stochastic attack. Hence, the theoretical analysis is verified.
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Fig. 6. The deviation performance of distributed system under non-zero-mean stochastic attack.

5 Conclusions

We studied the problem of FDIA in the consensus-based distributed system in this paper.
According to themalicious behavior of the attacker, the attack is classified into two types,
deterministic attack and stochastic attack. The impact of the FDIA on the performance
of distributed system is emphatically analyzed. Under the deterministic attack, we first
addressed the necessary and sufficient condition for the system convergence, and derived
the attack characteristics making the network unable to converge. Moreover, the conver-
gence result with limited attack resources is deduced. On the other hand, we analyzed the
statistical properties of the convergence performance and convergence result at nodes
under zero-mean and non-zero-mean stochastic attacks, respectively. Finally, the effects
of deterministic attack and stochastic attack on the performance of distributed system
are verified by simulation results. In the future, wewill study the defense strategy against
FDIA in the consensus-based distributed system.
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Abstract. The observation data of Argo profile floats are very crucial for long-
term climate change and natural variability, which reflect three-dimensional distri-
bution of temperature and salinity in the sea. In order to solve the anomalies in the
profile caused by uncertainties factors, this paper proposes a novel anomaly detec-
tionmethod for Argo profile floats using an improved trajectory clusteringmethod
to discriminate normal and abnormal. The proposed algorithmpartitionsArgo data
into a set of line segments, and then clusters line segments to get rid of noisy data,
finally recovers the line segments to the raw data accordingly. As a result, the pro-
posed oceanic anomaly detection method subtly converts the sequence data into
line segments for anomaly detection, which considers both positional relationship
and trend of data source. Extensive experiments on real dataset from Argo floats
verify that our method has better results under different conditions compared to
existing methods such as LOF and DBSCAN.

Keywords: Anomaly detection · Trajectory clustering · Oceanic observation
data · Argo profile floats

1 Introduction

With the increasingly concerned about global change and its regional impacts, practical
oceanic observation data are becoming more and more crucial. To combat historical lack
of data, an innovative project named Argo was taken by scientists to greatly improve the
collection of observations inside the ocean through increased sampling of old and new
quantities and increased coverage in terms of time and area. Argo is a global array of
3,800 free-drifting profiling floats that measure the temperature and salinity of the upper
2000 m of the ocean. The Argo project allows a long-term continuous monitoring of the
temperature, salinity, and velocity of the upper ocean, with all data being relayed and
made publicly available within hours after collection [1]. However, the observation data
of Argo profile floats are very valuable, which reflect the three-dimensional distribution
of temperature and salinity of the sea and offer a database.

The data acquisition period of Argo profile floats is generally 10 days. They dive to
a depth of 1000 m and drift for 9 days, and then descend to 2,000 m. The conductivity,
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temperature, depth (CTD) sensors are assembled on the Argo floats to record the ocean
profile during the ascent. They transmit the collected profile to the satellite when back
to sea surface. Due to the limited battery carried, Argo floats have a typical life cycle
of 4–5 years. The positional uncertainty caused by the free-drifting of the floats makes
maintenance and calibration very difficult. Argo profile floats work in the sea for a
long time and the positional uncertainty caused by the free-drifting of the floats makes
maintenance and calibration very difficult. Since local sensory data of Argo floats are
prone to occur exceptions when sensors encounter a water mass abrupt layer or data
transmission failure occurs. Moreover, sensors equipped in the floats are vulnerable by
marine organisms or pollutants when it has been working for a long time, as a result the
entire profile collected by underwater sensors may shift.

These anomalous data will affect some of the relevant research conducted by scien-
tific researchers if they cannot be effectively identified. One of the most prominent being
is the deviation of data from the adjacent data would not in the normal range. Several
abnormal data detection methods in the marine field have been proposed. In order to
guarantee the quality of data, Yusheng et al. [2] use a sliding window and improved
AutoRegressive Integrated Moving Average model to detect and fill up the missing or
suspect data. This simple method works well for continuously observed data, but it
has some defects for non-continuous data. Andreas et al. [3] propose a robust and fast
anomaly detection framework consists of cluster based auto associative kernel regression
and sequential probability ratio test, which reconstructs the data and perform residual
analysis to determine whether it is abnormal. Yosuke et al. [4] propose a new method
for error detection in Argo observation data using conditional random field to realize
an automatic QC (Quality Control) with high accuracy equal to human experts, but it
has to consider the surrounding labels when assigns QC labels. Besides, a series of test
methods for CTD data including location test, speed test, spike test, stuck value test,
density inversion and etc. have been applied [5]. Furthermore, Jae-Gil et al. [6] propose
a trajectory clustering method, which divides the complete trajectory into multiple line
segments and then clusters the line segments to obtain a similar line segment set. Since
it has many good features, we are devoting to improving and applying this idea to the
filed of oceanic anomaly detection in this paper.

The rest of the paper is organized as follows. Section 2 presents our trajectory clus-
tering based anomaly detection algorithm. Experiments and results are carried out in
Sect. 3. Section 4 concludes this paper.

2 Trajectory Clustering Based Anomaly Detection

In this paper, we propose the clustering and restore framework to detect anomaly of Argo
data. The proposed method consists of three main phases. Firstly, the characteristic data
in the original data of Argo profile floats are extracted in the pre-processing phase.
Afterwards, in the clustering phase, an improved Line Segment Clustering algorithm is
used to cluster the line segments which are composed of adjacent two characteristic data.
The line segments with the classification labels are reconstructed to the original data in
the restore phase, and the raw data corresponding to noise segments will be determined
as abnormal data.
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2.1 Pre-processing Module

The Argo profile floats spread all over the world, and the profiles of different regions and
time are quite different. Therefore, the adjacent similar profiles in time and space are
selected as the basic dataset T = {TR1, TR2, …, TRnumtra}, where numtra is total number
of profiles, and we treat each profile as a single trajectory and each data as a data point.
A trajectory consists of many sequential data points denoted as TRi = {p1, p2, …, pj
…, pleni}, where the point pj is three-dimensional data, pj = {Pressurej, Sensor-Dataj,
Global-Indexj}. The first two dimensions of data are pressure value and sensory data
using for segmentation and clustering. The global-index indicates the order for data point
pj in the basic dataset, used only in the restore section.

It is necessary to scale the points before partitioning and clustering sections, because
the value difference in scale of different sensor is not the same, e.g., the pressure range
is generally between 0–2000 dbar, but the salinity in range 2 to 41 PSU. Data can be
normalized using Min-Max feature scaling according to the standard variation range of
the data, and it can avoid the abnormal extremes effectively. The normalized formula
is defined as Eq. (1). It is well known that the pressure range of Argo profile floats is
between 0 to 2000 dbar, so we set Xmin to 0 and Xmax to 2000 when normalizing pressure
data. The variation range of sensory data is not fixed, and it varies with the sea area.
First, we find the maximal and the minimal sensory data in each trajectory TRi, then
calculate the difference between them to get the variation range Vri. The median value
from the V is chosen as the standard range Mr , V = {Vr1, Vr2, …, Vrnumtra}. Finally,
the median value is calculated from all sensory data in the dataset T as Md , so Xmin is
Md-Mr /2 and Xmax isMd + Mr /2.

Zi = Xi − Xmin
Xmax − Xmin

× 10 (1)

Herein, the data characteristic points in each trajectory are extracted after normalizing
raw dataset. The line segment consists of adjacent characteristic points that not only
represent all data points, but also reflect the trend of these points, so as to reduce the
number of data and operation consumption in the clustering process. The method of
Approximate Trajectory Partitioning [6] is applied to find characteristic points in the
data trajectory.

This proposed algorithmmainly uses theMinimumDescription Length (MDL) prin-
ciple to find the optimal trade-off between precision and simplicity. The input of this
algorithm is a trajectory TRi = {p1, p2, …, pj, …, pleni}, and the output is a set of char-
acteristic pointsCPi = {pc1, pc2, …, plenci}. Two adjacent characteristic points in the set
constitute a sub-trajectory (or line segment) Li = {pci, pci+1}. Moreover, the trajectory
and the line segment set can be represented by TRLi = {L1, L2, ..., Llenci-1} and Ɗ=
{TRL1, TRL2, …, TRLnumtra} respectively.

2.2 Clustering Module

In this module, we propose a line segment clustering algorithm with noise interference,
which is derived from Line Segment Clustering algorithm [6]. In line segment clustering
process, we try compare two line segments instead of two data points, so the distance
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definition between two line segments is crucial to performance. The process consists of
three main parts: perpendicular distance (d⊥), parallel distance (d// ), and angle distance
(dθ ). Let Li = {si, ei}, Lj = {sj, ej}, where Li is longer than Lj, ps and pe are the
projections of points sj and ej on line segment Li, which are illustrated in Fig. 1.

Fig. 1. The distance between two line segments.

Definition 1: The perpendicular distance between Li and Lj is defined as Eq. (2). l⊥1
denotes the distance from point sj to line Li, which is the Euclidean distance from sj to
ps, l⊥2 is that between ej and pe.

d⊥ = l2⊥1 + l2⊥2

l⊥1 + l⊥2
(2)

Definition 2: The parallel distance between Li and Lj is defined as Eq. (3). l//1 is the
minimum of the Euclidean distance between point ps to si or ei. l//2 is the minimum of
the Euclidean distance between point pe to si or ei.

d// = MIN(l//1, l//2) (3)

Definition 3: The angle distance between Li and Lj is defined as Eq. (4). ||Li || is the
length of Li, and θ is the angle between Li and Lj. In the literature [6], the angle distance
is defined as ||Lj || × sinθ , but we notice it is difficult to detect the angular abnormal
line segment because the long abnormal line segment will be affected by the short line
segment, even if the angle difference is large. ||Lj || is small, the angle distance is also
small. Hence we improve the definition as follows.

dθ =
{‖Li‖ × sin θ

‖Li‖
0◦ ≤ θ ≤ 90◦
90◦ ≤ θ ≤ 180◦ (4)

Definition 4: The total distance between the two line segments is defined as Eq. (5), w
denotes the weighting value, and usually all of the weights are taken as 1.
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dist(Li , L j ) = wθ · dθ (Li , L j ) + w// · d//(Li , L j ) + w⊥ · d⊥(Li , L j ) (5)

Up to now, we can discuss our trajectory anomaly detection algorithm. The proposed
algorithm requires a line segment set Ɗand two parameters 1andMinLns, then we can
get a set of O of clusters. As the algorithm in literature [6] does not define noise line
segments, we define novel noise line segment concept as below definition.

Definition 5: There are several clusters C1, C2, … Ck ⊆ Ɗw.r.t. 1andMinLns. A line
segment Lj ∈ Ɗis noise if Lj does not belong to any cluster Ci, 1 ≤ i ≤k.

We regard the line segments that do not belong to O as a noise line segment after
clustering, so a noise line segment set AL will be obtained with such operations.

2.3 Restore Module

The objective of this process is to restore from clustered line segments to raw data
points so as to distinguish which points are normal or abnormal. Each line segment
Li = {pci, pci+1} consists of two characteristic points, and the line segment can represent
all the points between the two characteristic points. These two points are not necessarily
adjacent in the basic dataset T, so we need Global-Index to indicate the position of the
characteristic point in the basic dataset T. The raw points corresponding to the noise
line segment set AL are marked as abnormal points. Due to the sensor drift phenomenon
after being used for a long time, there may be a few entire profile anomalies in Argos.
Hence, we need to check all of the trajectories, the entire anomalous trajectory is defined
as Definition 6.

Definition 6: The points set of an anomalous trajectory are defined by TRni = {p∈ TRi |,
p denotes an abnormal point}. |TRni | denotes the number of points in TRni. The entire
trajectory is abnormal if it satisfies Eq. (6), where S denotes a parameter given by a user.

|T Rni |
|T Ri | ≥ S (6)

Usually, we regard a trajectory containing more than 70% of the erroneous points
as an abnormal trajectory, i.e., the points contained therein are all abnormal points. So
here we set S to 0.7. The total process of abnormal detection algorithm is illustrated in
Fig. 2.

3 Experiments

In this section, we evaluate the proposed method using real dataset and compare it with
other well-known approaches in the field of anomaly detection.
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Algorithm

Fig. 2. Abnormal Detection Algorithm based on Line Segment Clustering.

3.1 Experimental Setting

The experimental data are derived from theArgo dataset inArgoChina [7].We randomly
choose the profile data from January to March 2017 with longitude from 25 to 28 and
latitude from 32.5 to 35.5. There are 224 profiles consisting of 69,499 points, and the
salinity data is selected as the sensor data. Our experiments are conducted on Intel i5
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3.0 GHz PC with 4 G Byte of main memory, and the simulation software is Matlab on
Windows7 OS.

In order to investigate the validity of the proposedmethod, the unsupervisedmethods
DBSCAN [8] and LOF [9] are used for comparisons. We use these three methods to
calculate the same dataset, and compare the calculated predicted value with the real
one. Four metrics are introduced to compare the difference between predicted value
and real value. True Positive (TP) denotes the number of real abnormal points that are
correctly identified as the abnormal points, False Negative (FN) denotes the number of
real abnormal points that are not recognized, False Positive (FP) denotes the number
of real normal points that are predicted as the abnormal points, and True Negative (TN)
denotes the number of real normal points that prediction correct.

The FPR (false positive rate) metric indicates the ratio of number of normal points
identified by the error to the number of all normal points, which is defined as,

FPR = FP

FP + T N
(7)

The TPR (true positive rate) metric represents the ratio of points correctly identified
as abnormal with real abnormal points, which is defined as,

TPR = T P

T P + FN
(8)

3.2 Simulation Results

In order to determine the influence of parameters 1(Eps) andMinLns on the final results,
we compare results with different values. First, we fix the value MinLns, and then we
calculate the corresponding prediction accuracy by taking different 1value, finally we
change MinLns value sequentially to obtain multiple curves. The results are illustrated
in Fig. 3.

Fig. 3. Prediction accuracy with different MinLns and Eps.
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WhenMinLns is at 10, the accuracy increases first and then decreases with increase-
ment of 1. But the curve gradually becomes stable as the value of MinLns increases.
When 1is between 1 and 1.16, the accuracy of differentMinLns values is same approx-
imately, so herein we set MinLns and 1to 20 and 1.1 respectively. In order to compare
ROC (Receiver Operating Characteristic) curves of different methods, we set MinLns
to 20 and change the value of 1to figure ROC curves. Figure 4 illustrates the compari-
son of ROC curves for LOF, DBSCAN and our proposed method. The area AUC (Area
Under Curve) under the ROC curve of LOF, DBSCAN and proposed method are 0.8924,
0.9424 and 0.9783, respectively. As larger the AUC value is, the better the performance
of classifier. Therefore, the proposed method has better performance than the other two
methods.

Fig. 4. ROC curve for DBSCAN, LOF and proposed method.

The highest accuracy of the results of LOF and DBSCAN methods are compared in
Fig. 5, where green ‘+’ are TP points, magenta ‘o’ are FN points, red ‘+’ are FP points,
and blue ‘o’ are TN points.

There are some anomaly profiles such as entire anomaly profiles and local anomaly
profiles in the dataset. In Fig. 5(a), the LOF method can detect some abnormal data
points but cannot identify the entire abnormal profile, e.g., there are 162 normal data
points are recognized as erroneous points. The DBSCAN method can only detect 220
abnormal data points in Fig. 5(b),which is lower than that of LOFmethod, but the number
of normal data points recognized as errors is only 29. Both of the above methods are
directly processed with raw data points, so they are easily affected by the local density
of data points. Moreover, change trend of data points has not been considered together.
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Our results are better than that of two methods because it not only can identify the
entire profile anomaly, but also detect some local anomaly profile hidden in raw dataset
according to the change trend of data points so as to improve detection accuracy.

Accuracy: 99.27%

(a) LOF method

Accuracy: 99.24%

(b) DBSCAN method 

Fig. 5. Detection results comparison (Color figure online)
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Accuracy: 99.81%

(c) Proposed method 

Fig. 5. (continued)

4 Conclusion

To solve the anomalies in the profilewhich caused by uncertainties factors, we propose an
improved trajectory clustering method to discriminate Argo data’ normal and abnormal.
We take the trend of data points into account, and data points with the same trend are
regarded as a line segment, so it can detect the abnormal points hidden in total raw dataset
very well. Compared with LOF and DBSCAN methods, the proposed algorithm has
better performance in terms of detection accuracy.However, it is not particularly effective
for some of themutation points, because these points are not used as characteristic points
in the partitioning step and are replaced by other normal line segments. In our future
works,wewill apply different trajectory partitionmethods to improvedetection accuracy.
Moreover, more practical data will be used to measure our methods.
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Abstract. In recent years, the medical equipment and related infor-
mation systems show the characteristics of mobility, networking, intelli-
gence. At the same time, security incidents caused by medical equipment
emerge in an endless stream, which brings a huge threat to the informa-
tion security of users and causes serious harm. Most medical devices use
open source protocol library, which brings great security risks to the digi-
talization and informatization of medical devices. Therefore, in the face of
growing security threats and challenges, it is urgent to study the security
of medical equipment. In this paper, the vulnerability mining of DICOM
was studied, the most commonly used communication standard for high-
performance medical devices, and a vulnerability mining model based on
Fuzzing technology was proposed. This model constructed a vulnerabil-
ity mining environment by simulating PACS system, and implemented
a prototype system DICOM-Fuzzer. The system includes initialization,
test case generation and other modules, which can complete large-scale
automatic testing and exception monitoring. Then, three different ver-
sions of the open source library were selected to test the 1000 test cases
generated respectively. It was found that when the received file data was
greater than 7080 lines, the overflow would occur, resulting in the denial
of service of the system. Finally, the security suggestions and repair mea-
sures were put forward, and the future research was described.

Keywords: DICOM · Fuzzing · PACS · DCMTK

1 Introduction

With the development of cloud computing, Internet of things, and mobile Inter-
net, medical equipment and related information systems show intelligent, mobile,
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networked and other characteristics. Due to the lack of safety awareness of med-
ical equipment manufacturers in the research and development process, the dig-
itization and informatization of medical equipment have huge safety risks.

DICOM (Digital Imaging and Communications in Medicine) is an interna-
tional standard for medical imaging and related information (ISO 12052). It
is the basis of all medical imaging technologies, and it defines medical image
formats that can be used for data exchange to meet clinical needs in quality.
Conceptually, DICOM mainly includes two aspects: communication and service
for medical image. That is to say, DICOM can be understood as a format stan-
dard for medical digital image communication. DICOM is widely used in radi-
ological medicine, including cardiovascular imaging and radiological diagnostic
equipment (X-ray, CT, MRI, ultrasound, etc.). The DICOM protocol solves the
problem of how to associate the information of patients with medical images.
However, since DICOM did not involve communication security at the begin-
ning of its design, a large number of security threats and hidden dangers have
been introduced into the digitization and informatization process of medical
equipment. Since 2008, the medical equipment has exposed a lot of security
vulnerabilities and attack events, such as remote attacks on heart pacemakers,
insulin pumps, bluetooth defibrillator, X-ray machine, and so on, which have
caused serious injury and huge losses to patients. Therefore, facing the growing
security threats and challenges, there is an urgent need to conduct research on
the security of medical devices.

This paper mainly focuses on the research of vulnerability mining
for DICOM, the most commonly used communication standard for high-
performance medical equipment. This paper proposes a DICOM vulnerability
mining model based on Fuzzing technology, which constructs a DICOM vulner-
ability mining environment by simulating PACS (Picture Archiving and Com-
munication Systems) system, and constructs test cases by combining strategies
based on generation, variation and artificial construction. On this basis, a pro-
totype system DICOM-Fuzzer is implemented, which can complete large-scale
automatic test and abnormal monitoring. Finally, a kind of DoS (Denial of Ser-
vice) vulnerability is found through the test of DICOM parsing library DCMTK,
which proves the effectiveness of the model and tool.

The innovations and contributions of this paper are as follows:

(1) A DICOM vulnerability mining model based on Fuzzing technology is pro-
posed for the first time, which combines three strategies to realize test case
construction and can improve the efficiency of test case construction.

(2) The prototype system DICOM-Fuzzer implemented in this paper can realize
the automatic test of PACS system and greatly improve the test efficiency.

(3) We found the DoS vulnerability of DICOM parsing library DCMTK, which
will affect all medical devices using the open source library in a relatively
large scope.

The other chapters of this paper are organized as follows: Sect. 2 intro-
duces relevant work; Sect. 3 introduces the architecture of the model. Section 4
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introduces the implementation of DICOM-Fuzzer tool. Section 5 introduces the
experimental results and analysis. Section 6 introduces the conclusion and future
research direction.

2 Related Work

Through the investigation of the research status of DICOM medical protocol,
the specific analysis is as follows:

Farhadi et al. investigated the protection of Iran’s domestic PACS [11,15], and
evaluated the security control of PACS. After analysis by SPSS software, they
found that PACS did not record the transmission path, nor use digital signatures
or watermarks to protect medical images. This paper evaluates the protection of
Iran’s medical imaging information system as a whole, and analyzes the informa-
tion security requirements of the medical imaging information system [5].

Gutierrez-martinez et al. proposed a business model for ISO/IEC 27002:2013
standard and security and privacy standards to improve the information secu-
rity management level of large-scale PACS, aiming at the lack of effective man-
agement mechanism in medical institutions. The method associated with this
pattern can be used to monitor the data flow in PACS, thus facilitating the
detection of unauthorized access to images and other abnormal activities [6].

Tim Elrod et al. conducted vulnerability mining research on two PACS’s pro-
tocols DICOM, Health Level 7(HL7) [1,2,4,7,14], and electronic medical infor-
mation recording system. They used Fuzzing technology and penetration tech-
nology to find several security vulnerabilities, including the use of Web browser
to enable medical staff to automatically distribute drugs using the dispensing
cabinet made by Omnicell, and the use of “forced browsing” attacks giving unau-
thorized users unauthorized access to the control of a hospital medicine dispenser
operated by Integris Heath [10].

Anirudh Duggal conducted attack and defense technology research for HL7 2.X
protocol, he mainly used the Fuzzing technology to test HL7 protocol stack, discov-
ering the man-in-the-middle attack, message source and size not validated, denial
of service attacks and other security threats, and proposed some security sugges-
tions and threat elimination measures, such as message size verification, enforcing
two-way TLS connection, content input filtering, adding the checksum [1].

Codenomicon company issued unknown vulnerability management guidelines
for medical equipment, putting forward using the Fuzzing testing technology
based on generating to structure test cases, and to detect unknown security
vulnerabilities. This guide mainly introduces the testing process of “Analyz-
ing Attack Surface”, “Reducing Risk” and “Generating-based Fuzzing”. Finally,
it recommends safety recommendations for testing and validation for medical
equipment manufacturers. Among them, Fuzzing technology [3,9,12,17–22] is
an effective flaw injection vulnerability mining method, with a certain degree
of randomness and blindness. This guide does not propose a solution to this
problem [13].
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3 System Architecture and Design

This chapter mainly introduces the system architecture and the design of three
core modules: test case construction module, DICOM test module and exception
monitoring module.

3.1 System Architecture

The system architecture consists of six modules, including system initialization
module, test case construction module, DICOM protocol test module, exception
monitoring module, exception verification module and log output module. The
core architecture of the system is shown in Fig. 1.

Fig. 1. DICOM vulnerability mining system architecture.

The system initialization module is responsible for configuring the environ-
ment required for operation, setting up the open source library DCMTK of
DICOM protocol, uninstalling irrelevant object files, and installing object files
to be tested. The test case construction module uses three types: generation-
based construction, mutation-based construction and manual construction to
construct the test case package. The DICOM test module sends the constructed
DICOM packet file to the DICOM system to be tested for test. The anomaly
monitoring module catches and monitors the test process and analyzes the feed-
back data concretely. Exception validation module is to re-verify the monitored
exception to confirm the existence and availability of the exception. The log out-
put module records the abnormal information that may be generated during the
test.



DICOM-Fuzzer 513

Among them, test case construction module, DICOM test module and excep-
tion monitoring module are the core parts of the system, which are described in
detail in the following chapters.

3.2 Test Case Construction

Construction Strategy. The construction strategy adopts the test case con-
struction method based on Fuzzing technology. Fuzzing technology is an auto-
mated software testing technology. It is one of the important means of vulnerabil-
ity mining by inputting a large amount of abnormal data to the tested target and
monitoring its anomalies to find vulnerabilities. Test case construction strategies
are divided into automatic random construction based on generation, analysis
construction based on variation, and manual construction, which are described
in detail as follows.

Automated Random Construction Based on Generation. This construction strat-
egy adopts the idea of Fuzzing test to construct random DICOM data packet
as input, and uses random function to arbitrarily change any value of this data
packet, or modifies any bit of this binary DICOM data packet by cyclic modi-
fication. This generation strategy can allow the computer to construct a large
number of random data packets, which has the advantages of low cost, high
degree of automation, and can explore many unexpected vulnerabilities. How-
ever, most deformed data packets constructed by this method are invalid and
will be abandoned by the equipment to be tested, leading to low efficiency of the
final test process.

Analysis Construction Based on Mutation. This strategy based on mutation
analysis is more purposeful and targeted than random construction. According
to existing vulnerability analysis, most vulnerabilities are prone to appear on
the boundary value. For example, normally required input type is int, while the
maximum value defined by int can be input when testing. Applying this idea to
the construction of packets, it is speculated that setting a byte in the DICOM
packet as the boundary value may lead to triggering vulnerability.

Artificial Structure. Artificial construction is to construct test cases purposefully
and pertinently through the constructor’s understanding of protocol and other
contents. Based on experience, the author guesses the place where the vulner-
ability may be triggered, and sets the numerical value manually. For example,
there is a string “DICM” with a length of four bytes in the header file Header of
DICOM packet. Changing the string to a value that is not the string “DICM”
to observe whether the modified packet can trigger the vulnerability.

After the test case construction is completed, it is verified by sending it to
the test program. This is done by constructing the fuzzer. Figure 2 shows the
general testing process of the fuzzer.
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Fig. 2. General testing process for Fuzzer.

Vulnerability Analysis. A DICOM file generally consists of a DICOM file
header and a DICOM data set. Introduction to the file, consisting of 128 bytes.
DICOM prefix, which can be used to determine whether the file is a DICOM file
based on whether the 4-byte string equals “DICM”.

The main component of a DICOM file is a data set. Including:

(1) Tag: an ordered pair of 16-bit unsigned integers, with the first 8 bits rep-
resenting the group number and the last 8 bits representing the element
number.

(2) Value representation: indicating the data type in the data element.
(3) Value length: an unsigned 16-bit or 32-bit integer representing the length of

the data field.
(4) Data domain: the data type of the value that exists in this field is determined

by the value representation of this data element, and its storage length is
even bytes.

Analyzing the file structure in Fig. 3, and paying attention to the parts of
“value length” and “value range”. It can be seen that the ultra-long value length
and the transmission of odd bytes of data may lead to buffer overflow and other
anomalies:

Extra Long Value Length. When implementing the DICOM protocol, program-
mers may assume that an unsigned integer with a value length of 16 or 32 bits
in the DICOM file structure is sufficient to meet the usage requirements. This
approach is not rigorous and scientific, and may cause some unexpected conse-
quences. Therefore, the future vulnerability mining can start from this aspect.

Odd Data Field. As mentioned above, the data type of the value stored in
the data domain is determined by the value of the data representation, and its
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Fig. 3. DICOM file structure diagram.

storage length is an even number of bytes. If the data stored in data domain is
odd in the process of data transmission, whether the DICOM protocol still can
correctly handle the situation is one of the areas that the tester concern and
needs to test.

3.3 DICOM Test

PACS is a system applied in the hospital imaging department, the main task is
to digitally store everyday of all kinds of medical images (including the MRI,
CT, ultrasound, X-ray machines, infrared instrument, the microscopic instru-
ment equipment) through various interfaces (analog, DICOM, network), when
needed, it can be used quickly under certain authorization back to use, adding
a few auxiliary diagnosis and management functions. Because of the numerous
interface categories of medical imaging devices and the large amount of data
generated every day, how to transfer data between various imaging devices and
how to organize the storage of data are crucial to the system.

The benefits brought to hospitals by PACS are obvious, including the follow-
ing aspects: (1) reduction of material cost. (2) reduction of management costs.
(3) improve work efficiency. (4) improve the medical level of hospitals. (5) provide
resources accumulation for hospitals. (6) make full use of our hospital resources
and other hospital resources.

The relationship between the test case and the PACS system is shown in
Fig. 4. The purpose of fuzziness testing is to test whether various network pro-
tocols or related applications have security vulnerabilities. Fuzzing testing is a
well-known black box technology for application security testing [16]. The prin-
ciple is to send test data in a specific format to the target through the Socket
API and monitor the abnormities in the target [8,16]. The testing process can
be roughly divided into five steps [16]. First, identifying the target to be tested
and getting more details about the target. Second, determining the input and
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potential variables, such as file headers, file names, environment variables, and
so on. Then configuring the target to be ready for testing. After generating fuzzy
semi-valid data, using the fuzzy semi-valid data as input to execute the program
and monitor for exceptions. Try to find application vulnerabilities and quickly
find vulnerabilities such as large buffer overflows and formatting strings.

Fig. 4. Test structure diagram.

Fuzzy half valid data is for some applications, most of the data is valid,
when testing, the application will first consider it to be valid data, but because
of the rest of the invalid data, so there is a high probability of compiling or
executing exceptions when a program processes data. Such exceptions include
access cross-border, data overflow and so on, which eventually lead to application
crash, delay, and so on. Figure 5 shows the general testing process for Fuzzing.

3.4 Abnormal Monitoring

In this paper, the abnormal monitoring mainly adopts two means, including
Wireshark monitoring and manual monitoring.

Wireshark Monitoring. Wireshark is the world’s foremost and widely-used
network protocol analyzer. It lets you see what’s happening on your network at
a microscopic level and is the de facto (and often de jure) standard across many
commercial and non-profit enterprises, government agencies, and educational
institutions.

Wireshark has a rich feature set which includes the following:

– Deep inspection of hundreds of protocols, with more being added all the time.
– Live capture and offline analysis.
– Standard three-pane packet browser, etc.
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Fig. 5. Flow chart of test program.

In this article, you can use Wireshark to monitor the vulnerability mining
system under test. In the running environment of vulnerability mining system,
after opening Wireshark, you can easily select the information you want to cap-
ture, which can help analyze the cause of this exception by analyzing and reading
the captured packet data. Wireshark can select the Npcap Loopback Adapter
interface to capture various protocol packages, and then select DICOM protocol
in the capture filter to capture the DICOM protocol packages, and conduct the
required exception analysis through manual analysis.

Artificial Monitoring. Manual monitoring means that security personnel con-
duct penetration testing on the protocol according to their experience and mon-
itor possible abnormal results. Due to the participation of human beings, the
identification and reliability of manual monitoring are relatively high. However,
its disadvantage is that it is purely manual monitoring, which cannot find loop-
holes thoroughly and requires the participation of engineers with rich experience.

4 Experiment

In this paper, different versions of DCMTK open source library are selected
to conduct DICOM vulnerability mining test, and methods such as test case
construction, fuzzy test and exception monitoring are introduced.
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4.1 DCMTK Library

DCMTK is a collection of libraries and applications implementing large parts
the DICOM standard. It includes software for examining, constructing and con-
verting DICOM image files, handling offline media, sending and receiving images
over a network connection, as well as demonstrative image storage and worklist
servers. DCMTK is written in a mixture of ANSI C and C++. It comes in
complete source code and is made available as “open source” software.

DCMTK is one of the three open source libraries of DICOM, which is an
open source library with C/S architecture, namely Client/Server structure. SCP
(Service Class Provider) is the Server, which is responsible for providing various
services for image data and playing the role of Server. The SCU (Service Class
User) is the Client, which is the party using these services. DCMTK is an open
source library based on C++. Its basic structure is a number of packages, and
this article mainly uses the content of DCMNET. The DCMNET package is a
network library and available tools. This module contains all function sets to
realize DICOM network communication, namely, upper finite state machine of
DICOM, the element of association control service, and the element of DICOM
message service. The purpose of this chapter is to successfully build a server
that can receive DICOM files from the client and simulate a DICOM running
environment. DCMTK is used to prepare for the smooth implementation of the
design scheme of the following vulnerability mining system.

In order to verify the effectiveness of the Fuzzing technology-based DICOM
protocol security analysis method proposed in this paper, it is tested and ana-
lyzed for DCMTK3.5.3, DCMTK3.5.4, DCMTK3.6.0–DICOM open source pro-
tocol library.

4.2 DCMTK Test

This system runs under a virtual machine configured with Intel(R) Core(TM)
i7-8750h dual processor of 2.20 GHz and 2.21 GHz, memory of 2 GB, and the
system version is WIN7.

In this paper, three different versions of DCMTK3.5.3, DCMTK3.5.4 and
DCMTK3.6.0 of DICOM open source protocol library DCMTK were selected for
comparison test, and 1000 test cases were respectively used to perform Fuzzing
test on the above three different versions of open source libraries.

The test is based on the analysis of the DICOM protocol. Besides, it also
includes basic programming language knowledge such as reading and writing
files, loops, sockets, random number and so on. In the specific Fuzzing, the
writing of the data packet sending and receiving test program mainly uses Socket
to send data. Through Socket, a computer can accept the data of other computers
and send data to other computers.

sockaddr in sockAddr;
memset(&sockAddr, 0, sizeof(sockAddr)); // Each byte is padded with zero
sockAddr.sin family = PF INET; // IPv4 address
sockAddr.sin addr.s addr = inet addr(“127.0.0.1”); // IP address
sockAddr.sin port = htons(1234); //Port
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The Fuzzing test of the DICOM open source protocol library DCMTK3.5.3
is shown in the Figs. 6 and 7.

Fig. 6. DCMTK3.5.3 SCP receiving test.

Fig. 7. DCMTK3.5.3 SCU send test.

As shown in Figs. 6 and 7, the test environment runs successfully. Figure 6
is the server-side SCP, and Fig. 7 is the client-side SCU. It can be seen that the
SCU successfully sends DICOM files (02.dcm) to SCP, and the SCP receives
them successfully. The port selected by SCU is 104, and the IP address selected
is 127.0.0.1.

The Fuzzing test of the DICOM open source protocol library DCMTK3.5.4
is shown in the Figs. 8 and 9.

Fig. 8. DCMTK3.5.4 SCP receiving test.

The Fuzzing test of the DICOM open source protocol library DCMTK3.6.0
is shown in the Figs. 10 and 11.

We use the program to automatically generate a large number of DICOM
file test cases, as shown in Fig. 12:
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Fig. 9. DCMTK3.5.4 SCU send test.

Fig. 10. DCMTK3.6.0 SCP receiving test.

Fig. 11. DCMTK3.6.0 SCU send test.

Fig. 12. Generate test cases of DICOM type.

5 Results and Analysis

The code for the Fuzzing test was successfully run, compiled, and executed on
the server side. Automated testing after the server successfully receives the file.

After a large number of test cases are constructed and the system is repeat-
edly tested for a long time. A large number of data packets were generated, with
valid input and many invalid input. One of the typical data packets was selected
for testing.

An exception was found during the Fuzzing test of the DICOM open source
protocol library DCMTK3.5.4.

As shown in Fig. 13, the system exception is caught in the process of fuzzy test
of DCMTK3.5.4. The file of fuzzy test has been successfully sent to the server
side of DCMTK3.5.4. After that, it can be found that the originally opened
server side automatically stops working, the system crashes causing anomalies,
and SCP stops working. This test resulted in a system crash caused by the
bug. During the test run, Wireshark software was used to record and monitor
packages.
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Fig. 13. Abnormal test results of DCMTK3.5.4.

Through packet capture analysis, it can be seen that the DICOM file has
been transferred, that is to say, the DICOM file has been sent from the client to
the server side, and then the server side crashes, so it is preliminarily determined
that the problem is caused by the constructed test case.

Fig. 14. Wireshark interface.

Starting the server and client of DCMTK3.5.4, opening Wireshark, select-
ing the required monitoring interface, and running the command “storescu.exe
127.0.0.1 104 test1” on the client. As shown in Fig. 14, the monitoring data of the
system is obtained. In addition, regular expressions can be modified to further
filter specific error messages, as shown in Fig. 15.

After the Fuzzing test were performed on DCMTK3.5.3 and DCMTK3.6.0, no
PACS system exception were found after the test data were sent (no vulnerability
were found). The summary of the experimental results is shown in the Table 1.

The experiment is the first to design vulnerability mining framework and the
test of Fuzzing for DICOM protocol. This experiment verified the vulnerability
mining framework proposed in Sect. 3.1. A total of three different versions of
DCMTK were selected for Fuzzing testing, and comparisons were also made
during the testing process. Among them, abnormalities were found during the
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Table 1. Test results of three different versions of DCMTK.

DCMTK versions Number of test cases sent Fuzzing test results

DCMTK3.5.3 1000 No abnormalities found

DCMTK3.5.4 1000 Abnormalities found

DCMTK3.6.0 1000 No abnormalities found

DCMTK3.5.4 version testing process. No exceptions were found for the other
two DCMTK versions (DCMTK3.5.3 and DCMTK3.6.0). During the test of
DCMTK3.5.4, and it was found that when the data in the constructed data
package was larger than 8070 rows, the system would crash, and the reasons for
the system crash were preliminarily analyzed as the large DICOM data package
and data overflow. It is recommended that developers check the length of data
capacity when developing software. Avoid the harm such as denial of service,
attack, process crash and outage of PACS system caused by vulnerability.

Fig. 15. Test case that caused storescp to crash.

6 Conclusion

DICOM is an international standard for medical images and related informa-
tion (ISO 12052). DICOM solves the problem of how to associate patient infor-
mation with medical images. Therefore, DICOM is widely used in radiation
medicine, including cardiovascular imaging and diagnostic equipment. However,
since DICOM did not involve communication security at the beginning of design,
a large number of security threats and hidden dangers were introduced in the
process of digitalization and informatization of medical equipment. In this paper,
we studied the vulnerability mining of DICOM open source database, and pro-
posed the framework of vulnerability mining for DICOM for the first time. We
used the generated and manually constructed strategies to construct test cases,
and built a security test system of DCMTK open source database, simulated
the transmission process using DICOM protocol, and Fuzzing test different ver-
sions of the DCMTK open source database. The purpose of Fuzzing testing is
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to test whether various network protocols or related applications have security
vulnerabilities. Fuzzing testing is a well-known black box technology for security
testing. Fuzzing technology is a kind of automatic software testing technology.
It is one of the important means of vulnerability mining by inputting a large
number of abnormal data to the tested object and monitoring its abnormalities.
Secondly, through manual monitoring and Wireshark monitoring, the whole test
process was monitored for exceptions. A total of three different versions of the
DCMTK open source library were selected for Fuzzing test, and a comparison
was made during the test. Among them, during the testing of the DCMTK3.5.4
version, the vulnerability caused by the constructed packet overflow was found.
No exceptions were found for the other two DCMTK versions (DCMTK3.5.3
and DCMTK3.6.0). The overall test effect is satisfactory. The designed vulnera-
bility mining system based on Fuzzing technology can dig out the vulnerabilities
of DICOM protocol or the logic or design vulnerabilities existing in the sys-
tem when using DICOM protocol to some extent. At last, some suggestions on
development and repair are proposed to software developers, and it is hoped
that the experimental results can provide references for the safe development
and utilization of medical imaging applications.

In general, the overall framework of this paper and the method of exploiting
vulnerabilities by using Fuzzing technology are beneficial attempts to exploit
vulnerabilities of DCIOM protocol. Especially in the current situation of the
increasingly severe security situation in the form of network security, especially
in the medical field, the results of vulnerability mining of DICOM protocol can
provide references for medical device developers, and to some extent reduce the
possible security risks of DICOM protocol. Currently, Artificial Intelligence (AI)
technology is developing rapidly, and work efficiency is greatly improved in the
process of generating and using large data, especially the application effect of
generated adversarial network in large data is gratifying. Next, we will continue
to perfect and improve the experimental methods, furthermore, the test case
construction, screening and testing are optimized and reformed in combination
with the generated adversarial network. By combining the static vulnerability
mining and artificial intelligence to improve the efficiency of vulnerability min-
ing as the future research direction, and the security vulnerabilities in DICOM
protocol will be further explored in the future.
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Abstract. This paper studies physical layer security of a three node
multicarrier network with a source node, a destination node and a full-
duplex proactive eavesdropper who sends jamming signals for improving
its eavesdropping performance. The problem of transmit power allocation
for minimizing the average secrecy outage probability on all subcarriers
is investigated under the assumptions that the channel state information
(CSI) related to the eavesdropper is perfectly known and only chan-
nel distribution information (CDI) is known. Algorithms are proposed
for the optimization problem and are shown to greatly outperform the
benchmark algorithms.

Keywords: Physical layer security · Proactive eavesdropper · Secrecy
outage probability · Channel distribution information

1 Introduction

Physical layer security is a promising technology that can achieve perfect secure
communication from the aspect of information theory [1–4]. In physical layer
security, the eavesdroppers can be passive or proactive. Specially, passive eaves-
droppers only receive legitimate communication signals, while proactive eaves-
droppers not only receive legitimate communication signals but also send jam-
ming signals to interfere with the legitimate communication for improving the
eavesdropping performance. This paper focuses on proactive eavesdroppers.

Secure communication with proactive eavesdroppers has been researched a
lot in literature. The work in [5] modeled the interaction between the proactive
eavesdropper and the legitimate user as a Stackelberg game, where the eaves-
dropper acted as a leader and the legitimate user acted as a follower to minimize
power consumption with the minimum secrecy rate constraint. The work in [6]
maximized the secrecy rate at the legitimate user’s side and the wiretap rate at
the eavesdropper’s side. The work in [7] proposed to adopt cooperative relays to
improve the secrecy rate of the legitimate user with attacks from the proactive
eavesdroppers. The work in [8] modeled the interaction between the proactive
eavesdropper and the legitimate user as a non-cooperative game. The work in
[9] proposed to let the legitimate user send jamming signals to interfere with
the proactive eavesdropper and derived the expression for the hybrid outage
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Fig. 1. System model.

probability. The work in [10] proposed to let the legitimate receiver transmit
jamming signals using a subset of the antennas and maximized the secrecy rate
by optimizing the antenna allocation. Although the work in [5–10] has investi-
gated various problems with proactive eavesdroppers, secrecy outage probability
was seldom minimized by optimizing resource allocation with imperfect channel
state information (CSI).

This paper investigates secure communication of a three node multicarrier
network with a source node, a destination node, and a full-duplex proactive
eavesdropper. The eavesdropper keeps sending jamming signals for improving
its eavesdropping performance. The source node aims to minimize the average
secrecy outage probability on all subcarriers by optimizing the transmit power
allocation. Two scenarios are considered. The first scenario assumes perfect CSI
and the second scenario assumes only channel distribution information (CDI)
on the channels related to the eavesdropper is available. For both scenarios,
we propose algorithms to solve the optimization problems. It is shown that the
proposed algorithms can achieve much lower average secrecy outage probability
than the benchmark algorithms.

The rest of the paper is organized as follows. Section 2 presents the system
model and formulates the problem. Section 3 investigates the perfect CSI sce-
nario and Sect. 4 investigates the CDI scenario. Section 5 verifies the proposed
algorithm by simulations. Section 6 concludes the paper.

2 System Model

As shown in Fig. 1, a three-node network consisting of a source node, a des-
tination node and an eavesdropper, is considered. Both the source node and
the destination node are assumed to be half-duplex, while the eavesdropper is
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assumed to be full-duplex. The spectrum is assumed to be divided into N sub-
carriers, and the channel gains on subcarrier n from the source node to the
destination node, from the source node to the eavesdropper, and from the eaves-
dropper to the destination node are denoted as hn, gn and In, respectively. It
is assumed that the source node knows the perfect CSI on hn. For the CSI on
gn and In, two scenarios are considered. The first scenario assumes that gn and
In are perfectly known. The second scenario assumes that only CDI on gn and
In is available. Specially, the channels from the source node to the eavesdropper
and from the eavesdropper to the destination node follow Rayleigh fading with
unit mean, i.e., the probability density functions of gn and In are respectively
as fgn

(gn) = e−gn and fIn
(In) = e−In .

Let pn denote the transmit power of the source node on subcarrier n and q
denote the fixed transmit power of the eavesdropper on all subcarriers. Note that
{pn} is restricted by the total transmit constraint, as well as the peak transmit
power constraint. Specifically, the total transmit power constraint is written as

N∑

n=1

pn ≤ Pmax, (1)

where Pmax is the total transmit power limit. The peak transmit power con-
straint is written as

pn ≤ Ppk, n = 1, . . . , N. (2)

The achievable communication rate of the source-destination pair on subcar-
rier n is written as

r0,n = log2

(
1 +

pnhn

σ2 + qIn

)
, (3)

where σ2 denotes the noise power. The achievable eavesdropping rate of the
eavesdropper on subcarrier n is written as

r1,n = log2
(
1 +

pngn

σ2

)
. (4)

The secrecy rate of the source-destination pair on subcarrier n is defined as
(r0,n − r1,n)+ [11], where (.)+ = max(0, .). The secrecy outage probability on
subcarrier n is then defined as Pr{(r0,n − r1,n)+ < R}, where R is the target
secrecy rate.

We aim to minimize the average secrecy outage probability of the source-
destination pair on all subcarriers by optimizing the transmit power {pn} as
given by

(P1) : min
{pn}

1
N

N∑

n=1

Pr{(r0,n − r1,n)+ < R} (5)

s.t.
N∑

n=1

pn ≤ Pmax, (6)

0 ≤ pn ≤ Ppk, n = 1, . . . , N. (7)
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3 Perfect CSI Scenario

In this section, we investigate P1 under the scenario of perfect CSI on gn and
In. To solve P1, we define

Xn =

{
1, r0,n − r1,n < R,

0, r0,n − r1,n ≥ R.
(8)

Then, P1 is reformulated as

(P1.1) : min
{pn}

1
N

N∑

n=1

E{Xn} (9)

s.t.
N∑

n=1

pn ≤ Pmax, (10)

0 ≤ pn ≤ Ppk, n = 1, . . . , N, (11)

where E{.} denotes the expectation. P1.1 can be decomposed into subproblems,
one for each channel fading state as

(P1.2) : min
{pn}

1
N

N∑

n=1

Xn (12)

s.t.
N∑

n=1

pn ≤ Pmax, (13)

0 ≤ pn ≤ Ppk, n = 1, . . . , N. (14)

We solve P1.2 using the Lagrange duality method [12,13]. The Lagrangian of
P1.2 is written as

L(λ, {pn}) =
1
N

N∑

n=1

Xn + λ

(
N∑

n=1

pn − Pmax

)
, (15)

where λ is the non-negative dual variable associated with the constraint in (13).
The Lagrange dual function is then defined as

G(λ) = min
{pn}

L(λ, {pn}) (16)

s.t. 0 ≤ pn ≤ Ppk, n = 1, . . . , N. (17)

The problem in (16) can be decomposed into N subproblems, as given by

(P1.3) : min
pn

1
N

Xn + λpn (18)

s.t. 0 ≤ pn ≤ Ppk, (19)
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for i = 1, . . . , N. Let f(pn) = r0,n − r1,n. Then, the inequality f(pn) < R is
equivalent to pn < yn, where

yn =
2R − 1

hn

σ2+qIn
− 2Rgn

σ2

. (20)

Theorem 1. The optimal solution of P1.3, p∗
n, is given by

p∗
n =

{
yn, 0 ≤ yn ≤ Ppk, 1

N ≥ λyn,

0, otherwise.
(21)

Proof. The value of p∗
n is discussed in the following two cases:

Case 1 : yn < 0. In this case, 1
N Xn + λpn is equal to λpn in the interval [0, Ppk].

Thus, it is easy to obtain p∗
n = 0.

Case 2 : 0 ≤ yn ≤ Ppk. In this case, 1
N Xn + λpn is equal to 1

N + λpn in the
interval [0, yn) and is equal to λpn in the interval [y, Ppk]. Thus, the minimum
of 1

N Xn + λpn is achieved at pn = 0 or pn = yn depending on the objective
function values achieved at pn = 0 and pn = yn, i.e.

p∗
n =

{
0, 1

N < λyn,

yn, 1
N ≥ λyn.

(22)

Case 3 : yn > Ppk. In this case, 1
N Xn + λpn is equal to 1

N + λpn in the interval
[0, Ppk]. Thus, it is easy to obtain p∗

n = 0.
Based on the above discussions, p∗

n is given by

p∗
n =

{
yn, 0 ≤ yn ≤ Ppk, 1

N ≥ λyn,

0, otherwise.
(23)

This completes the proof. �
Then, the dual problem is defined as

max
λ≥0

G(λ), (24)

which can be solved efficiently with the bisection method.
The algorithm to solve P1 with perfect CSI is summarized in Algorithm 1.

4 CDI Scenario

In this section, we investigate P1 under the scenario of CDI on gn and In. By
inserting fgn

(gn) = e−gn and fIn
(In) = e−In into Pr{(r0,n − r1,n)+ < R}, we

have
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Algorithm 1. Proposed algorithm to solve P1 with perfect CSI.
1: Initialize: λmin, λmax.
2: repeat
3: λ = λmin+λmax

2
.

4: p∗
n =

{
yn, 0 ≤ yn ≤ Ppk, 1

N
≥ λyn,

0, otherwise.
, n = 1, . . . , N.

5: if
∑N

n=1 p∗
n > Pmax then

6: λmin = λ.
7: else
8: λmax = λ.
9: end if

10: until λ converges to a desired accuracy.

Pr{(r0,n − r1,n)+ < R}

= Pr
{

log2

(
1 +

pnhn

σ2 + qIn

)
− log2

(
1 +

pngn

σ2

)
< R

}

= Pr
{

gn >
σ2

pn

(
1
2R

(
1 +

pnhn

σ2 + qIn

)
− 1

)}
. (25)

The Lagrangian of P1 is then written as

L(λ, {pn})

=
1
N

N∑

n=1

Pr
{

gn >
σ2

pn

(
1
2R

(
1 +

pnhn

σ2 + qIn

)
− 1

)}

+ λ

(
N∑

n=1

pn − Pmax

)
, (26)

where λ is the non-negative dual variable associated with the constraint in (13).
The Lagrange dual function is defined as

G(λ) = min
{pn}

L(λ, {pn}) (27)

s.t. 0 ≤ pn ≤ Ppk, n = 1, . . . , N, (28)

which can be decoupled into N subproblems, as given by

(P1.4) : min
pn

1
N

Pr
{

gn >
σ2

pn

(
1
2R

(
1 +

pnhn

σ2 + qIn

)
− 1

)}

+ λpn (29)
s.t. 0 ≤ pn ≤ Ppk, (30)
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for i = 1, . . . , N. P1.4 can be decomposed into two subproblems as given by

(P1.4.1) : min
pn

1
N

Pr
{

gn >
σ2

pn

(
1
2R

(
1 +

pnhn

σ2 + qIn

)
− 1

)}

+ λpn (31)
s.t. 0 ≤ pn ≤ Ppk, (32)

pnhn

2R − 1
≤ σ2, (33)

and

(P1.4.2) : min
pn

1
N

Pr
{

gn >
σ2

pn

(
1
2R

(
1 +

pnhn

σ2 + qIn

)
− 1

)}

+ λpn (34)
s.t. 0 ≤ pn ≤ Ppk, (35)

pnhn

2R − 1
≥ σ2. (36)

The solution of P1.4 is the solution of the problem with lower objective function
value. Since σ2

pn

(
1
2R

(
1 + pnhn

σ2+qIn

)
− 1

)
must be small than zero when pnhn

2R−1
≤ σ2,

P1.4.1 can be rewritten as

min
pn

1
N

+ λpn (37)

s.t. 0 ≤ pn ≤ Ppk, (38)
pnhn

2R − 1
≤ σ2. (39)

It is easy to verify that the optimal solution of the above problem is pn = 0 and
the optimal objective function value is 1

N . As for P1.4.2, when pnhn

2R−1
≥ σ2, the

probability Pr
{

gn > σ2

pn

(
1
2R

(
1 + pnhn

σ2+qIn

)
− 1

)}
can be rewritten as given by

Pr
{

gn >
σ2

pn

(
1
2R

(
1 +

pnhn

σ2 + qIn

)
− 1

)}

= Pr
{

gn >
σ2

pn

(
1
2R

(
1 +

pnhn

σ2 + qIn

)
− 1

)∣∣∣∣In ≤ 1
q

(
pnhn

2R − 1
− σ2

)}

+ Pr
{

gn >
σ2

pn

(
1
2R

(
1 +

pnhn

σ2 + qIn

)
− 1

)∣∣∣∣In ≥ 1
q

(
pnhn

2R − 1
− σ2

)}

=
∫ 1

q

(
pnhn
2R−1

−σ2
)

0

e−IndIn

∫ ∞

σ2
pn

(
1

2R

(
1+ pnhn

σ2+qIn

)
−1

) e−gndgn

+
∫ ∞

1
q

(
pnhn
2R−1

−σ2
) e−IndIn

∫ ∞

0

e−gndgn

=e
σ2
pn

(1− 1
2R )

∫ 1
q

(
pnhn
2R−1

−σ2
)

0

e
−In− σ2hn

2R(σ2+qIn) dIn + e
− 1

q

(
pnhn
2R−1

−σ2
)
. (40)
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Algorithm 2. Proposed algorithm to solve P1 with CDI.
1: Initialize: λmin, λmax.
2: repeat
3: λ = λmin+λmax

2
.

4: for i = 1 to N do
5: if σ2(2R−1)

hn
> Ppk then

6: Set pn = 0.
7: else
8: Obtain pn by solving the problem in (41) using a one-dimensional exhaustive

search over
[

σ2(2R−1)
hn

, Ppk

]
.

9: if the optimal objective function value in (41) is larger than 1
N

then
10: Set pn = 0.
11: end if
12: end if
13: end for
14: if

∑N
n=1 p∗

n > Pmax then
15: λmin = λ.
16: else
17: λmax = λ.
18: end if
19: until λ converges to a desired accuracy.

Therefore, P1.4.2 can be rewritten as

min
pn

1
N

e
σ2
pn

(1− 1
2R )

∫ 1
q

(
pnhn
2R−1

−σ2
)

0

e
−In− σ2hn

2R(σ2+qIn) dIn

+
1
N

e
− 1

q

(
pnhn
2R−1

−σ2
)

+ λpn (41)

s.t.
σ2(2R − 1)

hn
≤ pn ≤ Ppk. (42)

The above problem is infeasible if σ2(2R−1)
hn

> Ppk. If the above problem is
feasible, the optimal solution can be obtained by a one-dimensional exhaustive
search of pn over the interval

[
σ2(2R−1)

hn
, Ppk

]
.

Finally, the value of λ can be obtained by the bisection method. The algo-
rithm to solve P1 with CDI is summarized in Algorithm 2.

5 Simulation Results

The parameters of simulation are set as follows. The channel from the source
node to the destination node is assumed to following Rayleigh fading with mean
5. Unless otherwise specified, we set σ2 = 1, N = 8, Pmax = 1.5 Watt, Ppk = 0.5
Watt, q = 0.5 Watt and R = 0.3 bps/Hz. For the purpose of comparison, we
propose one benchmark algorithm named as the equal-power allocation algo-
rithm which equally allocates the transmit power, and one benchmark algorithm
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Fig. 2. Average secrecy outage probability achieved by different algorithms versus
Pmax.

named as the water-filling power allocation algorithm which allocates the trans-
mit power following the water-filling style.

Figure 2 plots the average secrecy outage probability achieved by different
algorithms versus Pmax. It is seen that the average secrecy outage probability
decreases as Pmax increases until saturates to a certain level. It is also seen that
the average secrecy outage probability achieved by the proposed algorithm with
perfect CSI is the lowest, while the average secrecy outage probability achieved
by the proposed algorithm with CDI is higher than the proposed algorithm with
perfect CSI. This indicates that only knowing CDI degrades the secrecy per-
formance compared to perfect CSI. Besides, it is seen that both the proposed
algorithm with perfect CSI and the algorithm with CDI achieve lower average
secrecy outage probability than the other two benchmark algorithms. It is also
seen that the average secrecy outage probabilities achieved by different algo-
rithms are very close when Pmax is large.

Figure 3 plots the average secrecy outage probability achieved by different
algorithms versus Ppk. It is seen that the average secrecy outage probability
decreases as Ppk increases until saturates to a certain level. It is also seen that
the average secrecy outage probability achieved by both the proposed algorithm
with perfect CSI and the proposed algorithm with CDI is much lower than
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Fig. 3. Average secrecy outage probability achieved by different algorithms versus Ppk.

the other two algorithms, especially when Ppk is large. Besides, it is seen that
the average secrecy outage probability achieved by the proposed algorithm with
perfect CSI is much lower than the proposed algorithm with CDI, especially
when Ppk is large. It is also seen that the average secrecy outage probabilities
achieved by different algorithms are very close when Ppk is small.

Figure 4 plots the average secrecy outage probability achieved by differ-
ent algorithms versus q. It is seen that the average secrecy outage probability
increases as q increases. This is as expected since lower secrecy rate is achieved
with higher interference from the eavesdropper. It is also seen that the aver-
age secrecy outage probability achieved by the proposed algorithm with perfect
CSI is the lowest while the average secrecy outage probability achieved by the
proposed algorithm with CDI is the second lowest among the four algorithms.
Besides, it is seen that the performance gap between the proposed algorithm
with perfect CSI and the proposed algorithm with CDI is almost independent
of q.

Figure 5 plots the average secrecy outage probability achieved by different
algorithms versus R. It is seen that the average secrecy outage probability
increases as R increases. It is also seen that the proposed algorithms outper-
form the water-filling power allocation benchmark algorithm, especially when
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Fig. 4. Average secrecy outage probability achieved by different algorithms versus q.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

A
ve

ra
ge

 s
ec

re
cy

 o
ut

ag
e 

pr
ob

ab
ili

ty

Proposed algorithm with perfect CSI
Proposed algorithm with CDI
Equal-power allocation algorithm
Water-filling power allocation algorithm

Fig. 5. Average secrecy outage probability achieved by different algorithms versus R.
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R is large, and outperform the equal-power allocation benchmark algorithm,
especially when R is small.

6 Conclusions

In this paper, the problem for minimizing the average secrecy outage probability
of a three node multicarrier network by optimizing the transmit power allocation
is investigated. Algorithms to solve the optimization problem with perfect CSI
and CDI are proposed. It is shown that the proposed algorithms achieve signifi-
cantly lower average secrecy outage probability than the benchmark algorithms.
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Abstract. Spoofing represents a significant threat to the integrity of applications
relying on Global Navigation Satellite System (GNSS). A spoofer transmits coun-
terfeit satellite signals to deceive the operation of a receiver. As multipath and
spoofing signals have similar signal structures, Signal Quality Monitoring (SQM)
techniques, originally designed for multipath detection, were identified to be use-
ful for spoofing detection. Recently, a moving variance (MV) based SQMmethod
was developed to improve the performance of raw SQM metrics. However, the
main problem with implementing the MV-based SQM technique is differentiat-
ing the spoofing attack from multipath. This work presents a two-dimensional
detection method using carrier power and moving variance to improve detec-
tion performance. Besides, false alarms caused by multipath are avoided by the
two-dimensional threshold. A dataset called Texas Spoofing Test Battery and a
multipath scenario from Osaka were employed to evaluate the performance of the
proposed algorithm.

Keywords: Moving variance · Carrier power · Spoofing · Signal quality
monitoring

1 Introduction

Global Navigation Satellite System (GNSS) provides accurate positioning and timing
services and is therefore used widely in various fields including civil aviation, mapping,
maritime, military reconnaissance and finance. Despite the advantages of continuous
and real-time working, GNSS is vulnerable to intentional as well as other types of
interference due to its low signal power, and poor channel conditions.

Spoofing, studied in this work, represents one of the intentional interferences men-
tioned above and involves transmitting counterfeit satellite signals to deceive the target
receiver into obtaining the wrong position results. It is worth mentioning that this kind
of attack is often hidden and difficult to perceive. Therefore, in recent years, with the
recognition of the danger of spoofing attacks, some researches have focused on their
detection.
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The similarity between the complex correlation functions of counterfeit and mul-
tipath signals which sees them both delayed with varying phases of the authentic sig-
nal (also LOS in terms of multipath vocabulary), has attracted the attention of sev-
eral research groups [1–3]. These groups have suggested that signal quality monitoring
(SQM) techniques designed for multipath signals can also be used for the detection of
spoofing. These SQM techniques consist in metrics computed from correlator outputs
with their performances studied for multipath, as well as spoofing detection [2–5]. On
this basis, Ali Pirsiavash et al. proposed a two-dimensional SQM method. However,
the performance of the metrics proposed by these technologies is purely dedicated to
detecting fraudulent signals and lacks the ability to distinguish the effects when there
is an existence of multipath signals. On the other hand, power and carrier-to-noise ratio
have also been used to detect spoofing signals [6]. In addition, Kyle D. Wesson et al.
proposed power and distortion monitoring methods [7].

Recently, a SQM method using moving variance has been proposed and behaves
superior in the detection of the onset of a frequency unlocked spoofing attack [8], which
still lacks discussion of multipath conditions. To improve the detection performance of
the moving variance method, we additionally use carrier power for two-dimensional
observation. On the basis of this, the work further proposes a time threshold detection
technique to help distinguish spoofing from possible multipath signals while detecting
these attacks.

2 Spoofing Pattern

Spoofer aims at all the visible satellite signals of the target receiver and tracks each one
to obtain the navigation and timing data corresponding to the authentic signal, Fig. 1b
(1), so that it is able to generate counterfeit signals with the same code delay and Doppler
shift as the legitimate signals.

Subsequently, the authentic satellite and broadcast spoofing signals simultaneously
arrive at the receiver antenna, indicating the beginning of a spoofing attack.

To ensure the success of the spoofing attack, the two kinds of signals’ complex
correlation functions have to be aligned and the power of the generated signal must
initially be at a low level.

However, spoofer slowly increases the power until it exceeds the authentic one,
Fig. 1b (2). As a result, the receiver starts tracking fake signals the next moment, which
means that the spoofer gains control of the tracking loop. After that, the tracking loop
is further guided till it is removed from the legitimate signal, Fig. 1b (3).

In thisway, spoofing attacks can be covertly carried outwhile the victim still be-lieves
that the obtained position and timing information is derived from authentic signals.

Two different kinds of spoofing attacks are to be distinguished:

– named Matched-Power spoofing attack [1] in this paper they are sophisticated attacks
where the spoofer attempts to closely match the power of the authentic signals.

– named Overpowered spoofing attack [1] in this paper they are sophisticated at-tacks
where the spoofer eclipses the power of the authentic signals.
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Once the spoofing signal is broadcast, Fig. 1b (2), the receiver obtains a mixed signal
comprising authentic and counterfeit signals.

Fig. 1. In Phase component of a signal complex correlation function under no-spoofing circum-
stances (a) and assuming a spoofing attack (b).

The total received signal presented in Fig. 2 comprises a Line of Sight GPS signal, a
spoofing component; some multipath components and additive noise which we assumed
to be additive white Gaussian noise in this study.

Fig. 2. The theoretical signals admixture model during the interaction step of the spoofing attack
[2].

3 Signal Generation and Detection Metrics

3.1 Scenario

The Radio navigation Laboratory at the University of Texas provided a dataset of scenar-
ios collections, known as the Texas Spoofing Test Battery (TEXBAT), for the analysis
of the performance of the metrics with regard to spoofing detection. In addition, signals
tracking is implemented by a GPS software receiver.
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Under the assumption of no spoofing attacks, TEXBAT includes records of both
static and dynamic GPS signals, with the same records being presented in Table 1 in
six different spoofing scenarios. In all the scenarios, the spoofing attack begins ap-
proximately on the 100th second and the total record duration is 420 s.

Table 1. Texas Spoofing Test Battery: Scenarios Summary [1].

Scenario description Spoofing type Platform mobility Power adv.(dB) Frequency lock

1: Static switch N/A Static Unlocked Unlocked

2: Static overpowered Time Static 10 Unlocked

3: Static
matched-power

Time Static 1.3 Locked

4: Static
matched-power

Position Static 0.4 Locked

5: Dynamic
overpowered

Time Dynamic 9.9 Unlocked

6: Dynamic
matched-power

Position Dynamic 0.8 Locked

In addition, a multipath environment scenario recorded as a drive in Osaka, Japan,
was used to supplement the TEXBAT datasets. It was provided by the set of examples
available on the LabSat hardware. The data corresponded to GNSS signals and was post
processed using the receiver software, NordNav.

Hence, the work had been run on GPS L1 C/A signals only.

3.2 Signal Quality Monitoring Metric

Signal Quality Monitoring performances have been studied and detailed in [3]. Their
formulas are presented below.

In this paper, δ represents the Early-Late spacing and the correlator spacing was
called the actual δ/2 spacing used between the prompt correlator and the Late and Early
ones, respectively ahead and behind.

Delta. The Delta Metric �δ(t) is defined as [2].

�δ(t) = IE,δ(t) − IL ,δ(t)

2 ∗ IP
(1)

Ratio. The Ratio Metric RTδ(t) is defined as [2].

RTδ(t) = IE,δ(t) + IL ,δ(t)

2 ∗ IP
(2)
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Early Late Phase. The Early-Late Phase Metric ELPδ(t) is defined as [2].

ELPδ(t) = tan−1
(
QL ,δ(t)

IL ,δ(t)

)
− tan−1

(
QE,δ(t)

IE,δ(t)

)
(3)

Magnitude Difference Metric. The Magnitude Difference Metric MDδ(t) is defined
as [2].

MDδ(t) =
∣∣xE,δ(t)

∣∣ − ∣∣xL ,δ(t)
∣∣

2 ∗ |xP | (4)

3.3 Metric Responses to Spoofing and Multipath

Figure 3 shows the typical profile of metric responses to a spoofing attack. There is a
progressive rising and declivity of the metric values during the second step with the
interactions of authentic and counterfeit signals occurring between the 180th and the
280th seconds. For the first and third steps, when the authentic signal or the counterfeit
signal is tracked, before the 150th second and after 280th seconds respectively in Fig. 3,
the values keep a steady behavior overall.

Significant metric variations occurred at the second stage, making the SQM-based
spoofing detection method feasible. These metric fluctuations were due to the varia-
tions of the correlator outputs caused by the distortion of the mixed signals’ correlation
function.

However, it is worth noting that large variations were observed for the Matched-
Power spoofing attack while weaker ones occurred for the Overpowered attack because
the interaction during the latter scenario is less than that in the former.

Fig. 3. The four metric responses: (a) Delta (b) Ratio (c) ELP (d) Magnitude Difference to a
Matched-Power spoofing scenario: scenario 6 from TEXBAT and computed with a 0.56 chip
correlator spacing.

Different from spoofing, metric responses to multipath have random peaks, as shown
in Fig. 4. Nonetheless, the metric values vary within the same amplitude range in both
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conditions, which may lead to false alarms when using the method of a threshold on
metric values to detect spoofing.

Fig. 4. The four metric responses: (a) Delta (b) Ratio (c) ELP (d) Magnitude Difference, in a
multipath environment corresponding to a drive in Osaka and processed with a 0.56 chip correlator
spacing.

4 Detection Process Using Moving Variance

4.1 Moving Variance Definition and Distribution

Considering the change in carrier-to-noise ratio (C/N0) during an attack, a method called
moving variance monitoring variances of C/N0 is proposed to detect spoofing in the
second step [12]. Moreover, multipath can easily be distinguished from deception as a
result of its short duration peaks.

Through a predefined window sizing a subset of metric values, the moving variance
formula evaluates the difference between the mean of the squares of the subset and the
square of the mean over this subset to create a series of variances of different subsets of
the full data set [12].

σ 2
MV (n) = 1

W

∑n+W

i=(n−1)∗W+1
x(i)2 −

(
1

W

∑n+W

i=(n−1)∗W+1
x(i)

)2

(5)

where,

x(i) is the value of the i-th sample in the data,
W the length of one subset,
n the number of subsets of size W in the data.
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In order to further improve the detection performance, carrier powerwas additionally
used for two-dimensional observation and is calculated by the given formula.

Pd = 10 ∗ log

(√
2
(
‖R(x)‖2

)2 − ‖R(x)‖4
)

(6)

and,

R(x) = Ip(x) + i ∗ Qp(x) (7)

where, Ip(x) and Qp(x) are the xth prompt correlator output of in-phase (I) and
quadrature(Q) branch, respectively.

4.2 Thresholds Determination

Threshold in Time. To exclusively detect spoofing without multipath peaks, the mov-
ing variance curve needs to be evaluated in terms of its width as well as its height by
a double threshold method. If the moving variance exceeds the predefined threshold
during a certain amount of time defined as a threshold in time, a spoofing attack alert
will then be triggered.

Threshold on Moving Variance Value. It has been studied to achieve a typical detec-
tion method for the establishment of a threshold over a set of data [13, 14] and more
rigorous techniques for establishing a threshold on SQMmetrics have also been studied
[15].

Then, we can come to the conclusion that to get a threshold, the moving variance
distribution has to be estimated with regards to a clear data (the considered signal neither
affected by spoofing nor multipath). However, such estimations are not suitable with real
time computation, as long as the distribution is dependent on thewindow size, the number
of samples of correlator’s outputs and the receiver’s sampling frequency.

Therefore, the hypothesis was assumed that the moving variance of a clear signal
without the effects of spoofing or multipath can be distributed through a Gaussian dis-
tribution and the threshold computed from this signal can then be used for the basic
statistical detection method [3].

For each PRN and SQM metric, the threshold Th is computed as [3].

Th = m ∗ +mexp × σ (8)

where,

m∗: The long term mean value of the clear signal moving variance,
mexp: The expansion factor related to the probability of a false alarm by Table 2 under
the hypothesis of a Gaussian distribution,
σ : The standard deviation of the clear signal moving variance.
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Table 2. False alarm rate with regard to the expansion factor for a Gaussian distribution [14].

Expansion factor mexp 1 2 3 4 5 6

Monitor threshold 1σ 2σ 3σ 4σ 5σ 6σ

False alarm rate 0.3173 0.0455 0.0027 6.35E-5 5.73E-7 1.97E-9

4.3 Algorithm Performance

Comparing Fig. 6 with Fig. 5, it can be seen that the moving variance helps gathering
groups of low values in two stages when only authentic or counterfeit signals are tracked.
In addition, it enlightens the values takenduring the interaction phase as extra ones,which
leads to a more available and observable threshold.

Fig. 5. Distribution of the raw metric values during the different steps of a spoofing attack in
Scenario 2 from TEXBAT at 0.01 s average (a) Delta (b) Ratio (c) ELP (d) Magnitude Difference.

As shown in Fig. 7, a distinguished difference exists between the distribution in the
presence of spoofing and that of the clean signal condition. The counterfeit signal has a
higher power and a wider distribution of moving variance, while the authentic signal is
low at both levels.
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Fig. 6. Distribution of the moving variance values for a 1 s time-window during the different
steps of a spoofing attack in Scenario 2 from TEXBAT (a) Delta (b) Ratio (c) ELP (d) Magnitude
Difference.

Fig. 7. Two-dimensional joint distribution of SQM metrics’ moving variance for a 1 s time-
window and carrier power in Scenario 2 from TEXBAT and no-spoofing scenario.

To compare the differences in the two scenarios, the gravity center of the distribution
is displayed in Fig. 8with the lines representing the distance; upper endpoints in spoofing
condition and lower ones in no-spoofing. It is worth noting that the ELP metric has the
longest distance, which means it is easier to establish a detection threshold. In addition,
according to the formula, only the ELP value is uncorrelated with the carrier power.
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Fig. 8. Gravity center distance of two-dimensional joint distribution in Scenario 2 from TEXBAT
and no-spoofing scenario.

As mentioned above, due to the short duration peaks of multipath, the moving vari-
ance values in multipath environments display a distribution as random peaks, Fig. 9,
while they last for a longer time under spoofing conditions, Fig. 10.

Fig. 9. Delta metric’s moving variance for the signal corresponding to PRN 17 for a 0.5625
correlator spacing in a multipath environment corresponding to a drive in Osaka.

Fig. 10. Delta metric’s moving variance for the signal corresponding to PRN 21 in scenario 6
from TEXBAT and its established threshold (detailed in next chapter) computed with mexp = 3
with a 0.5 correlator spacing.
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5 Conclusion

Four metrics for monitoring were adopted and their performance was compared between
traditional SQM and moving variance methods. Then, a method of two-dimensional
observation involving moving variance and carrier power was proposed to improve
the detection performance. As a result, a distinguished difference exists between the
distribution in the presence of spoofing and that of the clean signal condition, in which
ELP’smoving variance and the carrier power is the best combinationwithout correlation.
At last, this work verifies the feasibility of using threshold in time to distinguish spoof
from multipath signals through the comparison of peak durations.
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Abstract. With the emergence of service port obfuscation and abuse,
malicious services can hide their communication behaviors in large-scale
normal SSL/TLS traffic easily. Therefore, it is of great significance to get
the complete view of SSL/TLS service ports and understand the poten-
tial threat of SSL/TLS usage. In this paper, we conduct a comprehensive
analysis of the SSL/TLS service port by carrying out a large-scale passive
measurement based on two ISP-level networks with a total bandwidth
of up to 100Gbps for over one year. Specifically, we first investigate the
overall SSL/TLS service port view and uncover that the actual usage of
port is in a state of confusion. At the same time, through in-depth analy-
sis of specific well-known ports which are used by SSL/TLS, it is revealed
that the well-known ports could be exploited by malicious SSL/TLS ser-
vices easily. Then, we dig into some specific certificates to explore their
ports behavior and discover that the self-signed certificates and EV cer-
tificates are in sorry state. Meanwhile, we uncover practices that may
be exploited by malicious services, and reveal the potential threats or
vulnerabilities in SSL/TLS service ports. We believe that the work will
be beneficial to both SSL/TLS and web security in the future.

Keywords: SSL/TLS · Security · Service port · Certificate ·
Measurement

1 Introduction

Nowadays, more and more network encrypted services use the SSL/TLS protocol
to protect their communications. However, with the widespread of the protocol,
malicious services are increasingly using non-standard SSL/TLS service ports to
launch and hide their communications. And, the free certificates have become an
easy disguise for attackers. According to the February 2018 Zscaler SSL Threat
Report [1], the threats from SSL have increased by 30% in 6 months. Therefore,
how to strengthen the network management and guarantee the network security
is becoming one of the most concerns to network users.

In general, SSL/TLS service use port 443 (HTTPS) to transfer communica-
tion data. However, some malicious services may communicate with well-known
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or commonly used ports to bypass firewalls or network detection systems and
blend with normal network activity to avoid more detailed inspection or detec-
tion. X.509 certificate [2], which is known as public key certificate, is general
entity that SSL/TLS protocol authentication relies. But they can be easily
obtained for free in some cases recently. Cyber criminals and hackers have got
interested in the PKI environment and the digital certificates in order to con-
duct illicit activities such as cyber espionage, sabotage or malware diffusion [3].
Therefore, it is of great significance to understand the real world SSL/TLS usage,
especially in security.

The research on SSL/TLS security has never been stopped. However, there
are few works only focused on the analysis of SSL/TLS service ports to reach our
scale. This paper explores the SSL/TLS service usage by thoroughly analyzing
SSL/TLS service ports, which is rarely comprehensively studied in this way in
other measurement studies [10–12]. Our study is conducted on what is, to the
best of our knowledge, the largest-scale passive measurement of SSL/TLS service
ports usage in the wild. We elaborate the measurement work at two ISP level
networks, namely China Education and Research Network and China Science
and Technology Network, which have a total of over 100 Gbps of bandwidth and
about 20 million users. Between January 2018 and February 2019, we extract
all certificates and statistical information appearing in the SSL/TLS sessions at
both gateways.

In summary, we make the following contributions:

– SSL/TLS service ports: By analyzing the service ports used by SSL/TLS
thoroughly, we get the complete view of SSL/TLS service ports and reveal
that the SSL/TLS services are on all available TCP ports, which is a sad
finding. It uncovers that the actual usage of the SSL/TLS port is in a state
of confusion.

– Well-known ports: Through in-depth analysis of the specific well-known
ports, it is found that the well-known ports could be exploited by some nor-
mal services (such as Tor) and malicious services easily, leading to serious
port abuse situation. Meanwhile, we find the cloud service, which allows for
multiple services running over on it, also incline to use well-known ports and
provide a novel channel and reasonable platform for the malicious services to
hide their behaviors.

– Specific certificates’ ports: The service ports analysis on some specific
certificates are performed to reveal the SSL/TLS services usage in the wild.
Through the port behavior analysis of free certificates, the performance of
Let’s Encrypt certificates are better than self-signed certificates, as less than
1% Let’s Encrypt [6] certificates use non-standard SSL/TLS ports, but almost
33% to self-signed certificates. From the analysis of DV, OV, EV certificates,
it is revealed that EV certificates are the worst in port performance, which is
beyond our expectations.

Meanwhile, the anomalies we noticed during the analysis are discussed.
Lastly, based on the measurement, it reveals the current status of SSL/TLS
services ports usage in the wild, and represents how the measurement results
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can be used to improve SSL services usage security. We believe that the results
and findings will no doubt benefit SSL/TLS security researches in future.

The rest of the paper is organized as follows. Section 2 presents the related
work. Section 3 briefly elaborates on the passive framework and Sect. 4 shows the
datasets of our work. The measurement and investigation of SSL/TLS service
ports is presented in Sect. 5 and the related security risks are also analyzed
deeply. Finally, Sect. 6 concludes the paper.

2 Related Work

The research on SSL/TLS has always been active and long term in the field of
network security. Our work is different from previous work in the method we
used, the size of our datasets, and the focus of our research.

At present, there are many studies focus on SSL/TLS malicious behavior
detection [4,5,7]. Almishari et al. [4] presented a novel technique to detect web-
fraud domains that utilize HTTPS based on 13 characteristics from the digital
certificate. Dong [5] exploited six machine learning methods to classify phishing
sites using HTTPS. And, Anderson et al. [7] provided a comprehensive study of
malware’s use of TLS by observing the unencrypted TLS handshake messages.
Unlike these work to detect the malicious services, the broad goal of our paper
is to understand what kinds of loopholes or insecure factors of SSL/TLS service
port could be exploited by malicious services.

Measurement is one of the most direct and effective way to know the practice
of the SSL/TLS usage. Akhawe et al. [8] presented a large-scale measurement
study of common TLS warnings. Chung et al. [9] took another look at the SSL
certificate ecosystem, focusing on the invalid certificates measurement. However,
our work has different emphasis and we focus on the service port and certificate
to reveal the overall status quo of the SSL/TLS services in the wild.

There have been several previous works to measure the SSL/TLS and its
certificate ecosystem [10–12]. Levillain et al. [10] assessed the quality of HTTPS
servers in the wild through a year SSL measurement. Holz et al. [11] presented
a comprehensive analysis of X.509 certificates from active and passive measure-
ment and Durumeric et al. [12] conducted a large-scale active measurement study
of X.509 certificates ecosystem, and uncover practices that may put the secu-
rity of the ecosystem at risk. Both active and passive measuring techniques are
exploited to explore different aspects of SSL/TLS. Active measurement is easy
to carry out with low cost, but they only collect data through probing the spe-
cific ports or IPs. And existed typical passive measurements are done in 10 Gbps
bandwidth environments at universities or research institutions, such as in [11].
In contrast, in this paper, we try to make up the weakness of active scanning by
carrying out a large-scale passive measurement to 100 Gbps networks.

3 Passive Measurement Framework

Passive monitor is usually installed at the existing network vantage points
to capture network traffic and monitor network nodes in a passive manner,
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Fig. 1. Passive measurement framework.

without injecting any probing packets to a network. We adopt the passive mea-
surement method to obtain X509 certificates and monitor all SSL/TLS flows
through China Education and Research Network (CERNET) and China Sci-
ence and Technology Network. The gateway link bandwidths of the two ISPs
are 61,440 Mbps and 47,104 Mbps, respectively, with a total of over 100 Gbps
bandwidth and a total of 17 million IPv4 addresses and about 30 million users.
In order to achieve the high speed of passive monitoring on the link, we need
to improve the configuration of hardware devices and adjust our monitoring
strategy for complete flow monitoring and information data transmission on the
entire link.

The passive measurement framework of our work is shown in Fig. 1. First, we
adopt our high speed capture module to capture the raw traffic. Then we identify
the SSL/TLS session and monitor all SSL/TLS flows to obtain SSL certificates
and session statistical information. Third, we begin to accumulate the data set,
including the certificate data and the connection data. Section 4 describes the
data set thoroughly. Finally, based on our passive datasets, the measurement and
analysis of the SSL/TLS service ports are investigated, which contains specific
well-known ports analysis and the ports analysis of specific certificates.

However, the problem of privacy and ethical issues is very important in pas-
sive measurements. In our work, we limit our range of observations and focus
on the SSL/TLS handshake phase for the extract of the certificate. And, our
institution formulates strict access control policies. Using typical IP address
anonymization technology to hide the personally identifiable information. At
the same time, only specific people can access and analyze the data, and they
are subject to strict restrictions and training. What’s more, our work is not
attempting to compromise normal network traffic and explore user’s privacy
information.
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4 Data Description

This section mainly describes the datasets we used in the paper. Firstly, we
present the datasets collected by our passive framework and then illustrates the
malicious services datasets used in our work.

Passive Datasets. Based on our passive measurement framework, we get two
kinds of datasets, the SSL/TLS certificate datasets and the SSL/TLS connection
datasets.

As we all know, a X.509 certificate mainly includes the attributes: version,
serial number, signature, issuer, validity, subject, information on the public key
of the subject. We extract all the certificate information when it is identified to
accumulate our certificate datasets. Meanwhile, we generate a hash value of the
entire certificate in order to uniquely identify a certificate.

Meanwhile, each SSL/TLS connection information is recorded to create our
connection datasets. The datasets mainly include the following information:
server IP, server port, number of packets, number of bytes, and hash of the
certificate. Through the hash of the certificate, we can associate each connection
information with the certificate information.

Finally, we complete the accumulation of the two kinds of datasets : SSL/TLS
certificate datasets and connection datasets. From January 2018 to February
2019, we finally collect and parse 102,553,231 unique certificates totally. And
the corresponding connection information are stored in time.

Malicious Service Dataset. The malicious SSL/TLS services datasets of the
SSL Blacklist (SSLBL) [13] are mainly used in our study. The SHA1 fingerprints
and IP addresses of known malicious SSL certificates are revealed in SSLBL,
which is very useful for our research. It mainly provides the SHA1 fingerprints,
Subject, Issuer, Server IP, Server Port, Listing reason and time. We use these
certificates as our original source to analyze the certificate collected in our work.
Then we collect all the malicious certificate information listed in SSLBL up to
February 28, 2019 to help our analysis.

5 Measurement and Investigation

This section aims to describe the overall results of our analysis and measure-
ment. Section 5.1 presents the analysis result of the server port usage of the
SSL services. And two special kinds of certificates of SSL services are shown in
Sect. 5.3.

5.1 Overall SSL/TLS Service Port Analysis

HTTPs (port 443) is the most widely used for secure communication on the
Internet, which is encrypted by SSL/TLS. Except HTTPs protocol, there are
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Fig. 2. The top 10 port distribution of SSL/TLS services.

some other protocols based on SSL/TLS protocol, such as IMAPs (port 993),
POP3s (port 995), and so on. Generally, except for the ports which are used
by the protocols over SSL/TLS, other ports should not be used by SSL/TLS
service. However, based on our analysis, we detect that 65536 different server
ports running on SSL/TLS protocol, which means that all available ports have
been used to run SSL/TLS. The top 10 server ports are shown in Fig. 2.

As the lowest numbered 1024 port numbers are called the well-known port
numbers, which is registered to identify the specific network services officially,
such as port 80 is allocated for HTTP service, and port 53 is allocated for DNS
service. However, based on the results, it finds that all well-known ports are
appeared in SSL/TLS server ports. This is a sad finding. According to the result,
the percentage of well-konwn ports reaches 90.45%. There is no doubt that port
443 is the highest and reaches to 86.8%. However, except for the protocol over
SSL/TLS, all other well-known ports are used by SSL/TLS service now, which
lead to the abuse or confusion of the server ports. In this way, the SSL/TLS
service can hide their traffic to escape detection.

We then study the certificates’ server port in SSLBL, and discover that 80%
malicious services listed in SSL Blacklist use port 443, and about 20% servers
that provide malicious services on non-typical SSL/TLS ports. The blacklisted
malicious services used almost 450 port numbers, and there is 32 well-known
ports among them. Port 4443, 80, and 447 are mostly used. According to the
analysis results, we can conclude that malicious services or attackers are more
inclined to use well-known ports to escape the detection of firewall.

From the measurement and analysis, we reveal the overall status quo of the
SSL/TLS services ports usage in the wild. The actual usage of the SSL/TLS
service ports is in a state of confusion, and all available ports are covered. All
well-known ports appear in SSL/TLS service ports, such as the most commonly
used ports: 80 (HTTP), 53 (DNS), et al. It is a sad finding for the SSL/TLS
service ports usage.
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5.2 Specific Well-Known Ports Analysis

We are curious about the SSL/TLS services running on these well-known ports.
In our paper, we select two kinds of typical well-known ports, 80 and 53, to
analyze their security risk.

Port 80 Analysis. It is well known that port 80 is allocated for HTTP service,
namely the web service, which is one of the most commonly used network service
by users. Therefore, we extract corresponding certificates separately according
to our datasets. After a coarse-grained analysis, we find that most connections
running over port 80 are confirmed to be connected with SAMSUNG service.
More than 86% connections are protected by two certificates, whose Subject
CN are “*.push.samsungosp.com” and “*.bigdata.ssp.samsung.com”, which may
indicate the message push and data uploading services of SAMSUNG smart
devices.

However, the more commonly used a port is, the easier it can be exploited by
malicious services. Combing with the malicious certificates’ server IP and server
Port listed in SSLBL, we find two types of “bad” SSL certificates run over
port 80 from our passive measurement, and the certificate information is listed
in Table 1. They use “localhost” or “localhost.localdomain” as their Common
Names, in order to hide their real malicious services.

Meanwhile, in our analysis, we find some cloud certificates are hosted on
port 80. The subject CN “sni77007.cloudflaressl.com” is selected to analyze the
cloud certificate, which is used by URL “https://www.us-proxy.org/”. Accord-
ing to our active analysis, it reveals that this certificate supports 69 domains,
which are presented in Fig. 3. We visit these domain names for active verification
and verify that these domains are really using the same CloudFlare certificate.
These domains are located in the Subject Alternative Name (SAN) [2] field in
a certificate. SAN is an extension to X.509 that allows various values (including
IP address, DNS names and so on) to be associated with a security certificate
using a subjectAltName field. An SSL/TLS certificate that uses an SAN field
can extend the domain name that this certificate supports so that a certificate
can support the resolution of multiple different domain names. Therefore, it
reveals that the cloud certificates could be shared by different kinds of SSL/TLS
services.

Currently, there are many cloud computing providers, like Amazon ec2,
Microsoft Azure, Cloudflare and so on. With the development of cloud services,
more and more SSL/TLS encrypted network services are hosted on these legal
cloud platforms. Therefore, when a user visits a website on the cloud, the certifi-
cate provided by the server during the SSL/TLS handshake is not the certificate
of the website, but the certificate provided by the cloud service provider. Even
though the malicious services host on the cloud services, we can not identify them
easily as they use the legal cloud resources. That is to say, only according to the
cloud certificate Common Names, we can’t get the real services under the cloud
certificates, only know which cloud service provider it belongs to. According to

https://www.us-proxy.org/
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Fig. 3. The SAN field of us proxy.
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Fig. 4. The top 10 port distribution of CloudFlare certificate.

the Malwarebytes blog in [15], the cloudflare SSL certificates are abused in phish-
ing scam and the original certificate was issued to “sni67342.cloudflaressl.com”
(Cloudflare). In the situation, many malicious applications could host their ser-
vices on various cloud platforms and use the legal “shell” of the cloud platform
to hide their behaviors.

Since cloud certificates provide an efficient way for malicious services, we
want to know which ports can be used by cloud certificates. We focus on the
analysis of CloudFlare certificates and the port distribution is shown in Fig. 4.
We detect almost 22268 different ports used by CloudFlare certificates based on
our passive measurement. Among them, there are 71 well-known ports and port
80 is the most frequently used by CloudFlare certificates.

Therefore, according to our measurement, some SSL/TLS services running
on port 80 may be a kind of normal application, like message push and data
uploading services of SAMSUNG. While, the port also can be exploited by mali-
cious services (like Gootkit C&C) and cloud certificate which could provide a
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new channel for malicious service also incline to use well-known ports. They hide
their true service behavior through this way.

Table 1. The malicious certificate information based on Port 80.

Subject common names Subject organization Subject email Malicious service

localhost My company Ltd. NULL Gootkit C&C

localhost.localdomain SomeOrganization root@localhost.
localdomain

Gootkit C&C

Port 53 Analysis. Port 53 is allocated for DNS service, which is an important
network service used for domain name resolution. Therefore, we want to know
why this port is also used by SSL/TLS. The certificates of port 53 (typically for
DNS) are extracted and analyzed. From the analysis of the Common Names,
we find that there are about 87.56% of certificates whose subject CNs are in
the style of “www.*.net” (e.g.,www.3hbgd654dfpl.net), and the issuer CNs are
in the style of “www.*.com” (e.g.,www.5hbdf654dcvh.com). At the same time, it
also found that port 23, port 20 and port 21 etc, all have this kind of certificate
Common Names and the percentage are relatively high (shown in Table 2).

Table 2. The percentage of “www.*.net” certificate on some well-known ports.

Port Typical port usage Percentage

53 Domain Name System (DNS) 87.56%

23 Telnet protocol 61.94%

20 File Transfer Protocol (FTP) data transfer 99.00%

21 File Transfer Protocol (FTP) control 91.78%

110 Post Office Protocol, version 3 (POP3) 88.10%

We analyze the kind of certificates in detail and extract the middle field of
the subject Common Names to analyze. For instance, the middle field is “abc”
in “www.abc.net”. We find that the middle field is generated randomly and the
length of the middle field is from 8 to 20 at large. According to the properties
of the Tor certificates described in [14], both the issuer and the subject of the
certificates use random Common Names consisting of the components www., a
random 8 to 20 letter base-32 encoded domain name, and a .com or .net ending.
Therefore, we can get that these kinds of certificates are used by Tor, which is
the most popular anonymous service system to keep users’ identity and location
private communicating.

Therefore, from the analysis results, we conclude that many well-known ports
are exploited by SSL services, like Tor. Although Tor services aim to protect the
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Fig. 5. The top 10 port distribution of Tor.

private and security of users, it is also not advisable to randomly occupy well-
known ports to communicate. Meanwhile, we can not get whether it is a kind
of normal Tor behavior. Therefore, we conduct an analysis of Tor services in
the following. Tor certificates are selected through pattern recognition of the
certificate Common Names. We explore the port distribution of the Tor service
and the top 10 ports used by Tor service are shown in Fig. 5.

We detect almost 6707 different ports used by Tor based on our passive
measurement. Among them, there are 88 well-known ports. The most usually
used port number of the Tor network is 9001, which is unofficial default port of
Tor network. Based on the measurement, as a kind of special and typical SSL
encrypted service, Tor makes use of diverse ports to serve their users.

According to the usage status of the Tor, we can infer that one SSL/TLS
service can select different ports to serve its users. This phenomenon will seriously
affect the normal use of network ports, resulting in the actual use of ports in a
chaotic state.

From the measurement and analysis of the specific well-known service ports,
we reveal some status quo of the SSL/TLS services ports usage in the wild, which
is shown in the following.

1. Using well-known service ports to escape is a common trick of malicious
applications, like port 80 is commonly used by malicious services.

2. Some SSL/TLS encrypted services exploit different ports to serve their com-
munications, like Tor, leading to serious port abuse situation.

From our analysis results, we can understand the security implications of ser-
vice ports. SSL/TLS services whether malicious or benign all can switch their
server ports or abuse well-known ports to escape detection or hide their behav-
iors. The port flux of the SSL services and the abuse of well-known ports will
bring a great challenge to the security and management of network ports.
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5.3 Port Analysis for Specific Certificates

SSL/TLS services are relying on the underlying X.509 certificate infrastructure
for authentication. There are a few different ways for us to obtain SSL/TLS
certificates, and depending on the budget, audience, and a few other factors, we
could choose between a commercial certificate, a new automated and free cer-
tificate, self-signed certificates, and so on. According to the method of obtaining
the free certificate, we focus on the self-signed certificate which is generated by
using the OpenSSL library, and the certificate which is signed by Let’s Encrypt
CA. Meanwhile, according to the validation method, SSL/TLS certificates can
be divided into three kinds: Domain Validation (DV) certificates, Organization
Validation (OV) certificates, and Extended Validation (EV) certificates. There-
fore, this section begins to explore the port behavior of these different kinds of
certificates.

Free Certificates. Using SSL/TLS Certificates issued from a trusted Certifi-
cate Authority eliminates scary browser security warnings, protecting customer
trust, as well as encouraging safe Internet behavior. However, with the devel-
opment of SSL/TLS certificate, different kinds of free certificates appeared. In
this section, we aim to analyze the port distribution of free certificate, which
contains the self-signed certificate and the certificate which is signed by Let’s
Encrypt CA.

Many organizations are tempted to use free SSL Certificates instead of those
issued and verified by a trusted Certificate Authority mainly because of the price
difference. Unlike CA issued certificates, self-signed certificates are free of charge,
are signed by themselves rather than by a trusted certificate authority and can
be made with the openssl command that ships with the OpenSSL library. Let’s
Encrypt(a free, automated, and open certificate authority) started issuing free
certificates to the public in December 2015, aiming to promote the populariza-
tion of SSL/TLS encryption services on the Internet with a free and automated
certificate issuing process.

Therefore, according to the certificate characteristic, we extract the self-
signed certificates and the Let’s Encrypt certificates from our datasets. The
certificate quantity and the server ports number are shown in Table 3. From the
results, it finds that although the number of self-signed certificates is not as large
as the number of Let’s Encrypt certificates, the number of ports for self-signed
certificates is almost twice the number of Let’s Encrypt certificate. It reveals the
number of server ports used by the self-signed certificate is very dispersed.

Table 3. The free certificates.

Type Server ports number Well-known
ports number

Certificate quantity

Self-signed certificate 62401 902 21.43%

Let’s encrypt certificate 31780 489 32.88%
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Fig. 6. The port distribution of free certificate.

Then, the port distribution of the two kinds of free certificates have been
analyzed. The percentage of port 443, well-known ports and the non-standard
SSL/TLS ports (which exclude all ports based on the SSL/TLS protocol) are
shown in Fig. 6. According to the comparison of the two kinds of free certificates,
we discover that almost 33% self-signed certificates use non-standard SSL/TLS
ports, but less than 1% to Let’s Encrypt certificates. And 98.13% Let’s Encrypt
certificates use port 443. Therefore, we can get that the port usage of self-signed
certificates is relatively random and chaotic, and the port use status quo of Let’s
Encrypt certificates is relatively good now.

For reasons of economy, convenience, and anonymity, self-signed certificates
are widely used in actual network environments. However, in the malicious cer-
tificate data set SSLBL, more than 95% of the certificates are self-signed certifi-
cates, which indicates that malicious SSL/TLS service incline to use self-signed
certificates. Meanwhile, the port behavior of self-signed certificates further con-
firms the insecurity of self-signed certificates, as the malicious service could use
the non-standard SSL/TLS ports to hide their traffic, which will bring great
difficult to identify malicious behavior.

Table 4. The DV, OV, EV certificates.

Type Server ports number Well-known
ports number

Certificate quantity

DV certificate 62875 429 8.73%

OV certificate 64389 269 0.97%

EV certificate 63029 252 0.56%
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DV, EV, OV Certificates. Although all SSL/TLS certificates are used to
protect and validate the communication data, an effective way to categorize them
is by validation method. Therefore, in this section, we focus on the analysis of
DV certificates, OV certificates and EV certificates.

DV (Domain validation) certificates are the most common type of SSL/TLS
certificate, and only verify domain ownership. OV (Organization validation) cer-
tificates require the validation of actual business, and provide more trust than
DV certificates. EV (Extended validation) certificates provide the maximum
amount of trust to visitors. Different network services often choose to apply for
different certification types under the condition of security and cost.

We extract the three types of certificates based on the issuer information. We
determine that the certificate belongs to an EV certificate, an OV certificate, or a
DV certificate based on the “Extended Validation”, “Organization Validation”,
and “Domain Validation” contained in its issuer field. Although this method
leaves out some certificates, it ensures maximum accuracy. The certificate quan-
tity and the server ports number are shown in Table 4. The result reveals that
there is not much difference in the number of server ports in the three types of
certificates, but there are more DV certificates than other certificates, which is
in line with our expectations as DV certificate is issued quickly and at a low
price. And in the well-konwn ports, port 80 and port 25 is used most by the
three types of certificates.

According to the strictness of validation method, the EV certificate is the
most expensive, secure and credible among the three certificates, and it should
have a better performance on port usage. However, from the port distribution
result of DV, OV, EV certificates which is shown in Fig. 7, EV certificates are
the worst in port performance, almost 50% EV certificates use non-standard
SSL/TLS ports, which is beyond our expectations. Through the analysis of the
subject information of EV certificates who use non-standard SSL/TLS ports,
most of the certificates are used by Apple service, like “secure.store.apple.com”,
“setsupport.apple.com”, “itunes.apple.com” and so on. The phenomenon indi-
cates that some large service company incline to use EV certificates to protect
their communication, but not use standard SSL/TLS ports. Although such ser-
vice may be normal service, it still causes confusion in the use of ports.

In this work, the measurement and analysis of SSL/TLS service ports usage in
the wild is completed. In order to strengthen the network security management,
we conclude some recommendations. In terms of service port, network manager
should not ignore the use of well-known ports, as some malicious services incline
to use well-known ports to evade auditing. In terms of SSL/TLS certificate,
it is particularly necessary to strengthen the management of the port usage
of various certificates to prevent malicious exploitation, especially self-signed
certificates and EV certificates. Meanwhile, network manager should strengthen
the management of cloud services platform to prevent exploitation by malicious
services.
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Fig. 7. The port distribution of DV, EV, OV certificate.

6 Conclusion

In this work, we have successfully completed the in-depth measurement study
of the SSL/TLS service ports by performing passive measurement on 100 Gbps
network over one year. Our study investigates the SSL/TLS service ports and
shows the complete view of the SSL/TLS services port usage in the wild. We find
that all available TCP ports are used by SSL/TLS services, and some services
whether malicious or benign could switch their service ports or abuse well-known
ports to hide their behaviors. By analyzing the service ports of different kinds
of free certificates, we find that Let’s Encrypt certificates perform better in port
usage than the self-signed certificates. Among DV, OV, and EV certificates, EV
certificates have the worst performance on the port behavior, which exceeded
our expectations. Meanwhile, the potential threats in SSL/TLS service ports
usage are presented and the implications of our results are discussed. We believe
our analysis will provide direction information for future decisions of SSL/TLS
service ports usage.
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Abstract. In this paper, we have studied the secrecy precoder design
problem for a k-user multiple-input multiple-output (MIMO) interfer-
ence channel (IFC), where an external eavesdropper intends to wiretap
one of the legitimate wireless links. By adopting the “maxmin” fairness
criteria, we define the secure precoding problem as an achievable secrecy-
rate maximization problem, which is inherent nonconvex and pretty hard
to deal with. To tackle the inherent complexity, we recast the origi-
nal nonconvex problem into a difference-of-convex (DC) programming
problem through a series of equivalent transformations. Based on these
endeavors, a coordinated iterative precoding algorithm is designed to
solve the achievable secrecy rate maximization problem within the frame-
work of successive convex approximation (SCA) method. The basic idea
of the proposed SCA method consists in recasting the DC-programming
problem into a series of convexified subproblems, where the nonconvex
parts of it are linearized to their first-order Taylor expansion. Moreover,
in order to ensure the convergence of the proposed iterative algorithm, a
regularization method based on the proximal point idea is also employed.
Numerical simulations further show that our algorithm can achieve a sat-
isfactory performance on the premise of ensuring convergence.

Keywords: MIMO precoding · Interference channel · Physical layer
security · Successive convex approximation

1 Introduction

From a mathematical point of view, many real communication scenarios can
be modeled as the interference channels (IFCs), where multiple uncoordinated
communication links share the same radio spectrum at the same time. With
multiple-input multiple-output (MIMO) having become a key technology for the
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fifth-generation mobile networks, i.e., 5G, the researches concerned on MIMO
IFCs have gained considerable attention, refer to [1–4] and their references. On
the other hand, there are also extensive interests in utilizing the extra bene-
fits, i.e, the spatial degree-of-freedom (DoF), provided by MIMO technology to
enhance the secrecy capabilities of pervasive wireless communication [5–7]. Nat-
urally, it has become a critical issue to model and analyze physical layer security
(PLS) performance for the MIMO IFCs [8,9].

In this work, we center on the design problem of secure precoding for a k-user
MIMO IFC, where an external eavesdropper aims to wiretap one of the k legiti-
mate wireless links. Here, we assume that the k legitimate transmitters simulta-
neously transmit independent messages to their corresponding receivers, while
attempting to remain confidential to the external eavesdropper. In this setup,
it is further assumed that all the transmitters, the receivers and the external
eavesdropper are equipped with multiple antennas. Hence, our problem setup
naturally constitutes a MIMO interference wiretap channel. By adopting the
“maxmin” fairness criteria, the secrecy precoder design problem is defined as
an achievable secrecy rate maximization problem, which subjects to individual
transmit power budget allocated for each transmitter. However, the proposed
problem is non-smooth and nonconvex and pretty hard to deal with.

To tackle the inherent complexity, we first resort to the epigraph optimiza-
tion technique and equivalently relax the formulated problem to a smooth prob-
lem. Then, we recast the original nonconvex problem into a DC programming
problem by a series of equivalent mathematical transformations. Based on these
endeavors, a coordinated iterative precoding algorithm is designed to solve the
achievable secrecy rate maximization problem within the framework of succes-
sive convex approximation (SCA) method [10,11]. The basic idea of the proposed
SCA method is recasting the DC-programming problem into a sequence of con-
vexified subproblems, where the nonconvex parts of it are linearized to their
first-order Taylor expansion. Moreover, in order to ensure the convergence of the
proposed iterative algorithm, a regularization method based on the proximal
point thought is also employed here. Numerical simulations further show that
our algorithm can achieve a satisfactory performance on the premise of ensuring
convergence.

Notations: Bold uppercase letters denote matrices and bold lowercase letters
denote vectors; Cm×n defines the space of all m × n complex matrices; A � 0
means that the matrix A is positive semidefinite; Hermitian transpose of matrix
A is represented as AH ; inverse of matrix A is represented as A−1; determinant
of matrix A is denoted as |A|; trace of matrix A is denoted as Tr(A); and log(·)
denotes the natural logarithm.

2 System Model and Problem Formulation

This work studies the design problem of secure precoding for a k-user MIMO
IFC. The system considered here is composed of k legitimate wireless links (Alice-
to-Bob) and an external eavesdropper (Eve). As presented in Fig. 1, Alice, Bob,
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and Eve are all mounted with multiple antennas. We assume that each trans-
mitter (Alice) aims to communicate confidential messages with its corresponding
receiver (Bob), respectively, in the presence of an external eavesdropper (Eve),
and further assume that Bob i only interests in the message sent by Alice i.
However, Eve may have a general interest to wiretap the message transmitted
by every one of the k transmitters. It is further assumed that all transmitters
have Nt antennas, all receivers have Nr antennas, and Eve is enabled with Ne

antennas.

Fig. 1. System model of a k-user MIMO interference wiretap channel.

Here, it is assumed that a quasi-static frequency-flat fading communication
environment for all wireless transmit links. The vector-valued signal received by
Bob i is given as

yi =
k∑

j=1

Hjixj + ni,∀i ∈ K, (1)

where xj ∈ C
Nt×1 is the signal vector transmitted by Alice j, Hji ∈ C

Nr×Nt

denotes the complex channel matrix from Alice j to Bob i, ni ∈ C
Nr×1 is

additive Gaussian noise vector received by Bob i, and the user set K is defined
as K = {1, 2, · · · , k}.

Then, the achievable data rate of the ith legitimate wireless link can be given
in the following formula

Rb
i (Q) = log

∣∣I + HH
ii Z

−1
i HiiQi

∣∣ ,∀i ∈ K, (2)

where Qi is the transmit covariance matrix, i.e., the precoding matrix, of Alice
i, and Q denotes the profile of precoding matrix of all transmitters, which is
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framed as Q = {Qi}ki=1. Zi is the covariance matrix of the additive noise plus
all interference received by Bob i, which is defined in the following formula

Zi =
k∑

j �=i

HjiQjH
H
ji + Ni,∀i ∈ K, (3)

where Ni is the covariance matrix of additive noise vector received by Bob i.
On the other hand, the vector-valued signal received by Eve can be written

in the following formula

ye =
k∑

j=1

Hjexj + ne, (4)

where xj ∈ C
Nt×1 is the signal vector transmitted by Alice j, Hje ∈ C

Ne×Nt

denotes the complex channel matrix from Alice j to Eve, and ne ∈ C
Ne×1 is

additive Gaussian noise vector received by Eve.
Then, the achievable data rate of the ith Alice-to-Eve wiretap link can be

given as
Re

i (Q) = log
∣∣I + HH

ieN
−1
e HieQi

∣∣ ,∀i ∈ K, (5)

where Ne is the covariance matrix of the additive noise vector received by Eve.
Note that, we consider a worst-case scenario here, that the external eavesdrop-
per can remove all multiuser interference by using the successive interference
cancelation (SIC) technique.

Therefore, the achievable secrecy data rate of the ith legitimate wireless link
can be given as

Rs
i (Q) = [Rb

i (Q) − Re
i (Q)]+, (6)

where [·]+ denotes the Euclidean projection onto R
+. With the “maxmin” fair-

ness criteria being adopted, the achievable secrecy rate maximization problem
for the proposed MIMO IFC system can be formally formulated as

(P1) : max
Q

min
i

Rs
i (Q)

s.t. Tr(Qi) ≤ Pi,Qi � 0,∀i ∈ K,
(7)

where Pi denotes the maximum transmit power budget allocated for Alice i.
Note that, problem (P1) is non-smooth and of notoriously nonconvex com-

plexity, which is pretty hard to solve directly. As shown in the next section,
such a problem can be reformulated as a DC programming problem, through
some equivalent mathematical transformation, which can be iteratively solved
by employing the famous SCA method.

3 Coordinated Iterative Precoding Algorithm

In this section, a coordinated iterative precoding algorithm is designed within
the framework of the SCA method. Moreover, a regularization method based on
the proximal point idea is also pursued to ensure the convergence of the proposed
algorithm.
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3.1 Algorithm Design

By introducing a slack variable, i.e., t > 0, problem (P1) can be equivalently
reformulated as the following epigraph optimization problem [12]

(P2) : max
Q ,t

t

s.t. Rb
i (Q) − Re

i (Q) ≥ t, t > 0,

Tr(Qi) ≤ Pi,Qi � 0,∀i ∈ K.

(8)

Note that, problem (P2) is exactly equivalent to problem (P1), the difference
between (P1) and (P2) is only in the mathematical form. However, this simple
transformation from (P1) to (P2) changes problem (P2) into a smooth problem
and opens the way for further mathematical transformation.

To proceed, we further define the following two auxiliary functions

φi(Q) = log
∣∣HiiQiH

H
ii + Zi

∣∣ ,

ϕi(Q) = log
∣∣I + HH

ieN
−1
e HieQi

∣∣ + log |Zi| .
(9)

Note that, φi(Q) and ϕi(Q) are both concave with respect to Q. Then, problem
(P2) can be equivalently reformulated in the following optimization problem

(P3) : max
Q ,t

t

s.t. φi(Q) − ϕi(Q) ≥ t, t > 0,∀i ∈ K,

Tr(Qi) ≤ Pi,Qi � 0,∀i ∈ K.

(10)

Thus, we have formulated a DC programming problem. And, the difficult in
solving problem (P3) lies in the constraints φi(Q) − ϕi(Q) ≥ t, t > 0,∀i ∈ K.

According to the formula proposed in [13], the first-order differential of the
concave function ϕi(Q),∀i ∈ K can be calculated as

dϕi(Q) =
k∑

j �=i

Tr(HH
jiZ

−1
i HjidQj) + Tr(HH

ieR
−1
ie HiedQi). (11)

Here, the intermediate parameter matrix Rie is defined in the following formula

Rie = HieQiH
H
ie + Ne, (12)

where Ne is the covariance matrix of additive noise vector received by Eve.
Then, with a given point Qv which is feasible to problem (P3), the concave

function ϕi(Q),∀i ∈ K can be locally linearized to

ϕi(Q) ∼= ϕi(Qv) +
k∑

j=1

Tr[Dij(Qj − Qv
j )] � ϕi(Q), (13)
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Algorithm 1. Iterative precoding algorithm for solving problem (P1).

1: initially set k, Hi, Pi, ∀k ∈ K, He, Q
v, and v = 0.

2: repeat

3: compute Re and Zi, ∀i ∈ K with Qv according to formulae (12) and (3).

4: compute Dij(Q
v), ∀i, j ∈ K according to formula (14).

5: compute Q by solving problem (P4) with CVX solver

6: update v = v + 1, and Qv = Q.

7: compute R(Qv) = min
i

Rs
i (Q

v), ∀i ∈ K.

8: until the termination criteria are satisfied.

9: return Qv and R(Qv).

which is further denoted as ϕi(Q). Here, the intermediate parameter matrix Dij

can be computed as

Dij =

{
HH

ieR
−1
ie Hie, if j = i,

HH
jiZ

−1
i Hji, if j �= i,

(14)

where the process parameter matrices Re and Zi,∀i ∈ K are all computed with
Qv. Note that, the function ϕi(Q),∀i ∈ K is a linear approximation of the
concave function ϕi(Q),∀i ∈ K. Thus, we always have the following inequality

ϕi(Q) � ϕi(Q),∀i ∈ K, (15)

due to the concavity of the function ϕi(Q),∀i ∈ K.
Therefore, with the given point Qv, problem (P3) can be locally convexified

to the following optimization problem

(P4) : max
Q ,t

t

s.t. φi(Q) − ϕi(Q) ≥ t, t > 0,∀i ∈ K,

Tr(Qi) ≤ Pi,Qi � 0,∀i ∈ K.

(16)

Note that, problem (P4) is convex and can be solved by a standard convex
programming algorithm in polynomial time, e.g., with CVX solver [14]. Thus,
a coordinated iterative precoding algorithm, proposed as Algorithm 1, can be
framed based on the following dynamic: with a feasible solution Qv obtained
in the vth iteration, the next feasible solution Qv+1 can be obtained by solving
problem (P4) in the (v + 1)th iteration. Obviously, Algorithm 1 is designed
in a centralized fashion, and practical implement of it needs deep cooperation
between all legitimate transmitters, which is the reason that it being named as
“coordinated iterative precoding algorithm”.
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3.2 Convergence Analysis

Because problem (P1) is inherent nonconvex, the convergence property of Algo-
rithm 1 with local Linearization has to be analytically established, which is
elaborated in the following theorem.

Theorem 1. Suppose that problem (P4) is strictly convex with respect to Q,
then, starts from any feasible solution Qv, the running of Algorithm 1 must
converge to a feasible solution to problem (P1) by solving problem (P4) in an
iterative way.

Proof. According to the concavity of auxiliary function ϕi(Q),∀i ∈ K, the fol-
lowing inequality

ϕi(Q) � ϕi(Q),∀i ∈ K (17)

always holds. It is thus concluded that the following constraint condition of
problem (P4) is always stricter than that of problem (P3)

φi(Q) − ϕi(Q) ≥ t,∀i ∈ K. (18)

Thus, we can draw a conclusion that any feasible solution of problem (P4) must
be a feasible solution of problem (P3), because problem (P3) is exactly equivalent
to problem (P1).

Let R̃s
i (Q|Qv) denote the objective function of problem (P4), which is the

concave surrogate of Rs
i (Q), i.e., the objective function of problem (P1). Then,

consider the update dynamic of Algorithm 1

Qv+1 = arg max
Q

min
i

R̃s
i (Q|Qv). (19)

Then, we can come to a conclusion that the following inequality always holds

min
i

R̃s
i (Q

v+1) ≥ min
i

Rs
i (Q

v). (20)

Note that, the above inequality results from the strict convexity of problem
(P4), which is the preconditions of this theorem.

On the other hand, we can also have the following inequality according to
the inequality in formula (17)

min
i

Rs
i (Q

v+1) ≥ min
i

R̃s
i (Q

v+1). (21)

Then, we can have the following inequality relationship by combining the
formulae (20) and (21)

min
i

Rs
i (Q

v+1) ≥ min
i

Rs
i (Q

v), (22)

which means that the sequence R(Qv) obtained by employing Algorithm 1 is
always monotonically non-decreasing.
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Under limited transmit power constraints, we can come to a conclusion that
the sequence R(Qv) is always upper bounded, i.e.,

R(Qv) ≤ min
i

Rs
i (Q

∗), (23)

where R(Q∗) is the maximum value obtained under given transmit power bud-
gets. Therefore, the convergence property of Algorithm 1 is guaranteed, because
a monotonically non-decreasing sequence that is upper bounded always con-
verges.

Meanwhile, we can also draw a conclusion that there must exist a limit point
of sequence Qv, which is generated by running Algorithm 1. Moreover, the limit
point must constitute a stationary point of problem (P4). Because the stationary
point of problem (P4) is also a maxima of problem (P1), the limit point of
sequence Qv must form a feasible solution to problem (P1).

Hence, it can be concluded that Algorithm 1 will always converge to a feasible
solution to problem (P1) under the precondition that problem (P4) is strictly
convex over Q.

According to Theorem 1, we can draw a conclusion that the convergence of
Algorithm 1 is centered on the precondition that problem (P4) is strict convex.
However, such a precondition isn’t always met, especially when some of the wire-
less channels of above-mentioned MIMO IFC systems are rank deficit. Therefore,
we will resort to a regularization method in the next subsection, which is based
on the proximal point thought, to ensure the strict convexity of problem (P4)
and thus ensure the convergence of Algorithm 1.

3.3 Regularized Iterative Precoding Algorithm

The regularization method based on the proximal point thought consists in uti-
lizing a quadratic term to penalize the constraints condition of problem (P4),
and thus guarantee the strict convexity of it. Mathematically, the above idea can
be formally written as the following convex problem

(P5) : max
Q ,t

t

s.t. φi(Q) − ϕ̃i(Q) ≥ t, t > 0,∀i ∈ K,

Tr(Qi) ≤ Pi,Qi � 0,∀i ∈ K,

(24)

where the surrogate function ϕ̃i(Q) is introduced by using the quadratic regu-
larization term. Specifically, the modified function is given as

ϕ̃i(Q) = ϕi(Q) + τ ||Q − Qv||2F , (25)

where τ > 0 is a small number used to constrain Q keeping “close” to Qv. The
strict convexity of problem (P5) is thus guaranteed, because the Frobenius norm
is always strict convex. Moreover, the strict convexity is obtained requiring no
special restrictions on the proposed MIMO IFC system.
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The regularized iterative precoding algorithm based on the idea of proximal
point can also be presented in the framework of Algorithm 1, only problem (P4)
being replaced with problem (P5). However, the regularized iterative precoding
algorithm is hereafter named as Algorithm 1 (P) to avoid some ambiguity. The
convergence property of the resultant Algorithm 1 (P) will be analyzed in the
following theorem.

Theorem 2. Because the strict convexity of problem (P5) is ensured by the reg-
ularization term, Algorithm 1(P) must converge to a feasible solution to problem
(P1) by solving problem (P5) in an iterative way.

Proof. Because problem (P5) is strict convex by adding a regularization term
composed of Frobenius norm, the precondition of Theorem 1 is thus guaranteed.
Then, according to analysis process of Algorithm 1, which is detailed in The-
orem 1, we can draw a conclusion that the convergence property of Algorithm
1 (P) is guaranteed.

Suppose that the sequence Qv is generated by running Algorithm 1 (P). Then,
we can draw a conclusion from the analysis presented in Theorem 1, that the
limit point of Qv must be a stationary point of problem (P5). Meanwhile, we
also have

lim
v→∞ ||Qv+1 − Qv||2F = 0, (26)

which means that the limit point of sequence Qv also constitutes a stationary
point of problem (P4), sine regularization term is approaching to zero when Qv

approaching to the limit point. Thus, the limit point of sequence Qv, which is
generated by running Algorithm 1 (P), must be a feasible solution to problem
(P1).

Therefore, we can draw a conclusion that Algorithm 1 (P) must converge to
a feasible solution to problem (P1).

According to Theorem 2, we can come to a conclusion that Algorithm 1 (P)
always converges to a feasible solution to problem (P1) with guaranteed conver-
gence. However, a possibly slower convergence rate is the price to pay for the
guaranteed convergence, which is common to the regularization method and will
be further demonstrated by numerical simulations in the next section.

4 Numerical Simulations

In this section, the proposed algorithm is intensively investigated via numerical
simulations.

The simulation condition is assumed that there are k = 3 Alice-to-Bob wire-
less links, and the transmit power budget of all transmitters are set to be equal,
i.e.,

Pi = P,∀i ∈ K.
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The elements of the channel matrices Hij ,∀i, j ∈ K are all set to be i.i.d. ZMC-
SCG random variables. And, the variances of these matrices’ elements are further
set to be

σ2
ij = 1, if i = j,

σ2
ij = 0.25, other.

The elements of the channel matrices Hie,∀i ∈ K are also set to be i.i.d. ZMC-
SCG random variable, and the variances of these matrices’ elements are given
as

σ2
ie = 0.25,∀i ∈ K.

Moreover, the element of the additive noise ni,∀i ∈ K and ne are all set to be
i.i.d. ZMCSCG random variables with unit variance.

The convergence property of Algorithm 1 (P) is presented in Fig. 2, and the
simulation result is obtained by setting P = 1 and Nt = Nr = Ne = 2. This
figure shows that Algorithm 1 (P) converges quite quickly, e.g., in no more than
6 iterations, to a common solution under different τ . It is also shown that the
convergence rate is slightly slower when τ becomes larger, which is the price to
pay for the ensuring convergence as detailed in Theorem 2.
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Fig. 2. The convergence property of Algorithm 1 (P) under different τ .

The achievable secrecy rate achieved with Algorithm 1 (P) is demonstrated in
Fig. 3, which is achieved by setting τ = 0.01 and Nt = Nr = 2. This figure shows
that the achievable secrecy rate of the proposed MIMO IFC system increases
with Alice’s transmit power budget in a nonlinear way, and the performance is
dramatically decreased when the power of Eve becomes stronger, i.e., when Ne

becomes larger.



574 B. Fang and W. Shao

−10 −5 0 5
0.2

0.4

0.6

0.8

1

1.2

1.4

Transmit power budget of Alice (dB)

A
ch

ie
va

bl
e 

se
cr

ec
y 

ra
te

 (
np

s/
H

z)

Ne=2

Ne=3

Ne=4

Fig. 3. The achievable secrecy rate versus Alice’s transmit power budget P.

5 Conclusion

In this paper, we have studied the design problem of secure precoding for a k-
user MIMO interference channel. By adopting the “maxmin” fairness criteria, the
secure precoding problem is defined as an achievable secrecy rate maximization
problem, which is nonconvex and non-smooth in nature. To tackle the inherent
complexity, we recast the formulated problem into a DC programming problem
by a series of equivalent mathematical transformations. Using the successive
convex approximation method as a corner stone, a coordinated iterative precod-
ing algorithm is developed by solving a sequence of convexified subproblems. In
order to ensure the accuracy convergence of the proposed iterative algorithm,
a regularization method based on the proximal point thought is also pursued.
Numerical results further show that our algorithm can converge quickly to a
feasible solution on the premise of ensuring convergence.
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Abstract. Channel is important for the wireless communication system. The
channel in high-speed railway is rapid time-variation and non-stationary. This
papers discusses the channel characteristic in open space scenario, and defines 4
patterns. Furthermore a channel pattern recognition algorithm is proposed using
k-nearest neighbor method. Simulation results show that the proposed method
performs well with high accuracy and robust.

Keywords: Channel · Pattern recognition · k-nearest neighbor (kNN) ·
High-speed railway

1 Introduction

In recent years, the high-speed railway achieves good development, especially in China.
By the end of 2018, China has the longest high speed railway network in the world
over 29, 000 km, accounting for about two-thirds of the world’s high-speed railway
tracks in commercial service. Millions of passengers travel by high-speed railway every
day, and the demand of high network capacity and reliable communication services
has been growing rapidly. Thus, high-speed railway scenarios are the most important
scenarios for wireless communication system, such as LTE and fifth generation (5G)
communication systems, and dedicatedwireless communication system, such asGSM-R
and LTE-R [1–4].

Channel is of vital importance for a communication system. In high-speed railway,
users have usually experienced that the throughput declines rapidly and the quality of
transmission deteriorates seriously, which have become urgent problems to be solved.
The reliable knowledge of the wireless channel characteristic is the foundation of the
design and optimization of wireless communication system [5]. Due to the significance
of this topic, channel characteristic in the high-speed railway have attracted more and
more attention.

The wireless communication in high-speed railway has the unique channel charac-
teristic, as shown below:
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(1) Due to the large Doppler shift is caused by high speed moving, and the channel
state is rapidly time-varying [6–8].

(2) Due to the switch of the propagation condition, the channel doesn’t satisfy the
stationary assumption any more, which means the channel parameters vary with
time, thus it cannot improve estimation accuracy of channel parameter with time
average [9, 10].

(3) Themoving direction and velocity of the train don’t change rapidly, thus thewireless
channel has obvious pattern characteristic, and can be predicted in a certain extent.

According to the characteristic mentioned above, the channel pattern recognition
method based on the k-nearest neighbor (kNN) algorithm is proposed in the paper for
the open space scenario. By the channel pattern recognition, we can make the channel
prediction in further.

The remainder of the paper is organized as follows. Section 2 introduces the 3GPP
high speed train (HST) channelmodel and discuss the patterns ofDoppler shift. Section 3
discusses the kNN algorithm for channel patterns recognition. The simulation results
are shown in Sect. 4. Finally, we draw some conclusions in Sect. 5.

2 Wireless Channel in High-Speed Railway

For the high-speed railway, 3GPP RAN4 have defined 4 scenarios, including scenario 1
(open space SFN), scenario 2 (tunnel), scenario 3 (relay in open space) and scenario 4
(traditional public network scenario), shown as Table 1 [11, 12].

Table 1. Summary of high-speed railway scenarios.

Scenarios Cell diameter Hop

1: Open space SFN 2 km−3 km 1 hop

2d: Tunnel SFN 1 km 1 hop

2e: Tunnel multi-antenna – 1 hop

2f: Tunnel SFN CPE 2 km 1 hop

2g: Tunnel: Leaky cable to UE – 1 hop

4: Public network 3 km 1 hop

2a: Tunnel SFN- RP;
RP –UE with leaky cable

6 km 2 hops

2b: Tunnel: RRH with different id- RP;
RP –UE with leaky cable

3 km 2 hops

2c: Leaky cable in tunnel- RP;
RP –UE with leaky cable

1.5 km 2 hops

3: Open space eNB- RP;
RP –UE with leaky cable

5 km 2 hops
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Many channel models have been proposed for each scenario. For example, single-tap
and two-tap HST channel model has been approved by 3GPP for open space scenario,
and Ricean channel model for the tunnel with leaky cable scenario. In this paper, we
focus on the open space scenario. The single-tap HST channel model is defined as below
[13].

Due to the high speed moving of the train, the Doppler shift has severely impact on
the performance of communication system. Thus, only the Doppler shift of the signal
from the nearest Remote Radio Head (RRH) is considered in the single-tap channel
model. The Doppler shift is calculated as:

fd(t) = f
v

c
cos θ(t) (1)

where f is carrier frequency, v is the velocity of the train, c is light speed, θ is the angle
between the LoS path and moving direction, and

cos(θ(t)) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0.5Ds−vt√

D2
min+(0.5Ds−vt)2

, 0 < t ≤ Ds
v

−1.5Ds+vt√

D2
min+(−1.5Ds+vt)2

, Ds
v

< t ≤ 2Ds
v

cos θ(t mod ( 2Ds
v

)), t > 2Ds
v

(2)

where Ds is the distance between two neighbor RRHs, Dmin is RRH railway track
distance, shown as Fig. 1.

BBU

Dmin

RRH1 RRH2 RRH3 RRHN

Ds

Fig. 1. Single-tap HST channel model

As shown in the Fig. 2, there are 4 variation patterns of the Doppler shift. In the
pattern 1, the Doppler shift keeps almost constant positive value; In the pattern 2, the
Doppler shift hops from negative value to positive value (the change rate of Doppler
shift up to 2000 Hz/s); In the pattern 3, the Doppler shift keeps almost constant negative
value; In the pattern 4, the Doppler shift hops from negative value to positive value.

The patterns are very important in the channel parameters estimation. For example,
in the pattern 1 and 3, the receiver can take the time average to reduce measurement error
of Doppler shift, but in the pattern 2 and 4, it doesn’t work. Thus, the pattern recognition
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Fig. 2. Doppler shift of single-tap HST channel model (f = 1890 MHz, v = 350 km/h, Ds =
1000 m, Dmin = 30 m)

is essential for the Doppler shift estimation. Clearly, the pattern recognition between
pattern 1 and 3 is a piece of cake. And the pattern recognition between pattern 2 and 4 is
similar. Thus, the paper focuses on the recognition between pattern 1 and 2, and define
the zones of pattern 1–4 as follow:

Zone of pattern 1: [0, 0.5Ds − 4Dmin) and [1.5Ds + 4Dmin, 2.0Ds]
Zone of pattern 2: [0.5Ds − 4Dmin, 0.5Ds + 4Dmin)
Zone of pattern 3: [0.5Ds + 4Dmin, 1.5Ds − 4Dmin)
Zone of pattern 4: [1.5Ds − 4Dmin, 1.5Ds + 4Dmin)

3 Pattern Recognition Based on KNN Algorithm

Pattern recognition is an important topic and widely used in many areas such as speech
and character recognition, medical diagnosis, remote sensing, and etc. KNN is one of
the most popular classification algorithms in pattern recognition, machine learning, and
data mining, which assume that data which are close together based upon some metrics,
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such as Euclidean distance, more likely belong to the same category. Thus KNN searches
for the group of K objects in the closest training data (similar) to objects in new data or
data testing [14–16].

(1) Training data set

In the KNN algorithm, suppose that a training data set
{(
X̄i , pi

)}
with M elements,

where each element consists of an object vector X̄i with its classification label pi, where
pi = −1 and +1 corresponding to the pattern 1 and pattern 2.

The training data set is generated as Eqs. (1) and (2). The parameter f is known to
the receiver, and Ds only changes the cycle of the Doppler shift instead of the pattern
recognition. And the v and Dmin will be set according to the rail, shown as Table 2. The
Each object vector X̄i consist of L continuously Doppler shift measurement values with
measurement interval �t.

Table 2. The parameters of the training set.

Parameter Value

f (MHz) 1890

v(km/h) 40, 60, 80, 100, 120, 160, 200, 250, 300, 350

Dmin(m) 20, 30, 40, 50

Ds(m) 1000

�t (ms) 10

(2) The distance between test vector and training vector

We also have a test set
{(

Ȳ j , p′
j

)}
, j = 1 . . . N of N test vector Ȳ j with unknown

pattern label p
′
j . Our goal is to calculate the Euclidean distance between the test vector

Ȳ j and the training vector X̄i .
Generally the Euclidean distance formula is used to define the distance between the

training data and testing data. However, the test vector may be shorter than the training
vector, the modified Euclidean distance with sliding is applied,

d
(
X̄i , Ȳ j

) = min
τ

√
√
√
√

L∑

n=1

(
xi,n+τ − y j,n

)2 (3)

where xi,n and y j,n are the elements of X̄i and Ȳ j .
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(3) Pattern recognition

Find theK closest vectors of the training set, namely X̄ ′
i , and adopt the distance-weighted

criterion

C j =
∑

K

1

d
(
X̄ ′
i , Ȳ j

) pi (4)

Thus, the label p′
j of the test vector Ȳ j is determined by

p′
j =

{
1 i f C j ≥ 0

−1 i f C j < 0
(5)

Now, we have achieved the pattern recognition for the test vector.

4 Simulation Results

To evaluate the performance of proposed pattern recognition algorithm, we conduct
several experiments with the simulation parameters shown in Table 3. And we assume
the error of Doppler shift measurement is the Gaussian distribution with zero mean and
standard deviation σ fd.

Table 3. Simulation parameter.

Parameter Value

Frequency f (MHz) 1890

v (km/h) 350

Number of the testing data N 10000

Doppler Measurement interval �t (ms) 10

K 3, 4, 5, 6

σ fd(Hz) 0, 10, 20, 40, 70, 100

L 20, 30, 40, 50, 70

Dmin(s) 30, 60, 70, 80, 90, 100

The recognition error rate with K is shown as Fig. 3. We can see the recognition
error rate varies with the K. When K = 3 and 4, the recognition error rate of pattern 1
is higher, whereas the recognition error rate of pattern 2 is higher when K = 5 and 6.
Furthermore, there is a smaller gap between the recognition error rate of pattern 1 and
pattern 2 when K = 3. Thus, the K is set to be 3 in the following simulation.

The recognition error rate with various σ fd is shown as Fig. 4. We can see the
recognition error rate is approximated to 0when σ fd is nomore than 40Hz, and increases
with σ fd, in which the recognition error rate of pattern 1 increases faster than pattern 2.
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Fig. 3. The recognition error rate with K (L = 50, σ fd = 70 Hz, Dmin = 30 m).

Fig. 4. The recognition error rate with various σ fd (L = 50, Dmin = 30 m).

For example, when σ fd = 70 Hz the recognition error rate of pattern 1 is 0.25%, but the
recognition error rate of pattern 2 is only 0.1%. Since the σ fd of LTE system is below
40 Hz in practice, the presented algorithm will work very well.

As shown in Fig. 5, the recognition error rate is close to zero when L is greater than
50. And the recognition error rate increase with the decease of the L. For example the
recognition error rate of pattern 1 is 8.3, and the recognition error rate of pattern 2 is
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0.1% when the L is 30. Clearly the length of the testing data L is higher, the recognition
error rate is smaller, but the complex and processing delay are higher. Thus, the L is
recommended as 50.

Fig. 5. The recognition error rate with various length of the testing data (σ fd = 40 Hz, Dmin =
30 m).

Fig. 6. The recognition error rate with various Dmin (σ fd = 40 Hz, L = 50).

In the rail, theDmin is usually 20–50m, and the training set is generated in this range.
However, the Dmin may be greater than 50 m in some case. The recognition error rate
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is shown as Fig. 6 for such a case. It can be seen, the recognition error rate of pattern 1
increase faster than that of pattern 1. For example, when Dmin = 100 m, the recognition
error rate of pattern 1 is 0.3%, but the recognition error rate of pattern 2 is 8.3%. It shown
the algorithm requires further optimization for the high Dmin.

5 Conclusion

The channel pattern recognition is crucial to the communication system. In the paper,
we discuss the channel pattern in the open space scenario, and propose a channel pattern
recognition method based on the KNN algorithm for channel pattern recognition. The
simulation results show the pattern recognitionmethod has high accuracy and robustness,
can satisfy the demand of the receiver in high speed rail.

Acknowledgments. This work was supported the Fundamental Research Funds for the Central
Universities (2018JBM079).
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Abstract. This paper studies the price-based power control strategies
for non-orthogonal multiple access (NOMA) based cognitive radio net-
works. The primary user (PU) profits from the secondary users (SUs)
by pricing the interference power made by them. Then, SUs cooperate
to maximize their total revenue at the base station (BS) with succes-
sive interference cancellation (SIC) while considering their payoff to the
primary user. The pricing and power control strategies between the PU
and SUs are modeled as a Stackelberg game. The closed-form expression
of the optimal price for the non-uniform pricing scheme is given. The
computational complexity of the proposed uniform-pricing algorithm is
only linear with respect to the number of SNs. Simulation results are
presented to verify the effectiveness of our proposed pricing algorithm.

Keywords: Non-orthogonal multiple access · Cognitive radio
network · Successive interference cancellation · Stackelberg game

1 Introduction

With the rapid development of wireless communications and the growing short-
age of spectrum resources, cognitive radio has been proposed to improve spec-
trum and energy efficiency by sharing the spectrum of primary users (PUs) with
secondary users (SUs) in future network [1–3]. Besides, non-orthogonal multiple
access (NOMA) technology is another promising technique to improve spectrum
efficiency and support the great traffic volume in the fifth generation (5G) Net-
work [4–6]. In the underlay based CR network, SUs can access the spectrum
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owned by PUs if the interference power (IP) from the SUs to the PU’s receiver
under interference temperature power (ITP) limit. Furthermore, the NOMA
technique can be used in underly CR networks to improve the system perfor-
mance of SUs because the interference power from weak SU can be canceled at
the based station.

There are many studies focus on CR-NOMA system [7–11]. In [7], the authors
proposed cooperative relaying strategies to address inter-network and intra-
network interference in cognitive NOMA system. Liu et al. in [8] studied the
large-scale underlay CR-NOMA system with two different power constraints to
characterize the performance. In [9], Liang et al. studied the spectrum shar-
ing in an underlay CR-NOMA system, and presented a non-transferable utility
(NTU) coalition formation game between the cognitive users (CUs) and the PU.
Moreover, some studies are also concerned with resource allocation of underlay
CR-NOMA system [10,11]. For instance, Song et al. in [10] considered NOMA-
based cognitive radio network with SWIPT, joint power allocation and sensing
time optimizing algorithm based on dichotomy method is proposed to maximize
the system throughput. Considering a cognitive multiple-input single-output
NOMA with SWIPT, Mao et al. in [11] proposed a penalty function-based algo-
rithm to minimize system power consumption.

Price-based power control of CR networks was investigated in [12–17]. By
using the non-cooperative game with pricing scheme, the authors in [12] proposed
a payment-based power control scheme to ensure the fairness of power control
among SUs in CR networks. Considering the system efficiency and user-fairness
issues, Yang et al. in [13] investigated cooperative Nash bargaining power-control
game (NBPCG) model based on distributed power control and gave a signal-
to-interference-plus-noise ratio (SINR)-based utility function. In [14], Yu et al.
studied the pricing-based power control problems in CR networks, and they
considered the competition as a non-cooperative game between SUs, and model
the pricing problem as a non-convex optimization problem. Using a Stackelberg
game to model the competitive behavior in [15], BS can maximize its revenue
by pricing and SUs can profit by controlling its transmit power. In order to gain
more revenue for a general case based CR networks system model compared with
[15], the authors in [16] proposed a novel algorithm to find the optimal price for
the PU and SUs. In [17], considering the quality of service (QoS) of the SUs,
the authors proposed an optimal pricing algorithm for the interaction between
the PU and the SUs. Wang et al. in [18] proposed a novel price-based power
allocation algorithm based on the Stackelberg game to improve the revenue
of BS and the sum rate of the users. In [19], the authors proposed a branch
and bound based price-based power control algorithm to solve the non-convex
revenue maximization problem for CR networks.

In this paper, we model the pricing strategy between PU and SUs as a Stack-
elberg game under the ITP model. First, PU plays a leader who prices the SUs
to control the interference power made by SUs under the ITP limit. Then, the
PU will select a suitable price to gain higher revenue from SUs. Simultaneously,
SUs will choose an optimal power to maximize their total revenue at BS. Finally,
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we use Stackelberg game with non-uniform pricing (N-UP) scheme and uniform
pricing (UP) scheme to model the strategy between them.

The rest of this paper is organized as follows. In Sect. 2, we present the system
model for NOMA system based cognitive radio networks. Section 3 introduces the
optimal price for two pricing schemes, and a distributed algorithm is proposed
for UP scheme. In Sect. 4, the performance of the proposed two pricing schemes
are evaluated by simulations. Finally, conclusions are stated in Sect. 5.

2 System Model

Considering the NOMA based CR networks comprised of one base station (BS),
n SUs and one PU as shown in Fig. 1. The SUs transmit the signal to BS with
NOMA technology and SIC is employed at BS. The channel coefficient of SU i to
BS and PU link is denoted by hi(i = 1, . . . , n) and hi0(i = 1, . . . , n), respectively.
At first, the PU charges each SU with a proportional price according to its

interference power pi(i = 1, . . . , n), and pi needs satisfy
n∑

i=1

hj0pi ≤ T , where T

is the maximal interference power of PU. Then, SUs will pay PU to access the
spectrum, and they will form a group to maximize the total utility.

Primary User

h1

h2

hn

h10

h20

hn0
Base Station

Fig. 1. System model.

We model the strategy between SUs and PU as a Stackelberg game. PU plays
the leader that chooses a price for each SU to maximize its total revenue under
ITP limit. Then, SUs can be viewed as the followers to obtain the best power
for optimal revenue while considering their payoff to PU. Let u denotes the PU’s
revenue, and the optimization problem of PU can be written as
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maximize u (c1, · · · , cn) =
n∑

i=1

cihi0pi

subject to pi ≥ 0,
n∑

j=1

hj0pj ≤ T,

(1)

where pi is interference power of the i-th SU under the given price of ci, and T
denotes the maximal interference power at PU.

Let ũ denotes the utility of the ith SU, and it contains two parts: wR is
the income from the total rate achieved at BS when SUs transmit the given

power pi(i = 1, . . . , n), and
n∑

i=1

cihi0pi is the payment to the PU. So the revenue

optimization problem of ith SU can be expressed as

maximize ũ (p1, · · · , pn) = wR −
n∑

i=1

cihi0pi

subject to 0 ≤ pi ≤ pmax
i ,

(2)

where w is the preference of SUs for the gain of unit rate. ci is the price of ith
user per unit of interference power. Let the SINR of PU to BS link is n0, thus
the sum rate of SUs R can be written as:

R = log
(

1 +
∑n

i hipi

n0

)

. (3)

3 Solution to Stackelberg Game

In this section, we give the solution to Stackelberg game under the N-UP scheme
and UP scheme. First, some lemmas are introduced to solve the above game.
And the lemmas show the relationship between pi and ci(i = 1, . . . , n) for the
lower-level problem for SUs.

3.1 Non-uniform Pricing

Lemma 1. Given a fixed price ci(i = 1, . . . , n), let P = (p1, . . . , pn) be the
optimal transmit power of problem (2). For all i ∈ {1, · · · , n}, there exists a set
of Lagrange multiplier λ1, · · · , λn, and μ1, · · · , μn, which satisfy the following
equations:

whi

n0 +
n∑

i=1
hipi

− cihi0 + μi − λi = 0,

μipi = 0,
λi(pmax

i − pi) = 0,
λi ≥ 0, μi ≥ 0, (i = 1, . . . , n).

(4)
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Proof: Let L(p, λ, μ) = wlog
(
1 +

∑n
i hipi

n0

)
−

n∑

i=1

cihi0pi+
n∑

i=1

μipi+
n∑

i=1

λi(pmax
i −

pi), then by using Karush-Kuhn-Tucker (KKT) conditions [20], we can obtain

∂L(p, λ, μ)
∂pi

= 0,

μipi = 0,

λi(pmax
i − pi) = 0,

λi ≥ 0, μi ≥ 0, (i = 1, . . . , n).

(5)

Then, substituting L(p, λ, μ) into the first equation of (5), the proof of the
Lemma 1 is completed.

Next, multiplying pi in the first equations of (4), we can get

whipi

n0 +
n∑

i=1

hipi

− cihi0pi + μipi − λipi

=
whipi

n0 +
n∑

i=1

hipi

− cihi0pi − λip
max
i = 0

(6)

so the revenue of PU from SU i can be written as:

cihi0pi =
whipi

n0 +
n∑

i=1

hipi

− λip
max
i , (7)

However, PU wants to choose a price ci(i = 1, · · · , n) to maximize the total
revenue u, that means λi = 0, (i = 1, · · · , n). Then, put (7) to (4), we can get
following lemma:

Lemma 2. When PU gets the maximal utility with the optimal price, the opti-
mal transmit power for each SU can be obtained by solving the following problem:

maximize u (p1, · · · , pn) =
n∑

i=1

cihi0pi =
w

n∑

i=1

hipi

n0 +
n∑

i=1

hipi

subject to 0 ≤ pi ≤ pmax
i ,

n∑

j=1

hj0pj ≤ T.

(8)
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Because (8) is increased with
n∑

i=1

hipi, it can be equivalent to the following

optimization problem:

maximize u (p1, · · · , pn) =
n∑

i=1

hipi

subject to 0 ≤ pi ≤ pmax
i ,

n∑

j=1

hj0pj ≤ T.

(9)

Theorem 1. Sorting the index number of SUs in descending order by hi/hi0,
the optimal transmit power pi of the ith SU is given by:

pi =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

pmax
i , if

i∑

j=1

hj0p
max
j

≤ T,

T −
i−1∑

j=1

hi0p
max
i

, if
i−1∑

j=1

hj0pj < T ≤
i∑

j=1

hj0pj ,

0, else.

(10)

Proof: We prove the theorem with different case of active constraint. First, we
consider the case of the ITP constraint is satisfied under the maximum transmit
power. That means

n∑

i=1

hi0p
max
i ≤ T, then the problem (9) is equal to maximize

the linear combination of each SU’s transmit power with the weighting factor
hi under the power constraint of pmax

i . Since the object function is increasing
with pi, then the optimal power is pi = pmax

i . Next, we consider the case that
n∑

i=1

hi0p
max
i > T is valid. Since ū increases with pi, we have

n∑

i=1

hi0p̃i = T at

the optimal power p̃ = (p̃1, . . . , p̃n). It means the ITL constraint is an active
constraint. Moreover, as the object function is a linear function, the optimal
power must exist at the extreme point of the constraint. So the optimal power
must have an expression as (10). Furthermore, if the index number of two SU is
not sorted in descending order by hi/hi0, we can change their power to optimize
the objection function. From the above discussion, we have completed the proof
of Theorem 1.

From Theorem 1 and the relationship between the optimal price and power
in Lemma 1, we give the optimal price for PU as follows:

Theorem 2. Let pi be the expression as (10), then the optimal price ci that PU
charge for the ith SU can be written as

ci =
whi

hi0

(

n0 +
n∑

j=1

hjpj

) . (11)

From Theorems 1 and 2, the SU has a better effective channel gain hi/hi0,
it will have more opportunities to transmit. The optimal price for each SU is
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proportional to hi

hi0
, which means the SU who has a better effective channel gain

hi

hi0
will pay a higher price than others. Since PU charges a better SU with a

higher price, the profit of PU will be higher. If the interference power is an active
constraint, then the interference power to the PU will be equal to the ITP at the
optimal price. The utility of PU is bounded by the effective channel gain of SU.
If the effective channel gain is larger, PU will get more benefit. This is because
the SU with the larger effective channel gain will prefer to pay the PU to access
the spectrum. Moreover, if the pmax

i ≥ T/hi0, then the optimal price of the PU
just allowed one SU who have the largest hi

hi0
to transmit with the power T/hi0.

Since the optimal prices is expressed as a closed-form, PU can set them if it
has all the channel information of the CR networks. Assuming that the user is
indexed by the descending order of hi/hi0, PU can get the optimal price even if it
doesn’t know the channel information between the SUs and the BS by following
distributed algorithm:

(1) PU chooses a uniform price c0 large enough for all SU which can admit only
one SU and the interference power is less than T .

(2) While the interference power is less than T , PU decreases the price c0 until
the new SU is admit or the interference power is equal to T , set the pricing
for the 1 − th SU by c1 = c0. If the former admit user i decreases its power,
PU reduces the maximal price ci to let the power of user i to be pmax

i

(3) Repeated (2) for the new SU until interference power is equal to T or all
the SUs are admitted to transmit with their maximum power.

The proposed algorithm above is easy to implement in a distributed way. More-
over, the algorithm can find the optimal price for each SU as described by the
following Lemma.

Lemma 3. The distributed algorithm will be converged to the optimal price.

Proof: Without of loss generality, we index the number of SUs such that
h1/h10 > h2/h20 > . . . > hn/hn0. From the distributed algorithm, all SUs will
sequentially access the spectrum of PU with a uniform price c0. As the price c0
decreases, the SUs will admit in the spectrum in ascending order. PU decreases
c0 until ITL will meet with equal. Then, PU increases ci for those admitted users
if the power of those users are unchanged. We only need to prove that the utility
of PU is decreasing function of the price ci when the power used by the i − th
SU is less than its maximal power. Case one:

∑n
i hi0p

max
i > T . First, all SUs

decrease to such that the interference power at the primary user is T . Set the
price large enough for those not admission user and not admit them. The PU
increases the price ci for the user i if the power of user i remains unchanged. Case
two:

∑n
i hi0p

max
i ≤ T . Then all the users are admitted to access the spectrum

of the PU, the price ci updates as the case one.

Since the N-UP needs PU to measure each SUs interference power, this will
be complex at the PU’s receiver. Then we consider the UP case that the PU
charges the total interference power from SUs by using the same price.
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3.2 Uniform Pricing

In this section, PU sets a uniform interference power price c = ci, (i = 1, · · · , n)
for SUs. Thus, the optimal transmit power control strategy for SUs is denoted as:

maximize ũ (p1, · · · , pn) = wlog
(

1 +
∑n

i hipi

n0

)

− c

n∑

i=1

hi0pi

subject to 0 ≤ pi ≤ pmax
i .

(12)

And the PUs revenue optimization problem is:

maximize u(c) = c
n∑

i=1

hi0pi

subject to
n∑

i=1

hi0pi ≤ T.

(13)

Theorem 3. Assuming that the ratio of channel coefficient between SUs − BS
link and SUs − PU link denotes as hi/hi0, (i = 1, · · · , n) and the ratio order is
decreasing as h1/h10 > h2/h20 > . . . > hn/hn0. Given a uniform price c, the
optimal transmit power from (12) can be expressed as:

pi = max

⎧
⎨

⎩
min{pmax

i , w/ (chi0) −
i−1∑

j=1

hjp
max
j /hi − n0/hi}, 0

⎫
⎬

⎭
. (14)

Before proving Theorem3, we first give Lemma 4 to show the optimal power for
each SU with uniform price c.

Lemma 4: Assuming that h1/h10 > h2/h20 > . . . > hn/hn0 and let p∗ =
(p∗

1, . . . , p
∗
n) be the optimal solution of (13) for a fixed price c > 0. If p∗

i < pmax
i ,

then p∗
j = 0 (j = i + 1, . . . , n) .

Proof: We prove it by using the contradiction method. Let p∗ = (p∗
1, . . . , p

∗
n) be

the optimal solution of (13). If p∗
i < pmax

i , there exists j > i such that p∗
j > 0.

And the following must be satisfied.

∂u

∂pi
(p1, . . . , pn)|pi=p∗

i
=

whi

n0 +
∑n

i=1 hip∗
i

− chi0 = 0 (15)

and
∂u

∂pj
(p1, . . . , pn)|pj=p∗

j
=

whj

n0 +
∑n

i=1 hip∗
i

− chj0 ≥ 0. (16)

From (15), 1
n0 +

∑n
i=1 hip∗

i
= chi0

whi
is obtained, then substituting it into (16), we

get
chi0hj

hi
− chj0 ≥ 0,

that means hi

hi0
≤ hj

hj0
.
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We can see that the above process contradicts the fact that hi

hi0
>

hj

hj0
(j > i) .

Thus, the proof is completed.
Lemma 4 shows that for the optimal solution to (13), if hi

hi0
>

hj

hj0
, the user

j can’t transmit when user i transmit power is less than its maximum power.
Let p∗ = (p∗

1, . . . , p
∗
n) be the optimal solution of (13). Next, we prove Theo-

rem 3 by considering different value of c.
Let

−→
0 = (0, . . . , 0), and

−−−→
pmax

i = (pmax
1 , . . . , pmax

i , . . . , 0), that means the
elements of

−−−→
pmax

i is zero while j ≥ i,

Case 1: c ≥ wh1
n0h10

, ∂u
∂pi

(p1, . . . , pn) = whi

n0 +
∑n

i=1 hipi
− chi0 ≤ 0, so the optimal

power is p∗ = (p∗
1, . . . , p

∗
n) = (0, . . . , 0).

Case 2: wh1
(n0 +h1pmax

1 )h10
≤ c < wh1

n0h10
,

∂u

∂p1
(p1, . . . , pn)|

p=
−→
0

=
wh1

n0
− ch10 > 0, (17)

∂u

∂p1
(p1, . . . , pn)|

p=
−−−→
pmax
1

=
wh1

n0 + h1pmax
1

− ch10 ≤ 0, (18)

From (17), (18) and Lemma 4, we know when wh1
(n0h10 +h1pmax

1 ) ≤ c < wh1
n0h10

,
only p1 is not zero. From

∂u

∂p1
(p1, . . . , pn)|(p1,0,...,0) =

whi

n0 + h1p1
− chi0 = 0, (19)

then p1 is obtained as follows:

p1 =
w

ch10
− n0

h10
, (20)

So if c ∈
(

wh1

(n0 +h1pmax
1 )h10

, wh1
n0h10

)

, the optimal solution is

p∗
1

=
1
h1

(
wh1

ch10
− n0

)

=
w

ch10
− n0

h10
, p∗

i = 0 (i = 2, . . . , n) .

Case 3: wh2
h20(n0 +h1pmax

1 ) ≤ c ≤ wh1
(n0 +h1pmax

1 )h10

∂u

∂p1
(p1, . . . , pn)|

p=
−−−→
pmax
1

=
wh1

n0 + h1pmax
1

− ch10 ≥ 0, (21)

∂u

∂p2
(p1, . . . , pn)|

p=
−−−→
pmax
1

=
wh2

n0 + h1pmax
1

− ch20 ≤ 0, (22)

From (21), (22) and Lemma 4, the optimal solution is

p∗
1

= pmax
1 , p∗

i = 0 (i = 2, . . . , n) ,

when c ∈ [ wh2
h20(n0 +h1pmax

1 ) ,
wh1

(n0 +h1pmax
1 )h10

],
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Using the same argument, when c ∈
(

whi

hi0(n0 +
∑i

j=1 hjpmax
j ) ,

whi

hi0(n0 +
∑i−1

j=1 hjpmax
j )

)

(i = 2, . . . , n), For j = 1, . . . , i − 1

∂u

∂pj
(p1, . . . , pn)|

p=
−−−→
pmax
j

=
whj

n0 +
∑j

k=1 hkpmax
k

− chj0 > 0, (23)

∂u

∂pi
(p1, . . . , pn)|

p=
−−−→
pmax
i

=
whj

n0 +
∑i

k=1 hkpmax
k

− chi0 ≤ 0, (24)

From (23), (24) and Lemma 4, then the optimal solution is p∗
1 = pmax

1 , . . . , p∗
i−1 =

pmax
i−1 , p∗

i = w
chi0

− (n0 +
∑i−1

j=1 hjpmax
j )

hi
, p∗

j = 0 (j = i + 1, . . . , n) , when c ∈
(

whi

hi0(n0+
∑i

j=1 hjpmax
j ) , whi

hi0(n0 +
∑i−1

j=1 hjpmax
j )

)

(i = 2, . . . , n).

when c ∈
(

whi

hi0(n0+
∑i−1

j=1 hjpmax
j ) , whi−1

hi−10(n0+
∑i−1

j=1 hjpmax
j )

)

(i = 2, . . . , n), For j =

1, . . . , i − 1, we have

∂u

∂pj
(p1, . . . , pn)|

p=
−−−→
pmax
j

=
whj

n0 +
∑j

k=1 hkpmax
k

− chj0 > 0, (25)

∂u

∂pi
(p1, . . . , pn)|

p=
−−−→
pmax
i−1

=
whi

n0 +
∑i−1

k=1 hkpmax
k

− chi0 < 0, (26)

from (25), (26) and Lemma 4, then the optimal solution is p∗ = (pmax
1 , . . . ,

pmax
i−1 , 0, . . . , 0), when c ∈

(
whi

hi0(n0 +
∑i−1

j=1 hjpmax
j ) , whi−1

hi−10(n0 +
∑i−1

j=1 hjpmax
j )

)

(i =

2, . . . , n), when c ≤ whn

hn0(n0 +
∑n

i=1 hipmax
i ) ,

∂u

∂pi
(p1, . . . , pn)|

p=
−−−→
pmax
n

=
whi

n0 +
∑n

k=1 hkpmax
k

− chi0 ≥ 0, (27)

From (27), then the optimal solution is p∗ = (pmax
1 , . . . , pmax

n ), when c ≤
whn

hn0(n0 +
∑n

i=1 hipmax
i ) .

From the above discussion, the optimal solution p∗ for a fixed price c can be
concluded as:

p∗ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(0, · · · , 0), if c ≥ wh1
h10n0

,

(w − ch10n0
h1

, 0, . . . , 0), if wh1
h10n0

≥ c ≥ wh1
h10(n0+h1p

max
1 )

,

(pmax
1 , 0, . . . , 0), if wh1

h10(n0+h1p
max
1 )

≥ c ≥ wh2
h20(n0+h1p

max
1 )

,

(pmax
1 , . . . , pmax

i−1 , 0, . . . , 0), if
whi−1

hi−10(n0+
i−1∑

j=1
hjp

max
j )

> c ≥ whi

hi0(n0+
i−1∑

j=1
hjp

max
j )

,

(pmax
1 , · · · , pmax

i−1 , p∗
i , 0, · · · , 0), if whi

hi0(n0+
i−1∑

j=1
hjp

max
j )

> c ≥ whi

hi0(n0+
i∑

j=1
hjp

max
j )

,

(pmax
1 , . . . , pmax

n ), if whn
hn0(n0+

∑n
i=1 hip

max
i )

≥ c,

(28)
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where p∗
i = c

i−1∑

j=1

hj0p
max
j + w −

chi0

i−1∑

j=1
hjpmax

j

hi
. Because the expression (14) in

Theorem 3 is equivalent to (28), the proof of Theorem3 is completed.

Theorem 3 shows that when the price c ∈

⎡

⎢
⎣

whi

hi0(n+
i−1∑

j=1
hjpmax

j )

,

whi

hi0(n0+
i∑

j=1
hjpmax

j )

⎤

⎦, user j(j < i − 1) will use the maximal power pmax
j , user

i will use power w
chi0

−
∑i−1

j=1 hjpmax
j

hj
− n0

hj
, and other users’ power will be zero.

Therefore, at most one user’s power less than the maximal power while others
will transmit signal with maximal power or not transmit for a fixed price c.

Substitute the optimal power given by (14) and ci = c into (1), the optimiza-
tion problem for the PU can be rewritten as:

maximize u (c) = c

n∑

i=1

hi0pi

subject to pi ≥ 0,

n∑

j=1

hj0pj ≤ T,

(29)

where pi = max

{

min{pmax
i , w/ (chi0) −

i−1∑

j=1

hjp
max
j /hi − n0/hi}, 0

}

.

We give the optimal solution to (29) and consider two different cases under
the constraint of interference temperature limit:

Case One:
n∑

i=1

hi0p
max
i ≤ T , which means that the PU can tolerate the interfer-

ence of all SUs with the maximum transmit power. When the price c ∈ [bi, ai],
u(c) can be reduced to

u(c) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if c ≥ wh1
h10n0

,

w − ch10n0
h1

, if wh1
h10n0

≥ c ≥ wh1
h10(n0 + pmax

1 )
,

ch10p
max
1 , if wh1

h10(n0 + pmax
1 )

≥ c ≥ wh2
h20(n0 + pmax

1 )
,

c
i−1∑

j=1

hj0p
max
j + w −

chi0
i−1∑

j=1
hjp

max
j

hi
, if bi > c ≥ ai,

c
i−1∑

j=1

hj0p
max
j , if ai > c ≥ bi+1,

c
n∑

j=1

hi0p
max
i , if whn

hn0(n0 +
∑n

i=1 hip
max
i )

≥ c,
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where ai = whi

hi0(n0 +
i∑

j=1
hjpmax

j )

, bi = whi

hi0(n0 +
i−1∑

j=1
hjpmax

j )

(i = 1, · · · , n). u(c) is a

piecewise linear function and u(ai) > u(bi+1), so the optimal price c∗ can be
written as:

c∗ = arg max
a∈{a1,...,an}

u(a) (30)

Case Two: When
n∑

j=1

hi0p
max
i > T , there must exist k ∈ (1, · · · , n) such that

k−1∑

i

hip
max
i < T, (31)

and
k∑

i

hip
max
i ≥ T, (32)

Using Lemma 4, only the first k users can be admitted to transmit when
the interference power constraint is satisfied. From (12), the power of each user
deceases with c, there exists a maximal cmax such that the transmit power of
the user will be pmax = (pmax

1 , · · · , pmax
k−1 , (T − ∑k

i pmax
i )/hk0, 0, · · · , 0).

cmax =
whk

hk0(n0 +
∑k−1

i hipmax
i ) + hk(T − ∑k

i pmax
i )

(33)

Since the u(c) is piecewise linear function in [cmax,∞), using the same argument
as case one, the optimal price c∗ can be written as:

c∗ = arg max
a∈{a1,...,ak−1,cmax}

u(a) (34)

From (30) and (34), the optimal price for PU is given. It can be seen that the
complexity to find the optimal price is at most O(n), where n is the number of
SUs.

We give the closed-form optimal price for the N-UP scheme and propose
the best power control strategies for CR networks to admit one user access
the spectrum if the transmit power of each user is large enough. Then, the
simulations compare the influence of N-UP and UP scheme on the performance
of PU and SUs in the next section.

4 Simulation Results

In this section, we evaluate the performance of the proposed pricing scheme. The
channel gains of all links experience Rayleigh fading with the variance of 1. We
set w = 1, T = 1, pmax

i = 10, ∀i, the variance of the noise is 1. The channel gain
h and h0 is randomly generated 104 times in our simulations. Figures 2 and 3
show the utility of PU and SUs versus the number of SUs. It can be seen that
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Fig. 2. Utility of primary user versus the number of secondary users.

the utilities of PU and SUs increases with the number of SUs. This is because
the probability of the channel gains of SUs is better when the number of SUs is
larger. Therefore, SUs need to pay more for PU in order to gain more profit.

Figure 4 shows the interference power of PU versus the number of SUs. We
can see that the interference power under the N-UP scheme is larger than UP
scheme when the number of SUs is more than one. Moreover, the interference
power of PU under the N-UP scheme increases as the number of SUs first, then
they meet the interference power when the number of SUs is more than five.
However, the interference power of PU under the UP scheme decreases as the
number of SUs increases. The difference between these two schemes is that the
interference power limit is always attained for N-UP scheme when the maximal
interference power made by SUs is larger than the interference power limit. For
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Fig. 3. Utility of secondary users versus the number of secondary users.
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Fig. 4. Total interference power versus the number of secondary users.

UP scheme, when the utility of PU is determined by the channel gain of SUs
other than the interference power limit, so the interference power limit is not
meet as equality at the optimal price.

Figure 5 shows the sum rate of SUs versus the number of SUs. The sum rate
under both UP and N-UP scheme increases as the number of SUs increases. This
is because the N-UP scheme also allows SUs to transmit more power than UP
scheme, which can be seen from Fig. 6.
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Fig. 5. Sum rate of secondary users versus the number of secondary users.

Figures 7 and 8 shows the utility of the PU and SUs versus the ITP when
pmax

i = 10 dB and n = 8 is given in the CR networks. We can see the utility
of SU of two schemes increases with ITP. While ITP is less than −5 dB, two
schemes have the same utility. This is because the optimal two pricing scheme
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Fig. 6. Sum power of secondary users versus the number of secondary users.

allows only one user has the best channel condition to access the spectrum. As
ITP increases from −5 dB to 30 dB, the utility of PU under N-UP scheme is
larger than UP scheme. The reason is that N-UP scheme allows more SUs to
access the spectrum. And the utilities of SUs of two schemes begin to saturate
when ITP reaches 20 dB.
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Fig. 7. Utility of primary user versus the interference temperature power.

Figure 9 shows the interference power versus ITP. The interference power of
two schemes are the same when ITP is less than −5 dB, because the optimal
price for two schemes are the same when ITP is small. As ITP increases from −5
dB to 30 dB, the interference power of N-UP scheme is larger than NU scheme.
This is because the N-UP scheme always allows more users to transmit at their
maximal power until the interference power constraint is satisfied.
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Fig. 8. Utility of secondary users versus the interference temperature power.
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Fig. 9. Interference power versus the interference temperature power.
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Fig. 10. Admission number of secondary users versus the interference temperature
power.



Price-Based Power Control in NOMA Based Cognitive Radio Networks 605

Figure 10 shows the average admission SUs versus the ITP. When the ITP
is less than −5 dB, both schemes admit one user. As the ITP increases from
−5 dB to 30 dB, the admission number of SUs of N-UP scheme increases, that
means all SUs will be allowed to access the spectrum when the ITP is large.
However, the admission number of SUs of UP scheme is less than two even the
ITP is large enough. This is because the interference power is always not equal
to ITL at the optimal price for uniform scheme.

5 Conclusion

In this paper, we consider the price-based power control problem for CR-NOMA
networks which contains one base station (BS), multiple SUs and one PU, and
SIC is employed at receiver. We first model the pricing and power control strate-
gies between PU and SUs as a Stackelberg game based on the interference tem-
perature power. Then, PU plays a leader in the game and chooses a price for
SUs in order to obtain maximum revenue under ITP limit. Moreover, SUs act
as followers to select the optimal power while considering their payoff to PU.
Furthermore, the non-uniform pricing scheme and uniform pricing scheme are
proposed to evaluate the revenue of PU and SUs. Simulation results compare
the different performance indexes of two schemes.
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Abstract. This paper presents our results in deep learning (DL) based
single-channel blind separation (SCBS). Here, we propose a bidirectional
recurrent neural network (BRNN) based separation method which can
recover information bits directly from co-frequency modulated signals
after end-to-end learning. Aiming at the real-time processing, a strategy
of block processing is proposed, solving high error rate at the begin-
ning and end of each block of data. Compared with the conventional
PSP method, the proposed DL separation method achieves better BER
performance in linear case and nonlinear distortion case with lower com-
putational complexity. Simulation results further demonstrate the gen-
eralization ability and robustness of the proposed approach in terms of
mismatching amplitude ratios.

Keywords: Single-channel blind separation (SCBS) · Deep learning
(DL) · Bidirectional recurrent neural network (BRNN)

1 Introduction

Single-channel blind separation (SCBS) of co-frequency overlapping signals is
vital in blind signal processing and widely applied in paired carrier multiple
access (PCMA) noncooperative communication. Since the two signals completely
overlap in the time-frequency domain and are similar in power, conventional
multi-user detection algorithms such as successive interference cancellation (SIC)
is difficult to apply to SCBS.

This paper is supported in part by NSFC China (61771309, 61671301, 61420106008,
61521062), Shanghai Key Laboratory Funding (STCSM18DZ1200102) and CETC Key
Laboratory of Data Link Technology Foundation (CLDL-20162306).

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020

Published by Springer Nature Switzerland AG 2020. All Rights Reserved

H. Gao et al. (Eds.): ChinaCom 2019, LNICST 312, pp. 607–618, 2020.

https://doi.org/10.1007/978-3-030-41114-5_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-41114-5_45&domain=pdf
http://orcid.org/0000-0002-2015-2592
http://orcid.org/0000-0002-3793-315X
http://orcid.org/0000-0003-0779-0204
http://orcid.org/0000-0002-6350-5765
http://orcid.org/0000-0002-3231-3613
https://doi.org/10.1007/978-3-030-41114-5_45


608 C. Chen et al.

During the last two decades, several approaches have been utilized for two
signals with distinct symbol rates, different amplitudes, and different roll-off
factors. Further, particle filter (PF) [10] and per-survivor processing (PSP) [11]
algorithm were investigated for realistic scenarios. Although the performance
of these algorithms is superior, their applications are limited due to the high
complexity. PSP is a maximum likelihood sequence estimate (MLSE) based algo-
rithm that requires traversal search for possible symbols, of which the modulation
order and channel memory length cause an exponential increase in time com-
plexity. Thus, it is not practical to implement PSP in the scenario with channel
of large memory length. Currently, researches mainly focus on the complexity
reduction and the joint separation and decoding algorithms.

In recent years, deep learning (DL) has shown its overwhelming privilege
in computer vision, speech recognition and natural language processing. Based
on artificial neural network (ANN) theory, DL is essentially a general function
approximation with the ability to learn from large data set. DL has also shown
great promise in complex scenarios of physical layer communication [7] such as
channel decoding [1], channel modeling [12], signal detection [3,6] and end-to-
end communication system [2]. SCBS can be modeled as a joint detection prob-
lem of two signals. Recurrent neural network (RNN) is appropriate for learning
sequences and has achieved excellent performance in single-signal detection [3]
because it can make full use of the correlation between symbols. However, it has
not been well investigated in overlapped signal detection. Therefore, we conduct
research on DL based SCBS.

In this article, we introduce a DL approach for SCBS, and a novel bidirec-
tional recurrent neural network (BRNN) based separation network, called Sep-
Net, is proposed. Its computational complexity does not increase exponentially
with the channel memory length. Considering the inter-symbol correlation (such
as ISI) caused by the memory channel, the search for symbols is avoided, which
greatly reduces the computational complexity and thus achieves a compromise
between performance and complexity. Our contributions in this paper are as
follows. First, a separation network based on BGRU is designed. Then, aiming
at the real-time processing of continuous received signals, a strategy of block
processing is proposed, and high error rate at the beginning and the end of each
block of data is solved. Finally, the performance and robustness of the algorithm
are verified. Simulation results show that the proposed method performs better
than the PSP algorithm with lower complexity.

The rest of this paper is structured as follows. In the next section, we describe
the system architecture and signal model for single-channel received mixtures of
two modulated signals. Section 3 shows the architecture of the proposed SepNet
and training details. In Sect. 4, the simulation results and interpretations are
presented and conclusions are drawn in Sect. 5.
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2 System Architecture and Signal Model

2.1 System Architecture

The architecture of co-frequency modulated signals with DL based SCBS is illus-
trated in Fig. 1. The baseband system is similar to the conventional ones. At the
transmitter, the source signals are first modulated from bit streams to symbol
sequences. Second, the symbol sequences are upsampled and then passed through
the pulse shaping filters to limit their bandwidth and reduce inter-symbol inter-
ference (ISI). After that, two source signals are transmitted through the channel
with noise and hardware impairments such as nonlinear distortion. Then, at the
receiver, overlapping signals pass the matched filter and are downsampled.

Source 1 Modulation Upsample
Pulse 

Shaping 
Filter

Recovered 1

Recovered 2

Separation
Network Downsample Matched

Filter Channel

noise distortion

Source 1 Modulation Upsample
Pulse 

Shaping 
Filter

Fig. 1. The system architecture of DL based SCBS.

The SepNet should be trained with the labeled data to learn separation.
After training stage, it takes the single-channel received data consisting of two
overlapping signals as input, and then directly outputs two raw bit streams.

2.2 Signal Model

The received mixed signal model is described as follow. The baseband-equivalent
single-channel received signal, which consists of two MPSK or MQAM signals,
can be expressed as

y(t) = h1e
j(Δω1t+θ1)x1(t) + h2e

j(Δω2t+θ2)x2(t) + v(t), (1)

where hi denotes the amplitude of two modulated signals, Δωi, θi, and v(t) rep-
resent the carrier frequency offset, the initial phases, and additive white Gaussian
noise (AWGN), respectively. The source signals xi(t) are defined as

xi(t) =
n=∞∑

n=−∞
s(i)n gi(t − nT + τi), (2)
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where s
(i)
n is nth symbol of two transmitted signals, which are independent and

identically distributed (i.i.d.) random sequences; gi(t) is the pulse response of
equivalent channel filters, which consist of shaping filters, channel filters and
matched filters; T is the symbol period; 0 < τi < T are the relative time delays
between the two received modulated signals and the local clock reference.

Sampling the signals at symbol rate 1/T , (1)–(2) can be rewritten respectively
as

yk = h1e
j(Δω1kT+θ1)x

(1)
k + h2e

j(Δω2kT+θ2)x
(2)
k + vk, (3)

x
(i)
k =

L2∑

n=1−L1

s
(i)
k+ngi(−nT + τ

(i)
k ), (4)

where yk = y(kT ), x
(i)
k = xi(kT ), vk = v(kT ), τ

(i)
k = τi(kT ), and assuming that

the pulse responses of the equivalent channel filters have finite duration from
(1 − L1)T to L2T , k = 0, 1...,K − 1 in a limited time.

GRU

GRU

BGRU

BGRU

BGRU

BGRU

BGRU

BGRU

Dense Dense Dense

1Output 2Output OutputK

1Input 2Input InputK

kO

kI

M

HN

HN

Fig. 2. The architecture of SepNet.

3 Separation Using Deep Learning

This section presents the SepNet for SCBS, and analyzes the motivation and
necessity of the network structure design, while training details are specified
afterwards.

3.1 Network Architecture

SCBS of co-frequency modulated signals is to detect the symbol sequences s
(i)
1:K =

{s
(i)
1 , s

(i)
2 , ..., s

(i)
K } from the set of received sampled points y1:K = {y1, y2, ..., yK}.
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Symbol sequences detection can be treated as a classification problem in
deep learning for each of the symbols s

(i)
k . For the sake of simplicity, QPSK is

taken as an example, and other modulation methods can be analogized. A QPSK
modulated symbol can be expressed as

s
(i)
k =

1√
2
(2b

(i)
k,1 − 1) + j

1√
2
(2b

(i)
k,2 − 1), (5)

where b
(i)
k,1 and b

(i)
k,2 denote two bits of a symbol.

To make full use of the information between symbols, we intend to design
the SepNet using BRNN architectures. It ensures that in the estimation of a
symbol, future signal observations are taken into account, which overcomes the
limitations of RNN.

Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) are the
most widely utilized unit structures in RNN, for solving long-term dependencies.
GRU simplifies the structure of LSTM, making it easier to train and converge.
In this work, we adopt the bidirectional GRU (BGRU) as the basic cell in the
SepNet.

Figure 2 shows the structure of this network. It has two layers of BGRU,
followed by a fully connected output layer. The BGRU is a combination of two
GRUs. One of the GRUs is used for forward propagation and the other is used
for backward propagation. At each time step, the output of two GRUs are con-
catenated as an output of the BGRU.

The activation function of the output layer is sigmoid fSi(a) = 1
1+ e−a to force

the output neurons to be in between zero and one, which can be interpreted as
the probability of transmitting a bit equals one.

The amount of input node is 2 when the received signal is not oversampled.
The number of hidden unit of BGRU is NH , which is a hyper-parameter that
can be adjusted. The amount of output node M depends on the modulation
mode (e.g., for QPSK, the output number is 4 for 2 bits of two raw symbols).

The input of the SepNet is a noisy version of complex sequence of received
signal, y1, y2, ..., yK . At every time step, the real and imaginary part of a sampled
symbol are concatenated as the input to the network:

Inputk =
[

Re(yk)
Im(yk)

]
, (6)

The output is the concatenated estimated information bits b̂
(i)
k,m of two source

signals:

Outputk =

⎡

⎢⎢⎢⎢⎣

b̂
(1)
k,1

b̂
(1)
k,2

b̂
(2)
k,1

b̂
(2)
k,2

⎤

⎥⎥⎥⎥⎦
=

⎡

⎢⎢⎢⎢⎣

Pr(b(1)k,1 = 1|y1:K , Θ)
Pr(b(1)k,2 = 1|y1:K , Θ)
Pr(b(2)k,1 = 1|y1:K , Θ)
Pr(b(2)k,2 = 1|y1:K , Θ)

⎤

⎥⎥⎥⎥⎦
, (7)

where Θ denotes the parameters in the SepNet, including weights and biases.



612 C. Chen et al.

The decision bit b̃
(i)
k,m is decided to be 0 or 1 according to whether b̂

(i)
k,m is

greater than 0.5:

b̃
(i)
k,m =

{
0 0 ≤ b̂

(i)
k,m < 0.5

1 0.5 < b̂
(i)
k,m ≤ 1

(8)

and then bit error rate (BER) is calculated as a measurement of separation
performance:

Pe =
1

4N

∑

i

Pr(b(i)k,m �= b̃
(i)
k,m), (9)

In addition, the maximum time step of the network is fixed to Kmax = 80
for the following reasons: First, the data stream arriving at the receiver is of
arbitrary length and must be divided into blocks for real-time processing. Second,
too many time steps will cause gradient disappearance, making it difficult to
train the network.

L L

1y 2y 3y

K

Ky

SepNet

(1)
1,1b̂ (1)

1,2b̂ (2)
1,1b̂

(2)
,2

ˆ
Kb

Fig. 3. Block processing method for received signal sequence.

However, since some of the information is not in this block, a large number
of detection errors may occur for the symbol at the beginning and end of a block
of data. To solve this problem, we divide the data stream into blocks and add L
symbols to the beginning and end of each block of data as input to the network,
as illustrated in Fig. 3, thereby improving the overall performance.

Algorithm 1. Proposed scheme
Input: Received signal sequence y1:N = {y1, y2, ..., yN}.
1: Divide the received overlapped signal sequence y1:N into �N

K
� blocks, each block

yjK:(j+1)K contains K symbols.
2: for j = 1 : �N

K
� do

3: Add L symbols to the beginning and the end of each block to form a new block
yjK−L:(j+1)K+L.

4: Feed the new block yjK−L:(j+1)K+L to the SepNet and get the estimated

sequences b̂
(1)

jK:(j+1)K,m, b̂
(2)

jK:(j+1)K,m.

5: By (8), we get the raw data bit sequences b̃
(1)

jK:(j+1)K,m and b̃
(2)

jK:(j+1)K,m.
6: end for

Output: Reconsturcted raw data bit sequences b̃
(1)
1:N,m and b̃

(2)
1:N,m.
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The scheme of the proposed DL based separation is summarized in
Algorithm 1.

3.2 Training Details

The goal of training stage is to minimize the distance between the detected
symbols ŝ

(i)
k and raw transmitted symbols s

(i)
k . Actually, as the output of our

network is information bits, the objective function, or loss function is not related
to the raw symbols s

(i)
k but related to the transmitted data bits.

According to [4], there is a binary cross-entropy (CE) loss function suitable
for this work, which is defined as

LCE =
∑

i,m,k

[b(i)k,m log(b̂(i)k,m) + (1 − b
(i)
k,m) log(1 − b̂

(i)
k,m)], (10)

where b̂
(i)
k,m ∈ [0, 1] and b

(i)
k,m ∈ {0, 1} denote the output of the SepNet and the

raw transmitted bit respectively, with k representing the symbol index and m
being the mth bit in a symbol. It shows that in RNN, the loss function is defined
as the sum of loss functions in all time steps.

The parameters Θ in the SepNet can be updated using the stochastic gradient
descent (SGD) method:

Θ ← Θ − α
∂LCE

∂Θ
, (11)

where α is the learning rate, with initial values of 0.001 and decreases as the
epochs increase. The gradient ∂LCE

∂Θ can be calculated by the use of back prop-
agation through time (BPTT) approach [5].

Furthermore, a good initialization method is helpful for the convergence of
the network and avoiding the gradient explosion and disappearance. Therefore,
the Xavier method is adopted to initialize the network weights. To accelerate the
training process and ease the gradient diffusion, batch normalization operation
is added after the two BGRU unit layers.

4 Simulation Results

The target of our simulation is to demonstrate the performance of the DL meth-
ods for SCBS of co-frequency overlapping signals performs better than the con-
ventional PSP method, and the model has the generalization ability to adapt
to the amplitude shaking. For the sake of simplicity, we counted BER of two
signals together instead of counting separately to characterize the performance
of the different methods. In our simulation, root raised cosine filter was adopted
as the shaping filter and matched filter. Its roll-off factor was set to be 0.35.

Labeled data is generated by simulation. For training set, According to (3)–
(4)–(5), 8,000,000 symbols of received overlapped signal yk and four correspond-
ing raw data bits b

(1)
k,1, b

(2)
k,1, b

(1)
k,2, b

(2)
k,2 are randomly generated. The amount of
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Fig. 4. BER of PSP and SepNet under the linear case.

testing set is 1
10 of the training set, with other configurations remaining the

same.
At first, we compare the BER performance of the conventional PSP method

and the proposed SepNet method both in the linear case and the nonlinear case.
Besides, we evaluate the BER performance of SepNet for different amplitude
ratio, confirming the generalization ability of SepNet by its robustness in the
mismatching amplitude ratio. Moreover, the effect of oversampling, training noise
and the computational complexity is also discussed.

4.1 SepNet and PSP

Linear Case. The SepNet method is compared with the conventional PSP
method for SCBS under the linear case, where the system is not affected by
nonlinearity. In this case, we fix τ1 = 0.4T , τ2 = 0.6T , and Δω1 = Δω2 = 0,
θ1 = θ2 = 0, h1 = h2 = 1, L1 = L2 = 6.

We compare the two algorithms at L = 3, 4, 5 and NH = 32, 64, 128. As
illustrated in Fig. 4 and Table 1, the performance of SepNet exceeds the PSP
and the complexity is reduced. Compared with PSP (L = 5), SepNet (NH = 32)
has a performance gain of about 1 dB, while the computational complexity
is only 0.058% of the former. As NH increases, the separation performance of
SepNet increases. It is because the network has a more powerful representation
ability when the number of hidden unit increases. When the estimated L in the
PSP is smaller than the actual channel memory length L = L1 + L2 = 12, the
correlation between symbols is insufficient. Therefore, although the FLOPs of
PSP (L = 5) is sufficiently high, the performance is still not ideal.
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Fig. 5. BER of PSP and SepNet under the nonlinear case.

Nonlinear Case. To demonstrate the flexibility of separation network adapt-
able to non-ideal factors, nonlinear distortion is appended to the simulations. As
indicated in [9], assuming that there are nonlinear amplifiers in the communica-
tion system, and the amplitude-to-amplitude (AM-AM) distortion is described
by a third-order nonlinear function f(x) = x−β3|x|2x, where β3 = 0.25 for trav-
elling wave tube amplifiers (TWTA) and β3 = 0.125 for solid-state amplifiers
(SSA).

We compare the BER performance of the SepNet method and the PSP
method under the nonlinear distortion. In this case, θ1 = 0.2, θ2 = 0.5, while
other parameters are consistent with the setup of linear case. As shown in Fig. 5,
the SepNet method significantly outperform the PSP method under the non-
linear distortion, which can be explained as nonlinear activation in the neural
network introduces nonlinearity so as to realize nonlinear separation.

4.2 Performance Evaluation

Effect of Different Amplitude Ratios and Mismatching Robustness.
Assuming that two signals overlapping in different amplitude ratios h2/h1 with
other parameters are the same, correspondingly, the network is trained at dif-
ferent amplitude ratios. It can be seen in Fig. 6 that as the amplitude ratio
decreases, the separation performance of the two signals is improved.

BER with amplitude ratio mismatching between training stage and testing
stage is also illustrated in Fig. 6. The results are obtained by training the network
under the amplitude ratio of h2/h1 = 0.6 while testing it under h2/h1 = 0.8 and
h2/h1 = 0.9. The robustness of the SepNet, as indicated by the BER performance
under the mismatched condition is close to that of matched condition, suggests
that it has the generalization ability to avoid amplitude shaking.
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Fig. 6. BER of different amplitude ratios and amplitude ratios mismatching. Where
mis h2/h1 = 0.8 and mis h2/h1 = 0.9 represent the performance of SepNet trained at
the amplitude ratio of 0.6 whereas tested at 0.8, 0.9, respectively.

Effect of Oversampling and Training Noise. To investigate the effect of
oversampling and training noise, we train and test the network under the same
setup of the linear case except for oversampling and different training noise.
It can be seen in Fig. 7 that the performance of two networks trained under
AWGN (Eb/N0 = 12 dB) is better than that of no AWGN added to the training
stage. According to [6], adding noise can make more training examples lie at
the decision boundary to make full use of it. It shows that training with noise
strengthens the generalization ability of the network and reduces the over-fitting
of the training data, which improves the performance of separation.

In actual communication, the bandwidth of the modulated signal is larger
than the symbol rate since the shaping filter is used. Therefore, when the com-
plex signal is sampled at the symbol rate, the Nyquist sampling theorem is not
satisfied, resulting in information loss. In other words, the oversampling method
can compensate for the information loss caused by symbol rate sampling. Com-
pared with the original network, the input of the network that processes the
oversampled signal becomes p times the original input, that is, the number of
input nodes becomes 2p. As observed in Fig. 7, for the network trained under
AWGN, the oversampled signal outperforms the signal without oversampled.
However, for the network trained without AWGN, the performance of oversam-
pled signal is worse than the signal without oversampled. This is because the
input features of the oversampled signal are more complicated, but no AWGN
is added, which makes the network difficult to converge.



Deep Learning Based Single-Channel Blind Separation 617

12 14 16 18 20 22

Eb/N0(dB)

10-5

10-4

10-3

10-2

10-1

100

B
E

R

no_over_no_awgn
over_no_awgn
no_over_awgn
over_awgn

Fig. 7. BER of whether oversampled and whether added AWGN: (a) oversampled and
not oversampled case marked as “ over” and “no over” (b) added AWGN and not
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Table 1. Computational complexities of SepNet and PSP

Conditions FLOPs

PSP L = 3 106496

L = 4 2228224

L = 5 44040192

SepNet NH = 32 25344

NH = 64 99840

NH = 128 396288

4.3 Complexity Analysis

In Table 1, we compare the computational complexities of SepNet and PSP [2] in
terms of the amount of floating-point multiplication-adds (FLOPs) to separate
one QPSK symbol. Let M be the modulation level (eg. for QPSK, M = 4), and
recall that L is the channel memory length. Ij and Oj denote the dimension of
input and output of jth layer in SepNet, respectively.

The FLOPs of PSP can be expressed as (8L + 2)M2L for the number of states
in trellis is M2(L−1) and each state has M2 branches, while each branch metric
needs 8L + 2 real multiplication-adds [8]. For SepNet, the number of FLOPs is∑
j

6((Ij + Oj)Oj + Oj) as jth layer in BGRU has 6((Ij + Oj)Oj + Oj) network

parameters and each parameter needs a real multiplication-adds [4]. It shows
that FLOPs of PSP increase exponentially with L, whereas FLOPs of SepNet can
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be flexibly set. Therefore, SepNet is more efficient than PSP in computational
complexity.

5 Conclusions

In this paper, we propose a novel BRNN based separation method SepNet for
SCBS. The SepNet works in an end-to-end manner, which can recover informa-
tion bits directly from overlapping signal. Besides, a strategy of block process-
ing is proposed for real-time processing. Compared with the conventional PSP
method, the SepNet achieves better BER performance in linear case and nonlin-
ear distortion case with lower computational complexity. Moreover, the SepNet
shows its generalization ability and robustness in the scenario of mismatching
amplitude ratio. Future work can be extended to separate the overlapping sig-
nals with higher modulation level, and collect practical communication data to
retrain and fine-tune the SepNet for practical deployment.
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Abstract. With the rapid increasing personalized demand of C-V2X
(cellular V2X) and vehicular ad hoc networks (VANET), the hybrid
application of the two vehicular communications on unlicensed spectrum
is becoming a trend. However, due to channel conflicts, the coexistence
issue will lead to a serious drop in QoS of vehicular users. It is a challenge
to allocate the wireless resource to ensure comprehensive user experi-
ence. In this paper, in order to satisfy the personalized QoS of different
users while guarantee fair coexistence, we propose a conflict mitigation
scheme through user association and time allocation to jointly optimize
the delay and throughput, then formulate the multi-objective optimiza-
tion into a mixed integer nonlinear programming (MINLP). To solve the
NP-hard problem and obtain the Pareto optimal solution efficiently, we
propose a PSO-based joint optimization of delay-throughput algorithm
(DT-PSO). Simulation results show that our scheme outperforms exist-
ing approaches.

Keywords: Cellular V2X · VANET · Joint optimization

1 Introduction

In recent years, with the explosive growth of vehicular communication data,
limited licensed spectrum is gradually difficult to meet the demand of 5G vehic-
ular network communication. It is a trend to extend C-V2X (Cellular V2X) to
unlicensed spectrum and integrate it with vehicular ad hoc network (VANET).
However, due to channel collision, when C-V2X is extended to unauthorized spec-
trum, the quality of service (QoS) of VANET users will decrease dramatically.
Therefore, it is necessary to improve the QoS of each heterogeneous network user
while ensuring fair coexistence. Previous works have attempted to improve the
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user’s QoS through the following aspects: improve the active user number [1],
improve the throughput [2,3], and reduce the delay [4]. In fact, both delay and
throughput will seriously affect the vehicle users’ QoS [5]. When user transmit
safe-related messages, low delay is required, while non-security-related messages
require a large amount of bandwidth and can tolerate high latency. Obviously,
appropriate wireless resource allocation to jointly optimize throughput and delay
can improve the comprehensive heterogeneous network performance.

In literature, several existing works have studied the problem in traditional
network. In work [6], the joint optimization of energy saving and interference in
WLAN is studied. In work [7], authors propose a resource allocation method to
optimize the throughput and spectrum efficiency of LTE-U and Wi-Fi hetero-
geneous networks, but ignore the personalized QoS of different users. In work
[8], the author studies the joint optimization of throughput and delay in LTE
and Wi-Fi heterogeneous networks. However, unlike traditional networks, the
rapid movement of vehicles will seriously affect the communication quality of
vehicles, it is necessary to take the speed of vehicles into account. In addition,
the joint optimization process is usually very complex which is intolerable in
time-delay-sensitive vehicular network.

In this paper, our goal is to mitigate channel conflicts through user scheduling
and transmission time allocation, and to increase the throughput and latency
of each vehicle user while ensuring fair coexistence. Since these two indicators
usually conflict with each other, we model the throughput and delay of C-V2X
and VANET respectively, and formulate the problem as a multi-objective Mixed
Integer Non-Linear Programming (MINLP). In addition, to further enhance the
user experience, we also optimize the slot jitter in TDMA cellular network.
In order to solve the NP-hard problem of discrete and continuous variables,
we propose a joint delay and throughput PSO-based optimization algorithm
(MOPSO) to obtain the Pareto balance solution. Simulation results demonstrate
that our scheme is effective, and the QoE of different user can be improved.

2 System Model

A heterogeneous network scenario is considered which consists of i ∈ Nva =
{1, 2, · · · , NV } VANET users and j ∈ Ncel = {1, 2, · · · , NL} C-V2X users,
in total of Nsum = NV + NL vehicular users coexist with each other, as shown
in Fig. 1. The cellular BS can work on both licensed and unlicensed spectrum,
while VANET work on 2.4–5 GHz unlicensed spectrum. The bandwidth of the
unlicensed spectrum is divided into C subchannels denoted by Φ = {1, 2, . . . , C},
and the transmission time is divided into Γ = {1, 2, · · · , T} subframes. Here the
Super-BS is introduced [7], which integrates the functions of AP, and the con-
troller inside can implement time allocation and user scheduling. The software
defined network (SDN) technology is also employed in the heterogeneous net-
work, because the Super-BS needs to know the information of each vehicular
user (including channel status information, speed, service requirement, etc.) to
make decisions.
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Fig. 1. Heterogeneous coexistence system of C-V2X and VANET

As shown in Fig. 2, the basic transmission period T is divided into two dura-
tions: αT content free period (CFP) for C-V2X users, and (1 − α) T content
period (CP) for VANET users. In the vehicular communication, safe-related ser-
vices require stable delay response and only need low data rates, and C-V2X
network just has these features. On the contrary, entertainment services typi-
cally have a large amount of data and can tolerate higher delay, VANET just
meets these needs, so we classify the vehicular users into emergency users Ne

and no-emergency users Nne, easy to provide them with personalized services
by supporting an appropriate access network.

2.1 Throughput of VANET and C-V2X

VANET: The considered VANET is a V2V communication network which
based on 802.11p protocol, users need to compete for transmission channel
with each other due to Carrier Sense Multiple Access with Collision Avoid-
ance (CSMA/CA) mechanism, the competitive and transmission process can
be described as a two-dimensional discrete Markov Chain [3]. In the stochas-
tic process, we define the backoff count state b(t) = m, m ∈ [0, 2nCWmin],
and backoff step state s(t) = n, n ∈ [0,m′]. m′ is the max backoff step, and
2nCWmin is the compete window value after nth fail transmission. Then the
stationary distribution can be expressed as: bn,m = lim

t→∞ P {s(t) = n, b(t) = m},
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Fig. 2. Transmission time divide scheme

n ∈ [0,m′],m ∈ [0, 2nCWmin], and the relationship between b0,0 and pc can be
obtained:

b0,0 =
2 · (1 − 2pc) · (1 − pc)

(1 − 2pc) · (CW + 1) + CW · pc ·
[
1 − (2pc)

m′] , (1)

Where pc is the collision probability of a user in a considered slot time. Due
to CSMA/CA mechanism, user can transmit data when backoff time is equal to
0, τ is used to denote the independent transmit probability:

τ =
m′∑

n=0

bn,0 =
b0,0

1 − pc
=

2 · (1 − 2pc)

(1 − 2pc) · (CW + 1) + CW · pc ·
[
1 − (2pc)

m′] , (2)

Then the collision probability pc is the probability that more than two users
transmit which can be calculated as:

pc = 1 − (1 − τ)NV −1, (3)

NV is the number of VANET users. The probability that at least one user
transmits in a slot time is:

ptr = 1 − (1 − τ)NV , (4)
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Thus the successful transmission probability psuc(i) equals to the probability
that only user i transmits and the other NV − 1 users keep silent:

psuc(i) =
C1

NV
· τ · (1 − τ)NV −1

ptr
, (5)

Since there are three situations in a transmission process: idle, success, colli-
sion, and the possibilities of them can be expressed as 1−ptr, ptrpsuc, ptr(1−psuc)
respectively, we can obtain the normalized throughput of the VANET network:

RV (i) =
ptr · psuc(i) · E [l]

E [s]
. (6)

Where E [l] represents the packet size, and the length of a time slot can be
calculated as:

E [s] = (1 − ptr) σ + ptrpsucTs + ptr (1 − psuc) Tc. (7)

Where Ts, Tc and σ respectively represent the average time of successful
transmission, collision transmission and empty duration.

C-V2X: Since VANET is a communication between vehicles, the relative speed
difference is not significant and the transmission range of VANET is not large,
so there is no need to consider the impact of vehicles speed in VANET. But in
C-V2X communication, the dynamic change of distance between vehicle and BS
will have a great impact on transmission, so we take the speed information of
V2X users into account to estimate the channel quality.

A subchannel can only be allocated to one user at the same time, we introduce
an indicator βc,t

j to denote whether V2X user j utilize the subchannel c in the
subframe t :

βc,t
j =

{
1, if subchannel c is allocated to j,
0, otherwise. (8)

The propagation path-loss process can be described by Rayleigh fading, we
assume BS transmits with a fixed power PB , and the received signal power
of user j is: P v

j = PB · |hj |2. The speed of user j is denoted by vj , it varies
with the different dense vehicle scenes and follows the Normal Distribution vj ∼
N(v0, σ2), thus the distance change of the user j in Δt can be expressed as
Δd = vj · Δt, then the channel gain can be calculated as:

|hj |2 = G0 · |dj + Δd|−∂ · |h0|2, (9)

Where the G0 is the power gain factor caused by amplifier and antenna,
Δt represents the time duration from the moment last data transmission was
completed to the moment next data transmission is ready. dj is the distance
factor between BS and user j, ∂ is the path-loss exponent, and h0 ∼ CN(0, 1) is
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a complex Gaussian variable representing the Rayleigh fading. Thus the SINR
of the V2X LTE user j could be calculated as:

γc,t
j =

βc,t
j · PB · |hj |2

σ2 +
NV∑
k=1

βc,t
k · P v

k · |gk|2
, (10)

P v
k is the transmission power of other users, gj(k) is the interference of user j

caused by other k users [1]. Consequently, the achievable data rate of V2X LTE
user j can be calculated as:

Rc,t
L (j) = B0 · g0 · log2

[
1 + γc,t

j

]
. (11)

Where B0 represents the allocated bandwidth for each user, and the g0 rep-
resents the throughput attenuation due to the framing (header, CRC, and cyclic
prefix) and signaling overheads.

2.2 Delay of VANET and C-V2X

VANET: As above mention, Ts, Tc and σ respectively represent the average
time of successful transmission, collision transmission and empty duration. Since
the heterogenous network is controlled by the Hyper-BS, the hidden terminal
problem can be avoided.

Packet Drop Delay: If the transmission process of user i reaches the retry limit,
the packet will be dropped. According to [10], the packet drop probability is
pdrop = pm+1

c , and the average time slots required for a packet to experience
m + 1 collision is:

E [Tdrop] =
m∑

n=0

CWn + 1
2

=
CW · (2m′+1 − 1) + (m′ + 1)

2
, (12)

Thus, the average time to drop a packet in a subframe can be calculated as:

E [Ddrop] = E [Tdrop] · E [s] , (13)

Success Packet Delay: Similar to the analysis of packet drop delay, we use
E [Tsuc] to denote the average time slots required for a successful transmission
which can be calculated as:

E [Tsuc] =
m∑

n=0

[
(p′ − pm′+1) · CWn+1

2

1 − pm+1

]
, (14)

The successful transmission average delay is defined as the time interval from
the time the packet is ready to be transmitted to the time the acknowledgement
is received, which is given by:

E [Dsuc] = E [Tsuc] · E [s] . (15)
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From what has been discussed above, the average delay of VANET user i can
be expressed as:

E [DV (i)] =
{

E [Dsuc] , m < m′,
E [Ddrop] , others.

(16)

C-V2X: In cellular communication, 3GPP specified that GBR resource type like
real-time video or vehicle safety services should control the latency under 50 ms.
According to [5], in the UL/DL-based V2X with no-relay mode, the latency for
message transmission from BS to user can be expressed as:

DL(j) = (L − RRC) + (L − UL) + (L − NW ) + (L − DL). (17)

Where the L − RRC is the connection time duration required to change the
RRC state, L − UL and L − DL are the time required for the eNB to send
the message to the destination through uplink and downlink, and the L − NW
denote the configuration latency and processing latency respectively.

Considering TDMA is widely adopted in cellular network, delay can be effec-
tively reduced by an appropriate slot allocation, in order to further enhance the
reliability of delay-sensitive V2X network, especially the safe-related messages,
the slot jitter of C-V2X must be strictly controlled.

We assume the waiting queue length of user j is Qj , which follows the normal
distribution, then the number of slots nj which user j require is:

nj =
Qj

Rc,t
L (j) · l

, (18)

where l is the length of a slot, since there are total S slots in a considered trans-
mission frame T , thus the ideal uniform interval between slots can be expressed
as:

U =
S

j∑
1

nj

, (19)

Users send their queue length information to BS, then controller implement
the time slot allocation D = {d1, d2, . . . , dj}, here dj is the allocated interval
between user j slot and user j + 1. The closer actual allocated slot interval dj is
to the ideal interval U , the smaller jitter is. Then the slot jitter can be described
as the variance of dj and U :

V ar (j) =
j∑
1

⎡
⎢⎢⎢⎣

(dj − U)2

j∑
1

nj

⎤
⎥⎥⎥⎦. (20)
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3 Problem Formulation

In a periodic transmission time T , we describe the throughput by user’s achiev-
able data rate, and describe the system delay by average user delay, both of
them are related to the number of users and time divide ratio. We aim to max-
imize the throughput and minimize the delay and jitter of total network, while
simultaneously satisfying the different QoS requirements. Therefore, the joint
optimization problem can be formulated as follows:

max
α,NL

{
α ·

[
T∑

t=1

C∑
c=1

NL∑
j=1

Rc,t
L (j) −

T∑
t=1

(
NL∑
j=1

DL(j)
NL

+ V ar(j)

)]}

+
{

(1 − α) ·
[

T∑
t=1

NV∑
i=1

RV (i) −
T∑

t=1

NV∑
i=1

E[DV (i)]
NV

]}
.

(21)

s.t. 0 ≤ α ≤ 1, (22)
∑NL

1
βc,t

j ≤ 1, k ∈ [1,K] , 1 ≤ t ≤ T, (23)

γc,t
j ≥ γth, k ∈ [1,K] , 1 ≤ t ≤ T, (24)

P v
j ≤ Pmax, (25)

DL (j) ≤ Dmax
e , (26)

RV ≥ Rmin
ne , (27)

M ≤ Ne, (28)
N ≥ Nne. (29)

In above, constraint (22) limits the ratio parameter α within 0 and 1; con-
straint (23) show that one subchannel can only be allocated to one C-V2X user ;
constraint (24) and (25) shows the SINR threshold and the max transmit power;
(26) and (27) show the maximum delay emergency users can tolerate, and Rmin

ne

is the minimum data rate requirement of non-emergency users; constraint (28)
and (29) show that the C-V2X network could off-load some emergency users to
VANET if the VANET system have very few users, to get lower delay. This is
a mixed integer non-linear programming (MINLP), it is difficult to solve these
problems in polynomial time. We will describe how to address the problem in
next section.

4 Proposed Method

In this section, we propose a delay-throughput joint optimization algorithm (DT-
PSO).

The stated mixed integer non-linear programming (21) have two objectives to
optimize, which are usually conflicting with each other and difficult to solve at the
same time. So we introduce the Mixed Discrete Multi-Objective Particle Swarm
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Algorithm 1. PSO based Delay-Throughput Joint Optimizaion Algorithm
Require: Max generation: maxgen;

Swarm size: pop;
Learning factors: C1, C2;

Ensure: Pareto front solutions
1: Initialization: v, p, Pbest, Gbest, w, t.
2: while (t < maxgen) do
3: for i = 1, 2, . . . , pop do
4: Calculate fitness F (xi);
5: if F (xi (t)) ≤ F (xi (t + 1)) then
6: Update local Pbest = xi (t + 1)
7: end if
8: if F (Gbest (t)) ≤ F (Pbest (t + 1)) then
9: Update global Gbest (t + 1) = Pbest (t + 1)

10: end if
11: for each particle do
12: Velocity evaluation vi (t + 1);
13: Position eveluation pi (t + 1);
14: end for
15: t + +;
16: end for
17: end while

Optimization (MDMO-PSO) algorithm [9], and modify it to solve complex multi-
objective problems with mixed-discrete design variables. For simplicity, (21) can
be reformulated as follow:

min
α,NL,dj

{
α ·

[
T∑

t=1

(
NL∑
j=1

DL(j)
NL

+ V ar(j)

)
−

T∑
t=1

C∑
c=1

NL∑
j=1

Rc,t
L (j)

]}

min
α,NL

{
(1 − α) ·

[
T∑

t=1

NV∑
i=1

E[DV (i)]
NV

−
T∑

t=1

NV∑
i=1

RV (i)
]}

.

(30)

The two polynomials in (30) are denoted by objective1 and objective2. The
DT-PSO is presented in Algorithm 1. With the fixed max generation maxgen,
swarm size pop, and inertia weigh ω, firstly, we initialize the position p, veloc-
ity v, local best position Pbest and global best position Gbest. Then, calculate
the fitness of each particle, and the current fitness value F (x) is obtained. Sec-
ondly, compare the fitness value of each particle F (xi (t)) with the neighbor,
if the current fitness value is better, then update the local leader Pbest, oth-
erwise, remain unchanged. Thirdly, select the best local solution Pbest as the
global best solution Gbest. Fourthly, update the velocity and position, accord-
ing to vi (t + 1) = ωvi (t) + r1C1

[
Pbesti(t) − xi (t)

]
+ r2C2

[
Gbesti(t) − xi (t)

]
+

r3θc,i

[
xi (t) − Gbesti(t)

]
and xi (t + 1) =

{
1, rand [0, 1] < 1

1+exp(−vi(t+1))

0, otherwise
.

Lastly, if iteration t reaches the maxgen or Gbest is stable, we obtain the Pareto
optimal solution. Furthermore, since the PSO has the defect of premature par-
ticle clustering, we improve the original diversity preservation mechanism by
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changing the velocity update equation r3θc,i

[
xi (t) − Gbesti(t)

]
to avoid that,

which is the diversity preservation item.

5 Simulation Result

We set the Hyper-BS transmits with fixed power PB = 43 dBm, and power gain
factor G = −31.5 dB. The user’s receiving power threshold is P v

th = −75 dBm,
and SINR threshold is γth = 0 dB. The subchannel bandwidth is B0 = 15 kHz,
number of subframes in each frame is 12. For safety’s sake, the maximum delay
that a emergency vehicle user can tolerance is Dmax

e = 50 ms, and the minimum
data rate required for non-emergency user is Rmin

ne = 5 Mbit/s. The speed of
vehicle range is 10–60 km/h, in urban scene, the average speed can be set as
v0 = 40 km/h.

As shown in Fig. 3, since the two objectives in (30) are conflict with each other
and cannot be optimized at the same time, we get the Pareto optimal solutions
by using proposed algorithm, then the curve of Pareto front can be obtained
according to these Pareto optimal sets. The green, red and blue markers show
the ideal point, and extreme points respectively.
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Fig. 3. The pareto front of joint optimization. (Color figure online)

Figures 4 and 5 shows the performance evaluation of the proposed DT-PSO.
We can observe that, the average delay of emergency users increase as the num-
ber of users increases because of channel collision, while the throughput of no-
emergency users decreases as the number of users increases due to growing sig-
naling occupation. Compared with single optimization [3] and RAS algorithm
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[6], in our scheme, the emergency users have lower average delay under the con-
dition of same throughput, while the no-emergency users have higher data rate
under the condition of same delay. And in Fig. 5 we can observe that emergency
users have smaller jitter in our scheme when compare to other approaches.
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6 Conclusion

In this paper, we investigate the coexistence problem of the heterogeneous vehic-
ular network include C-V2X and VANET. To meet the QoS of different users, we
jointly optimize the overall delay and throughput by user scheduling and time
allocation, then formulate the problem into a mixed integer non-linear program-
ming (MINLP). To solve the stated problem, we propose a delay-throughput
joint optimization algorithm (DT-PSO) to get the Pareto optimal solution effi-
ciently. Simulation results show that the proposed scheme outperforms existing
approaches both in delay and throughput.
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Abstract. The most applications of wireless sensor network have strin-
gent requirements for communication performance. To meet applications
requirements, it is crucial to measure the wireless interference between
nodes, which is the major factor that reduces the performance of wireless
sensor networks (WSNs). However, the key problem of accurately mea-
suring wireless interference is that the node cannot predict the neigh-
bor node information after the network is deployed, and thus cannot
establish the correspondence between the wireless interference strength
and the neighbor node. To tackle this problem, this paper presents a
lightweight interference measurement algorithm for WSNs. The algo-
rithm divides the interference measurement process into three phases.
The first two phases are used to gather all two-hop neighbor information
by exchanging between nodes. In the third phase, each node performs
interference measurements and builds the relationship of wireless inter-
ference between nodes. The experimental results show that our proposed
approaches can obtain accurate inter-node wireless interference strength
with low energy and communication overhead.

1 Introduction

Wireless sensor networks have been widely used in transportation, agriculture,
construction, military and other fields. Most wireless sensor network applications
impose strict requirements on communication performance. In general, wireless
sensor nodes are interconnected by wireless links and self-organized to form an
interconnected network. Due to the broadcastability of the wireless channel, the
data transmission of the node will cause significant wireless interference to its
neighboring nodes, then affecting the data transmission of its neighbor nodes,
thereby reducing the network transmission efficiency and increasing the data
transmission delay. For wireless sensor network applications, accurate measure-
ment of wireless interference between nodes is the key to improve communication
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performance. Due to the limited communication and computing power of wire-
less sensor nodes, it is challenging to achieve accurate measurement of wireless
interference of nodes with lower energy and communication overhead.

Early research on wireless interference focused on modeling the relation-
ship between wireless interference and packet reception ratio(PRR). Usually,
the paper studies the wireless interference between several nodes and constructs
wireless interference model, such as SINR-PRR [1–3]. By using these research
results, the scheduling of node data transmission can be realized, thereby improv-
ing the communication performance of link scheduling, media access control, and
routing protocols [3–5]. Since the wireless interference model constructed based
on the small-scale sensor test network, the wireless interference model can effec-
tively improve the communication performance in a network environment similar
to the experiment. However, when extended to large-scale sensor networks, the
node’s wireless interference environment is very complex, and the link status
between nodes is time-varying. The adaptability of wireless interference models
cannot be effectively guaranteed. Therefore, the run-time measurement of wire-
less interference is one of the feasible solutions to solve the wireless interference
model’s adaptability to the network environment.

Based on the TDMA protocol, the paper combines the node ID with the time
slot allocation by using the unique ID of the node in the network. Each node
has a unique time slot, which ensures that the wireless interference of the node
can be accurately measured and recorded. The algorithm divides the interfer-
ence measurement process into three phases. The first two phases complete the
information collection of the two-hop neighbor nodes through the information
exchange of neighbor nodes. Each node broadcasts in its own time slot in the
third phase, and the neighbor nodes complete the measurement of the wireless
interference strength by monitoring the wireless channel. After all nodes com-
plete the broadcast, each node can accurately construct a wireless interference
matrix based on the result of interference measurement. Based on this, more
reliable node transmission activity scheduling and network performance opti-
mization can be realized.

2 Related Work

Since Gupta and Kumar [6] proposed an accurate interference model for wireless
networks, there are many works were carried out for researching the behavior of
interference in wireless networks. In this section, we review these related work.

Zhao’s work [7] showed that the communication links are often lossy and
asymmetric. In [8], the author proposed a calculation model to compute inter-
ference levels in wireless multi-hop ad-hoc networks. The object of the model is
to calculate the expected value of carrier to interference ratio (C/I) and evalu-
ate performance of mobile wireless ad-hoc networks. The relationship of wireless
interference and path reception ratio is referred in [9]. The author show that the
average signal to noise and interference ratio (SINR) either remains constant , or
decays when the number of interferers scales to infinity in the network. In order
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to understand the role of interference on the overall performance of wireless net-
works, Razak et al. [10] show that the number of scenarios of two-flow interaction
is very larger when relax the assumption that the wireless interference range is
equal to the receipting range.

Unlike the previous works, some works study the interference by examples.
Subbu et al. [11] examines the impact of collocated 802.15.4 devices on each
other by observing the effect of interfering device on the desired device in terms
of packet error rate (PER). The author want to understand how and when
802.15.4 may impact each others performance. In [12], the author experimen-
tally investigate the effects of WLAN and realistic RF interference on packet
delivery performance in body area networks (BANs). Rahul et al. [13] propose
a approach to detecting and mitigation interference occurs in two different Zig-
Bee networks. When interference happened, the protocol leverages collaboration
between interfering networks to determine which network should switch to a
different channel. Interference also can be used to discovery wireless LAN, and
a interesting approach is described in [14].

3 Interference Measurement Algorithm

Consider a homogeneous sensor network that is composed of a single base station
(BS) and N sensors are randomly distributed in a monitoring area. We use
S = s1, s2, . . . , sn to denote the set of sensors. Each node has the same initial
energy. For node i and node j, the communication is reliable iff the distance
dij ≤ do, otherwise, there is only wireless interference between two nodes. do was
defined in [15]. For simplity, we only considers wireless inteference measurements
within two hops.

The problem to be solved in this paper is described as follows: In a given
wireless sensor network, for any node i in the network, it is assumed that the set
of one-hop and two-hop neighbor set are represented by L1 and L2, respectively.
The interference measurement algorithm can be used to accurately measure the
two-way wireless interference strength between the node and any of the node in
L1 ∪ L2, while the algorithm has lower time and energy overhead.

The paper designs a TDMA-based interference measurement algorithm. Each
node is assigned a unique time slot, and the ID of the node is the time slot
assigned to the node, and the ID is begin with 1. The node transmits data
only when its time slot arrives, otherwise it switchs to the listening state. In
order to ensure that the proposed algorithm can be executed correctly, clock
synchronization is necessary between nodes. Many efficient clock synchroniza-
tion mechanisms can be combined with our algorithm, such as TPSN [16]. For
the sake of discussion, this article assumes that all nodes have completed clock
synchronization. The algorithm consists of three phases: the first phase is used to
complete the information collection of the one-hop neighbor node and the partial
two-hop neighbor node; the second phase is executed to improve the informa-
tion of the two-hop neighbor node; finally, the node interference measurement
is finished in the third phase, and each node can construct a local interference
matrix after completing the interference measurement.
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The first stage: one-hop neighbor node information collection. Since the ID
number of each node in the network is unique, the time slot sloti assigned to the
node i can calculate using Eq. 1.

sloti = (sid − 1) ∗ tslot + tinit (1)

where sloti represents the ID of the node i, tslot represents the length of the time
slot, and tinit represents the start time of the first phase. Note that in order to
ensure that our algorithm can perform normally, the setting of tinit should take
into account the time of network deployment.

After completing the slot calculation, each node broadcasts the node’s neigh-
bor information Ninfo to its one-hop range in its time slot. The node will
then stay in the listening state for the remaining time slots of this phase to
receive neighbor information broadcast by its neighbor nodes. The generation
and update process of the one-hop neighbor information table is shown in Fig. 1.

s1

s2s4

s3

Fig. 1. The network topology of our illusration

The dashed line between nodes is just to indicate the neighbor relationship.
It can be concluded that the one-hop and two-hop neighbor relationships of
node s1 can be represented by the set: L1 = (s2, s4) and L2 = (s3), respectively.
According to time slot arrangement method, the time slots of the nodes s1,
s2, s3, and s4 are slot1, slot2, slot3, and slot4, respectively. Therefore, node s1
will first broadcast its neighbor information Ninfo. The Ninfo contains s1’s slot
information and the partial one-hop neighbor time slot information that it has
collected so far. At this time, the neighbor information Ninfo of s1 is shown in
Table 1.

Since there is no radio interference and is located within the effective commu-
nication range of the node s1, the neighbor nodes s2, s4 can correctly receive the
neighbor information of the node s1 and construct its own neighbor information
table. The neighbor information tables of nodes s2 and s4 are shown in Tables 2
and 3, respectively.
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Table 1. The s1’s neighbor information

sid s1

tslot 1

hop 0

Table 2. The s2’s neighbor information

sid s1 s2

tslot 1 2

hop 1 0

Table 3. The s4’s neighbor information

sid s1 s4

tslot 1 4

hop 1 0

Next, the node s2 broadcasts its neighbor information in the time slot 2.
For the same reason, the node s1 will be able to correctly receive the neighbor
information of s2, and after updating based on the the neighbor information of
s2, the neighbor information of s1 is as shown in the Table 4.

Table 4. The updated s1’s neighbor information

sid s1 s2

tslot 1 2

hop 0 1

According to the time slot arrangement, the node s3 broadcasts its neighbor
information during the time slot 3, the node s4 receives the neighbor information
of s3, and after updating based on this information, the neighbor information of
s4 is shown in Table 5.

Table 5. The updated s4’s neighbor information

sid s1 s3 s4

tslot 1 2 4

hop 1 1 0



636 B. Zeng et al.

Finally, s4 broadcasts its neighbor information in time slot 4. The nodes s1
and s3 receive the neighbor information of s4 and update according to it. The
updated neighbor information of s1 and s4 are Tables 6 and 7, respectively.

Table 6. The updated s1’s neighbor information

sid s1 s2 s3 s4

tslot 1 2 3 4

hop 0 1 2 1

Table 7. The updated s3’s neighbor information

sid s1 s3 s4

tslot 1 3 4

hop 2 0 1

In the first phase, the node collects some two-hop neighbor information,
such as nodes s1 and s3. However, since s1 finished the neighbor information
broadcast before s2 and s4, s2 and s4 cannot successfully collect the two-hop
neighbor information related to s1. In order to solve this problem, the algorithm
will execute the second phase to improve the two-hop neighbor information of
all nodes.

In the first phase, each node uses only one time slot, so the duration of the
first phase is N ∗ tslot.

The second stage: the exchange and update of two-hop neighbor information.
This phase is mainly used to improve the two-hop neighbor information of all
nodes. In order to ensure the smooth progress of the second phase, we have
tinit = N ∗ tslot + tgap, where tgap is mainly used to ensure that the second phase
can start correctly. Therefore, in the second phase, the time slot of the node is
calculated using Eq. 2.

slott = (sid − 1) ∗ tslot + N ∗ tslot + tgap (2)

Each node broadcasts neighbor information according to the allocated time
slot. After the second phase is executed, all nodes can obtain complete one-hop
and two-hop neighbor information. For example, nodes s2, s4 will receive the
neighbor information broadcast by node s1 in time slot 1. After the neighbor
information table is updated, the neighbor information of the nodes s2 and s4
are shown in Tables 8 and 9.

In this phase, since each node occupies one time slot, the duration of this
phase is N ∗ tslot.

The third phase: the node performs interference measurement and constructs
a local interference matrix. The node will listen to the wireless channel according
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Table 8. The updated s2’s neighbor information

sid s1 s2 s4

tslot 1 2 4

hop 1 0 2

Table 9. The updated s4’s neighbor information

sid s1 s2 s3 s4

tslot 1 2 3 4

hop 1 2 1 0

to its neighbor information to measure the wireless interference strength related
to the neighbor node, and then switch into sleep model until the active time slot
of neighbor node arrives. In the third phase, the initial time of the node slot is
tinit = 2 ∗ N ∗ tslot + tgap, and the slot of each node is set by equation (3).

slott = (sid − 1) ∗ tslot + 2 ∗ N ∗ tslot + tgap (3)

After the interference measurement is completed, each node will construct
an interference matrix as shown in Table 10 (for example, 50 nodes are randomly
deployed in a 100 m× 100 m area. The wireless signal propagation model is Two
Ray model).

Table 10. A node’s interference matrix (db)

sid s6 s8 s15 13

Strength –23.5 –23.1 –26.5 –13.6

hop 2 2 2 1

4 Numerical Results

We evaluate our interference measurement algorithm by simulation examples
with random network has different diameter and the amount of nodes. The
energy model we used is described in [15]. The energy model is expressed as
follows:

ETx(Pl, d) = PlEe + Plεfsd
2

ERx(Pl, d) = PlEe

(4)

where Pl denotes the size of packet, the default value is 1000 bits. Ee denotes
the energy consumed by the circuit when transmitting and receiving data, the
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Fig. 2. The network energy consumption vs the amount of nodes

default value is 50 nJ/bit. εfs is the power loss factor, the default value is 0.0013
(pJ/bit)/m4. d denotes the communication distance between two nodes, and
d ≤ do.

Figure 2 shows the relationship between network energy consumption and the
number of nodes. In all experiments, the node effective communication distance
do is set to 50 m. It can be seen from the figure that when the network has the
same number of nodes, changing the network coverage (from 100 m× 100 m to
300 × 300 m) will reduce the total energy consumption of the interference mea-
surement, which means that distributing the nodes in a wider area will reduce the
node density, thus Reduce interference measurement energy consumption. For
the same reason, for the same network topology, for example, 100 m× 100 m,
changing the number of nodes significantly increases the energy consumption of
the interference measurement.
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Fig. 3. The communication overhead vs the amount of nodes

Figure 3 shows the relationship between the number of nodes and communi-
cation overhead. The effective communication distance do is set to 50 m. It can
be seen from the figure that as the number of nodes increases, the number of
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packets that need to be broadcasted to complete the interference measurement
also increases significantly, and the total number of packets is basically three
times the number of nodes. This is basically in line with the theoretical results
of the interference measurement algorithm in this paper.
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Fig. 4. The energy consumption vs effective communication distance

Figure 4 shows the relationship between communication distance do and net-
work energy consumption. It can be concluded that the increase of the effective
communication distance of the node will increase the number of neighbor nodes,
thereby significantly increasing the energy consumption. For a network with a
high node density, for example, deploying 400 nodes in a 100 m× 100 m area,
the energy consumption is significantly higher than that of the other two scales,
and the energy consumption is nearly five times different. This shows that the
interference measurement algorithm is not suitable for networks with high node
density.
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Figure 5 shows the relationship between effective communication distance and
network communication overhead. It can be concluded from the figure that for
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networks of different network sizes, when the communication distance of nodes
increases, the difference in broadcast overhead of the algorithm will gradually
become smaller. The reason is that the increase of the communication distance
of the node will lead to an increase in the number of neighbor nodes, and more
neighbor information can be obtained by the broadcast of the node, so that
the node can obtain complete neighbor node information, and the node that
broadcasts in the second stage is reduced. Then, the broadcast overhead of the
network is reduced.

It is worth noting that, as shown in Figs. 4 and 5, under the same com-
munication distance, the difference between the broadcast overheads of differ-
ent networks is gradually decreasing, and the difference in energy consumption
is significantly increased, which indicates that the large energy consumption is
consumption during the interference measurement phase. As the communication
distance increases, the number of neighbor nodes of the node increases, and the
number of times the node needs to detect the interference strength will increase
significantly, resulting in an increase in node energy consumption.

5 Conclusion

The paper proposes a lightweight interference measurement algorithm. The algo-
rithm divides the interference measurement process into three phases. The first
two phases realize the information exchange and collection of the two-hop neigh-
bor nodes by letting the nodes schedule the broadcasts according to the time
slots, and provide complete neighbor node information for the third-stage inter-
ference measurement. In the third phase, each node broadcasts an interfer-
ence measurement packet in its own time slot, and monitors the wireless signal
strength in the neighbor node time slot, and completes the measurement and
acquisition of the neighbor node interference strength. The accurate measure-
ment results provided by the algorithm can be used for network transmission
activity scheduling of nodes, which can achieve reliable concurrency of data
transmission activities between nodes, thereby improving network efficiency and
reducing transmission delay.
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Abstract. The structure of the network in the real world is very com-
plex, as the dynamic network structure evolves in time dimension, how
to detect network changes accurately and further locate abnormal nodes
is a research hotspot. Most current feature learning methods are difficult
to capture a variety of network connectivity patterns, and have a high
time complexity. In order to overcome this limitation, we introduce the
network embedding method into the field of network change detection,
we find that node-based egonet can better reflect the connectivity pat-
terns of the node, so a dynamic network embedding model Egonet2Vec is
proposed, which is based on extracting the connectivity patterns of the
node-based egonets. After the dynamic network representation learning,
we use a dynamic network change detection strategy to detect network
change time points and locate abnormal nodes. We apply our method
to real dynamic network datasets to demonstrate the validity of this
method.

Keywords: Network representation learning · Social network · Egonet

1 Introduction

Dynamic network refers to the network that changes with time. Such as
social networks, communication networks, and topological networks are com-
mon dynamic networks, which widely exist in real life. Taking social networks as
an example, with the widespread use of various network services such as Twitter,
Facebook on the Internet, people widely communicate and transmit information
through networks. Therefore, a huge social network is formed in the virtual net-
work space, in which the nodes of the network represent each individual, and
the edges represents the connection between people, and the network changes
over time. Usually, the structural features of the network maintain a stable state,
which changes slightly over time. When an anomalous event occurs, the structure
of the network and related nodes often change dramatically. By detecting the
structural changes of dynamic network, the occurrence of anomalous events can
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be detected, and then the abnormal nodes can be located. However, in the face
of large-scale and complex network data, traditional dynamic network detection
methods are often difficult to extract network structural features comprehen-
sively, thus affecting the effect of dynamic network detection.

Network representation learning has caused the widespread research upsurge
in recent years, the basic idea is to extract the structural features of the network
and transform the nodes into vector representations through the neural network
model. The vector should reflect the structural features of the original network as
much as possible. However, most of the existing network representation learning
methods can not be directly applied to dynamic networks. We find that the
neighborhood structure features of the nodes are basically stable at ordinary
times, and will also change drastically when anomalous events occur. Based
on this, we propose a dynamic network representation learning method based
on extracting the neighborhood structural features of the nodes, which can be
directly applied to dynamic networks. Then a dynamic network change detection
strategy is carried out by this embedding method. The contributions of this paper
are listed as follows:

(1) We propose the Egonet2Vec (Egonet to vector) model, an dynamic network
representation learning method that computes the vector representations of
nodes by extracting the node-based structural features.

(2) Based on the Egonet2Vec model, a dynamic network anomaly detection
method is designed. The anomalous time points and the abnormal node set
under the anomalous time points are located by calculating similarity of the
nodes and time slice networks.

(3) Experiment verification on real dynamic network datasets, in Enron email
dataset and AS links dataset, our method has achieved good results, can
identify most abnormal time points and locate the abnormal nodes.

The rest of the paper is organized as follows: In the next section, we compre-
hensively analyze and discuss the related work. Problem definitions is described
in Sect. 3. Section 4 introduces the dynamic network change detection method.
Section 5 verifies the experimental results of the anomaly detection algorithm.
Section 6 summarizes the contributions and forecasts the next research direction.

2 Related Work

In the field of dynamic network anomaly detection, Michele et al. [1] proposed
NetSimile method, which extracts the node-based structural features, calculates
network similarity at different time slice network through feature aggregation,
finally identifies abnormal time points by similarity changes. Volodymyr et al.
[2] proposed a dynamic network anomaly detection algorithm based on Hop-
field neural network. This method first filters the non-anomalous nodes in the
dynamic network, and then uses Hopfield neural network to locate the abnormal
node set and the abnormal time points. Yu et al. [3] proposed NetWalk method,
which is a network embedding method based on autoencoder neural network.
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After obtaining the vector representations of each node, k-means clustering is
performed according to the vector representations of each node. For the newly
joined nodes, the degree of anomaly of those nodes is judged by calculating the
distance from the nearest class in k-means clustering. The farther the distance
is, the more abnormal the node is. Sun et al. [4] divides the nodes in the net-
work into source nodes and target nodes, and performs community partitioning
based on entropy (minimum coding length) in the source nodes and the target
nodes, respectively. Finally nodes with large difference in entropy are marked as
abnormal nodes.

In the field of network representation learning, Inspired by the word2vec
model, Perozzi et al. [5] proposed the DeepWalk method, which introduced the
deep learning technique to the field of graph representation for the first time.
This algorithm uses random walks to generate a sequence of nodes similar to
sentences in the document, and finally get vector representations of each node.
Introducing two hyper parameters(p and q) to control the depth and width of the
random walks, the node2vec [8] follows the DeepWalk algorithm and improves
the generation of random walk paths. The LINE [9] method obtains the final
vector representations by probabilistic modeling of all first-order and second-
order proximity of nodes, and minimizing the probability distribution and the
empirical distribution distance. The Subgraph2Vec [10] constructs the rooted
subgraph of each node as the target word whose neighbor nodes and their rooted
subgraphs are regarded as the context, and finally calls the word2vec model to
learn the vector representation of the subgraph. The Graph2Vec [11] method,
proposed based on the Subgraph2Vec algorithm, also uses the rooted subgraph
as the target word. The neighbor nodes and their rooted subgraphs are used as
context of those target words, the doc2vec [6] model is used to directly obtain the
vector representation of the whole graph. The GE-FSG [12] method first mines
frequent subgraphs on the graph dataset, and identifies frequent subgraphs by
serial number. If a subgraph appears in the graph, the subgraph number is added
to the context of the graph, so that each graph in the dataset maintains a context
consisting of frequent subgraphs. Then calling the doc2vec model for training,
this algorithm finally gets the vector representations of each graph in the graph
dataset.

However, most of the existing network embedding methods learn the repre-
sentation vectors for nodes in a static manner, which are not suitable for dynamic
network embedding. At the same time, the traditional anomaly detection meth-
ods have the problem of high computational cost. Based on this, we propose a
new representation learning model for dynamic networks, and develop a dynamic
network anomaly detection method based on this model.

3 Problem Descriptions

3.1 Related Conceptions

Definition 1 (Dynamic Network). Unlike static networks, dynamic networks
change over time. A dynamic network containing n time slices is represented
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as G = {G1, G2, ..., Gt, Gt+1, ..., Gn}, where the t th time slice network is
Gt = (Vt, Et). Vt is the set of vertices in the network, and Et is the edge set
representing the relationship between the vertices. Gt = (Vt, Et,Wt) when the
network is a weighted network and Wt is the weights set.

Definition 2 (Network Embedding). Given a network G = (V,E), the purpose
of network embedding is to learn a mapping function to map each node in the
network to a low-dimensional vector: vi → yi ∈ Rd, d � |V |. The algorithm
finally gets the low-dimensional dense vector representations of network nodes,
which is very effective when dealing with large scale complex networks.

3.2 Problem Descriptions

In this paper, dynamic network change refers to the abnormal changes in the
process of network evolution. Doing dynamic network change detection needs to
solve three problems: dynamic network model construction, network embedding
model construction and design detection strategy.

Dynamic network modeling: At present, the method widely used in dynamic
network modeling is the time slice partitioning method, which needs to choose
the appropriate time slice size to divide the network. Too long time slice setting
may make the important change information of the network hidden in the time
slice window, and too short time slice may lead to little information contained
in a time slice network.

Network representation learning: Existing network representation learning
models such as Line, node2vec, etc. can only perform representation learning on
each time slice network, and the obtained vector representations of the same node
in different time slice networks cannot compare similarities directly. At the same
time, the structural information of nodes can not be extracted comprehensively
based on random walk. Therefore, a new network representation learning method
is needed, which can extract the node’s structural features comprehensively and
obtain the vector representations of each node in different time slice networks.
At the same time, not only the similarity between nodes in the same time slice
network, but also the similarity between nodes in different time slice networks
can also be compared.

Detection strategy: After obtaining the vector representation of the nodes, in
order to detect the overall change of the current time slice network, we need to
aggregate the vector representations of each node as the vector representation of
the entire time slice network, and calculate the similarity between adjacent time
slice networks. By setting the network similarity threshold, if recently arrived
network’s similarity exceeds the threshold, we can judge that the current network
has changed.

In summary, network representation learning is the core of our dynamic net-
work change detection method, and how to extract node based structural features
is the focus of the network representation learning method.
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4 Dynamic Network Change Detection Model

4.1 Related Conceptions

Definition 3 (Label Graph). The Label Graph is a graph with node labels and
edge labels, which is described as: G = (V,E,L), where V and E are the set of
vertices and edges in the graph, and L is the label mapping function of edges and
nodes.

Definition 4 (Subgraph). Given a label graph S = (VS , ES , LS), for any VS ⊆
V, ES ⊆ E, if and only if LS(v) = L(v) is true for each v ∈ VS, and LS(u, v) =
L(u, v) is true for each (u, v) ∈ ES, the graph S is called the subgraph of the
graph G.

Definition 5 (DFS Edge (depth-first search edge)). An edge can be presented
by a 5-tuple (from, to, vlbi, elb, vlbj), where from and to are the ordinal number
of nodes (vi, vj) in depth-first search, vlbi and vlbj are the labels of vi and vj,
and elb is the label of edge between them.

Definition 6 (DFS Code). DFS Code [17] is a combination of a series of DFS
Edges. The DFS Code of an n-edge graph is
{DFSEdge1,DFSEdge2, ...,DFSEdgen}.
Definition 7 (DFS Lexicographic Order). In order to compare the size rela-
tionship between DFS Edges , we define the priority of elements in 5-tuple
(frm, to, vlbi, elb, vlbj) decreases in turn. We determine the relationship of size
between DFS Edges by comparing the lexicographic order of each element in turn.

Definition 8 (Minimum DFS Code). A graph can be represented by different
DFS Codes. According to DFS Lexicographic Order, the minimum one is called
minimum DFS Code. A graph has only one minimum DFS Code representation,
the minimum DFS Code is used to uniquely identify a graph.

Definition 9 (N-edge Subgraphs). Given a graph G = (V,E,L), SS, a collection
of all sub-graph of graph G. For each subgraph S ∈ SS, S = (VS , ES , LS), if the
number of edges in graph S is not greater than N, |ES | ≤ N , N ∈ R, then graph
S is called a N-edge subgraph of G, the collection of all N-edge subgraphs is called
N-edge Subgraphs.

Definition 10 (Egonet). Node-based egonet refers to a node-centered self-graph,
which consists of all the nodes connected to it and the edges between them.

4.2 Egonet2Vec Network Representation Learning Method

N-Edge Subgraphs Extraction. Egonet2Vec dynamic network representa-
tion learning algorithm aims to learn the vector representations of each node in
all time slice networks. To do this, we need to construct structural feature set for
each node. Then based on the current popular doc2vec models, the structural
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Fig. 1. The generation of node-based egonet

feature set of the single node is regarded as a document, and the substructure
in the feature set is regarded as a word in the document. Finally, based on the
above model, we can obtain the vector representations of each node in all time
slice networks.

The construction of egonet is shown in Fig. 1, the egonet of node 1 is con-
structed. If we construct egonets for all nodes in a graph, then the original graph
structure can be restored by combining the egonets of the nodes. In general, node-
based egonet is more focused on the neighborhood structural features of individ-
ual nodes. Therefore, we choose the node-based egonet as the basis for network
representation learning. Then the following question is how to extract substruc-
tures from the graph-based egonet as the structural feature set of the node. The
types of substructures can be divided into nodes, subgraphs, paths, etc., sim-
ply using nodes for representation learning is not a good solution, because it
ignores graph structure features. Paths can reflect the link relationship of nodes
in the graph, but using paths for representation learning also ignores some com-
plex graph structures. As an ordered collection of nodes and edges in a graph,
subgraphs can reflect almost all structural features of the graph. Therefore, we
choose the subgraph as the basic unit for network representation learning. We
extract all the N-edge Subgraphs as the structural feature set of each node by
traversing the corresponding egonet, the subgraph is uniquely identified by the
minimum DFSCode. The maximum number of edges in a subgraph N is set to
3 in the experiment, which can ensure sufficient number of subgraphs and can
be completed in a short time. The overall framework of the algorithm is shown
in Fig. 2.

We named the N-edge Subgraphs extraction algorithm as StructureExtract,
then perform StructureExtract sequentially for each node-based egonet in per
time slice network. Algorithm 1 outlines the pseudo-code of the algorithm. In
Algorithm 1 line 2, we begin by generating the initial 1-edge subgraphs. Sub-
sequently, in Algorithm 1 line 4–7, for each initial subgraph we perform N-
edge Subgraphs extraction, the SubgraphMining function in line 6 is a subgraph
mining function shown in Algorithm 2. Algorithm 2 mainly performs subgraph
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Fig. 2. The framework of Egonet2vec

mining and stops extension after reaching the specified threshold N. In Algorithm
2 line 2–4, when extending a subgraph, we should first determine whether the
current subgraph is minimum DFS Code, in Algorithm 2 line 5–11, we extend the
subgraph with its children by calling the SubgraphMining function recursively.

Algorithm 1. The StructureExtract algorithm
Require: G: Egonet to be extracted, G = (V,E, L)
Require: N : Maximum number of edges in a subgraph
Ensure: S: All extracted subgraphs
1: /*Extract 1-edge graphs from graph G*/
2: sort E in DFS lexicographic order
3: S ← {}
4: for all edge e such that e ∈ E do
5: initialize s with e
6: SubgraphMining(G, S, s, N)
7: end for
8: return S

Learning Embeddings of Each Node. We use the Distributed Bag of Words
version of Paragraph Vector (PV-DBOW) model, as shown in Fig. 3, an extended
model of skip-gram model belonging to doc2vec, to learn the representations of
each node. Ignoring the input context, this model directly predicts random words
of the document in the training process. Specifically, the node-based egonet is
considered as a document, and the subgraph is regarded as a single word. Given
a group of node-based egonets GS, for each egonet Gi in GS, its subgraph set is
c(Gi) = {sg1, sg2, ..., sgn}. Finally, our goal is maximizing the following formula:

n∑

j=1

log pr(sgj |di) (1)
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Algorithm 2. The SubgraphMining algorithm
Require: G: Egonet to be extracted, G = (V,E, L)
Require: N : Maximum number of edges in a subgraph
Require: S: All extracted subgraphs
Require: s: DFS Code of a subgraph
1: /* Check if s is the smallest DFS Code */
2: if s �= min(s) then
3: return
4: end if
5: S ← S ∪ {s}
6: /* extend subgraph s */
7: generate all s potential children with one edge growth
8: S ← E
9: for all c such that c ∈ s’ children do

10: SubgraphMining(G, S, s, N)
11: end for

sgj ∈ c(Gi), sgj is a subgraph of graph Gi.

Pr(sgj |Gi) =
exp(sgj .Gi)∑V
i=1 exp(sgi.Gi)

(2)

where sgj is the vector representation of the subgraph, and v is the number of
all substructures. In order to optimize the calculation, a negative sampling tech-
nique can be used to construct a new objective function. Furthermore, maximiz-
ing the likelihood of positive samples and minimizing the likelihood of negative
samples can improve the computational efficiency.

After learning the vector representations of the nodes in all time slice net-
works, if the neighborhood structural features of the nodes are similar, then the
vector representations of them are close too.

Fig. 3. PV-DBOW model
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4.3 Dynamic Network Anomaly Detection Strategy

The nodes in the network are denoted as G = {v1, v2, · · · , vm}, m is the num-
ber of nodes in the network. After obtaining the vector representations of
each node in all time slice networks, for the t th time slice network, the vec-
tor representation of the nodes in the network is Gt = {vt

1, v
t
2, · · · , vt

m},
vt

i ∈ Rd, i ∈ [1,m], d is the dimension of the vector representation. For
each node, we compute the similarity between the vector representations in
the current time slice network and the adjacent time slice network. For the
t th time slice network, we need to compute the similarity between the vec-
tor representations in the t th time slice network and t-1 th time slice net-
work. The similarities of each node in the t th time slice network is represented
as sim(Gt−1, Gt) = {sim(vt−1

1, v
t
1), sim(vt−1

2, v
t
2), ..., sim(vt−1

m, vt
m)}, in

which the similarity measure of each node we use cosine similarity:

sim(vt−1
i , vt

i) =
vt−1
i • vt

i

||vt−1
i || × ||vt

i ||
(3)

By taking the mean of the similarity of all nodes in the current time slice
network as the similarity of the time slice network, the similarity of the entire
dynamic network GS = {G1, G2, · · · , Gt, Gt+1, · · · , Gn} is recorded as

{
sim(G1,

G2), sim(G2, G3) · · · , sim(Gn−1, Gn)
}
, The distribution of sim(Gt−1, Gt) in the

steady state of the network is recorded as f , where n is the number of dynamic
network time slices.

sim(Gt−1, Gt) =

m∑
i=1

sim(vt−1
i , vt

i)

m
(4)

Then we calculate the mean and variance of the distribution f :

μ =
1

n − 1

n∑

t=2

sim(Gt−1, Gt) (5)

σ2 =
1

n − 1

n∑

t=2

(sim(Gt−1, Gt)−μ)2 (6)

Given a threshold α, when the new t th time slice network Gt arrives, if the value
of sim(Gt−1, Gt) falls outside of [μ − α, μ + α], the network is judged to have
changed at this time. When f is a normal distribution, we usually set α = 2σ or
α = 3σ, because the probability of a value falling outside the region is only 5%
or 0.3%, which is a small probability event. Of course, we can also determine
the value of α according to the actual situation. After determining the abnormal
time points, we locate the set of nodes with low similarity in the abnormal time
slice network, which is a set of possible abnormal nodes.
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5 Experiment

We evaluate our method on the Enron email dataset and the AS links dataset.
The Enron email dataset is derived from Enron employees’ email folders, is a
directed weighted network dataset. The AS links dataset belongs to undirected
weightless network dataset, which is a collection of snapshots composed of all
AS belonging to a certain country or a region over a period of time.

5.1 Enron Email Dataset

Enron’s email data set is Enron’s (formerly one of the world’s largest integrated
gas and power companies, and is the number one natural gas and power whole-
saler in North America) senior executives of the email. It has been publicly
available by the US Federal Energy Regulatory Commission and is currently
available online. We use the processed version form [13], the dataset retains only
184 communications data between Enron senior executives.

Data Preprocessing. We extract the email address and the sending time of
the sender and receiver in the email record to build the mail network. A node
in the network represents a communicating member, and if member a sends a
message to member b, an edge is added between a and b. The time slice size is
set to one week (7 days) and the messaging records for 728 days from 2000/1/4
to 2001/12/30 are divided into 104 time slices.

In Enron email network, the employees are regarded as nodes in the network,
and the number of communications between nodes in each time slice network is
taken as the weights of edges. Since edge weights cannot be directly applied to the
subgraph mining, we use the equal frequency grouping method to map different
weights of the same edge in different time slice networks, and use the label of
the group instead of the weight as the label of the edge. In the experiment, we
set the number of groups to 3, that is, the labels of the edges are grade1, grade2,
grade3. Then node-based egonets for each node in all time slice networks are
constructed after the edge label is determined. In the stage of N-edge Subgraphs
extraction in each egonet, because the number of communications between nodes
is inclusion relationship, that is, if A and B are connected twice, then they must
be connected once. So, the high-grade label on the edge contains the lower-
grade label, i.e. grade2 contains grade1 and grade3 contains grade2, grade1.
As shown in Fig. 4, graph A is the original graph, graph B is the graph with
new edge labels after equal frequency grouping of edge weights in different time
slice networks, and graph C is the actual graph to be extracted in the N-edge
Subgraphs extraction stage.

Experimental Results of Enron Email Dataset. Figure 5 shows the vari-
ation of sim(Gt−1, Gt) over time. The calculated parameters of the distribution
f of sim(Gt−1, Gt) under Enron stability are μ= 0.89, σ = 0.05, we set a = 2σ,
and the interval of μ±α is [0.79− 0.99]. The potential abnormal time points we
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Fig. 4. The process of edge weight conversion

obtained were 95, 93, 92, 73, 94, and 96. The Enron’s important events occurring
at the above time points are shown in Table 1. From Table 1, we can find that
most of the potential abnormal time points mentioned above have important
incidents happened in Enron. Among them, Enron’s email network fluctuated
the most in the 95th time slice network. While Enron’s third quarter loss is
announced in 94th time slice network, this event opened the prelude of Enron’s
bankruptcy and was an important turning point for Enron. The 92nd and 93rd
time slice network occurred before the turning point of Enron’s bankruptcy,
although there was no important event occurs, they could be regarded as early
warnings of abnormal events in Enron.

Table 1. Enron’s important events

2001/5/22, 73 John Mintz sends a memorandum to Jeffrey Skilling (CEO
for a few months) for his sign-off on LJM paperwork

2001/10/16, 94 Enron announced that they had restated their financial
statements for the years 1997 to 2000 to correct accounting
irregularities

2001/10/22, 95 The Securities and Exchange Commission conducted a survey
of potential conflicts of interest between Enron and its
directors and their special partner-ships

2001/10/24-25, 95 Jeff McMahon takes over as CFO. Email to all employees
states that all the pertinent documents should be preserved

2001/11/1, 96 The mortgage company Enron assets, access to J. P Morgan
and Salomon Smith Barney’s 1 billion US dollars credit line
secured, but Merrill Lynch and Standard & Poor’s still on
Enron again lowered the rating

2001/12/2, 100 Enron filed for bankruptcy in New York and simultaneously
sued Dynegy for breach of contract
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Fig. 5. The test results of Enron email dataset

Table 2. Statistical information of Lebanon and Venezuela

Country Start time End time Number of snapshots

Lebanon 2012/7/3 00:00 2012/7/6 22:00 48

Venezuela 2019/3/1 02:00 2019/3/8 22:00 95

5.2 As Links Dataset

At a specific time t, the AS-level Internet of a country refers to a snapshot
of all AS directly connected to the AS belongs to the country. The snapshot
can intuitively display the status of the Internet connection in that country
at a specific time. For a period of time, many AS links snapshots constitute
a dynamic network, which can reflect the evolution of network connectivity.
Usually, the normal changes of AS-level Internet network reflect the gradual
evolution of the network scale and topology. However, the dramatic changes
in AS-level Internet are usually caused by network anomalies, such as router
misconfiguration, physical link failures, and network attacks, etc., those can lead
to dramatic changes in the structure of AS-level Internet.

In this paper, Lebanon and Venezuela’s AS-level Internet networks are
selected for experimental verification. By analyzing the public routing data of the
Route Views project [14], the AS-level Internet networks of the corresponding
countries can be obtained. Route Views project samples global AS-level routes
every two hours. Therefore, the interval between adjacent network snapshots in
the dynamic network is also 2 h, and the accuracy of the change detection is also
2 h. Statistical information on the AS-level Internet networks of Lebanon and
Venezuela is shown in Table 2.
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Lebanese AS-Level Internet Network Dataset. Figure 6 reflects the test
results of detecting Lebanese AS-level Internet from July 3 to 6, 2012. The
calculated parameters of the distribution f of sim(Gt−1, Gt) under stability are
μ= 0.98, σ = 0.04, we set a = 3σ, and the interval of μ ± α is [0.87 − 1.1]. The
potential abnormal time point we obtained was 2012-07-04 18:00. As can be seen
from Fig. 6, at 18 o’clock on July 4, 2012, its network structure has undergone
a major change. Because Route Views project samples global AS-level routes
every two hours, so we can judge that the anomalous event occurred between
16:00 and 18:00 on July 4, 2012.

According to BGPMon [15], Lebanese internet outage started on July 4th,
16:16 (UTC), the cause of the outage according to the Telecoms Ministry
in Lebanon is a fiber cut on the IMEWE Submarine cable. Liban Teleccom
(AS42020), the largest Internet provider in Lebanon, has been seriously affected.
Table 3 shows the network similarity statistics of the seven Internet providers
with the greatest changes (lowest similarity) in Lebanon from 16:00 to 18:00 on
July 4, 2012. As shown in Table 3, AS42020 has the greatest change between
16:00–18:00, and the similarity with the previous time slice network is only 0.41.
Table 4 shows the edge numbers of the seven Internet providers mentioned above
in time slice networks from 14 to 20 o’clock on July 4. It can be seen from the
table that the connectivity of the Lebanese Internet providers at 16:00 to 18:00
has changed a lot.

Fig. 6. The test results of Lebanese AS-level Internet network

Venezuelan AS-Level Internet Network Dataset. Figure 7 shows the test
results of the Venezuelan AS-level internet network from March 1 to 9, 2019. The
calculated parameters of the distribution f of sim(Gt−1, Gt) under stability are
μ=0.99, σ = 0.004, we set a = 3σ, and the interval of μ ± α is [0.98 − 1.0]. The
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Table 3. Partial Lebanese Internet providers’ similarity test results

Internet provider 14:00–16:00 16:00–18:00 18:00–20:00

AS42020 1.00 0.41 0.95

AS34370 1.00 0.47 0.47

AS31126 1.00 0.49 0.67

AS41211 1.00 0.55 1.00

AS39010 1.00 0.55 1.00

AS39275 1.00 0.64 1.00

AS9051 1.00 0.64 0.46

Table 4. Statistics of partial Lebanese Internet providers

Internet provider 14:00–16:00 16:00–18:00 18:00–20:00

AS42020 19 6 7

AS34370 1 1 1

AS31126 9 10 11

AS41211 1 1 1

AS39010 11 5 5

AS39275 1 1 1

AS9051 14 0 14

Fig. 7. The test results of Venezuelan AS-level Internet network
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potential abnormal time point we obtained was 2019-03-07 22:00. As shown in
Fig. 7, at 22:00 on March 7, 2019, its network structure has undergone a major
change, so we can judge that the anomalous event occurred between 20:00 and
22:00 on March 7, 2019 (UTC).

Local time in Venezuela is 4 h later than the standard time, and the time
between 20:00 and 22:00 UTC corresponds to Venezuela’s local time between
16:00 and 18:00. According to CNN [16] reported on March 9, 2019, Venezuela
suffered a power outage crisis in most areas on the evening of March 7, and many
areas were still in darkness until March 8. Venezuelan local media reported that
15 of the country’s 23 states had blackouts.

Table 5. Partial Venezuelan Internet providers’ similarity test results

Internet provider 18:00–20:00 20:00–22:00 22:00–24:00

AS52320 1.00 0.45 1.00

AS27807 1.00 0.79 0.99

AS7908 1.00 0.87 1.00

AS8048 1.00 0.88 1.00

AS27893 1.00 0.92 1.00

AS27891 1.00 0.92 1.00

AS17287 1.00 0.95 1.00

Table 6. Statistics of partial Venezuelan Internet providers

Internet provider 18:00–20:00 20:00–22:00 22:00–24:00

AS52320 95 93 93

AS27807 7 0 0

AS7908 19 17 17

AS8048 23 22 23

AS27893 3 0 0

AS27891 1 0 0

AS17287 1 0 0

Table 5 shows the network similarity statistics of the seven Internet providers
with the greatest changes (lowest similarity) in Venezuela from 18:00 to 24:00 on
March 7, 2019. Table 6 shows the edge numbers of the seven Internet providers
mentioned above in time slice networks from 18 to 24 o’clock on March 7.
According to the table, Networks relying on AS52320 are most severely affected.
Venezuelan Internet providers’ connectivity declined from 20:00 to 22:00, and
there was still no improvement at 18:00 to 20:00.
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6 Conclusion

In this paper, we propose a dynamic network representation learning method
Egonet2Vec, then a dynamic network change detection method is carried out
based on Egonet2Vec. Experiments on Enron email dataset and AS links datasets
demonstrate the effectiveness of this method. One of our future works is to
improve our method so that it can directly obtain the similarity of the time slice
networks, in order to overcome the accuracy loss caused by taking the mean of
the node similarity.

Acknowledgment. This work was supported by the National Key R&D Program of
China (No. 2016YFB0801303, 2016QY01W0105), the National Natural Science Foun-
dation of China (No.61309007, U1636219, 61602508, 61772549, U1736214, 61572052)
and Plan for Scientific Innovation Talent of Henan Province (No. 2018JR0018).

References

1. Berlingerio, M., Koutra, D., Eliassirad, T., et al.: NetSimile: a scalable approach
to size-independent network similarity. Comput. Sci. 12(1), 28:21–28:28 (2012)

2. Miz, V., Ricaud, B., Benzi, K., et al.: Anomaly detection in the dynamics of web
and social networks (2019)

3. Yu, W., Cheng, W., Aggarwal, C.C., et al.: Netwalk: a flexible deep embedding
approach for anomaly detection in dynamic networks. In: Proceedings of the 24th
ACM SIGKDD International Conference on Knowledge Discovery and Data Min-
ing, pp. 2672–2681. ACM (2018)

4. Sun, J., Faloutsos, C., Faloutsos, C., et al.: GraphScope: parameter-free mining of
large time-evolving graphs. In: Proceedings of the 13th ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data Mining, pp. 687–696. ACM
(2007)

5. Mikolov, T., Sutskever, I., Kai, C., et al.: Distributed representations of words and
phrases and their compositionality. In: Advances in Neural Information Processing
Systems, vol. 26, pp. 3111–3119 (2013)

6. Le, Q., Mikolov, T.: Distributed representations of sentences and documents. In:
Proceedings of the International Conference on Machine Learning, pp. 1188–1196
(2014)

7. Perozzi, B., Al-Rfou, R., Skiena, S.: DeepWalk: online learning of social represen-
tations. In: Proceedings of the ACM SIGKDD International Conference on Knowl-
edge Discovery and Data Mining (2014)

8. Grover, A., Leskovec, J.: node2vec: scalable feature learning for networks. In: Pro-
ceedings of the ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining (2016)

9. Jian, T., Meng, Q., Wang, M., et al.: LINE: large-scale information network embed-
ding (2015)

10. Narayanan, A., Chandramohan, M., Chen, L., et al.: subgraph2vec: learning dis-
tributed representations of rooted sub-graphs from large graphs. arXiv preprint
arXiv:160608928 (2016)

11. Narayanan, A., Chandramohan, M., Venkatesan, R., et al.: graph2vec: learning
distributed representations of graphs (2017)

http://arxiv.org/abs/160608928


658 H. Feng et al.

12. Nguyen, D., Luo, W., Nguyen, T.D., et al.: Learning graph representation via
frequent subgraphs. In: Proceedings of the Proceedings of the 2018 SIAM Interna-
tional Conference on Data Mining. SIAM, pp. 306–314 (2018)

13. Priebe, C.E., Conroy, J.M., Marchette, D.J., Park, Y.: Scan statistics on enron
graphs. Comput. Math. Organ. Theory 11(3), 229–247 (2005)

14. Views R. University of Oregon route views project [EB/OL]. http://www.
routerviews.org/

15. BGPMon [EB/OL]. https://www.bgpmon.net/internet-outage-in-lebanon-conti
nues-for-days/

16. CNN[EB/OL]. https://edition.cnn.com/2019/03/08/americas/venezuela-blackout-
power-intl/index.html

17. Yan, X., Han, J.: gSpan: graph-based substructure pattern mining. In: Proceedings
of the IEEE International Conference on Data Mining, vol. 721 (2002)

18. Araujo, M., et al.: Com2: fast automatic discovery of temporal (‘Comet’) com-
munities. In: Tseng, V.S., Ho, T.B., Zhou, Z.-H., Chen, A.L.P., Kao, H.-Y. (eds.)
PAKDD 2014. LNCS (LNAI), vol. 8444, pp. 271–283. Springer, Cham (2014).
https://doi.org/10.1007/978-3-319-06605-9 23

19. Peel, L., Clauset, A.: Detecting change points in the large-scale structure of evolv-
ing networks. CoRR, abs/1403.0989 (2014)

20. Mongiovi, M., Bogdanov, P., Ranca, R., Singh, A.K., Papalexakis, E.E.,
Faloutsos, C.: NetSpot: spotting significant anomalous regions on dynamic net-
works. In: Proceedings of the 13th SIAM International Conference on Data Mining
(SDM), Texas, Austin, TX (2013)

http://www.routerviews.org/
http://www.routerviews.org/
https://www.bgpmon.net/internet-outage-in-lebanon-continues-for-days/
https://www.bgpmon.net/internet-outage-in-lebanon-continues-for-days/
https://edition.cnn.com/2019/03/08/americas/venezuela-blackout-power-intl/index.html
https://edition.cnn.com/2019/03/08/americas/venezuela-blackout-power-intl/index.html
https://doi.org/10.1007/978-3-319-06605-9_23


Robust RSS-Based Localization in Mixed
LOS/NLOS Environments

Yinghao Sun, Gang Wang(B) , and Youming Li

Faculty of Electrical Engineering and Computer Science, Ningbo University,
Ningbo 315211, China

sunsunyinghao@163.com, {wanggang,liyouming}@nbu.edu.cn

Abstract. In this paper, we propose a robust received signal strength
(RSS) based localization method in mixed line-of-sight/non-line-of-sight
(LOS/NLOS) environments, where additional path losses caused by
NLOS signal propagations are included. Considering that the additional
path losses vary in a dramatic range, we express the additional path
losses as the sum of a balancing parameter and some error terms. By
doing so, we formulate a robust weighted least squares (RWLS) problem
with the source location and the balancing parameter as unknown vari-
ables, which is, simultaneously, robust to the error terms. By employing
the S-Lemma, the RWLS problem is transformed into a non-convex opti-
mization problem, which is then approximately solved by applying the
semidefinite relaxation (SDR) technique. The proposed method releases
the requirement of knowing specific information about the additional
path losses in the previous study. Simulation results show that the pro-
posed method works well in both dense and sparse NLOS environments.

Keywords: Source localization · Received signal strength (RSS) ·
Line-of-sight/non-line-of-sight (LOS/NLOS) · Robust weighted least
squares (RWLS) · Semidefinite relaxation (SDR)

1 Introduction

In recent years, the development of wireless sensor network (WSN) is rapid
because of its wide applications. One of the important functions of the WSN is
to provide location estimate for some objects. However, the WSN is typically
composed of cheap and small sensor nodes with limited communication range
and computational ability, which limits its application in localization using time
of arrival (TOA) [1] or time difference of arrival (TDOA) [2]. As such, received
signal strength (RSS) is probably the most proper venue for source localization
because of its low complexity and low cost [3,4]. In this paper, we address the
RSS based source localization problem.
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In the previous study, the outdoor RSS measurement model is widely adopted
in the RSS based source localization literature. The most common method to
solve the problem is the maximum likelihood (ML) estimator formulated based
on the outdoor measurement model. Unfortunately, the ML problem is nonlin-
ear and non-convex, implying that the traditional iterative algorithm may fail
to converge to the global optimum without good initial estimates [5]. Due to
this, the linearization methods and convex relaxation methods have been pro-
posed to solve the problem. The linearization methods usually have closed-form
solutions, however, their performance may significantly degrade as the shadow-
ing effect becomes severe [6,7]. The convex relaxation methods relax the ML or
approximate problem into a convex semidefinite program (SDP). This kind of
methods typically achieve better performance than the linearization methods,
at the cost of higher complexity. Ouyang et al. [8] eliminated the logarithms
firstly, and then relaxed the formulated problem based on MLE into an SDP.
Wang et al. [9] proposed the least squares relative error (LSRE) method based
on the least absolute relative error criterion, where the formulated problem was
proven to be an approximation to the MLE. The formulated problem was also
relaxed into an SDP. It was shown that this method performs better than several
existing methods.

Traditionally, the model parameters, e.g., the transmit power and the path
loss exponent (PLE), are estimated before performing localization, by a large
amount of training data during the calibration phase. However, the calibration
significantly increases the communication overhead and computational complex-
ity. Instead of doing calibration, researchers proposed several methods which
jointly estimate the model parameters and the source location. Wang et al. [10]
formulated a non-convex weighted least squares (WLS) problem based on the
unscented transformation (UT) to jointly estimate the source location and the
transmit power. The method was extended to the case when the PLE is also
unknown. Tomic et al. [11] proposed a three-step alternating estimation pro-
cedure to estimate the source location and the model parameters simultane-
ously, where the second-order cone relaxation was used to solve the non-convex
problem.

In indoors and urban areas, the non-line-of-sight (NLOS) propagations may
cause additional path losses. Hence, the outdoor RSS measurement model is
not sufficient for modeling these environments. To cope with this, some addi-
tional path-loss terms are added to the original outdoor RSS measurement model
[12,13]. The additional path losses can be computed by using some prior infor-
mation. For example, in [12,13], the additional path losses are computed by
assuming that the number of partitions and the attenuation of each partition in
indoors are known. However, the prior information is generally difficult to obtain
in practice. Even if this information can be obtained, it may not be accurate. To
alleviate this problem, Tomic et al. [14,15] assumed that the additional path-
loss terms were totally unknown. In [14], the path-loss terms were replaced by
their mean, which was jointly estimated with the source location by formulat-
ing a generalized trust region sub-problem (GTRS). In [15], a worst-case robust
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method was proposed to mitigate the effect of the path-loss terms, where the
path-loss terms were treated as nuisance parameters.

In a typical localization scenario, the additional path losses vary in a dramatic
range. The additional path loss is very small if there is a line-of-sight (LOS) path
between the sensor and the source, while it can be very large if there are many
partitions/barriers in the path. In the worst-case robust method, e.g., [15], an
accurate upper bound for the additional path losses is important. Obviously, the
fixed upper bound does not fit all scenarios, which degrades the performance of
the robust methods in the localization scenario with more line-of-sight (LOS)
paths. To solve this problem, we propose to introduce a balancing parameter
according to the additional path-loss terms, and express the additional path-loss
terms as the sum of the balancing parameter and some other error terms. To
alleviate the effect of the error terms, we formulate a worst-case robust weighted
least squares (RWLS) problem with the balancing parameter and the source
location as variables. The proposed RWLS problem is difficult minimax problem.
To solve this problem, we need to eliminate the maximization part first. To do
so, we employ the S-Lemma to eliminate the maximization part and then the
semidefinite relaxation (SDR) technique to relax it into a tractable convex SDP.

Notations: Bold face lower case and bold face upper case letters are used to
denote vectors and matrices, respectively. Ai,j denotes the element at the ith row
and jth column of matrix A and Ai:j,m:n denotes the submatrix whose elements
are the intersection of the ith to jth row and mth to nth column of matrix A.

2 System Model

Consider a k-dimensional (k = 2 or 3) WSN composed of N sensor nodes and
one source node that needs to be located. The locations of the sensors and the
source are denoted by s1, . . . , sN , and x, respectively. Assume that the source
emits signals to the sensors, which are able to compute the power from the
received signals, i.e., the RSS. In outdoor environments, it is known that the
RSS measurement at the ith sensor node can be denoted by:

Pi = P0 − 10γ log10
‖x − si‖

d0
+ ni, i = 1, . . . , N, (1)

where P0 represents the received power at a reference distance d0, γ the PLE,
and ni the shadowing effect modeled by a zero-mean Gaussian random variable
with variance σ2

i , i.e., ni ∼ N (0, σ2
i ).

However, the above model is not appropriate in indoors or urban areas due
to the fruitful multipath fading and partitions/barriers, or, NLOS signal propa-
gations, which cause additional path losses. To model the additional path loss,
we add an additional term bi into the above propagation model, yielding the
following:

Pi = P0 − bi − 10γ log10
‖x − si‖

d0
+ ni, i = 1, . . . , N. (2)
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In the previous study [12,13], bi is computed by assuming that the number of
partitions and the attenuation of each partition are known. However, it is difficult
to obtain this prior information in practice since a large amount of training
data are required. Even if it can be obtained, it may not be accurate, yielding
performance loss. Due to these, we treat bi as a completely unknown variable
and develop a robust localization method in this paper. The only assumption on
bi is that bi is upper bounded by a known constant ρi, i.e., 0 ≤ bi ≤ ρi.

3 The RWLS Method

In this section, we detail the derivations of the proposed RWLS method. Without
loss of generality, we consider the 2-D case in the following, i.e., k = 2. Extension
to the 3-D case is straightforward.

According to the discussion in the Introduction, a balancing parameter b̄ is
introduced to the propagation model (2), giving:

Pi = P0 − b̂i − b̄ − 10γ log10 ‖x − si‖ + ni, i = 1, . . . , N (3)

where b̂i = bi − b̄ and d0 = 1 without loss of generality.
In the following, we jointly estimate the source location x and the balancing

parameter b̄, and simultaneously, develop a robust method to eliminate the effect
of the path-loss terms b̂i (i = 1, . . . , N). To this end, we first rewrite (3) into an
equivalent form:

10
P0−Pi

10γ 10− b̂i
10γ = 10

b̄
10γ 10log10 ‖x−si‖10− ni

10γ , i = 1, . . . , N. (4)

Applying the first-order Taylor-series expansion to the noise term on the
right-hand side, we have

10
P0−Pi

10γ 10− b̂i
10γ ≈ 10

b̄
10γ ‖x − si‖(1 − ln (10)

10γ
ni), i = 1, . . . , N. (5)

Letting di = 10
P0−Pi

10γ , ẽi = 10− b̂i
10γ , and α = 10

b̄
10γ , we write (5) as a more

concise form:

diẽi ≈ ‖αx − αsi‖ − ‖αx − αsi‖ ln (10)
10γ

ni,

= ‖y − αsi‖ − ‖y − αsi‖ ln (10)
10γ

ni, i = 1, . . . , N, (6)

where y = αx.
According to (6), we can formulate the following worst-case RWLS problem:

min
g ,y

max
ẽ=[ẽ1,...,ẽN ]T

(Aẽ − g)TQ−1(Aẽ − g)

s.t. g = [‖y − αs1‖, . . . , ‖y − αsN‖]T , (7)
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where A = diag{d1, . . . , dN}, ẽ = [ẽ1, . . . , ẽN ]T , and Q = DRDT with D =
diag

{
‖y − αs1‖ ln 10

10γ , . . . , ‖y − αsN‖ ln 10
10γ

}
and R = diag{σ2

1 , ..., σ
2
N}.

The weighting matrix Q−1 is unknown since it is related to the unknown
variables y and α. Here, we replace the weighting matrix with an approximation
denoted by Q̂−1, which is obtained by replacing ‖y−αsi‖ with di for sufficiently
small errors.

Problem (7) is a difficult non-convex minimax optimization problem. To solve
this problem, we first eliminate the maximization part by employing the S-
Lemma, and then use the SDR technique to relax it into a tractable convex
SDP.

Assume that b̄ is upper bounded by a given constant ρ̄, i.e., 0 ≤ b̄ ≤ ρ̄, which

implies that −ρ̄ ≤ b̂i ≤ ρi − ρ̄. It follows from ẽi = 10− b̂i
10γ that 10

ρ̄−ρi
10γ ≤ ẽi ≤

10
ρ̄

10γ , from which we further obtain

10
ρ̄−ρi
10γ − 10

ρ̄
10γ

2
≤ ẽi − 10

ρ̄−ρi
10γ + 10

ρ̄
10γ

2
≤ 10

ρ̄
10γ − 10

ρ̄−ρi
10γ

2
. (8)

By defining v̄ = 10
ρ̄

10γ

2 and v̂i = 10
ρ̄−ρi
10γ

2 , (8) can be written into a more
concise form:

|ẽi − v̄ − v̂i| ≤ v̄ − v̂i, i = 1, . . . , N. (9)

Collecting v̂i (i = 1, . . . , N) and v̄ − v̂i (i = 1, . . . , N) into vectors v̂ =
[v̂1, . . . , v̂N ]T and ṽ = [v̄ − v̂1, . . . , v̄ − v̂N ]T , respectively, we have

‖ẽ − v̄1N − v̂‖2 ≤ ‖ṽ‖2, (10)

where 1N is an all-one column vector of length N .
Problem (7) can be equivalently written as the epigraph form:

min
g ,y ,τ

τ

s.t. max
ẽ

{(Aẽ − g)T Q̂−1(Aẽ − g)} ≤ τ,

g = [‖y − αs1‖, . . . , ‖y − αsN‖]T ,

1 ≤ α ≤ 10
ρ̄

10γ , (11)

where Q has been replaced by its approximation Q̂.
By invoking (10), the first constraint in (11) implies that

∀ ẽ ∈ {
ẽ|‖ẽ − v̄1N − v̂‖2 ≤ ‖ṽ‖2} ⇒ (Aẽ − g)T Q̂−1(Aẽ − g) ≤ τ, (12)

i.e.,
[
ẽ
1

]T [
IN −v̄1N − v̂

(−v̄1N − v̂)T 4v̄
∑N

i=1 v̂i

] [
ẽ
1

]
≤ 0 ⇒

[
ẽ
1

]T [
AT Q̂−1A −AT Q̂−1g

−gT Q̂−1A gT Q̂−1g − τ

] [
ẽ
1

]
≤ 0. (13)
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According to the S-Lemma [16], there exists a λ ≥ 0 such that
[
AT Q̂−1A −AT Q̂−1g

−gT Q̂−1A gT Q̂−1g − τ

]


 λ

[
IN −v̄1N − v̂

(−v̄1N − v̂)T 4v̄
∑N

i=1 v̂i

]
. (14)

Thus, the RWLS problem (11) can be rewritten into

min
y ,g ,τ,λ

τ

s.t. (14), λ ≥ 0,

g = [‖y − αs1‖, . . . , ‖y − αsN‖]T ,

1 ≤ α ≤ 10
ρ̄

10γ , (15)

where the “max” part has been eliminated.
Problem (15) is still non-convex. We relax it as a tractable convex SDP in

the following. By defining G = ggT , z = [yT , α]T , and Z = zzT , problem (15)
can be equivalently written as

min
g ,τ,λ
Z ,G

τ

s.t.
[
AT Q̂−1A −AT Q̂−1g

−gT Q̂−1A tr{Q̂−1G} − τ

]


 λ

[
IN −v̄1N − v̂

(−v̄1N − v̂)T 4v̄
∑N

i=1 v̂i

]
, (16a)

λ ≥ 0, (16b)

Gi,i = tr{Z1:2,1:2} − 2sT
i Z1:2,3 + Z3,3‖si‖2,

i = 1, . . . , N, (16c)

1 ≤ Z3,3 ≤ 10
ρ̄
5γ , (16d)

Z � 0, (16e)
rank{Z} = 1, (16f)[
G g
gT 1

]
� 0, (16g)

rank{G} = 1, (16h)

where the following equivalences

Z = zzT ⇔ Z � 0, rank{Z} = 1,

G = ggT ⇔
[
G g
gT 1

]
� 0, rank{G} = 1, (17)

have been used.
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In (16), the only non-convex constraints are the rank-1 constraints. Dropping
the rank-1 constraints, we can relax (16) as the following SDP

min
g ,τ,λ
Z ,G

τ

s.t. (16a), (16b), (16c),
(16d), (16e), (16g). (18)

Solve the SDP problem (18) and denote the SDP solution of Z as Z∗. The final
estimate of the source location x∗ can be extracted from Z∗: x∗ = Z∗

1:2,3/Z
∗
3,3.

Finally, we give a hint for choosing the value of ρ̄. Under dense NLOS condi-
tions, a small ρ̄ (and large ρi − ρ̄) is required to make ρi − ρ̄ be a proper upper
bound for b̂i. On the other hand, b̄ is small under sparse NLOS conditions, and
hence, a small ρ̄ is sufficient. Thus, we conjecture that a small ρ̄ is proper for
both dense and sparse conditions, which is consistent with the previous study in
[17]. In the simulations, we set ρ̄ as ρ̄ = 0.4 1

N

∑N
i=1 ρi, i.e., a value smaller than

half of the average value of ρi.

4 Simulation Results

In this section, simulations are conducted to show the performance of the pro-
posed method (denoted by “RWLS”). For comparison, we also include the per-
formance of the recently proposed GTRS method [15] and the LSRE method [9].
Note that LSRE is originally developed based on the outdoor RSS measurement
model (1), where the additional attenuations bi are not taken into account. The
SDP (18) and that in [9] are solved using CVX [18], where the solver is SDPT3
[19] and the precision is “best”.

We use eight sensor nodes (N = 8) to locate the unknown source. The
sensors and the source are assumed to be randomly deployed in a square
region with length 50 m. The root mean square error (RMSE), defined by

RMSE =
√

1
M

∑M
i=1 ‖x̂i − xi‖2, is used to evaluate the localization performance.

Here, xi and x̂i are the true source location and the source location estimate
in the ith Monte Carlo (MC) run, respectively, and M = 5000 is the number of
MC runs. The propagation model (2) is used to generate the RSS measurements,
where P0 = 30 dBm, d0 = 1, and γ = 3. For simplicity, we assume that σi = σ for
i = 1, . . . , N . Without loss of generality, we further assume that bi = 0 if there is
an LOS path between the sensor and the source, and bi follows the exponential
distribution with fixed mean μ = 4 otherwise. The upper bound of bi, i.e., ρi,
is set to μ ln (10), i.e., ρi = μ ln (10) for i = 1, . . . , N , which implies that the
probability of 0 ≤ bi ≤ ρi is higher than 90%.

We first examine the scenario when the magnitude of the shadowing effect,
i.e., the standard deviation (STD), varies. Assume that there are four randomly
chosen NLOS paths (and also four LOS paths). Figure 1 shows the results. As
expected, the performance of all the methods degrades as the STD increases.
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Fig. 1. RMSE versus the STD of the shadowing effect σ.

LSRE performs worst due to the fact that it does not deal with the additional
attenuations from the NLOS propagations. Both GTRS and RWLS perform
better since the effect of the additional attenuations is mitigated. The proposed
RWLS method has the best performance by introducing an additional balancing
parameter which improves the performance in mixed LOS/NLOS environments.
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Fig. 2. RMSE versus the number of NLOS paths.

Next, we fix the STD of the shadowing effect σ = 3 and change the number
of NLOS paths from 1 to 7. The results are shown in Fig. 2. Generally, LSRE
performs well under very sparse NLOS conditions; however, its performance
deteriorates dramatically as the number of NLOS paths grows. In comparison,
the GTRS and RWLS methods perform stably regardless of whether the NLOS
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conditions are sparse or dense. RWLS still performs better than GTRS in this
scenario, and performs only slightly worse as compared to LSRE in very sparse
NLOS environments.
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Fig. 3. RMSE versus the number of sensors.

Finally, we consider the scenario when the number of sensors varies, where
σ = 3 and the number of NLOS paths is 4. Figure 3 shows the results. When
the number of sensors is small, LSRE performs much worse than the other two
methods. However, when the number of sensors is large enough, it performs
better than GTRS. In comparison, the proposed RWLS method always performs
best regardless of the number of sensors.

5 Conclusion

In this paper, a novel method has been proposed for RSS based source localiza-
tion in indoors and urban areas, where some additional path losses are included.
Under the condition of knowing the upper bounds on the additional path-loss
terms, we have formulated an RWLS problem to mitigate the effect of the addi-
tional path-loss terms. Simulation results have confirmed the superior perfor-
mance of the proposed method over the existing methods.
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Abstract. With the development of technology, the mobile communication sys-
tem has the characteristics of high rate and low delay. How to deal with the signal
quickly and accurately has become a research hotspot. As the first step of the
mobile communication system, the efficiency and performance of synchroniza-
tion directly determine the follow-up signal Processing. In the mobile communi-
cation system, the terminal needs to synchronize the frequency and time of the
received signal, that is, the synchronization signal is captured and processed. Fre-
quency synchronization mainly carries on the digital down-conversion operation
to the signal, the time synchronization is mainly through sliding the baseband sig-
nal with the locally generated synchronization sequence to determine the starting
position of the synchronization signal, so as to achieve the time synchronization.
Therefore, in this paper, taking LTE-A (Long Term Evolution Advanced) system
as an example, a low-complexity sliding correlation method based on Fast Fourier
Transform (FFT) is proposed in this paper, which can significantly reduce the
computations in the synchronization process the complexity.

Keywords: LTE-A system · Primary synchronization signal · FFT · Sliding
correlation

1 Introduction

LTE-A is an evolved version of LTE (Long Term Evolution). The system parameters
of LTE-A are greatly improved compared with LTE, and can provide greater system
capacity and lower system delay. With the improvement of LTE-A performance, it has
become the new generation of mainstream mobile communication standard after 3G.
After the user equipmentUE (User Equipment) is powered on, a cell suitable for camping
is selected to connect to the LTE-A network, and the base station eNodeB and the UE
implement time-frequency synchronization, because the downlink transmission mode
of the LTE-A system is OFDM, so this process is equivalent to the process of time-
frequency synchronization of OFDM (Orthogonal Frequency Division Multiplexing)
system [1–4].
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The primary synchronization signal PSS (Primary Synchronization Signal) imple-
ments this process in the LTE-A system. Since the primary synchronization signal is
transmitted once every half frame (i.e., 5 ms), only the start position of the half frame
in one radio frame can be determined, so the user terminal is not sure whether it is the
first half frame or the second half frame [5]. Frame synchronization and cell ID group
identification are implemented by a secondary synchronization signal SSS (Secondary
Synchronization Signal). After the terminal synchronizes with the cell, the subsequent
signal reception processing can be performed. The performance of the entire downlink
depends on the synchronization performance. Therefore, as the first step of the cell search
synchronization is crucial in the LTE-A system.

In this paper, based on FFT low complexity sliding correlation method, the syn-
chronization signal is captured and processed, the algorithm complexity is reduced, the
synchronization efficiency and performance have been improved, and the frequency and
time of the received signal can be quickly synchronized.

2 Main Sync Signal

The primary synchronization signal of the LTE-A system uses a ZC (Zadoff-Chu)
sequence [6] generation method with good autocorrelation in the frequency domain.
This sequence is used to generate PSS [7] in the frequency domain. The three PSSs are
distinguished by u, which is generated as follows:

du(n) =
{

e− j πun(n+1)
63 n = 0, 1, . . . , 30

e− j πu(n+1)(n+2)
63 n = 31, 32, . . . , 61

(1)

The sector number N(2) of the primary synchronization channel has an ID value
of 0–2 corresponding to the ZC sequence root number u ∈ {25, 29, 34} [8]. On the
frequency, the main synchronization signal occupies a total of 72 subcarriers, the center
of the bandwidth is used to allocate its frequency position, and the intermediate DC
puncturing is used as the DC carrier. The guard interval occupies 5 resource elements
on each side, and no signal is sent at this position. Reserved, its structure is shown in
Fig. 1.

d(32)

. . .

d(60) d(61)

. . .

DC

d(30) d(31)d(29))0(d )1(d

. . . . . .

5 subcarriers 31 subcarriers 31 subcarriers 5 subcarriers

Fig. 1. Mapping of PSS sequence resources
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3 Synchronization Algorithm

3.1 Traditional Synchronization Algorithm

The main synchronizing signal sequence has good cross-correlation characteristics, and
the receiving sequence and the main synchronizing signal sequence time domain use
sliding to complete symbol timing synchronization [9–11]. Three sets of different fre-
quency domain PSS sequences are generated by the root sequence u ∈ {25, 29, 34}, and
the relevant expressions are as follows:

r(n) =
N−1∑
m=0

x(n + m)y ∗ (m) (2)

In the expression (2), the received radio frame data is represented by x(n), M is a
field length, the conjugate of y(n) is represented by y*(k), and the length of the local
main synchronizing signal sequence is equal to N. The three sets of correlation results
r(n) can be obtained by Eq. (2), and the value of the N(2) ID and the PSS position can be
determined by the maximum value of the three sets of correlation results r(n). Because
the x(n) sequence is relatively long and requires a large amount of storage space and
running time to complete the time domain sliding correlation algorithm, the algorithm
robustness [11–15] is lower.

3.2 Segmentation Correlation Synchronization Algorithm

The segment correlation synchronization is implemented by the local primary synchro-
nization signal sequence y(n) and the received radio frame data x(n). The total number
of segments is equal to D, and the segment-related synchronization expression is:

r(n) =
D−1∑
l=0

N/D−1∑
m=0

x(n + m + Nd/D)y ∗ (m + Nd/D) (3)
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Fig. 2. Traditional sliding correlation method
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The traditional sliding correlation method determines the N(2) ID and the position
of the PSS by comparing the baseband signal with the local PSS and finding the maxi-
mum value of the sliding correlation result by comparison. The specific implementation
scheme is shown in Fig. 2.Although the procedure is simple, the computational complex-
ity and the number of correlations increase linearly, and the implementation complexity
is still high.

3.3 Improved Low Complexity Sliding Correlation Method

In this paper, a low-complexity sliding correlation method based on fast Fourier trans-
form is proposed. The linear correlation is replaced by the circular correlation theorem.
The fast Fourier transform is segmented and transformed, and the fast linear correla-
tion between long and short sequences is completed. The algorithm’s anti-frequency
offset performance improvement and time complexity are reduced. The method mainly
includes six modules: data segmentation, adjacent data segment merging, FFT, cor-
responding point multiplication, accumulation, and IFFT. The time domain sliding
correlation algorithm expression (2) of the main synchronization signal sequence is
transformed:

r(n) =
N−1∑
m=0

x(m)y ∗ (m − n) = x(n)y ∗ (−n) (4)

Expression (4) establishes the equivalent relationship between cross-correlation and
linear convolution. Calculating the cross-correlation of two sequences is done by calcu-
lating the linear convolution method, so that ỹ(n) represents the inversion of y*(n). The
circular convolution theorem stipulates that linear convolution is equivalent to circular
convolution after zero-complementing operations on x(n) and ỹ(n). Replacing a linear
correlation with a circular correlation is equivalent to using a fast Fourier transform
method to find a linear correlation, where L ≥ M + N−1 and L = 2γ (γ is a positive
integer), make:

x(n) =
{
x(n), n = 0, 1, . . . ,M − 1
0, n = M, M + 1, . . . ,L − M

(5)

ỹ(n) =
{
ỹ(n), n = 0, 1, . . . ,N − 1
0, n = N , N + 1, . . . ,L − N

(6)

It can be seen from the circle correlation theorem that if R(m) = X(m)Ỹ (m), x(n)
and ỹ(n) are respectively represented by X(m), ỹ(m) after fast Fourier transform:

r(n) = I DFT [R(m)] = {
N−1∑
m=0

x(m)ỹ[(m − n)]N }RN (n) (7)

It is known from the expression (7) that the cross-correlation operation of the
sequence can be performed by the fast convolution method. X(m) and ỹ(m) are obtained
by zero-padding and FFT transformation of x(n) and ỹ(n), and R(m) is obtained by
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multiplying the frequency domain of X(m) and ỹ(m), R(m) After the IFFT transform,
r(n) is the first M + N − 1 data.

Because the length M is long, the main synchronizing signal sequence needs to be
complemented with zeros, so that long FFT transform is difficult and a large amount of
computation is wasted. The above existing problem can be solved by the overlap addition
method. First, x(n) is divided into multi-segment sequences of k length, and then the
segmentation fast Fourier transform correlation calculation is performed, wherein the
i-th segment of the x(n) sequence The sequence is represented by xi(n).⎧⎪⎨

⎪⎩
xi (n) = x(n), ik + 1 ≤ n ≤ (i + 1)k

x(n) =
M/k−1∑
i=0

xi (n)
(8)

After segmentation, the expression (2) is expressed as:

r(n) =
N−1∑
m=0

⎡
⎣M/M1−1∑

i=0

xi (n + m)

⎤
⎦y ∗ (m)

=
M/M1−1∑

i=0

[
N−1∑
m=0

xi (n + m)y ∗ (m)

]
=

M/M1−1∑
i=0

ri (n) (9)

In the expression (9), the last output sequence r(n) is composed of the superposition
of the N − 1 term after ri(n) and the N − 1 term of ri + 1(n).

In order to ensure the integrity of the main synchronization sequence at the time of
segmentation, the expressions (7) and (9) can complete the fast correlation of the long and
short sequences. Therefore, the superposition method and the fast convolution method
can be used to quickly synchronize the frequency domain of the main synchronizing
signal symbol.

3.4 Improved Algorithm Flow

The improved timing synchronization of the mobile communication system first seg-
ments the received sequence, and then performs adjacent splicing and merging of the
adjacent data segments to perform FFT, and then segments, FFTs, and conjugates the
local synchronization sequence again, and then receives the sequence. The frequency
domain expression is multiplied by the corresponding point of the frequency expression
of the local synchronization sequence, and finally the intermediate result is subjected to
IFFT processing to obtain a sliding correlation result. Specific steps are as follows:

(1) The received signal is subjected to segmentation processing of length 1024, and the
baseband signal is divided into data of a plurality of segments of 1024 lengths.

(2) The data in (1) is merged and merged adjacently, that is, the stitching of 1, 2, 2, 3,
3, 4, and so on.

(3) Perform a 2048-point FFT operation on each piece of data spliced in (2) to obtain
a frequency domain expression after the baseband signal is segmented.
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(4) The local synchronization sequence is divided into two segments of data of length
1024, each segment of data is subjected to 2048-point FFT processing, and then the
conjugate is obtained to obtain a segmentation frequency expression of the local
synchronization sequence.

(5) Multiplying the corresponding points of the results obtained by (3) and (4) to obtain
the intermediate value of the correlation result.

(6) When calculating the relevant intermediate values of the two or more stitching
results, add the adjacent two related intermediate values, and then proceed to (7);
otherwise, proceed to (3).

(7) The addition result is 2048 points IFFT, and the first 1024 values are retained as
relevant results. Repeat the above steps until the 153600 point (field) correlation
values are calculated. The improved main synchronization algorithm flow is shown
in Fig. 3.
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Fig. 3. Improved primary synchronization algorithm flow

4 Experimental Simulation and Analysis

4.1 Time Complexity Analysis

The computational complexity of this paper is mainly concentrated in the two processes
of FFT and IFFT. The FFT calculation of N points consists of two parts: the number of
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complex additions is N log2 N , and the number of complexmultiplications is 1
2N log2 N .

Therefore, it is derived that the computational complexity of the algorithm iso
(
N log2 N

)
.

In this paper, the complexity of the algorithm is analyzed. The computational complexity
is measured by the number of complex additions and complex multiplications required
to find the position of the PSS in one field (153600 points).

Table 1. Half frame data complexity comparison.

Related programs Complex multiplication Complex addition

Traditional convolution algorithm 143718400 143718400

Traditional sliding correlation 7697408 14460928

Existing time domain correlation 5948544 13948544

It can be found from Table 1 that the computational complexity of the frequency
domain correlation scheme designed in this paper is lower than that of the existing time
domain correlation scheme, and there is no backtracking process in the implementation
of the project, and the original signal is not stored, and the comparison decision process
does not depend on the gate. Limit. The existing time-domain sliding related scheme
can further reduce the computational complexity by setting the threshold value, but
the signal fluctuation in the actual environment is large, and the threshold setting size
will affect the correlation peak. In this paper, the effectiveness and correctness of the
algorithm are verified by using simulation and measured data. The detailed simulation
system environment configuration parameters are shown in Table 2.

Table 2. Simulation system environment.

System parameters Parameter value

Channel bandwidth/MHz 20

Sampling frequency/MHz 30.72

FFT points 2048

CP type Conventional CP

Channel model AWGN channel

The improved algorithmdivides the received sequence into segments and thenmerges
them in the same way, which can reduce the duration and resource consumption in the
implementation process. The performance is optimal when the segment length is 1024.
Figure 4 shows the performance of the improved algorithm with SNR. The performance
curve of the change, the segmentation process of the algorithm when the signal-to-noise
ratio is low significantly reduces the time-consuming of the algorithm. It can be seen from
the figure that the algorithm is significantly more time-consuming than the traditional
algorithm.
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4.2 The Correctness of the Algorithm

Since the scheme designed in this paper does not depend on the threshold setting of
the traditional scheme, the scheme has a higher correct signal to noise ratio than the
traditional design scheme. It can be seen from Fig. 5 that the method is low in the letter.
Better performance under noise ratio.

Figure 6 is a simulation result of correlation results of 4 frames of data length. In
the environment where the frequency offset is 0, the signal-to-noise ratio is 0 dB and
u = 29, the three sets of correlation results are obtained by the frequency domain fast
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synchronization algorithm. The symbol timing synchronization correlation results of
u ∈ {25, 29, 34} are t0, t2, and t3 in Fig. 5, respectively. It can be clearly observed that
t0 and t2 do not show good correlation peaks, and the highest peak of related results
does not exceed 4. The correlation result t1 has a distinct peak. In Fig. 5, the peak of
t1 drops rapidly, and the correlation peak is close to 9, and the position of the peak is
equivalent to the position of the main synchronization signal of the received data.
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The value of the N(2)
ID ID and the position of the primary synchronization signal

can be quickly and accurately located by the fast correlation method in the frequency
domain, and the correctness of the synchronization algorithm is verified.

5 Conclusion

The acquisition and processing of synchronization signals is of utmost importance in
LTE-A mobile communication systems, and it plays an important role in the reception
and processing of subsequent signals. As the user activity range and the density of the
LTE-A base station increase, the two processes of cell handover and cell reselection are
performed more frequently. At present, there are some shortcomings in the synchroniza-
tion algorithm. This paper presents a low-complexity sliding correlation method based
on FFT for fast time-frequency synchronization, and the complexity is much lower than
the traditional algorithm. This paper verifies the feasibility of the scheme by simulating
the algorithm. The algorithm has the advantages of strong synchronization performance
and low complexity. Since the cell search in the 5G system environment is also the
synchronization process of the synchronization signal, the algorithm can meet the syn-
chronization performance requirements of the future 5G system. The algorithm can be
extended to apply. Cell search under 5G system has important reference application
value for cell search in 5G environment.
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Abstract. Physical Random Access Channel (PRACH) in 5G new radio
(NR) systems transmits random access preamble for the user equip-
ment (UE) to access the network. In 5G NR systems, Zadoff-Chu (ZC)
sequences are used as random access preamble sequences. Frequency off-
set severely affects the perfect autocorrelation properties of the pream-
ble sequences, thereby affecting the preamble detection performance and
timing accuracy. In this paper, frequency offset effect on PRACH pream-
ble miss detection rate and timing error in 5G NR systems is analyzed.
Firstly, the frequency offset effect on inter-carrier interference and the
correlation of general sequences is derived. Then, based on the former
derivation and characteristics of ZC sequences, the frequency offset effect
on correlation of ZC sequences is derived. Moreover, PRACH preamble
miss detection rate and timing error are analyzed. The analytical results
show that for different random access UEs with different PRACH pream-
ble numbers, the random access performances are differently affected by
the same frequency offset. Besides, the higher miss detection rate, the
smaller timing error. The simulation results show the rationality of the
analysis.

Keywords: PRACH · Frequency offset · Correlation

1 Introduction

The random access procedure is of great importance for the user equipment
(UE) to access the network and achieve timing synchronization with the gNodeB
(gNB). As an initial step to connect to the network, one UE sends a pream-
ble which carries access information (control and timing information) through
Physical Random Access Channel (PRACH) [1], and the gNB needs to detect
the preamble to identify the random access preamble number and obtain timing
information to calculate timing advance (TA) value [2]. Then the UE can estab-
lish a connection with the network and achieve timing synchronization with the
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base station [3]. The peak-to-average ratio (PAR) and peak position of correla-
tion are usually used to detect PRACH preamble sequences and obtain timing
information. Zadoff-Chu (ZC) sequences are used as random access preamble
sequences in 5G new radio (NR) systems due to the good autocorrelation prop-
erties and periodic cross-correlation properties [4].

Frequency offset affects the orthogonality between subcarriers, thus affecting
the accurate reception of preamble sequences and the correlation result at the
receiver. Ultimately, frequency offset will affect the performance of preamble
detection and timing accuracy. The high speed railway communication has been
incorporated into 5G NR systems as a special scenario, so it is necessary to
study frequency offset effect on PRACH and corresponding solutions in 5G NR
Systems [5].

For solving the above problem, there are already some studies. Ref. [6] pro-
poses a Peak Ratio based Estimation method to estimate the frequency offset
between a mobile phone and the infrastructure based on PRACH preambles.
This method use the ratio of the largest peak value over the second largest peak
value to estimate frequency offset. However, this method does not take into
account that frequency offset has different effect on detection performance of
different preamble sequences. Ref. [7] introduces an analytical framework quan-
tifying the ZC sequence’s performance, and it demonstrates that the frequency
offset immunity of a ZC sequence set can be controlled by shaping the spectrum
of the ZC sequence set. But with the advancement of the 3GPP protocol, the
type of restricted sets are determined to adapt to the high speed scenes, the
above analytical framework is of little significance in 5G NR systems. So analy-
sis of the frequency offset effect on the PRACH preamble sequences in 5G NR
systems is needed.

In this paper, based on the analysis of the frequency offset effect on correla-
tion of ZC sequences, the PRACH preamble detection performance and timing
accuracy affected by the frequency offset are derived. Considering the average
value of correlation does not change much when the signal and noise power are
determined, the peak size is used to analyze the preamble detection performance
in this paper. The analysis is performed in the frequency domain and based on
the preamble transmit and receive processes in 5G NR systems. By analyzing
the frequency offset effect on inter-carrier interference, general conclusion about
frequency offset effect on the peak of correlation result is derived. Then, com-
bining the characteristics of ZC sequences with the derived general conclusion,
frequency offset effect on the PRACH is analyzed. The PRACH preamble detec-
tion Block Error Ratio (BLER) and Cumulative Distribution Function (CDF)
of TA error are taken as two performance metrics. The analysis show that under
the impact of frequency offset, the PRACH preamble detection performance
and timing accuracy of different PRACH preamble sequences are different. The
higher the PRACH preamble detection BLER, the lower TA error. Through
simulation, the rationality of the whole analysis is verified.

The remainder of this paper is organized as follows. Section 2 mainly describes
the system model, and Sect. 3 elaborates the analysis and inferences, including
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the frequency offset effect on subcarriers and the peak of correlation result.
Section 4 deduces the specific effect of frequency offset on the PRACH. Section 5
shows the simulation results and proves the rationality of analysis. Finally Sect. 6
concludes this paper.

Notations: Sequences with uppercase letter Y denotes frequency-domain
sequences, with lowercase letter x denotes time-domain sequences.

2 System Model

2.1 Preamble Transmitter

The general process of PRACH Preamble transmitter is shown in Fig. 1. Where
x(m) refers to the random-access preamble sequence, and its size is Nseq. Y1(n)
refers to its frequency-domain representation and is calculated by DFT as

Y1(n) =
Nseq−1∑

m=0

x(m)e−j 2πmn
Nseq n = 0,1, · · · ,Nseq − 1 (1)

By mapping Y1(n) to the middle of N subcarriers, we can get a frequency-domain
sequence Y2(n). xs(p) refers to the sending signal which is the time-domain
representation of Y2(n), where the IFFT size is N .

Fig. 1. The general process of PRACH Preamble transmitter.

2.2 Preamble Detector

At the receiver, the received time-domain preamble sequence xr(p) can be
denoted as

xr(p) = Hxs(p)ej 2πΔf
fs

p+q(p) p = 0,1, · · · , N − 1 (2)

where H is the Line of Sight (LOS) channel gain, Δf refers to the Doppler shift,
fs is bandwidth of one subcarrier, and q(p) refers to the noise [8]. The general pro-
cess of PRACH Preamble detector is shown in Fig. 2. For the received sequence,
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after DFT and subcarrier de-mapping, we can get a frequency-domain sequence
Y4(n). To facilitate calculation and analysis, we implement cross-correlation cal-
culation between the received sequence and the root sequence in the frequency
domain. In Fig. 2, Yroot(n) refers to the frequency-domain representation of the
root sequence xroot(m), which is defined in 5G NR specifications. Yc(n) is cal-
culated as

Yc(n) = Y4(n) × Yroot(n)∗ (3)

xc(p) refers to the time-domain cross-correlation result between the received
sequence and the root sequence, and its size is N . By detecting the peak size
and peak position of the absolute value of xc(p), we can determine which UE
send the preamble and obtain TA value.

Fig. 2. The general process of PRACH Preamble detector.

3 Frequency Offset Effect on General Sequences

3.1 Frequency Offset Effect on Subcarriers

In this section, it is analyzed how frequency offset affects the orthogonality
between subcarriers. Firstly, the specific influence of frequency offset on sub-
carriers will be analyzed by a simple frequency domain sequence, where the d-th
entry is 1, and others are 0. Let

Y2(z) =

{
1 z = d

0 else

}
z = 0, 1, · · · , N − 1 (4)

According to Fig. 1, xs(p) can be obtained by IFFT as

xs(p) =
1
N

e
j2πdp

N (5)

Only consider frequency offset effect, set H = 1 and q = 0, according to (2),
xr(p) is obtained as

xr(p) =
1
N

e
j2π(Δf+dfs)p

Nfs (6)
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After DFT, Y3(z) is obtained as

Y3(z) =
1
N

×
sin

(
Δf+dfs−zfs

fs
π
)

sin
(

Δf+dfs−zfs

Nfs
π
)ej(Δf+dfs−zfs

fs
− Δf+dfs−zfs

Nfs
)π (7)

By comparing Y2(z) and Y3(z), it is known that only consider the impact of
frequency offset, the received sequence Y3(z) can be expressed by Y2(z) as

Y3(z) =
N−1∑

z1=0

Y2(z1)K(z1 − z) (8)

where K(z1 − z) refers to the interference coefficient of inter-carrier interference
and can be denoted as follows

K(l) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1
N

ejθ0

∣∣∣∣∣
sin(Δf

fs
π)

sin(Δf+lfs

Nfs
π)

∣∣∣∣∣ ej(−l
N )π 0 ≤ l ≤ N − 1

1
N

ejθ0

∣∣∣∣∣
sin(Δf

fs
π)

sin(Δf+lfs

Nfs
π)

∣∣∣∣∣ ej(−l
N +1)π −(N − 1) ≤ l < 0

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

θ0 =
(N − 1)Δfπ

Nfs

(9)

where θ0 is the phase of K(0), From (9), it is easier to get the following conclu-
sions

– There is a sudden change of π between the phase of K(−1) and θ0.
– Regardless of the phase mutation, the phase difference between two adjacent

items is π
N .

– The absolute value of K(0) is the largest in K(l), and the absolute value of
K(−1) is the second largest.

– The larger the absolute value of l, the smaller the absolute value of K(l), so
the farther a subcarrier is from the current subcarrier, the smaller the impact
of the subcarrier on the current subcarrier.

Combine the above conclusions with (2), the received frequency-domain sequence
after de-mapping affected by frequency offset can be denoted as

Y4(n) =Hejθ0

⎡

⎣
Nseq−1∑

k=n

Y1(k) |K(k − n)| ej
(n−k)π

N −
n−1∑

k=0

Y1(k) |K(k − n)| ej
(n−k)π

N

⎤

⎦

+Q(n)
(10)

According to (9) and (10), it is easier to get that the closer k is to n, the
larger |K(k − n)| is, and the closer ej

(n−k)π
N is to 1. Considering that the size

of IFFT N is often much larger than the size of preamble sequence Nseq, and
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|n − k| is smaller than Nseq. So the impact of ej
(n−k)π

N can be ignored. Then
Y4(n) can be simplified and approximated as

Y4(n) ≈ Hejθ0

⎡
⎣|K(0)|Y1(n) +

Nseq−1∑
k=1

|K(k)|Y1,k(n) −
−1∑

k=1−Nseq

|K(k)|Y1,k(n)

⎤
⎦

+Q(n)

k = −(Nseq − 1),−(Nseq − 2), · · · ,−1, 1, 2, · · · , Nseq − 2, Nseq − 1

(11)

where Y1,k(n) is the k-th entry interference and can be denoted by Y1(n) as

Y1,k(n) =
{

Y1(n + k) max(0,-k) ≤ n ≤ min(Nseq − 1, Nseq − 1 − k)
0 else

}
(12)

So the received frequency-domain sequence affected by frequency offset is simply
denoted by the sending sequence.

3.2 Frequency Offset Effect on Correlation

In the previous section, we analysis the frequency offset effect on subcarriers,
and derive expression of the received frequency-domain sequence Y4(n) affected
by frequency offset. In this section, it is theoretically analyzed how the peak of
correlation result can be affected by the frequency offset. According to (3) and
(11), Yc(n) is obtained as

Yc(n) ≈Hejθ0

⎡

⎣|K(0)|Y1(n) +
Nseq−1∑

k=1

|K(k)|Y1,k(n) −
−1∑

k=1−Nseq

|K(k)|Y1,k(n)

⎤

⎦

× Yroot(n)∗+Q(n)Yroot(n)∗

(13)
where ejθ0 has no effect on the absolute value of the cross-correlation result, and
can be ignored. To compare the cross-correlation with or without affected by the
frequency offset, set

Yc,pre(n) = HY1(n)Yroot(n)∗

Yc,interf (n) =
Nseq−1∑

k=1

Yc,interf,k(n) −
−1∑

k=1−Nseq

Yc,interf,k(n)

Yc,interf,k(n) = H|K(k)|Y1,k(n)Yroot(n)∗

(14)

Then Yc(n) and xc(p) affected by the frequency offset can be denoted as

Yc(n) = |K(0)|Yc,pre(n) + Yc,interf (n) + Q(n)Yroot(n)∗

xc(p) = |K(0)|xc,pre(p) + xc,interf (p) + qcor(p)
(15)

where xc,pre(p), xc,interf (p), qcor(p) are the time-domain representation of
Yc,pre(n), Yc,interf (n), Q(n)Yroot(n)∗, respectively. Set the time-domain rep-
resentation of Yc,interf,k(n) is xc,interf,k(p). Then it is clearly that xc,pre(p)
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is the time-domain cross-correlation without affected by the frequency offset,
xc,interf (p) is the interference caused by the frequency offset and the k-th
entry of it is xc,interf,k(p). Set m, mpre, minterf,k are entries with the largest
absolute value in xc(p), xc,pre(p), xc,interf,k(p), respectively. And the phases of
xc,pre(mpre), xc,interf,k(minterf,k) are θpre, θinterf,k. So the peak position offset
caused by the frequency offset can be denoted as the absolute value of m −mpre.

If mpre �= minterf,k, as shown in Fig. 3(a), the k-th entry interference will
cause a large change in the peak size and peak position of the cross-correlation
result. When k < 0, the closer θinterf,k is to θpre + π, the larger the peak size
is, and the larger the peak position changes, the closer θinterf,k is to θpre, the
smaller the peak size is, and the smaller the peak position changes. When k > 0,
changes are reversed.

If mpre = minterf,k, as shown in Fig. 3(b), frequency offset may cause a
larger change in the peak size than mpre �= minterf,k, but it can’t change the
peak position of the cross-correlation result. When k < 0, the closer θinterf,k is
to θpre + π, the larger the peak size is, the closer θinterf,k is to θpre, the smaller
the peak size is. When k > 0, changes are reversed.

Fig. 3. Peak position relationship between xc,interf,k(p) and xc,pre(p)

According to the above analysis, it is known that for a sequence, if mpre �=
minterf,k, the peak of correlation will be greatly affected by frequency offset,
and the larger the peak size is, the larger the peak position changes. If mpre =
minterf,k, it can effectively avoid frequency offset effect on the peak position of
correlation.
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4 Frequency Offset Effect on the Correlation of ZC
Sequences

In this section, the specific effect of frequency offset on the correlation of ZC
sequences is analyzed based on the derivation of Sect. 3, and the PRACH pream-
ble detection performance and TA accuracy are roughly predicted. According to
the related specifications in 5G NR systems, the 64 preambles used in each time-
frequency PRACH occasion can be determined by the root sequence number u
and cyclic shift value Cv [1]. Since frequency offset usually is less than half sub-
carrier spacing, set the type of restricted sets is unrestricted in this paper. Then
the 64 PRACH preambles can be obtained as

xv(m) = xroot[(m + Cv) mod Nseq]

xroot(m) = e
−j

πum(m+1)
Nseq

Cv = vNCS v = 0, 1, · · · , 63

(16)

where NCS refers to the length of cycle shift and is determined by the higher-
layer parameter [1]. The preamble format used in this paper is PRACH preamble
format 0 defined in 5G NR systems. Related parameters are shown in the Table 1.

Table 1. Preamble parameters of the PRACH.

Preamble parameters Values

Nseq 839

fs 1.25 KHz

u 1

NCS 13

The root sequence can be denoted as

xroot(m) = e−j
m(m+1)

839 π m = 0, 1, · · · , 838

Yroot(n) = ej[1.750298+
n(n+1)

839 ]π n = 0, 1, · · · , 838
(17)

And the preamble sequences can be denoted as

xv(m) = e−j[ 13v(13v+1)
839 +

26vm+m(m+1)
839 ]π

Y v
1 (n) = ej[1.750298+

26vn+n(n+1)
839 ]π

(18)

According to (14), Y v
c,pre(n) can be calculated as

Y v
c,pre(n) = Hej 26vn

839 π (19)
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After IFFT, xv
c,pre(p) is calculated as

xv
c,pre(p) =

H

N

sin
[(

13v + 839p
N

)
π
]

sin
[(

13v
839 + p

N

)
π
] ej( 13v

839+
p
N )838π p = 0, 1, · · · , N − 1 (20)

where the entry with the largest absolute value xv
c,pre(m

v
pre) satisfies

[[
13v

839
+

mv
pre

N

]]
= 1

mv
pre = N −

[[
13v

839
N

]]

∣∣xv
c,pre(m

v
pre)

∣∣ =
H

N

∣∣∣∣∣∣

sin
[(

13v + 839mv
pre

N

)
π
]

sin
[(

13v
839 + mv

pre

N

)
π
]

∣∣∣∣∣∣

(21)

where [[]] denotes the round operator. Considering the interference caused by
frequency offset, Y v

c,interf,k(n) is obtained as

Y v
c,interf,k(n) =

⎧
⎪⎨

⎪⎩

H |K(k)| ej
(

26vn
839 + 26vk+2nk+k2+k

839

)
π max(0, − k) ≤ n ≤

min(838, 838 − k)
0 else

⎫
⎪⎬

⎪⎭
(22)

Then the k-th interference xv
c,interf,k(p) can be denoted as

xv
c,interf,k(p) =

H

N
|K(k)| sin

[(
13v+k
839 + p

N

)
(839 − |k|) π

]

sin
[(

13v+k
839 + p

N

)
π
]

× e
j

[
(13v+k)(838−k)+26vk+k2+k

839 +
p(838−k)

N

]
π

(23)

where the entry with the largest absolute value xv
c,interf,k(mv

interf,k) satisfies
[[

13v + k

839
+

mv
interf,k

N

]]
= 1

mv
interf,k = N −

[[
13v

839
N

]]
−

[[
k

839
N

]] (24)

So mv
interf,k has an offset of

[[
Nk
839

]]
with respect to mv

pre. According to (23), the
bigger k is, the bigger the offset is, and the smaller |K(k)| is. So it is reasonable
to consider only two interferences (xv

c,interf,1 and xv
c,interf,−1) when analyzing

frequency offset effect on the peak of ZC sequences correlation, then the final
cross-correlation affected by frequency offset can be simplified as

xv
c (p) ≈ |K(0)|xv

c,pre(p) + xv
c,interf,1(p) + xv

c,interf,−1(p) + qcor(p) (25)

where the peak of final cross-correlation affected by frequency offset is related to
the random access preamble number. According to the above calculations and
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general conclusion in Sect. 3, frequency offset has an impact on both the peak
position and peak size of ZC sequences correlation results. Besides, the PRACH
preamble miss detection rate and timing error of UEs with different random
access preamble numbers are differently affected by the same frequency offset.
The better the detection performance, the lower the TA accuracy.

5 Simulation Results and Analysis

In this section, simulations are performed to verify the rationality of the above
analysis about frequency offset effect on the PRACH, including the PRACH
preamble sequence detection performance and TA error. Simulation parameters
are shown in the Table 2.

Table 2. Simulation parameters of the PRACH.

Simulation parameters Values

The PRACH preamble format Format 0

Antenna configuration 1Tx*2Rx

Carrier frequency 4GHz

Bandwidth 40MHz

Frequency offset 500Hz

Channel model AWGN

Sampling interval (dt) 0.0163µs

In this part, the PRACH preamble detection BLER and CDF of TA error
are taken as two performance metrics. The detection threshold is set according
to the request that the false alarm probability shall be less than or equal to
0.001 [9], and the preamble detection BLER is counted by comparing the PAR
of correlation with the detection threshold. TA error is denoted by the absolute
value of m −mpre. The peak size and peak position of the correlation result at
the receiving end between the derived result in this paper and the simulation
result are compared. Besides, the relationship between detection BLER and TA
error is analyzed. Simulations are shown below. Where simulation represents the
simulation result calculated by MATLAB according to Fig. 2, derivation denotes
the derived result in this paper.

Firstly, peak sizes corresponding to different random access preamble num-
bers are shown as Fig. 4(a). As can be seen from Fig. 4(a), peak sizes of the
simulation results and the derived results show the same trend with the change
of v, and they are almost the same in a large range of v from 5 to 60. Besides,
peak sizes of different preamble numbers are differently affected by the same
frequency offset, which proves the rationality of the above calculations and anal-
ysis. Then, the preamble detection BLER is presented in Fig. 4(b), when v = 0,
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(a) Peak size at 500 Hz frequency offset

(b) Preamble detection BLER

Fig. 4. PRACH preamble detection performance

there is a significant difference in the detection BLER between the simulation
results and the derived results. When v takes other values, there is basically no
difference, which is consistent with the feature of peak size in Fig. 4(a).

Fig. 5(a) shows the TA error affected by 500 Hz frequency offset without
considering the noise. It shows that the derived results are very close to the
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(a) TA error at 500Hz frequency offset

(b) TA error CDF at 18 dB SNR

Fig. 5. TA error

simulation results, and TA errors of different preambles are differently affected
by the same frequency offset. Then, the TA error CDF at 18 dB SNR is pre-
sented in Fig. 5(b), which shows that the derived result is very close to the simu-
lation results in most cases. Comparing Figs. 4(b) and 5(b), it can be found that
under the frequency offset effect, for different preamble sequences, the lower the
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detection BLER, the larger the TA error, which proves the correctness of analysis
in Sects. 3 and 4.

6 Conclusion

In this paper, the impact of frequency offset on PRACH in 5G NR systems is
analyzed. Considering that preamble detection BLER and TA error are closely
related to the peak of correlation result, this paper aims to analyze frequency
offset effect on the peak of PRACH preamble correlation. Through derivation
and calculation, the following analytical results are obtained. Inter-carrier inter-
ference coefficients of multiple interference entries caused by the frequency offset
have almost the same phase. Correlation results of different sequences are differ-
ently affected by frequency offset, if frequency offset affects the peak position of
correlation, the larger the peak size is, the larger the peak position changes. The
preamble detection BLER and TA error of UEs with different random access
preamble numbers are differently affected by the same frequency offset, the
lower the detection BLER, the higher TA error. The simulation results show the
rationality of analysis in this paper. The analytical method used in this paper
plays a certain role in analyzing frequency offset effect on correlation. Moreover,
the analytical results about the frequency offset effect on PRACH are helpful
for studying how to effectively resist frequency offset. But there is room for
improvement.
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Abstract. To realized an energy-efficient mode selection, we apply
simultaneous wireless information and power transfer (SWIPT) to D2D
communications, so that D2D and cellular users can obtain energy from
receiving information, and reduce the battery energy consumption in the
communication process. We leverage the theory of stochastic geometry
to analyze the ergodic energy harvesting (EEH) of D2D and cellular
links in reuse, dedicated, and cellular communication modes. Based on
the data transmission process, we obtain the expressions of the ergodic
capacity (EC) of D2D and cellular users in three D2D communication
modes with power splitting (PS) architectures of SWIPT, and based on
this, we derive the system energy efficiency (EE). Finally, theoretical
research is demonstrated through the simulation experiments. The mode
selection mechanism is performed according to the energy-efficiency.
The simulations show that the system EE is improved, especially for
D2D communications in reuse mode by our proposed mode selection
mechanism.

Keywords: Mode selection · Power splitting · EEH

1 Introduction

It is well-known that device-to-device (D2D) communications allow data to be
transferred directly from one device to another without going through the base
station. While the paradigm of D2D communications has many notable advan-
tages such as improved spectral efficiency, enhanced system capacity, and acco-
laded performance [1,2], it, however, also faces some challenges. One of major
challenges is the limited battery power in devices. Besides the regular routine
battery replacement and/or battery recharge, on-site energy harvesting [3] is
emerging as an additional effective method for resolving this energy shortage
issue.

Mode selection [4] is one of the most direct and effective ways to address
the energy and interference issues in D2D communication. The choice of D2D
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mode is related to the system spectrum utilization and the interference between
D2D users and cellular users. D2D communications can work in: reuse mode,
dedicated mode, and cellular mode. Reuse mode means that D2D users reuse
uplink spectrum resources of the cellular link to communication, and this may
cause interference between D2D users and cellular users, and among D2D users
themselves as well. Dedicated mode refers to the case that the base station
allocates the proprietary bandwidth to the D2D users, at this time, there is
no interference between D2D users and cellular users. Cellular mode means that
D2D users send and receive data through the base station, D2D users work in the
same way as cellular users, and there is no interference. As such, the amount of
interference experienced by D2D and cellular users in one mode will be different
from that in another mode, which leads to different system capacities in these
three modes. Therefore, the system energy consumption can be expected to be
reduced by appropriately selecting a D2D communication mode.

Energy efficiency (EE) [5,6] is an important performance indicator for wire-
less networks. The EE of a system is essentially determined by the amount of
energy consumed at the base station and at individual users in the system, both
of which are aimed to be reduced. SWIPT [7] provides energy for communication
devices while interacting with information between devices. In this paper, the
power splitting method is used to use part of the power received by the receiver
(sum of received power and interference power) for information decoding, and
another part to charge the rechargeable battery, in order to reduce the energy
consumption of the device during transmission, achieving the goal of improving
EE and extending deceive standby time.

Currently, there is a large amount of studies dedicated to the SWIPT in
wireless networks. Mohjazi [8] et al. evaluated the system throughputs for the
time switching (TS) and power splitting (PS) mechanisms when the SIR is rel-
atively low, according to outage probability and harvested energy, and by the
differential modulation mechanism. Also, in [9], Mohjazi study the performance
of the SWIPT relay network with non-coherent modulation and found that there
is a unique PS ratio value that minimizes the systems outage probability, while
this is not the case for the TS protocol. At lower SNR value, the performance of
the TS protocol is superior to the PS protocol while ensuring maximum system
throughput. In [10], when using the TS protocol and Non-Orthogonal Multi-
ple Access (NOMA) technique, the outage probability expressions of all users
are derived, and the system performance is evaluated by analyzing the system
throughput. However, Maleki [11] et al. used amplify-and-forward EH relaying
and hybrid EH protocol to obtain the systems outage probability and through-
put, and computed the optimal values for TS and PS ratios that maximizes the
system throughput.

When applying SWIPT to D2D communication, mode selection problem is
manifested in the modeling of the channel fading for D2D users and cellular users,
and more accurate mathematical calculations. In [12,13], the channel fading is
always assumed to be Rayleigh no matter what communication mode the D2D
and cellular users are in, however, this is not the case in practice because the



Energy-Efficient Mode Selection for D2D Communication in SWIPT Systems 695

distance between a D2D pair is of Los when the communication mode is in
reuse mode or dedicated mode, therefore we assume that the channel fading
for D2D users is Rician. Besides, the system throughput and EE computations
may be inaccurate if the users distance to the base station is assumed to be
a constant or the Shannon formula is directly used, as in [14]. To accurately
simulate the randomness of the users, this paper uses stochastic geometry to
model the users locations in a two-dimensional space, based on the distance to
the energy harvesting and energy efficiency of the link for accurate calculation.

Although extensive studies have focused on interference management and EE,
most studies have been largely conducted without considering SWIPT. Unlike
the prior works, this paper proposes a mode selection mechanism based on PS
using stochastic geometry, game theory, and SWIPT. It differs from existing
studies in the following aspects: (1) Regarding the process of energy harvest-
ing, both the PS architectures of SWIPT are considered and the corresponding
closed-form formulas of the harvested energy for D2D and cellular users are
derived by leveraging the theory of stochastic geometry. (2) In this paper, the
channel fading of D2D links follows either Rician distribution or Rayleigh distri-
bution, depending on whether or not the distance associated with the D2D pair
is of line-of-sight (Los).

The rest of this paper is organized as follows. In Sect. 2, we introduce the
system model. In Sect. 3, we analyze the EEH of all three modes under PS. In
Sect. 4, we analyze the ergodic capacity of the link in the data transmission phase
and propose the EE-based model selection strategy. Section 5 gives the simulation
results to demonstrate the proposed model selection strategy. Section 6 concludes
the paper.

2 System Model

We consider the scenario of multiple small cells. The sets of D2D users D, cellular
users C, and BSs B are of independent and identically distributed PPP with
densities λD, λC and λB , respectively. For any cellular user CUE and any D2D
pair DTU-DRU, if the distance from CUE to the nearest BS is DC , and the
distance from DTU to DRU is DD, then by the spatial probability of Poisson
Point processes, the probability density functions of the cellular user and the
D2D user are given as

fDC
(DC) = 2πλBDC exp(−πλBDC

2) (1)

and
fDD

(DD) = 2πλDDD exp(−πλDDD
2) (2)

respectively.
Since any CUE chooses to connect to its nearest BSs, there is a relative

discrepancy in terms of distance from a CUE to its serving BS for all CUEs,
thence all CUEs in each cell are separated into N tier. As illustrated in Fig. 1,
the transmit power of CUEs in the i-th tier is PCi

(i = 1, 2, ..., N), with PC1 �=
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PC2 �= ... �= PCN
. For the D2D link, in the case of reuse mode or dedicated mode,

the difference between the distance of each D2D pair could be negligible, thus the
transmit power for all DTUs is set to an average value PD; In the cellular mode,
DUEs, like CUEs, rely on BS to transmit data, so all DUEs will be stratified as
well, and the transmit power of DTUs in the i-th tier is PDi

(i = 1, 2, ..., N). When
BS becomes the transmitter as a data forwarding point in the small network, no
matter which layer the receiver is on, the transmit power amplitude of BS varies
slightly, so the base station transmits power is set to an average value PB .

Fig. 1. Stratification model

In reuse mode, the uplink resources of CUEs are reused by DUEs, any DRU
will experience both intra-cell and inter-cell interference caused by other DUEs
or CUEs who are using the same spectrum used by this DRU; any CUE in one
cell will experience both intra-cell and inter-cell interference caused by DUEs
who are reusing the spectrum assigned to that CUE, and inter-cell interference
caused by CUEs in other cells who are using the same spectrum. In dedicated
and cellular modes, DUEs is interference-free to CUEs. In reuse and dedicated
modes, due to the short and Los communication distance between D2D pairs,
thence we assume that the D2D links follow the Rician fading. In cellular mode,
DUEs, like CUEs, rely on BS to transmit data, so D2D links follow the Rayleigh
fading with an exponential distribution of mean 1. In all three modes, since
the distance of the transmission link from any CUE to its BS is of non-line-of-
sight (NLos), thus cellular links follow the Rayleigh fading. Simultaneously, the
distances of the interference links from any DTU to a non-pairing DRU, from
any CUE to a DRU, and from any BS (BS does not serve the DRU in cellular
mode) to a DRU are all of NLos, thus the interference links follow the Rayleigh
fading. All signal largescale fading on any links can be modeled as D−α and α
is the path loss exponent for all links.

In this paper, we use PS in mode selection to extend device standby time
and will analyze the two phases of energy harvesting and data transmission. In
the energy harvesting phase, the receiver is subject to different interference, and
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the receiver acquires different energy in different modes of D2D communication.
In the data transmission phase, we stipulate that the total spectrum resource
in each cell is B Hz which will be split into various sub-spectrums for use by
multiple CUEs. In reuse mode, D2D pairs will reuse all uplink spectrum resources
of cellular users; in dedicated mode, a certain amount of bandwidth will be
reserved for DUEs only, and the rest will be used by CUEs; in cellular mode,
DUEs, just like CUEs, transmit all data through the BS, the cellular user can
use the bandwidth B1, and the remaining bandwidth B2(B1 + B2 = B) will be
evenly distributed to the D2D uplink and downlink.

3 Energy Harvesting

In the energy harvesting phase, this paper does not consider the distinction
between useful signals and interference and charges all of its absorption. We
assume that the energy harvested by the cellular user is EEHC , and the energy
harvested by the D2D user is EEHD. The signal received at the receiver is
split into two signal streams for energy harvesting and information decoding.
Let κ ∈ [0, 1] be the ratio of received power used for energy harvesting, then the
energy harvested by D2D users and cellular users in all three modes is as follows.

3.1 D2D User Energy Harvesting

In reuse mode, there is co-channel interference between the cellular user and
D2D user; in dedicated mode, there is no co-channel interference between cellular
user and D2D user. Therefore, the total power of the signal that the receiver can
receive will vary due to the size of the interference in reuse or dedicated mode of
D2D communications. Also, D2D users need to forward data through the base
station in cellular mode. Thus, the base station serves as the transmitter, and
D2D serves as the receiver when the D2D user acquires energy.

EEHD in Reuse Mode: In reuse mode, a D2D link lDa,D
a

′ reuses the
uplink spectrum resources of the cellular link, and the signal power received
by the receiver is SD = PDD−α

Da,D
a

′ gDa,D
a

′ , where PD is the transmit power
of D2D user, DDa,D

a
′ is the distance between D2D pairs, gDa,D

a
′ is the Rician

power fading from the transmitter to the receiver. Interference power is I =
IC,D

a
′ + ID−a,D

a
′ , IC,D

a
′ =

∑
Ci,j∈C

∑N
i=1 PCi

D−α
Ci,j ,D

a
′ hCi,j ,D

a
′ , ID−a,D

a
′ =

∑

D
a

′′ ∈D−a

PDD−α
D

a
′′ ,D

a
′ hD

a
′′ ,D

a
′ , where PCi

is the transmit power of cellular

user, DCi,j ,D
a

′ is the distance between DRU and cellular user, hCi,j ,D
a

′ and
hD

a
′′ ,D

a
′ are respectively channel gain of the D2D link lDa,D

a
′ with both

hCi,j ,D
a

′ ∼ exp (1) and hD
a

′′ ,D
a

′ ∼ exp (1).
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Theorem 1. When D2D communications reuse the uplink resources of cellular
users, the EEH of the D2D link is given by

EEHDa,Da
′ = κη

{
PD

[
d−α(−e−πλDd2

+ 1) + (πλD)α/2
Γ

(−α+2
2 , πλDd2

)]

·(1 + K) +
∑N

i=1 PCi
πλCd−α+2 α

α−2 + PDπλDd−α+2 α
α−2

}
.

(3)
where η is energy conversion efficiency.

Proof. E (SD + I) = PDE
(
D−α

D
a,a

′ gD
a,a

′

)
+ E

(
IC,D

a
′

)
+ E

(
ID−a,D

a
′

)
, where

E
(
D−α

D
a,a

′ gD
a,a

′

)
= E

(
D−α

D
a,a

′

)
· E

(
gD

a,a
′

)
. We have

E
(
D−α

D
a,a

′

)
=

∞∫

0

D−α
D

a,a
′ · 2πλDDD

a,a
′ exp(−πλDD2

D
a,a

′ )dDD
a,a

′

(a)
=

d∫

0

d−α · 2πλDDD
a,a

′ exp(−πλDD2
D

a,a
′ )dDD

a,a
′ +

∞∫

d

D−α
D

a,a
′ 2πλD

· DD
a,a

′ exp(−πλDD2
D

a,a
′ )dDD

a,a
′

= d−α
(
−e−πλDd2

+ 1
)

+ (πλD)α/2
Γ

(−α + 2
2

, πλDd2
)

.

Where step (a) is supported by the fact that when the integral range of
DD

a,a
′ is (0,∞), E

(
DD

a,a
′

)
will tend to infinity. To ensure the finiteness of the

received power [15], we assume that the path loss is d−α when DD
a,a

′ < d and

D−α
D

a,a
′ when DD

a,a
′ > d.

E
(
gD

a,a
′

)
=

∞∫

0

g
D

a,a
′ · exp

(
−K − g

D
a,a

′

) ∞∑

k=0

(
Kg

D
a,a

′

)k

(k!)2
dg

D
a,a

′

=
∞∑

k=0

exp (−K)
Kk

(k!)2
·

∞∫

0

g
D

a,a
′

k+1 exp
(
−g

D
a,a

′

)
dg

D
a,a

′

=
∞∑

k=0

exp (−K)
Kk

(k!)2
· (k + 1)!

= 1 + K,
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E
(
IC,D

a
′

)
=E

⎛

⎝
∑

Ci,j∈C

N∑

i=1

PCi
D−α

Ci,j ,D
a

′ hCi,j ,D
a

′

⎞

⎠

=
N∑

i=1

PCi
E

⎛

⎜
⎜
⎜
⎝

∑

Ci,j∈C
DCi,j,D

a
′ >d

D−α
Ci,j ,D

a
′ +

∑

Ci,j∈C
DCi,j ,D

a
′ <d

D−α
Ci,j ,D

a
′

⎞

⎟
⎟
⎟
⎠

=
N∑

i=1

PCi
· πλCd−α+2 α

α − 2
.

In a similar fashion, we can get

E
(
ID−a,D

a
′

)
= PDπλDd−α+2 α

α − 2
.

EEHD in Dedicated Mode: The difference in dedicated mode and reuse mode
is that there is no co-channel interference between cellular user and D2D user in
dedicated mode. Thus, the D2D user energy harvesting expression in dedicated
mode can be given from the energy harvesting expression in reuse mode of D2D
communications.

Theorem 2. In dedicated mode, the EEH of the D2D link is given by

EEHDa,Da
′ = κη

{
PD

[
d−α(−e−πλDd2

+ 1) + (πλD)α/2
Γ

(−α+2
2 , πλDd2

)]

·(1 + K) +PDπλDd−α+2 α
α−2

}
.

(4)

Proof. Similar to that of Theorem 1.

EEHD in Cellular Mode: In cellular mode, the communication process of the
D2D user is divided into the uplink of DTU to BS and the downlink of BS to
DRU. In the uplink, the base station serves as the receiver, just forward the data,
so there is no energy harvesting, and in the downlink, DRU can perform data
decoding and energy harvesting. In the cellular mode, the signal power received
by a D2D downlink lBk,D

a
′ receiver is SD = PBk

D−α
Bk,D

a
′ hBk,D

a
′ , interference

power is I = IB−k,D
a

′ , IB−k,D
a

′ =
∑

B
k

′ ∈B−k

PB
k

′ D
−α
B

k
′ ,D

a
′ hB

k
′ ,D

a
′ , where B−k =

B\ {Bk}, PBk
denotes the transmit power of Bk (Bk is the nearest base station

to Da′ ), DBk,D
a

′ is the distance between Bk and Da′ , hBk,D
a

′ is channel gain of
the D2D link lBk,D

a
′ with hBk,D

a
′ ∼ exp (1), PB

k
′ denotes the transmit power

of Bk′ , DB
k

′ ,D
a

′ is the distance between Bk′ and Da′ .
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Theorem 3. In cellular mode, the EEH of the D2D downlink is given by

EEHBk,D
a

′ = κη
{

PBk

[
d−α(1 − e−πλBd2

) + (πλB)α/2
Γ

(−α+2
2 , πλBd2

)]
+ 2π

·λBPB
k

′

[
d−α+2( 12 + 1

α−2 )(1 − e−πλBd2
) + d−α

2πλB

[(
πλBd2 + 1

)
e−πλBd2 − 1

]

+ (πλB)
α
2 −1

α−2 Γ
(−α+4

2 , πλBd2
)]}

.

(5)

Proof.

E
(
IB−k,D

a
′

)
= EB,h

⎛

⎝
∑

B
k

′ ∈B−k

PB
k

′ D
−α
B

k
′ ,D

a
′ hB

k
′ ,D

a
′

⎞

⎠

(a)
= 2πλBPB

k
′

∞∫

0

⎧
⎨

⎩

∞∫

DD

[
max(DB

k
′ ,D

a
′ , d)

]−α

DB
k

′ ,D
a

′ dDB
k

′ ,D
a

′

⎫
⎬

⎭

·2πλBDD exp(−πλBD2
D)dDD

= 2πλB · PB
k

′

[

d−α+2

(
1
2

+
1

α − 2

) (
1 − e−πλBd2

)
+

d−α

2πλB

·
[(

πλBd2 + 1
)
e−πλBd2 − 1

]
+

(πλB)
α
2 −1

α − 2
Γ

(−α + 4
2

, πλBd2
)]

.

For step (a), since the D2D user is connected to the nearest base station, the
distance between the interfering base station and the D2D user is necessarily
greater than the communication distance DD of lBk,D

a
′ , so the integration range

of the interference link distance is (DD,+∞).

3.2 Cellular User Energy Harvesting

In the energy harvesting phase, when the cellular user obtains energy for charg-
ing, the base station acts as the transmitter, and the cellular user acts as the
receiver to implement the charging process, which occurs on the cellular down-
link. However, the D2D link reuses the spectrum resources of the cellular uplink
in reuse mode. Therefore, regardless of the mode communication used by D2D,
the energy available to the cellular user is unchanged, and the cellular user has
the same energy as the D2D user in cellular mode.

Theorem 4. The EEH of the cellular downlink is given by

EEHBk,Ci
=κη

{
PBk

[
d−α(1 − e−πλBd2

) + (πλB)α/2
Γ

(−α+2
2 , πλBd2

)]
+ 2π

·λBPB
k

′

[
d−α+2( 12 + 1

α−2 )(1 − e−πλBd2
) + d−α

2πλB

((
πλBd2 + 1

)
e−πλBd2 − 1

)

+ (πλB)
α
2 −1

α−2 Γ
(−α+4

2 , πλBd2
)]}

.

(6)

Proof. Similar to that of Theorem 3.
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4 Data Transmission

4.1 Ergodic Capacity

Combined with the system ergodic capacity part of the literature [16], the system
ergodic capacity under SWIPT is analyzed. In the information transmission
phase, the ratio of the power received by the receiver to the information decoding
is (1 − κ), so the capacity of each state of the D2D link and the cellular link in
three modes is

EC in Reuse Mode: In reuse mode, when the D2D user uses the spectrum as
B, the EC of D2D link is

ECDa,Da′ = (1 − κ)B

( ∞∑

n=1

n−1∑

m=0

n−m∑

b=1

(−1)n−mJ (m,n) βn−m
b

πλDα

2
Ib

+
∞∑

n=0

J(n, n)
απλD

2
I0

)

,

(7)

where

Ib =
∞∫

0

tb+ α
2 −1dt

(πλD+t)b+1
(

A
α
2 +t

α
2

) , b = 0, 1, 2 . . . , βn−m
b =

b∑

i=1

(−1)i

(
b
i

)
(
2i
α

)
n−m

,

C (α) = 2π/α
sin(2π/α) , J (m,n) =

Knm!
eK

⎛
⎜⎜⎝

n
m

⎞
⎟⎟⎠

(n!)2
, A = πC (α)

(
N∑

i=1

(PCi

PD
)
2/α

λC + λD

)

.

In reuse mode, when the cellular user uses the spectrum as B, the EC of
cellular link is

ECCi,Bk
=

∫ ∞

0

(1 − κ)Bdt

λC

λB
ρ (et − 1, α) + C (α) λD

λB

(
PD

PCγ
(et − 1)

) 2
α

+ 1
, (8)

where ρ (et − 1, α) =
N∑

i=1

∞∫
(

PCγ

(et−1)PCi

)2/α

1
1+uα/2 ·

(
(et−1)PCi

PCγ

)2/α

du.

EC in Dedicated Mode: In dedicated mode, when the D2D user uses the
spectrum as B1, the EC of D2D link is

ECDa,Da′ = (1 − κ)B1

( ∞∑

n=1

n−1∑

m=0

n−m∑

b=1

(−1)n−mJ (m,n) βn−m
b

πλDα

2
Ib

+
∞∑

n=0

J(n, n)
απλD

2
I0

)

,

(9)

where A = πC (α) λD.
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In dedicated mode, when the cellular user uses the spectrum as B2, the EC
of cellular link is

ECCi,Bk
=

∫ ∞

0

(1 − κ)B2dt
λC

λB
ρ (et − 1, α) + 1

. (10)

EC in Cellular Mode: In cellular mode, when the D2D user uses the spectrum
as B1, the EC of D2D link is

ECDa,Da′ =
(1 − κ)B1

2

∞∫

0

SPDa,D
a

′
(
et − 1

)
dt, (11)

where SPDa,Da′ is the success probability [16] of the D2D link lDa,Da′ .
In cellular mode, when the cellular user uses the spectrum as B2, the EC of

cellular link is

ECCi,Bk
=

∞∫

0

(1 − κ)B2dt

1 + λC

λB
ρ (et − 1, α)

. (12)

4.2 Energy Efficiency

According to the energy harvesting of D2D user and cellular user in three modes,
combined with the EC of D2D and cellular link in the data transmission part,
the system energy efficiency in three modes using SWIPT can be obtained.

Theorem 5. In reuse and dedicated modes, when cellular users are stratified
into N tiers, the transmitting power of CUE at i tier is PCi

, and the transmitting
power of all DUEs is PD, the system energy efficiency would be

ΔEE =
λC

N∑

i=1

ECCi
+ λDECD

λC(
N∑

i=1

PCi
+ Pcir − EHC) + λD(PD + Pcir − EHD)

, (13)

where Pcir denotes the average user device circuit power loss.

Theorem 6. In cellular mode, the system energy efficiency would be

ΔEE =
λC

N∑

i=1

ECCi
+ λD

N∑

i=1

ECDi

λC(
N∑

i=1

PCi
+ Pcir − EHC) + λD(

N∑

i=1

PDi
+ Pcir + Pcir B − EHD)

,

(14)
where Pcir−B denotes the average BS circuit power loss.
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5 Simulation Results

In this section, we conduct extensive simulations for the EEH and EE of D2D
users and cellular users investigated in the previous sections. The simulation
parameters are shown in Table 1.

Table 1. Parameters settings

Parameter Value

Transmit power of BSs (PB) 49 dBm

Transmit power of cellular users on tier 1 (PC1) 27 dBm

Transmit power of cellular users on tier 2 (PC2) 30 dBm

Transmit power of cellular users on tier 3 (PC3) 33 dBm

Transmit power of D2D users on tier 1 in the cellular mode (PD1) 20 dBm

Transmit power of D2D users on tier 2 in the cellular mode (PD2) 24 dBm

Transmit power of D2D users on tier 3 in the cellular mode (PD3) 28 dBm

Density of BSs λB (m−2) 7 · 10−6

Density of cellular users λC (m−2) 4 · 10−5

Density of D2D users λD (m−2) 1 · 10−4
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Fig. 2. Cellular users’ energy harvesting
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Fig. 3. D2D users’ energy harvesting

As illustrated in Fig. 2, with PS, the energy harvested by the cellular user
in the energy harvesting phase increases as the base station transmit power PB

and base station density λB. This is because when the transmission power PB

increases, the power of the receiver receiving the useful signal increases, and
the co-channel interference signal increases. However, the receiver does not need
to distinguish between the useful signal and the interference when acquiring the
energy, and directly acquires all of them, so the harvested energy is consequently
increased; when λB increases, the co-channel interference will be significantly
enhanced, and the harvested energy will increase. Thus the cellular users energy
harvesting shows an increasing trend.
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Figure 3 shows the EEH of D2D users with PS in three different modes. With
PS, the amount of energy harvested by a D2D user receiver in three different
modes have the following rank: cellular mode > reuse mode > dedicated mode.
In cellular mode, DRU obtains energy from the base station, so EEH has noth-
ing to do with both PD and λD, and BS transmit power is much greater than
that of D2D transmitters, so that DRU receives more energy; in reuse and ded-
icated modes, the co-channel interference received by DRU in dedicated mode
is less than that in reuse mode. Simultaneously, when λD increases, the energy
harvesting by DRU will increase accordingly.

Figures 4 and 5 depict the correlation between λC and system energy effi-
ciency with PS and without SWIPT under the three different communication
modes. In reuse and dedicated modes, the system energy efficiency decreases
with the increase of cellular user density, and the system EE in reuse mode is
less than that in dedicated mode; in cellular mode, the system EE will reach its
maximum value when λC is minimal. This can be attributed to the fact that a
smaller number of cellular users leads to sufficient spectrum resources and low
energy consumption of devices which leads to a larger EC and then EE, but an
increased λC will lead to insufficient spectrum resources and increasing devices
energy consumption which result in a decreased EE. Finally, note that these two
figures show that the system EE can be improved with SWIPT, especially for
D2D communications in reuse mode.

Figure 6 indicates that EE will increase as λD increases in reuse and dedicated
modes; and in cellular mode, the increase of λD results in a decrease in EE. This
can be interpreted as the result of the following fact. In reuse and dedicated
modes, EC would increase when the number of available spectrum increases,
and subsequently, EE will increase as well. In cellular mode, the base station is
used as a relay in the D2D communications, and the energy consumed by the
base station in the process of forwarding data is much larger than that of the
user, and the EC of the D2D link is small compared to the cellular link, resulting
in the entire system link EC is low.
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Figure 7 demonstrate the EE of the system concerning the transmit power of
cellular users with PS. In reuse and dedicated modes, the co-channel interference
will increase as the value of PC1 increases, leading to a decrease in EC and
subsequently a decrease in EE as well. In cellular mode, the system EE increases
over small values of PC1 and decreases over the rest of PC1. This owes to the fact
that the transmit power of the cellular user is higher than the transmit power
of the D2D user, and when the value of PC1 is small, the interference caused
between cellular users can be ignored. However, if PC1 exceeds the threshold and
continues to increase, it will affect EC due to excessive co-channel interference.

6 Conclusion

In this paper, we have investigated the mode selection for D2D communications
from the perspective of energy saving. By utilizing the power splitting under
SWIPT, the energy acquired by the cellular link and the D2D link can be used
for communication, and energy can be effectively utilized while reducing energy
consumption and extending the lifetime of the device. Then, according to DUEs
and CTUs energy harvesting formulas in three modes, combined with the data
transmission part, the expression of the system energy efficiency is obtained.
Finally, our simulations demonstrate the impacting factors on the mode selection
mechanism. In particular, ergodic energy harvesting of D2D and cellular links
in-creases gradually as user transmit power increases in all three modes, and
after using SWIPT, the system EE is improved, and the improvement is most
obvious in reuse mode.
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Abstract. Contraposing the problem of high pilot overhead and poor
estimation performance for OFDM system in fast time-varying channels,
a novel channel estimation method based on joint-sparse basis expansion
model is proposed. In order to resist the inter-carrier interference (ICI) of
OFDM system over fast time-varying channel, we introduce the OTFS
(Orthogonal Time Frequency Space) technique and propose an imple-
mentation scheme of OTFS system based on time-frequency domain
channel estimation. Simulation results demonstrate that the proposed
OTFS system has higher reliability and better adaptability than the
OFDM system in high dynamic scenarios.

Keywords: Time-varying channel estimation · OTFS · Joint-sparse
basis expansion model · Compressed sensing

1 Introduction

Nowadays, the communication requirements in high mobility scenarios such as
high-speed railway system have received increasing attention. In these scenarios,
the channel parameters are no longer constant during each symbol period and
this type of channel is called a fast time-varying channel. The amount of param-
eters to be estimated in each symbol over the fast-changing channel is much
larger than the observable number. The Linear Time Varying (LTV) model [1,2]
and Basis Expansion Model (BEM) [3] are two important models to effectively
reduce the number of parameters. LTV models the channel taps of adjacent
OFDM symbols as a piecewise linear time-varying relationship, it has a good
approximation performance when the normalized Doppler shift is no more than
0.2. In BEM, channel taps are represented as a linear superposition of several
two-dimensional basis functions and it has been widely studied [4–6] because
it can better describe the nonlinear variation of channels. In addition, the fast
time-varying channel exhibits sparsity in delay-Doppler domain. It has become a
hot research topic to reduce pilot overhead by utilizing the channel sparsity [7,8].
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The OFDM system in fast time-varying channels suffers ICI due to its fre-
quency offset sensitivity, which seriously affects the reliability of multi-carrier
systems. Although some scholars have studied ICI cancellation or suppression
methods [9,10], they are of high complexity and cannot adapt to higher dynamic
communication scenarios for instance that the future high-speed trains need to
support a speed of 500 km/h. In order to solve the above problem, R. Hadani
first proposed a new modulation method named Orthogonal Time Frequency
Space (OTFS) [11,12] to meet the requirements of high spectral efficiency in
high Doppler scenarios while supporting the application of large-scale anten-
nas. This modulation focuses on making the data itself subject to interference
as small as possible rather than the subsequent interference elimination. It is
worth considering whether to use the OFDM or the OTFS in the future mobile
communication standards.

For the estimation problem of fast time-varying channels, a joint-sparse basis
expansion model and a corresponding channel estimation method are proposed.
This method converts the estimation of channel impulse response into an estima-
tion of basis coefficients meanwhile considers the sparsity and joint sparsity of the
coefficients. In order to improve the anti-interference ability of the system in fast
time-varying channels, we propose an implementation of OTFS system based on
time-frequency domain channel estimation. The simulation results manifest that
the BER performance of the OTFS system using the proposed channel estima-
tion method is significantly better than that of the OFDM system. The OTFS
system can achieve high spectral efficiency and high reliability simultaneously
and it has better adaptability over high dynamic channels.

The structure of this paper is organized as follows: In Sect. 2, the OFDM
system model based on BEM model is derived. In Sect. 3, the proposed channel
estimation method based on the joint-sparse BEM model is introduced in detail.
In Sect. 4, the basic principles of the OTFS are described and an implementation
scheme of the OTFS system is given. Simulation results are provided to compare
the performance of OTFS and OFDM systems over fast time-varying channels
in Sect. 5. The conclusion is presented in Sect. 6.

2 System Model

In this section, we will derive an OFDM system model over fast time-varying
channel under the basis expansion model.

2.1 OFDM System-Basis Expansion Model with Pilots

In the case of fast time-varying channel, the ICI is unavoidable and the channel
impulse response changes within each OFDM symbol period, which brings great
difficulty to channel estimation. This paper introduces the basis expansion model
to reduce the amount of estimation. Let the discrete form of the l-th channel
tap at the n-th moment be h(n, l), where n = 0 . . . N − 1, l = 0 . . . L − 1, under
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the basis expansion model, the l-th channel tap hl can be written as:

hl = (b0, ...,bQ−1)

⎡
⎢⎣

g(0, l)
...

g(Q − 1, l)

⎤
⎥⎦ + ξl = Bgl + ξl (1)

where hl ∈ C
N×1, bq = [b(0, q), ..., b(N − 1, q)]T ∈ C

N×1 is the basis expan-
sion vector, B = (b0, ...,bQ−1) ∈ C

N×Q is the basis function matrix, gl =
[g(0, l), ..., g(Q − 1, l)]T ∈ C

Q×1 is the BEM coefficient vector of the l-th chan-
nel tap, and ξl ∈ C

N×1 is the model error vector. The model order Q satisfies
2fnds + 1 � Q � N , where fnds is the normalized Doppler shift.

In the time-frequency domain, the transmission equation of OFDM system
is:

Y = FHT FHX + W = HF X + W (2)

where X ∈ C
N×1 and Y ∈ C

N×1 represent transmitted signal and received signal
in the frequency domain, respectively, HT ∈ C

N×N is the channel matrix in time
domain, namely [HT ]i,j = h(i,mod(i − j,N)), F ∈ C

N×N is the normalized
Fourier transform matrix of N points, HF ∈ C

N×N is called the channel matrix
in frequency domain, and W ∈ C

N×1 is the frequency domain noise vector.
Combining (1) and (2), the received signal Y can be written as:

Y =
Q−1∑
q=0

Fdiag(bq)FHdiag(FLgq)FFHX + W

=
Q−1∑
q=0

Fdiag(bq)FH

︸ ︷︷ ︸
Aq

diag(FLgq)X + W

(3)

where FL ∈ C
N×L represents the submatrix consisting of the first L columns of

the Fourier transform matrix, and W ∈ C
N×1 represents the noise term includ-

ing the model error. Using the commutative law diag(FLgq)X = diag(X)FLgq,
the above equation can be rewritten as:

Y =
Q−1∑
q=0

Aqdiag(X)FLgq + W

= [A0, ...,AQ−1] {IQ ⊗ [diag(X)FL]}g + W

(4)

where IQ represents an identity matrix of size Q, ⊗ denotes the Kronecker prod-
uct, and g = [g0, ...,gQ−1]T ∈ C

LQ×1 is the complete form of the BEM coefficient
vector.

Let the number of pilots be P , then the received signal at the pilot position
YP ∈ C

P×1 can be represented as:

YP = [A0,P , ...,AQ−1,P ] {IQ ⊗ [diag(XP )FP ]}g

+ [A0,D, ...,AQ−1,D] {IQ ⊗ [diag(XD)FD]}g + WP

(5)
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where Aq,P ∈ C
P×P denotes a submatrix of Aq formed by selecting P rows

and P columns from where the pilots are located, Aq,D ∈ C
P×(N−P ) represents

the submatrix of Aq formed by selecting P rows where the pilots are located
and (N − P ) columns where the data are located, FP ∈ C

P×L and FD ∈
C

(N−P )×L represent the submatrices of the Fourier transform submatrix FL

composed of selecting P rows where the pilot takes and (N −P ) rows where the
data takes, respectively. The second term in the equation is the interference term
which includes the system ICI. The interference term, model error and noise are
synthesized into W̃P , then the BEM coefficient estimation equation of the j-th
symbol in the OFDM system is:

Yj
P =

[
Aj

0,P , ...,Aj
Q−1,P

]{
IQ ⊗

[
diag(Xj

P )Fj
P

]}
︸ ︷︷ ︸

ΦP

gj

+ W̃j
P = Φj

P gj + W̃j
P

(6)

It can be seen that the basis expansion model reduces the estimated parame-
ters of fast-changing channel from NL to QL and Q << N , hence the complexity
of channel estimation can be effectively reduced.

3 Proposed Channel Estimation

In this section, the proposed joint-sparse basis expansion model is introduced
first and then a channel estimation method based on the joint-sparse BEM is
presented.

3.1 Joint-Sparse Basis Expansion Model

When the fast time-varying channel is fitted by basis expansion model, the spar-
sity of basis coefficient also characterizes the sparsity of the channel in the delay-
Doppler domain [13]. Let Γ denotes a set containing all non-zero path positions
of the channel, then

hl = [h(0, l), ..., h(N − 1, l)]T = 0T , l /∈ Γ (7)

According to (1), when the model error is ignored, the BEM coefficient vector
of the lth channel tap can be expressed as:

gl = (g[0, l], ..., g[Q − 1, l])T = B†hl (8)

where B† is the pseudo-inverse of the basis function matrix.
Combining (7) and (8) we can know that the basis coefficient satisfies the

following characteristics: g[0, l] = · · · = g[Q − 1, l] = 0 , l /∈ Γ, that is, the basis
coefficient vector g = [g0, ...,gQ−1]T ∈ C

LQ×1 is a sparse vector and its sparsity
is KQ at most, the specific sparsity S is related to the system Doppler frequency.

Although the channel amplitude changes within each OFDM symbol,
the multipath structure of time-varying channel exhibits strong correlation
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between consecutive symbols [14]. In this paper, we assume that the multi-
path delay structure of channel remains unchanged for consecutive J OFDM
symbols, thus the corresponding J basis coefficient vectors exhibit joint spar-
sity. Based on this, a joint-sparse basis expansion model is established, let
θg = [θ0, ..., θl, ..., θQL−1]T ∈ C

LQ×1 denote a joint-sparse support set, then
the joint-sparse basis expansion model is expressed as:

gj = diag(θg)sj
g, j = 1, ..., J (9)

The superscript j represents the serial number of the OFDM symbol, and sj
g ∈

C
LQ×1 represents the amplitude of the basis coefficient corresponding to the j-

th symbol. According to the joint-sparse basis expansion model, the joint multi-
symbol channel estimation model of OFDM system for fast time-varying scenario
can be derived as:

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Y1
P = Φ1

P g1 + W̃1
P

Y2
P = Φ2

P g2 + W̃2
P

...

YJ
P = ΦJ

P gJ + W̃J
P

(10)

The joint channel estimation model described above converts the estimation
of the channel impulse response that changes within each symbol into an estima-
tion of the invariant basis coefficient within each symbol, it reduces the amount
of estimation and meanwhile fully considers to the sparsity of basis coefficients
and the joint-sparse property between successive symbols, thus it can be used
to guide channel estimation for low pilot overhead over fast-varying channels.

3.2 The Proposed Channel Estimation Scheme

The joint channel estimation problem shown in (10) is equivalent to solving the
following optimization formula:

ĝj = arg min
∥∥gj

∥∥
0

s.t.
J∑

j=1

∥∥∥Yj
P − Φjgj

∥∥∥
2

2
� ε (11)

In this paper, the SOMP algorithm [15] of distributed compressed sensing
is used to solve the channel BEM coefficients of J OFDM symbols. Furtherly
according to (1), the estimated value of the corresponding channel impulse
response is obtained by applying the following equation:

ĥj = (B ⊗ IL)ĝj (12)

where ĥj = [ĥ(0, 0), ..., ĥ(0, L − 1), ..., ĥ(N − 1, 0), ..., ĥ(N − 1, L − 1)]T ∈
C

NL×1, j = 1, ..., J .
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We adopt the linear time varying model’s derivative smoothing method–
piecewise linear smoothing [16] to perform the subsequent processing of the
initial channel estimation values obtained by the SOMP algorithm. The core
idea of piecewise linear smoothing is using the correlation of channel ampli-
tudes between successive symbols to reduce the model error further. In practical
applications, the piecewise linear smoothing method adopts the sliding window
in Fig. 2.

Fig. 1. OTFS system block diagram [17]

Fig. 2. Sliding window method of piecewise linear smoothing

4 Time-Frequency Domain Channel Estimation Based
OTFS Scheme

In this section, we first introduce specific analysis of OTFS modulation and
demodulation and then an implementation scheme of OTFS system based on
time-frequency domain channel estimation is proposed.

4.1 OTFS Mod/demod Block Diagram

The block diagram of the OTFS system is shown in Fig. 1.

OTFS Modulation. The OTFS transform can be expressed as:

X[n,m] = wtx[n,m] · ISFFT(d[l, k]) (13)

where d[l, k] is the data symbol in delay-doppler domain, X[n,m] is the symbol
in time-frequency domain and wtx[n,m] is the transmitting window function.
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Then X[n,m] are mapped to a time domain waveform s(t) by a time-
frequency modulator which superposing the delay-and-modulate operation on
the pulse waveform gtx(t) , namely

s(t) =
N/2∑

n=−N/2

M−1∑
m=0

X[n,m]gtx(t − mΔt)ej2πnΔf(t−mΔt) (14)

The operation in (14) is called the Heisenberg transform of X[n,m]. Then
the time domain waveform is transmitted through the wireless channel h(τ, υ)
and the received signal r(t) is obtained as:

r(t) =
∫∫

h(τ, υ)s(t − τ)ej2πυ(t−τ)dυdτ (15)

OTFS Demodulation. The OTFS demodulation includes two links of Wigner
transform and OTFS inverse transform, wherein the Wigner transform is an
inverse operation of Heisenberg transform and the OTFS inverse transform
specifically includes windowing and SFFT transform.

Firstly, the time domain signal r(t) is transformed back to the time-frequency
domain via Wigner transform given by

Y [n,m] = Agrx,r(τ, v)|τ=mT,υ=nΔf (16)

where Agrx,r(τ, υ) is the cross ambiguity function given by

Agrx,r(τ, υ) �
∫

g∗
rx(t − τ)r(t)e−j2πυ(t−τ)dt (17)

The above equation is sampled to obtain the discrete received signal Y [n,m]
of the matched filter output and its windowed by the receiving window function
wrx[n,m] to obtain Yw[n,m]:

Yw[n,m] = wrx[n,m]Y [n,m] (18)

Then the Yw[n,m] are converted to symbols in the delay-Doppler domain via
SFFT:

d̂[l, k] = SFFT(Yw[n,m]) (19)

The relation of input and output in OTFS modulation can be derived as:

d̂[l, k] =
1

NM

N−1∑
n=0

M−1∑
m=0

d[l, k]hw(
k − m

MT
,
l − n

NΔf
) (20)

where

hw(
k − m

MT
,
l − n

NΔf
) = hw(υ′, τ ′)|υ′= k−m

MT ,τ ′= l−n
NΔf

(21)
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and where hw(υ′, τ ′) is the circular convolution of the channel response h(τ, υ)
and the windowing function w(υ, τ), given by

hw(υ′, τ ′) =
∫∫

h(τ, υ)w(υ′ − υ, τ ′ − τ)e−j2πυτdτdυ (22)

where

w(υ, τ) = SFFT(wtx[n,m] · wrx[n,m]) (23)

Fig. 3. Block diagram of OTFS system based on time-frequency domain channel
estimation

4.2 Time-Frequency Domain Channel Estimation Based on OTFS
Scheme

As shown in Fig. 3, an implementation scheme of OTFS system based on time-
frequency domain channel estimation is presented which can take into account
both the high spectral efficiency and reliability under the premise of compatible
OFDM system.

If the number of system subcarriers is N and the number of multicarrier
symbols is M , then the time-frequency domain and the corresponding delay-
Doppler domain have a lattice size of M × N . The transmitter obtains the
constellation symbols by encoding and symbol modulation of the binary bits
and maps them to the delay-Doppler domain to obtain the transmission sequence
d[l, k]l = 0 . . . N −1, k = 0 . . . M −1, after which the OTFS transform completes
the conversion from the delay-Doppler domain to the time-frequency domain.
For the sake of simplicity, we adopt a rectangular window which can simplify
the OTFS transform into an ISFFT transform:

X[n,m] = ISFFT(d[l, k])

=
1√
MN

N−1∑
l=0

M−1∑
k=0

d[l, k]e−j2π(nl
N −mk

M ) (24)
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where m and n represent the time domain and frequency domain, respectively,
m = 0 . . . M − 1, n = 0 . . . N − 1.

In this paper, the receiver adopts the proposed channel estimation method
and the MMSE channel equalization as shown below:

X̂[n,m] =
Y [n,m]Ĥ[n,m]∗∣∣∣Ĥ[n,m]

∣∣∣
2

+ σ2

(25)

where Y [n,m] and H[n,m] represent the received signal and channel parameters
in the time-frequency domain, respectively, and the noise power is σ2. Then
X̂ [n,m] is converted to the delay-Doppler domain by SFFT and the estimated
value of the transmitted constellation symbol is obtained, finally the binary
information bits are restored by operations such as demodulation and decoding.

5 Simulation Results and Discussion

This section studies the performance of both OFDM and OTFS systems. Firstly,
the BER performance of OFDM system under different channel estimation meth-
ods is simulated. Then, the BER performance of OTFS and OFDM system is
compared using the proposed channel estimation method. The OFDM system
compares four methods of compressed sensing channel estimation, all of which
use random pilots and the pilots between the symbols in the joint multi-symbol
estimation method are identical to each other. The algorithms for comparison
are as follows: (1) OMP [18]: obtaining the BEM coefficients symbol by symbol
according to (6); (2) OMP smooth: performing piecewise linear smoothing on the
preliminary estimation of the channel obtained by (1); (3) SOMP: obtaining the
BEM coefficients of J = 5 symbols jointly according to (10); (4) SOMP Smooth:
performing the piecewise linear smoothing process on the initial value obtained
in (3).

Table 1. Simulation parameters

Parameter Value

Number of subcarrier N = 256

Number of multi-carrier symbol M = 15

CP length NCP = 64

Channel tap number 4

Channel length L= 64

Modulation mode QPSK

Subcarrier spacing 15 KHz

Carrier frequency 4 Ghz

Channel knowledge unknown
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Fig. 4. OFDM NMSE performance of various channel estimation methods with
fnds = 0.05, 202.5 Kmph

We first generate channel based on the Jake’s model. To describe the time
variation of the channel, the definition of normalized Doppler shift (NDS) is
given: fnds = fd/Δf , where fd and Δf is the Doppler frequency and the system
subcarrier spacing, respectively. The simulation adopts the DPS-BEM model
with a model order of Q = 3, and other system parameters are shown in Table 1.

Figure 4 shows the normalized mean square error(NMSE) performance of
OFDM system adopting different channel estimation methods when the fnds

is 0.05 (the corresponding maximum UE speed is 202.5 Kmph). It can be seen
that the performance result is SOMP smooth>SOMP>OMP smooth>OMP.
The performance of OMP algorithm is the worst and an error platform appears
when SNR is above 10 dB. This is because OMP algorithm merely utilizes the
sparsity of BEM coefficients without considering the correlation between consec-
utive symbols. After using the smoothing treatment, OMP gets a very limited
performance boost. Our proposed channel estimation method gets the best per-
formance because it makes full use of the sparsity of channel as well as reduces
the model error by the smoothing treatment. Next, the BER performance of
OTFS and OFDM will be simulated.

We simulate the BER performance of OFDM and OTFS using the proposed
channel estimation method and MMSE channel equalization. The BER perfor-
mance for both uncoded and (2,1,7) convolutional code are compared. Figure 5
shows the BER performance of OFDM and OTFS system using the SOMP
smooth channel estimation method with a fnds of 0.05. It can be seen that in
the case of both coded and uncoded, the performance of OFDM is slightly better
than that of OTFS in the relatively low SNR regime, while as SNR increases
the advantages of OTFS becomes more prominent and the system performance
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Fig. 5. BER performance of two systems with the proposed channel estimation method
(fnds = 0.05, 202.5 Kmph)
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Fig. 6. BER performance of two systems over different time-varying channels
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is far superior to OFDM, which indicates that OTFS can effectively resist sys-
tem ICI. After adopting the proposed channel estimation method, it can obtain
significantly superior BER performance and higher system reliability.

Figures 6 and 7 compare the BER performance of the OFDM system and
the OTFS system with different normalized Doppler shifts (0.02, 0.07, 0.13)
(the corresponding UE speed are 81 Kmph, 283.7 Kmph and 526.5 Kmph) in the
case of uncoded and coded, respectively. For OFDM system, it can be seen that
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the BER performance degrades significantly with the increase of channel time-
variability. In the case of uncoded system, the difference of BER performance
under the three Doppler shifts is about 4 dB (the signal-to-noise ratio when the
BER is 1e-3). And in the case of coded system, the BER performance under the
three fnds differs more. In contrast, the BER performance of the OTFS system
under the three fnds is relatively stable. There is merely a difference of a few
tenths of a dB in the case of coded OTFS system, which further illustrates the
reliability and adaptability of the OTFS system over time-varying channels. In
general, the simulation results indicate that our proposed OTFS implementation
scheme outperforms OFDM in high dynamic scenarios.

6 Conclusion

In this paper, we have studied the channel estimation method based on the joint-
sparse basis expansion model by fully exploiting the sparsity and correlation of
fast time-varying channels. Based on the proposed fast time-varying channel esti-
mation method, we study the performance of OTFS system and OFDM system.
The simulation results illustrate that with the same multi-carrier parameters,
the BER performance of OTFS system using the proposed channel estimation
method is significantly superior than that of the OFDM system, which indicates
that the OTFS system has higher reliability and better adaptability over high
dynamic channel.
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Abstract. In order to solve the problem that the existing algorithms
in large-scale networks have high complexity in adjusting power itera-
tively, a load balancing mechanism based on sparse matrix prediction is
proposed to achieve load balancing in C-RAN architecture. In order to
minimize the correlation degree of load transfer and the balance of load
transfer, the optimal sparse matrix block is obtained combined with Ncut
cutting algorithm to realize dimension reduction and zero removal of the
load transfer matrix. After the block, the load transfer matrix of each
block is recalculated, and the load transfer matrix is used to predict
the load. Finally, combined with the predicted load, the power adjust-
ment step size is determined, and the pilot signal power of each block
is adjusted in parallel to achieve load balancing. The simulation results
show that the load balancing mechanism can reduce the complexity of
load balancing.

Keywords: Sparse matrix · Matrix block · Load balancing

1 Introduction

The scale of the mobile network based on C-RAN architecture tends to expand
and complexity [1]. Followed by, the network load balancing technology faces new
challenges. The existing load balancing algorithms based on iterative adjustment
of transmission power achieves the maximum throughput but the complexity is
very high [2]. As a essential method of reducing the complexity, sparse matrix
technology is an important research direction of wireless network technology in
the future and has a wide range of applications. The similarity matrix describ-
ing image pixels in image segmentation algorithm is a large-scale sparse matrix.
The dimension of sparse Matrix can be reduced by establishing the corresponding
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relationship between large-scale sparse matrix and undirected graph and com-
bined with the Normalized cutting Criterion (Ncut) in Graph Theory [3]. The
sparse matrix is used in the spectral clustering image segmentation algorithm.
The similarity matrix created is sparse and the theoretical analysis and the image
segmentation experiment results show that the algorithm can effectively reduce
the computational complexity of the spectral clustering, and improve the accu-
racy and the robustness of the segmentation [4]. With the increasing scale of the
network, not all the nodes in the network are related. Although the order of the
matrix describing the relationship between the network nodes is very high, the
matrix has sparse characteristics. Therefore, the sparse matrix can be used to
solve the problem of the high complexity of the network [5]. In order to predict
the future load better, the commonly used time series models are the autoregres-
sion prediction model (AR), neural network prediction model, Markov prediction
model and so on [6]. Load balancing can be realized by adjusting the power of
the pilot signal. However, the power adjustment of the pilot signal directly relate
to the performance of the system. To find the best adjustment power, absorbing
game theory is used to establish the market buying and selling model in eco-
nomics. To the same end, reinforcement learning is applied to the load balancing
of the ad hoc network to determine the optimal transmission power by iterating.
Moreover, markov decision can be utilized to adjust power [7–9]. C-RAN, as an
access network of cloud processing model, contains a large number of RRU due
to its distributed wireless network architecture [10]. However, it is not able to
adapt to the development trend of a mobile communication network in the future
because its high complexity of load balancing technology. In order to solve the
problem of the high complexity of the above load balancing algorithm, a load
balancing mechanism based on sparse matrix prediction is proposed inspired of
load transfer matrix obtained in reference [11]. In this mechanism, the predicted
load is obtained by the load transfer matrix predicted by sparse matrix, and
then the power adjustment step size is determined. The pilot signal power of
each block is adjusted in parallel to realize the load balance of the block cell.
The simulation results show that the proposed load balancing mechanism can
reduce the complexity of load balancing.

The paper is organized as follows. The system model of this paper is intro-
duced in Sect. 2, including mathematical formulas and theoretical analysis. Load
balancing optimization model based on sparse matrix prediction is specialized
in Sect. 3. The new algorithm and the mechanism of innovation are proposed
in Sect. 4. The performance of the proposed mechanism and comparisons with
the existing algorithms is analyzed in Sect. 5. Finally, this paper is conclued in
Sect. 6.

2 System Model

Consider a multi-cell multiuser system, which has a base station and serves a
single antenna user. According to reference [12], a load of each base station over
time is represented as a first-order markov prediction model:
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L(n + 1) = R(n) ∗ L(n) (1)

Where L(n) = [l1(n), l2(n), · · · , lM (n)]T represents the load condition of each
base station at n time, and R(n) represents the load state transition matrix of
the network at n time, as follows:

R(n) =

⎡
⎢⎢⎣

r11(n) r21(n) . . . rM1(n)
r12(n) r22(n) . . . rM2(n)

. . . . . . . . . . . .
r1M (n) r2M (n) . . . rMM (n)

⎤
⎥⎥⎦ (2)

Where rij(n) represents the load transfer rate of the base station i at n time
to the base station j at n + 1 time. The M + 1 network states are obtained
by formula (1) to obtain R(n). The load state of the next network is predicted
by the load transfer matrix, and the load transfer matrix R(n) is obtained by
formula (3).

[L(n), L(n−1), · · · , L(n−M+1)] = R(n)∗[L(n−1), L(n−2), · · · , L(n−M)] (3)

The load transfer matrix R(n) in large-scale C-RAN networks is a matrix with
large sparsity. The division of zero and dimension reduction of R(n) needs to be
divided into blocks. Reasonable segmentation enhances the load transfer rela-
tionship within the block and weakens the load transfer relationship between
blocks.

3 Load Balancing Optimization Model Based on Sparse
Matrix Prediction

The above block problem can be transformed into the optimal segmentation
problem of the undirected graph in graph theory. In order to find the most
reasonable sparse matrix block, the following optimization model is established.
The optimization goal is to minimize the load transfer correlation degree and load
transfer balance. Therefore, the optimization model is established by means of
joint optimization.The load transfer correlation degree is defined as the coupling
degree of load transfer between blocks of an undirected graph, and the load
transfer balance degree is defined as the mean square error of each block load
after block segmentation of undirected graph.

Assume the base station set is B = UK
m=1 ∗ Bm,Bm ∩ Bk = Φ,∀m �= k(k =

1, 2, · · · ,K). K is divided into blocks, and the number of cells per block is
represented by Nk(k = 1, 2, · · · ,K). By using the parameters α and β, the load
transfer correlation degree and load transfer balance degree are optimized jointly.
And assume Vj ∈ Bk if j cell is assigned to k block, then xkj = 1, otherwise
takes xkj = 0. In order to meet reality, the number of cells in the block are not
too small, so Nk(k = 1, 2, · · · ,K) ≥ 3 and K ≥ 2, The optimization model is
established as follows:
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G(x, α, β) = min[α ·
K∑

k=1

√
(Bk − B̄)/K + β ·

K∑
k=1

cut(Bk, B − Bk)
vol(Bk)

]

B̄ = (
K∑

k=1

Bk)/K(K ≥ 2)

Bk =
M∑
j=1

lj · xkj(1 ≤ k ≤ K)

cut(Bm, Bk) =
∑

i∈Bm,j∈Bk

r
′
ij

vol(Bk) =
∑

i∈Bk,j∈B

r
′
ij

s.t.
M∑
j=1

xkj ≥ 3

K∑
k=1

xkj = 1

xkj = 0 ∪ xkj = 1
α + β = 1(α ≥ 0, β ≥ 0) (4)

Where r
′
ij represents the load transfer from the i cell to the j cell, corresponding

elements in R
′
= D − W . W is < R + RT >, R is the load transfer matrix and

< X > represents the zero-setting transformation of the main diagonal elements
of the X matrix. D = diag(d1, d2, · · · , dM ) and di =

∑
j wij represents the

extent to which point i is associated with other nodes. wij is the element in an
adjacent matrix W . cut(Bm, BK) represents the weighted sum of the associated
edges of the subgraph Bm and the subgraph BK , and vol(BK) represents the
sum of the weights of the Bk edges of the subgraph. Nk is the total number
of cells in the block k, K is the number of blocks, li is the load before cell i
prediction, and rij is the element in the load transfer matrix after dimension
reduction. Bk is the predicted load of the k block, and B̄ is the average load
of all blocks. M is the total number of system cells, l

′
j is the load value of the

predicted cell j.

4 Load Balancing Mechanism Based on Sparse Matrix
Prediction

4.1 Solution Algorithm

The above optimization problem is a 0–1 integer programming problem. Using
exhaustive method to obtain the optimal matrix block is with high complexity,
so load balancing algorithm based on sparsity (SLBA) is designed combining
with Ncut cutting algorithm to obtain the best matrix block. SLBA is as follow:
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Algorithm 1. Load Balancing Algorithm Based on Sparsity (SLBA)
1: Initialization:input load transfer matrix RM∗M , and initial block number k = 2
2: Output:The block with the least load balanceσ = min(σ2, σ3, · · · , σ[M/3])
3: Calculate adjacency matrix W and degree matrix D with R + RT .

4: Eigenvalue decomposition of D
1
2 WD

−1
2 and find out the eigenvector of the corre-

sponding eigenvalue.
5: The feature vector v1, v2, · · · , vk of the k maximum characteristic values are selected

to form V M∗k by column
repeat.

6: Cluster yi(i = 1, 2, · · · , M) by k-means algorithm where yi is the row vector of
V M∗k to obtain the partition of graphs C1, C2, · · · , Ck.

7: Calculate the load transfer matrix for each block R1, R2, · · · , Rk according to block
case.

8: According to the load transfer matrix of each block, the load of the cell in the block
is predicted and calculate load transfer balance σk by σ = ΣK

k=1

√
(Bk − B̄)2/K.

9: k = k + 1, then go to step 4, and calculate the load transfer balance under this
block.
until k > [M

3
].

10: Select the first block with the lowest load balance σ = min(σ2, σ3, · · · , σ[M/3]).

4.2 Load Balancing Mechanism

According to the proposed algorithm (SLBA), the above optimization problems
are solved. Then the solution with the least load transfer balance is found in
the finite feasible solution. Finally, the solution with the lowest load transfer
balance and the least load transfer correlation degree is selected as the optimal
solution. After the optimal cell block is obtained, the load balancing of each
block is carried out to realize the load balancing of the whole network.

5 Simulation and Result Analysis

The simulation scene is mainly aimed at the isomorphism network under C-RAN
architecture, and the occupation rate of PRB in the cell is taken as the load
measurement index, and the initial network users are randomly uniform in each
cell. In order to simulate the real load imbalance scene, Three cells are selected
as hot spots. The speed of users is 5 km/h, 30 km/h and 60 km/h, respectively,
which represents the speed of walking, bicycle and car. The algorithm, the load
balancing mechanism of the iterative method and the mechanism which can’t
adopt load balancing compared and analyzed. Detailed configuration of system
simulation parameters is shown in Table 1.

According to the parameters in the above table and the corresponding
scenes, the proposed algorithm is simulated and compared with the existing
algorithms in terms of system capacity, Jain’s fairness index, PRB occupation
ratio and so on.
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Table 1. System simulation parameter configuration.

Parameter name Parameter values

Number of base stations 19

Base station coverage radius (m) 500

Base station transmission power (w) 40

System bandwidth (MHZ) 10

Load balancing cycle (ms) 200

Background noise power (dBm) −104

Service rate (kbit/s) 512

Overload threshold 0.9

Motor pattern (km/h) speed [5,30,60] direction (0, 360)

Road loss model (dB) L = 128.1 + 37.6 ∗ lg(d(km))
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Fig. 1. Topology diagram of the base station and initial user distribution

Figure 1 is a scenario diagram for establishing a load balancing mechanism.
It can be seen that the user density of each cell is different, so a reasonable load
balancing mechanism is necessary to maximize throughput.

Figures 2 and 3 show the Jain fairness index and the relationship between
system capacity and the total number of users, respectively. It can be seen from
the diagram that the system capacity and fairness index of this mechanism
are improved compared with the load balancing mechanism, and the system
capacity and fairness index of this mechanism are slightly lower than those of
the iterative load balancing mechanism. The capacity of the system is reduced
by about 0.02% − 0.1%, and the maximum reduction of fairness index is about
1.6%. This is because the load balancing mechanism is based on the established
load forecasting, and there are always a small number of errors in the load
forecasting. On the other hand, the sparse matrix block algorithm of the load
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Fig. 2. System capacity and number of
users
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Fig. 4. System capacity and number of iteractions

balancing mechanism is the smallest load transfer correlation degree. But the
load transfer between blocks still exists.

Figure 4 is a diagram of the system capacity varying with the number of
iterations. It can be seen from the diagram that with the increase of the number
of iterations, the load balancing mechanism of the iterative method and the
proposed load balancing mechanism converge to the desired system capacity.
However, the convergence speed of this load balancing mechanism is faster than
that of iterative load balancing mechanism, which is because the load balancing
mechanism is based on sparse matrix block. The number of cells in the block is
smaller than the total number of cells in the network.

Figure 5 is a schematic diagram of PRB occupation ratio under different
algorithms in each cell, and a straight line with a longitudinal coordinate of 0.9
represents the overload threshold. In this scenario, the total number of network
users is 500. It can be seen from the diagram that compared with the unload
balancing mechanism, the iterative method and the network of this algorithm
do not exceed the overload threshold, and the proportion of PRB occupied by
the iterative method is basically similar to that of the proposed algorithm.
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Fig. 5. Schematic diagram of PRB occupation ratio under different algorithms in each
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Figure 6 is the relationship between the number of iterations and the number
of cell base stations. It can be seen that with the increase of the number of cell
base stations, the number of iterations to achieve load balancing by the proposed
algorithm (SLBA) is less than that by the iterative method. Moreover with the
increase of the cell size, the number of iterations under the proposed algorithm
increases more slowly, that is to say, the complexity of the proposed algorithm
is lower.

From the above load balancing mechanism, it can be seen that if the load
transfer matrix is not preprocessed, the complexity of the power adjustment
algorithm is O(M ∗ N) directly by iteration, where M represents the total
number of cells and N represents the number of iterations. If the sparseness
of the load transfer matrix is used to block it, then load balancing is car-
ried out in parallel. The complexity of the algorithm is O(m ∗ N), in which
m = max(N1, N2, · · · , NK) represents the number of cells of the largest block
after block, and N represents the number of iterations of the algorithm. Obvi-
ously, m is smaller than M , especially in the case of large scale and a large
number of blocks.
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6 Conclusion

In this paper, a load balancing mechanism based on sparse matrix block is pro-
posed. The sparse characteristics of the load transfer matrix and the Ncut cut-
ting algorithm are considered to obtain the best matrix block, and then the
load transfer matrix of each block is calculated to predict the load. Finally, the
power adjustment step size is determined to achieve load balance. The simulation
results show that the proposed load balancing mechanism can reduce the com-
plexity of the load balance of the existing iterative algorithm under the condition
that there is no difference between the existing iterative algorithm in ensuring
the system capacity, jain’s fair index and PRB.
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Abstract. Focused on the issue that the low efficiency for 5G network signaling
analysis and processing, a hash topology under a new architecture based on the tra-
ditional LTE-A signaling monitoring and analysis system was proposed, its main
subsystems and specific functional modules were introduced in detail, provided
support for 5G terminal emulator signaling analysis. Firstly, the Key of the signal-
ingmessage was sorted according to the value by using a large top heap; Secondly,
the Key was mapped to a hash table, and the position of the Key value in the linked
list was determined according to the probability, and the probability was obtained.
The larger Key value was placed in the hash table with less conflicts. Finally, the
hash table record was accessed, and the same signaling process information of the
same user was associated and synthesized. The experimental results show that the
improved algorithm under the proposed new architecture reduces the time spent
on signaling analysis by 55.66% compared with the traditional algorithm, so it is
suitable for practical engineering applications.

Keywords: 5G network · Terminal simulator · Signaling analysis · Hash
conflict · Heap sort

1 Introduction

With the rapid development of mobile communication networks, the global 5G enters
the critical period of commercial deployment. On June 6, 2019, China’s Ministry of
Industry and Information Technology officially issued 5G commercial licenses to China
Telecom, ChinaMobile, ChinaUnicom andChina Radio and Television, and accelerated
the deployment of 5G trial commercials, which means that the era of 5G is coming.

According to the “5G Vision and Demand White Paper” released by the IMT-2020
(5G) Promotion Group in May 2014, the theoretical transmission speed of 5G net-
works can reach 10 Gb per second, which will be hundreds of times higher than 4G
network transmission speed [1]. The existing Long Term Evolution-Advanced (LTE-A)
air interface monitoring analyzer is difficult to handle such massive mobile data, and it
is difficult to adapt to the 5G network structure [2], there is an urgent need for a more
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high-performance test [3]. The United States and the European Union are actively devel-
oping analog terminals for 5G testing [4]. Anritsu Corporation of Japan and South Korea
Samsung Corporation development 5G terminal analog devices that support 5G NR full
protocol stack connectivity testing. At present, most of the communication instrumenta-
tion produced in China is still a low-to-medium product [5]. Therefore, the development
of new 5G terminal analog instruments with independent intellectual property rights can
enhance the research and development capabilities of domestic high-end communication
equipment, and promote the rapid development of China’s 5G industry chain.

In the 5G terminal simulator, the signaling analysis technology is the core technology
of the analog terminal signaling analysis system. Through the analysis of the signaling
process, the specific location of the problem is obtained, and the data characteristics
are used to solve the problem in the communication. In recent years, more and more
researchers research for it. In [6, 7], a Multi-Protocol Correlation Analysis (MPCA)
system based on the Uu interface of the LTE-Advanced network is proposed. The user
data signaling process is associated with the user service data flow, and the same is not
considered. The user’s same signaling process is associated with the message; in [8, 9],
it is proposed that the composite service call/transaction detail record (XDR) is multi-
protocol association after the decoding synthesis process, but it is only applicable to the
traditional Analysis of the LTE-A air interface monitor.

Therefore, this paper will combine the traditional LTE-A air interface monitor anal-
ysis signaling analysis technology in the process of 5G terminal simulator signaling
analysis, and an improved signaling analysis algorithm based on the combination of
chain address method and hash top stack processing hash to deal with hash conflicts is
proposed and the new signaling analysis system architecture based on the algorithm is
designed. The research focuses on decoding synthesis and multi-protocol association in
the signaling analysis process to achieve accurate signaling monitoring in the signaling
analysis system.

2 The Overall Structure of the System

The traditional LTE-A network is a centralized UMTS evolved umts terrestrial radio
access (E-UTRAN) flattened and evolved packet core (EPC) centralized network. Point-
to-point (P2P) communication [10]. The user equipment (UE) carries more control func-
tions. The control plane equipment has a single function and the function modules are
tightly coupled. This will result in low network-side data collection efficiency during sig-
naling monitoring and analysis, and XDR cannot be decoded and synthesized. Efficient
storage.

Combined with the signaling analysis technology in the LTE-A air interface mon-
itoring analyzer, the 5G network is introduced based on the service-based architecture
(SBA), and next generation core (NGC) is separated by the control plane and the trans-
fer plane. The user plane is simplified to achieve efficient forwarding. The new radio
(NR) is separated by a centralized unit/distribution unit (CU/DU) to achieve centralized
coordination and control of radio resources, and the network function to close and cou-
ple. According to the requirements of 3GPP and related industry test specifications, the
signaling analysis system in the 5G terminal simulator is divided into three subsystems:
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L1L2 subsystem, L3 decoding synthesis subsystem, and reverse inspection subsystem.
Figure 1 is a signaling analysis system framework in a 5G terminal emulator.
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Fig. 1. Signaling analysis system framework in 5G terminal simulator.

The function of the L1L2 subsystem is mainly to complete the data acquisition and
decoding, decryption and reorganization, and the L3 decoding and synthesis subsystem
function is to complete the signaling plane and business plane decoding and synthesize
the table, and the reverse check subsystem function is to complete the acquisition of the
current page from the client. Message decoding result.

3 System Module Design

The 5G terminal simulator signaling analysis system draws on the design concept of
micro service style (MSS) in the field of internet technology (IT), and introduces “service
call” in signaling communication. According to the modular design idea, The network
function is defined as a plurality of service modules that can be relatively independent
and can be flexibly invoked. The signaling analysis mainly involves the baseband board
collecting real-time data from the antenna and transmitting the L1 data to the layer two
board; the layer two board stores the L1 data, and after completing the analysis of the
MAC protocol, the RLC protocol, and the PDCP protocol, the output L2 is output. The
data is transferred to the third board; the layer three board stores the L2 data to complete
the protocol parsing; the decoding result is multi-protocol association, and the XDR is
synthesized and stored in the database. The signaling analysis system can be divided into
four modules: signaling acquisition module, decoding synthesis module, multi-protocol
association module and synthetic output table and data back-checking module.
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3.1 Signaling Acquisition Module

The function of the module is mainly to obtain the signaling data of the wireless port
user by using the acquisition card, and realize the collection of the original signaling
data. Using signaling messages collected from the signaling chain, and the collected
signaling message is analyzed by the protocol, and divided it into signaling plane data
and service plane data according to the message type, respectively corresponding to the
control plane and the user plane of the air interface. The signaling plane data mainly
includes the RRC and NAS protocols carried on the PDCP, and the system information
block (SIB) and the master information block (MIB) such as the UE and the gNB for
maintaining control message transmission. the service plane data includes user data such
as PDCP and its IP protocol, as shown in Table 1.

Table 1. Signaling plane and business plane data.

Signaling plane data Business plane data

RRC protocol PDCP protocol

NAS protocol IP protocol

SIB HTTP, FTP protocol

MIB TCP, UDP protocol

3.2 Decoding Synthesis Module

The signaling collection module obtains the L2 data from the Layer two board, and iden-
tifies the data as the signaling plane and the service plane according to the message type,
respectively corresponding to the control plane and the user plane of the air interface,
and respectively sent to the signaling plane lock-free queue and the tail of the service-
side lock-free queue, the corresponding decoding synthesis module acquires data from
the head of the queue and performs decoding synthesis. According to different types
of protocols, different decoders are called, and the corresponding decoding function is
called for decoding.

The decoding of the signaling plane mainly includes decoding of the NAS and RRC
protocols, using the abstract syntax notation one (ASN.1) standard definition format,
storing the protocol in a specific format in the description text, and then using the
corresponding compiler to generate C++ code from the file and loop it to the top level
data. The business plane decoding ismainly the decoding of user data including protocols
such as IP, TCP, HTTP, UDP, DNS, and FTP. The specific decoding process is shown in
Fig. 2(a). Protocol synthesis is to obtain information about each layer protocol according
to the protocol type, according to different synthetic information to obtain user and
signaling information, and combine them to form a complete signaling process.

The synthesis module needs to be initialized to obtain decoded data, and the decoded
result is L3 data, which includes a field corresponding to the message of the MsgId and
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the CDR ID, traffic statistics information of the protocol, and storage protocol stack
data. In addition, The respective protocol synthesizer needs to be defined for each layer
of protocol. The key information of the message is used to search for a corresponding
signaling flowmessage in the hash table and determinewhether it exists. Update statistics
if they exist, and create new XDR if they do not exist. At the same time, the timeout
check is performed. If there is no time out, add that value of the corresponding key.When
the end message is received, the synthetic table module is called to send the synthesized
XDR and the statistics table to the multi-protocol association module for association.
The specific synthesis process is shown in Fig. 2(b).
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Fig. 2. Decoding synthesis process. (a) Decoding process. (b) Synthesis process

3.3 Multi-protocol Association Module

Multi-protocol association refers to the automatic association of network user infor-
mation for real-time association backfilling. The complete signaling process is then
synthesized by querying the temporary key correlation information Key value, and then
synthesizing the complete signaling flow by means of the real Key value obtained by
the detection system, and filled into XDR [4].

The system uses cell radio network temporary identifier (C-RNTI) as a user iden-
tifier, and combines messages associated with the same signaling process of the same
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user to form a complete signaling process. Synthesize the protocol transaction detail
record according to the protocol type, and extract the protocol type, associated primary
key and value, UE identification (userID), international mobile subscriber identification
number (IMSIN), user IP address (UserIP), start time (Runtime), end time (Endtime)
and other information used for correlation analysis. Finally, the signaling plane and the
business plane data of the same user are matched and associated, and the multi-protocol
association label is added to further synthesize the integrated XDR. The multi-protocol
association process is shown in Fig. 3.
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Decoding synthesis

Multi-protocol
association

L3 data
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Warehousing 
procedure

database

SocketDecoding
synthesis

Distribution
storage

Business side Decoding 
synthesis

Fig. 3. Multi-protocol association.

3.4 Synthesizing the Table and Data Check Module

Synthesized the associated fields of the same user, and the synthesized XDR is sent to
the storeroom program through the Socket interface, and the table is exported to the
database. When the client wants to view the result, it first requests message statistics
from the server, and the statistics are returned to the client. The client initiates a request
to the service, and the service process obtains the summary information by searching
for the L2 key data, and returns the summary information to the client. The user can
check the composite signaling process after the multi-protocol association through the
signaling reverse check.

4 Algorithm Design

4.1 Hash Signaling Analysis Algorithm

In the traditional hash signaling analysis algorithm (HSAA), the synthesis of the signal-
ing and the multi-protocol association map the Key value of the signaling into the hash
table [11]. Hash table is widely used because of its fast query speed in data query and
convenient insertion and deletion operations [12]. When the signaling process informa-
tion is associated with the XDR, the source IP, the source port number, the destination
IP address, and the destination port number are selected as the Key value to construct a
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hash function, and the hash algorithm is used to search for the corresponding letter in
the hash table by using the Key value of the signaling message. Let the process complete
the relevant signaling process association [13].

In the form of hash index, the index value adopts a specific Key value, and different
signaling processes have corresponding Key values. In the integrated signaling XDR
synthesis process, the user’s Key value may correspond to different Value [14]. At this
time, the Key value with the same hash address will cause a conflict [15]. Its hash address
is p=H(Key), When a conflict occurs, it is the address that generated the conflictH(Key)
Find an address sequence:

H0, H1, H2, . . . , Hs(1 ≤ s ≤ m − 1) (1)

Among:

H0 = H(Key) (2)

The general form of hash function is:

Hi = (H(Key) + di) % m (i = 1, 2, . . . s) (3)

WhereH(Key) is a hash function,m is a table length anddi is an incremental sequence.
The HSAA algorithm generally uses the open address method when dealing with

hash collisions, but the open address method is prone to data accumulation problems.
When the node size is large, it wastes a lot of space, consumes a large memory, and is
not suitable for large-scale data storage, There may be multiple conflicts when inserting,
and when the deleted element is one of multiple conflicting elements, the subsequent
elements need to be processed, which is more complicated to implement.

In the HSAA algorithm, the value of the Key value of the signaling key message is
sorted according to the direct insertion method, but the direct insertion method has more
comparison times, greater time complexity, and lower efficiency.

4.2 Build a Hash Top Heap

In the signaling synthesis process, the HSAA algorithm is inefficient in dealing with
hash collisions. in the improved signaling analysis algorithm, the hash table conflict is
handled by the chain address method. Find the value in the hash table according to the
hash Key value, and obtain the conflicting hash table entry pointing to the address of the
linked list, and put all the Key values with the same hash address in the same synonym
list, and store the head pointer of each linked list with an array. In the signaling analysis,
a hash value key sequence of {K1, K2, K3, . . . , Kn} is assumed to be m, and a hash
table that the chain address method handles conflicts is shown in Fig. 4.

In the process of signaling analysis to establish a hash table, based on the hash table
address method, the Key value of the signaling message is sorted. This paper proposes
a improved signaling analysis algorithm (ISAA). The same user signaling message has
the Key value of the same Value, and the key top sorting method is used to sort the key
words according to the probability of occurrence of Value, and the position in the linked
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Fig. 4. Hash table when chain
address method handles conflicts.

Fig. 5. Signaling message Key value hash big top heap.

list when the conflict is processed is determined according to the probability size, and
increasing the look up efficiency in a hash-address conflict.

In the signaling analysis, assuming that the signaling message key sequence
{(k1, v1), (k2, v2), (k3, v3), (k4, v4), (k5, v5), (k6, v6), (k7, v7), (k8, v8)}, the signal-
ing message Key value hashes the top stack as shown in Fig. 5.

4.3 Analysis of Algorithms

In the signaling process synthesis of the signaling analysis, Judgment the corresponding
signaling process message in the hash table is used to create the XDR by searching
the key information of the message. The main operation is to compare the Key value
of the key query. The average number of comparisons when the Key value is found
successfully in the process is called Average Search Length (ASL). For the lookup table
of n elements, the average search length is defined as:

ASL =
n∑

i=1

PiCi (4)

Among them, Pi is the probability of the i-th data element in the lookup table, and
Ci is the number of times that the i-th data element has been compared when it is found.

In the signaling message synthesis, based on the Value probability of finding the
Key value of the signaling message, the Key value is mapped to a location in the hash
table to access the record. the HSAA algorithm uses the direct insertion method to
process hash collisions. The key message Key value is compared more frequently, and
the time complexity is O(n2). The ISAA algorithm uses large top heap sorting when
dealing with hash collisions. The number of comparisons in the search process is greatly
reduced. In the worst case, the time complexity is O(nlogn). Therefore, the search time
is significantly reduced, and in the ISAA algorithm, the chain address method is used
when processing hash collisions, the nodes in the linked list are dynamically applied, the
processing conflict is simple, and there is no accumulation, and the average search length
is short. It is more space-saving than the open address method, and it is convenient to
insert a node in the head of the linked list and to delete a node, and only need to adjust the
pointer without adjusting other conflicting elements. Therefore, for the ISAA algorithm,
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the larger the amount of data, the less time consuming, which improves the efficiency and
accuracy of data processing, and also improves the reuse of dynamic memory resources.

5 Test Results and Analysis

5.1 Test Results

Test environment: Windows 10 operating system, the processor is Inter(R) Core(TM)
i5-4460 CPU @ 3.20 GHz, and the platform with 8.00 GB of memory is installed. This
paper uses the Visual Studio 2017 compile running environment, the test program is
written in C++. In the test process, based on the TS38.331 protocol in 5G, a dynamic
identifier C-RNTI allocated by the base station to the UE in the signaling message is
used as the key message Key value. Since the value range of C-RNTI is 003D to FFF3,
the analog data source is randomly generated within its range, and 5000 test cases are
obtained by assignment. Through improving the ISAA algorithm, for example, looking
up the corresponding value of the key information of the signaling flow message in the
hash table, and judges its existence. the statistical information is updated, and the same
signaling process information of the same user is associated and synthesized. As shown
in Fig. 6, During the test, the diagnostic tools of the Visual Studio 2017 compiler can
be used to view the memory resources and time spent by the algorithm program in real
time.

Fig. 6. Test process diagnosis.

5.2 Performance Analysis

By testing the above test cases, 5000 test cases were successfully tested. This paper
compares the ISAA algorithm test results with the HSSA algorithm. As shown in Fig. 7,
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compared with HSSA, the improved ISAA by using the chain address method to handle
hash collisions have no memory accumulation, realizing the dynamic reuse of memory
resources, and save more memory resources.

Fig. 7. Comparison of test signaling analysis consumes memory.

Fig. 8. Comparison of test signaling analysis consumes time of 500 data.

In the test process, as shown in Fig. 8, in the case of 50 to 500 test data, when the
test data is 500, the traditional algorithm takes 167.4 ms, the improved algorithm takes
154.9 ms, and the time is reduced by 7.78%. Traditional algorithm and improvement the
algorithm takes a small amount of time.
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In the test results, as shown in Fig. 9, when the test data is 500, 2500, and 5000, the
HSSA takes 167.4 ms, 393.1 ms, and 751.2 ms. ISAA takes 154.9 ms, 251.8 ms, and
333.5 ms, and reduced time by 55.66%. Compared to HSSA, the time required for the
improved ISAA algorithm under the new architecture is significantly reduced.

Fig. 9. Comparison of test signaling analysis consumes time of 5000 data.

The analysis rate of the signaling data of the HSSA algorithm is low, and when the
amount of data is gradually increased, the analysis rate of the signaling data is slightly
decreased; The signaling data analysis rate of the improved ISAA algorithm gradually
increases with the amount of data, and can maintain a gradually increasing signaling
analysis rate. This shows that the improved algorithm is very effective in signaling
analysis.

6 Conclusion

Focused on the signaling analysis system in 5G terminal simulator, this paper designs
a new signaling analysis system architecture. Compared with the traditional flat LTE-A
network, it introduces the 5G network service system structure, According to the idea
of modularization, the realization of centralized collaboration and control of wireless
resources System, and network functions are tightly coupled moreover, in the signaling
analysis process, when synthesizing XDR for signaling association, the user dynamic
identification C-RNTI is selected as the Key value of the signaling message to construct
a hash function, and advantages of combining the chain address method and the hash top
heap sorting.An improved signaling analysis algorithm is proposed. The test results show
that compared with the traditional signaling analysis system, the improved algorithm
under the new architecture consumes significantly less time and memory, and the more
the amount of data, the more obvious the effect. It shows that the system is effective and
feasible, and it is of great significance for the optimization and testing of the 5G network
to be commercialized.
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Abstract. With the rapid development of the fifth-generation mobile communi-
cation technology (5G), existing digital signal processors (DSP) on the market
cannot efficiently provide the performance required by some applications. In this
situation, we design a newDSPwith faster speed, lower latency and higher perfor-
mance. In this article, based on the newDSPwhich can adapt to the new technology
of 5G, we designed an assembler called Swift Assembler (SA). Different from the
traditional assembler, SA is based on the Gnu Architecture Description Language,
(GADL). We perform semantic analysis on GADL description files and then with
the help of flex, bison and Binutils, the assembler is compiled and generated.
With the support of GADL, SA has a clearer architecture and better scalability. At
the same time, it covered the underlying implementation. Benefit from this, pro-
grammers can modify its source code with no need to understand the underlying
implementation process. In this way, the design of interdependent hardware and
software can be more easily.

Keywords: 5G · DSP · GADL · SA

1 Introduction

Recently, the fifth-generation communication technology (5G) [1] has become a hot
topic. With the continuous advancement of communication technology worldwide, 5G
has developed rapidly and matured. Theoretically, 5G can provide a peak data rate of
20 Gbps with ultra-low latency of 1 ms. In smart grid, monitoring system, asset tracking,
connected cars andmore, it has a great application value. In the next fewyears, themarket
of wireless communication belongs to 5G. However, the existing data signal processor
(DSP) cannot efficiently provide the qualified speed, latency and overall performance
required by the upgrading of 5G in the application of LTE-Advanced Pro and Gigabit
wireless networks.Because of this, there is an urgent need for a newDSP that canmeet the
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requirements of ultra-high frequency and ultra-low power consumption, providing large-
scale computing power, and supporting high-precession algorithms.We have donemuch
work on the newDSP. In our design, the newDSP has a flexible architecture and a variety
of optional features. Also, it implements new instructions for baseband processing, ultra-
low transmission delay of the core and accelerator, and flexible customer provisioning
and scaling to meet the needs of large-scale user management and multi-RAT (wireless
access technology).At the same timewith the research of hardware, ourwork on software
have also made great progress. We have finished the work of toolchain based on the new
DSP. In this article, the design of assembler will be introduced in detail.

The traditional assembler implementation usually builds a mapping of assembly
code to machine code with the help of high-level programming languages. And someone
may prefer to use existing assembly tools such as GNU Binutils to reduce the work of
programming [2]. But int this way, it usually involves the underlying implementation in
the design of the assembler. This will bring great difficulties to the use and modification
of other programmers.

In our design of assembler, we used Gnu Architecture Description Language,
(GADL) [3, 4] to help us complete the mapping of the assembly code to the machine
code. In this way, we build a clear architecture of assembler, reduce the code we need to
finish and make the whole project easy to read and modify for other programmers. We
ported the Binutils toolset to help us to read in the assembly files and complete some
relocation work. But for others, they don’t need to understand how we do this work.
They can use it and modify it for their own requirement through the upper layer codes.

2 Description of the New DSP

This new DSP is aimed to achieve high performance and low power consumption and its
main application field is wireless communication. In addition to the most advantages of
traditional DSP, it also has autonomously controllable high-performance instruction set
architecture (ISA), dedicated acceleration instructions and high-performance DSP core
microarchitecture for independent intellectual property rights and more.

ThisDSPsupport highparallelismsingle instructionmultiple data (SIMD), providing
a640-bit SIMDunit that canperformvector operations of 16-channel-40-bit, 32-channel-
20-bit and 64-channel-10-bit. At the same time, it can emit 8 instructions simultaneously
in VLIW. To achieve this, we use a 10-stage pipeline as shown in Fig. 1.

Fig. 1. A 10-stage pipeline

In the structure, the DSP includes a DSP core, a direct memory access (DMA)
module, on-chip memory (I-MEM, D-MEM) and a debug module as the Fig. 2 shows.

The DSP core uses the LOAD/STORE instruction to directly access the data in the
on-chipmemory or to transfer data to and from external device andmemories via the bus.
And the on-chip memory transfers data through the DMA channel. The debug module
provides an interface to the external debugger.
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3 Description of GADL

Swift Assembler (SA) is an assembler based on the GADL. GADL is a highly scalable
architecture description language presented by one of our members in our team. It’s
usually applied to the design of toolchain. The structure of GADL is described in Fig. 3.

Fig. 2. A simplified structure of DSP Fig. 3. Structure of GADL

Similar to lisp [5], the syntax of GADL uses a prefix expression. For example, the
Backus-Naur Form (BNF) of the definition of an integer in the grammar is as follows.

• INT:: == ’(‘ ’int_type’ LIST ‘)’
• LIST:: = [LIST] DEC
• DEC:: == ’(‘ NAME WIDTH FLAG ‘)’
• WIDTH:: = ’(‘ ‘width’ NUMBER ‘)’
• FLAG:: == ’(‘ ‘flag’<signed | unsigned> ‘)’

An integer description begins with the keyword “int_type” followed by several def-
inition lists (DEC). Each of the integer types begin with the type name followed by two
attribute definitions: data width and data type (signed and unsigned). An example to help
understanding is given below.

• (int_type
• (bf5
• (width 5)
• (flag signed)
• )
• )

In the example, we define a signed integer “bf5” and its width is 5-bits. Similarly,
we can define address type with GADL as follows.
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• ADDRESS:: == ‘(’ ‘address’ LIST ‘)’
• LIST:: == [LIST] DEF
• DEF:: == ‘(’ NAME WIDTH PCREL SHIFT ‘)’
• WIDTH:: == ‘(‘ ‘width’ NUMBER ‘)’
• PCRA:: == ‘(‘ ‘pcra’ < ‘TURE’ | ‘FALSE’> ‘)’
• SHIFT:: == ‘(’ < ‘right_shift’ | ‘left_shift’> NUMBER ‘)’

In the BNF, the definition of address begins with keyword ‘address’ followed by
three attribute definitions: width, pcra, shift. The attribute pcra indicates whether this
address is a PC relative address. And the attribute shift indicates how to shift the value
of the address in the address resolution. An example is given below.

• (address
• (addr21rel
• (width 21)
• (pcra TURE)
• (right_shift 2)
• )
• )

With the help of these meaningful definitions, we can describe the instruction set
completely. Based on the instruction set described, the design of the assembler is easily.

4 The Design of Assembler

The design of assembler usually contains two aspects. One is to transfer the instructions
to the machine codes and the other is to identify assembly files. In the other word, just
like compiler, the design of assembler can be divided into lexical analysis and semantic
analysis [6, 7].

To implement the translation from instructions to machine codes, the most designs
of traditional assemblers are to use lots of code to describe the mapping of instructions
to machine codes [8]. In this way, the amount of code for the entire project is huge. And
when we modified the ISA, it means we need to modified all the code we have finished
before. To solve these problems, in our design of Swift Assembler, we use GADL to
describe our ISA to separate the flow of mapping from the code. The design flow is as
Fig. 4.

4.1 The Description of ISA with GADL

In the design, the description of ISAcontains the instruction description, type description,
register description and many other descriptions.

Before all the descriptions defined, we firstly defined enumeration description to
contains all the keyword which may be used in the next work.

• (enum
• (GR_E
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• ‘GR0’ ‘GR1’ … ‘GR31’
• )
• (VR_E
• (‘VR0’ 32) ‘VR1’ … ‘VR15’
• )
• (BFEXT_E
• ‘bfext’ ‘bfextu’
• )
• (…)
• )

After completing the enumeration type definition, we can go on our definitions of
other descriptions.

Fig. 4. The design flow of Swift Assembler

As mentioned above, the new DSP issues 8 instruction in parallel. So, we can define
our instruction set with GADL like this.

• (instruction
• (top instrs
• (instrs
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• (= i slots_8)
• )
• )
• (code i)
• (binary i)
• (vliw 1 0)
• )

In the description above, ‘code’ indicates the assembly parameter and the ‘binary’
is the machine code of the assembly parameter. The first number in the ‘vliw’ column
is a flag to indicate whether VLIW mode is supported. And the second means whether
this instruction is the last in the VLIW package. And then we can continue to define
‘slots_8’ as follows.

• (slots_8
• ( = i slots0 empty)
• ( = j slots1 empty)
• (…)
• ( = y slots7 empty)
• (pack i j … y)
• )
• (slot0
• (= i NOP RET RTT JC JNC …)
• (code i)
• (binary ‘000’ i)
• )
• (…)
• (slot7
• (…)
• (code i)
• (binary ‘111’ i)
• )

As described above, we define 8 slots and specify the instruction that each slot can
hold based on the hardware design. And next, we defined the assembly format for each
instruction. To understand it easily, an example is provided.

• (BFEXT
• (= i BFEXT_E)
• (= rd GR_E)
• (= rs GR_E)
• (= bf0 imm5)
• (= bf1 bf5)
• (code i ‘ ‘ rd ‘ ‘ rs ‘ ‘ bf0 ‘ ‘ bf1)
• (binary ‘110’ ‘0’ rd ‘0’ rs bf0 bf1 ‘0’ i ‘01’)
• )
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In this rule, we defined an assembly code “bfext rd rs bf0 bf1”. This instruction is
to achieve bit extraction. Similar to the examples given above, we can give many other
definitions. All of them together describe the ISA with GADL.

4.2 The Semantic Analysis of GADL

Since GADL is a prefix expression, it is easy to create a LL1 read program rd. With the
help of rd, we can convert from the text description to a tree structure.

• Class node {
• int type;
• Vector<node *> nodelist;
• String str;
• }

When the value in the node is a string type with quotes or a variable, the parameter
nodelist is invalid. Besides, when the value in the node is a vector, the parameter str is
invalid. Then we need to perform semantic analysis on the resulting tree structure. The
most important step in the semantic analysis process is the rule expansion.

The rules of GADL is similar to the rules of nML [9, 10], and we also provide sub-
rules to avoid rewriting the same rules. So, in the rule expansion, we need to fill each
sub-rule into the parent rule that reference it. In this process, we firstly build a hash table
(VarTable) to save reserved word. The key of each item in the table is a string, and the
value is its corresponding attribute which is saved by UnfoldedList. This UnfoldedList
is the rule we may need to expand. Figure 5 shows the rule expansion

Fig. 5. Rule expansion

Since a rule may be expanded to contain a set of rules, we need to save it with
a vector. Each rule is described by 7 sets of data, which are the expanded assem-
bly description(code), binary(binary), variable(varName), the offset of the variable
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in the assembly description(offsetInBinary), the width of the variable after expan-
sion(varLen), the declared name of enumerated type(enumName) and the information
of relocation(relocInfo). The structure is as follows.

• class UnfoldedList {
• vector <unfolded>lst;
• }
• class Unfolded {
• string rulename;
• vector<string>code;
• vector<string>binary;
• vector<string>offsetIncode;
• vector<string>offsetInbinary;
• vector<string>varName;
• vector<string>varLen;
• string enumName;
• vector<int>relocInfo;
• }

The pseudo code of the rule expansion is given below.

• Unfold(nodePtr)
• nodename = node->str
• if nodeName in VarTable
• do return VarTable[nodename]
• switch type of (nodePtr)
• case instruction
• ret = unfoldinstr(nodePtr)
• case enum
• ret = unfoldenum(nodePtr)
• case int_type
• ret = unfoldint_type(nodePtr)
• case address
• ret = unfoldaddress(nodePtr)
• VarTable[nodeName] = ret

The pseudo code above will continue to call the relevant instruction expansion algo-
rithm, enumerate the expansion algorithm and other algorithms to complete the devel-
opment of the GADL description language. Of course, we also need to do some work
required by the hardware. For example, in our design of the newDSP, theVLIW supports
8 slots. Apart from the VLIW end flag, we only have two bits to correspond to 8 slots.
To solve this problem, in the rule expansion we need to declare that both slot0 and slot1
correspond to ‘00’. Similarly, slot2 and slot3 correspond to ‘01’ and so on. Because the
instructions are in order, we can tell which slot of the two adjacent slots the instruction
belongs to by the order.
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4.3 Porting of the Underlying Toolset of Binutils

In this step, we deeply analyzed the workflow of the mips assembler and referred to
the implementation code of mips assembler code. By using Flex [11] and Bison [12]
tools, the code needed is generated easily. All the descriptions completed with GADL
above are transferred to the flex and bison code. Also, the BFD library code of Binutils
according to the address type used by the instruction set is generated at the same time.
The example is as follows.

GADL:

• enum(
• J_E(
• ‘jmp’ ‘jc’ ‘jnc’ ‘call’
• )
• )

Flex:

• “jmp” return TOK_62
• “jc” return TOK_63
• “jnc” return TOK_64
• “call” return TOK_65

Bison:

• J_E: TOK_62 {$$=(char*) “00”
• TOK_63 {$$=(char*) “01”
• TOK_64 {$$=(char*) “10”
• TOK_65 {$$=(char*) “11”

At last, the flex and bison code is transferred to the cpp file which can be identified
by the Binutils tool set. With the help of the Binutils tool set, the Swift Assembler is
compiled and generated.

5 Results and Verification

In the current design, there are 186 basic assembly instructions for the newDSP. In addi-
tion, the processor supports 1 to 8 variable-length VLIW instructions. The description
file of instruction set has 860 lines. All remaining files are less than 6000 lines containing
much code generated by the flex and bison tools. Compared with other assemblers, the
work on programming is easily.

To verify the correctness of the Swift Assembler, assembly code containing all
instructions is tested and passed. The machine codes generated run normally on the
new DSP. Figure 6 shows the working process of SA.
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Fig. 6. Assembly process of SA

6 Conclusion and Future Work

This article presents the design and implementation of Swift Assembler of a new DSP
with high performance. By using the GADL to describe the ISA of the new DSP, we
present the semantic analysis ofGADLand introduce the tools of flex, bison andBinutils.
At last, we illustrate the actual working process of SA. Comparedwith traditional assem-
blers, SA has less coding and more flexible architecture. This bring great convenience
to other colleagues in our team.

In the future, we will continue to optimize the design of assembler. And based on
the GADL, we will go on our research for disassembler, simulator and debugger.
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