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Preface

This book provides scholarly chapters detailing the research and development of 
key aerospace materials that have enabled some of the most exciting air and space 
technologies in recent years. These scientific and engineering successes are shared 
by the women who accomplished them, those who were in the labs, on the shop 
floors, or on the design teams contributing to the realization of these technologies. 
Their work contributes to the world in the challenging and vital field of aerospace 
materials, and their stories seethe with pride and passion for the opportunity to 
make these important contributions.

Materials are the basis of new advancements in technology. They play an espe-
cially important role in aerospace by providing properties that enable performance 
in the extreme environments of air and space. From high-strength, high-temperature 
materials for engines to stiff and lightweight materials for structures or from 
radiation-hardened materials for electronics to advanced biomaterials, the world of 
challenge in aerospace materials is vast. Materials themselves include metals, 
ceramics, polymers, and composites. Aerospace applications include jets, helicop-
ters, and other air vehicles; rockets, satellites, and other space vehicles; all their 
associated support and subsystems; and interactions with humans and the 
environment.

The intention of this book is to benefit a number of audiences, including:

•	 Young women thinking about careers in materials science or engineering or 
related fields, working in research or aerospace industry

•	 Women in these fields interested in learning about and connecting with women 
doing similar work

•	 Teachers, professors, advisors, and mentors looking for exemplars (i.e., women 
engineers and scientists in aerospace materials) to bring to the attention of their 
students and protégés

•	 People everywhere interested in learning about

–– Leading-edge aerospace materials research
–– Talented researchers dedicated to advancing materials technology for aero-

space missions and for the greater good
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–– The roles of women in aerospace engineering and science and specifically in 
materials research

The book begins with a summary of pioneering women in aerospace materials 
and follows up with chapters describing the work of each individual author and her 
collaborators. A separate section of biographies is also included, highlighting the 
backgrounds of the authors, their motivations, and their inspirations.

The materials topics featured in this book represent a small sampling of ongoing 
research in aerospace materials. Effort has been made to present details of selected 
materials work and describe the relevant potential aerospace applications. Examples 
from electronics, optical, biological, metal, and composite materials are all included. 
Various perspectives are represented, such as processing, testing, characterizing, 
and manufacturing. The reader will be exposed to the breadth of materials disci-
plines, the depth of ongoing research therein, and the expanse of potential applica-
tions in the realm of aerospace.

All of the contributing authors work in aerospace research and development on 
projects that include an emphasis on materials. Authors were primarily selected on 
the basis of this work, their interest in the project, and their enthusiasm for contrib-
uting to this volume. Invitations to contribute had to be limited due to the far-
reaching scope of the topic; therefore, this book is not representative of all women 
in the field of aerospace materials, nor was it intended to be.

As the editor of this volume, I am pleased to have had the opportunity to contrib-
ute to this series publication, to showcase some of the work that has major impact 
in the materials and aerospace communities, and to work with several outstanding 
women who are among the most talented engineers and scientists in research and 
development.

Centerville, OH, USA�   Mary E. Kinsella 

Preface
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Chapter 1
Aerospace Trailblazers

Jill S. Tietjen

1.1  �Introduction

Women’s contributions to aerospace materials ensure aircraft and rockets that sur-
vive the rigors of air and space travel. A woman invented the molecular density 
switch monitoring the artificial atmospheres that protect electronic equipment and 
then alerting humans of the need for remedial action. Another woman invented the 
propulsion system that keeps communication satellites on orbit after she recognized 
the efficiencies and other benefits of using only one fuel. The “Queen of Carbon 
Science” made crucial advances in the understanding of the thermal and electrical 
properties of carbon nanomaterials. A woman in academia has researched advanced 
structural alloys used in the aerospace, energy, and automotive industries. Women 
astronauts have worked on the ceramic tiles that form the heat shield for the space 
shuttle and served as research chemists investigating organic polymers. The women 
briefly described in this chapter helped pave the way for the chapter authors that 
follow in this volume.

1.2  �Beatrice Hicks (1919–1979)

Beatrice A. Hicks broke new ground for women as an engineer, inventor, and engi-
neering executive. Because of her interest in mathematics, physics, chemistry, and 
mechanical drawing in high school, she decided to become an engineer. In fact, her 
interest had been sparked at age 13 when her engineer father had taken her to see the 
Empire State Building and the George Washington Bridge, and she learned that it 
was engineers who built such structures. Although her high school classmates and 

J. S. Tietjen, P.E. (*) 
Technically Speaking, Greenwood Village, CO, USA
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some of her teachers tried to discourage her, pointing out that engineering was not 
a proper field for women, her parents did not stand in her way.

After her high school graduation in 1935, she entered the Newark (New Jersey) 
College of Engineering. In 1939, she received a B.S. in chemical engineering and 
took a position as a research assistant at the College. In 1942, she got a job with the 
Western Electric Company, becoming the first woman to be employed by the firm as 
an engineer. She worked first in the test set design department and later in the quartz 
crystal department. An early award citation stated “the quality of her work became 
legend.” She studied at night while employed and, in 1949, earned an M.S. in phys-
ics from Stevens Institute of Technology. Subsequently, she undertook further grad-
uate work at Columbia University. Hicks pioneered the theoretical study, analysis, 
development, and manufacture of sensing devices, patented a molecular density 
scanner, and developed an industry model for quality control procedures.

She joined Newark Controls Company, the company her father had founded, as 
chief engineer in 1945. When her father died in 1946, she became vice president as 
well. Newark Controls Company specialized in environmental sensing devices. In 
1955, she bought control of the company and became president. One of the major 
products of the company at that time was low-water cutoffs and other devices to 
protect people from their own forgetfulness, often sold through mail-order compa-
nies. During her years with the Company, it manufactured specialized electro-
mechanical devices such as liquid level controls, pressure controls, and altitude 
switches for aircraft and space vehicles where extreme reliability under severe envi-
ronmental conditions was required.

At Newark Controls Company, Hicks was also involved in the design, develop-
ment, and manufacture of pressure and gas density controls for aircraft and missiles. 
In 1959, she was awarded patent 3,046,369 for a molecular density scanner or gas 
density switch (Fig. 1.1). This type of switch is a key component in systems using 
artificial atmospheres. The gas density switch (today called a gas density sensor or 
gas density control or gas density monitor) was designed to monitor gas leakage, 
particularly for artificial atmospheres around electronic equipment. The artificial 
atmospheres include dry air, nitrogen, sulfur hexafluoride (SF6), and fluorochemi-
cals. These gases are suitable as insulators and heat dissipators for a broad range of 
applications including sealed electronic equipment (non-airborne), sealed airborne 
electronic equipment, power transformers, switchgear, X-ray units, pressurized 
power cables, waveguides, and coaxial cables.

At the time of her invention, no mechanism existed to monitor the gas leakage 
and then signal to the equipment operator that action was warranted. Her gas density 
switch monitors the number of molecules per unit volume and was capable of indi-
cating leakage at a pressure value that varied with temperature. Density, not pres-
sure or temperature, is the important variable in a sealed-in atmosphere, because it 
determines arc resistance and heat transfer.

Her switch was a unique bellow-type switch. It could be calibrated to protect 
throughout the entire temperature range. In addition to its function of signaling criti-
cal density, the switch could also be used to activate control circuits of systems, e.g., 
opening a valve or starting a pump.

J. S. Tietjen
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Fig. 1.1  Beatrice Hicks’ patent 3,046,369  – gas density sensor. Source: U.S.  Patent and 
Trademark Office

1  Aerospace Trailblazers



4

The sub-miniature gas density switch was in use in a number of applications 
particularly in aircraft and missiles and also in the space program including the 
Saturn and Apollo missions. The Boeing 707 used a gas density switch to monitor 
the nitrogen atmosphere around the high voltages in a sealed communications 
antenna coupler. On both the Boeing 707 and the Hustler B-58, the antenna couplers 
handle very high voltages and would arc-over in the upper atmospheres. A gas den-
sity switch mounted in each antenna coupler indicated remotely at the pilot’s panel 
board if a problem developed.

Fire extinguishers use gas density switches to indicate which units are ready for 
recharging. Power transformers using gas and vapor cooling are monitored by gas 
density switches. At the time the switch was developed, it allowed early detection of 
leakage with an associated remote indicator that prevented critical loss of the gases 
and permanent damage to the transformers. Gas density switches are of value when 
power transformers are in shipment or storage, at the time they are put in service, as 
well as when they are in operation.

Bellow-type gas density switches are still manufactured, in use, and marketed 
today. One of the most significant applications for these types of gas density 
switches today is for high-voltage SF6 breakers. The monitors ensure that the 
breaker will adequately perform its function of properly interrupting faults. The 
monitor alarms and then trips the breaker when there is no longer adequate SF6 to 
extinguish a fault. Monitors are manufactured in the USA and abroad.

One of the founders of the Society of Women Engineers (SWE), Hicks was 
elected to serve as its first president in 1950. She was committed to the organization 
because of her belief that there was a great future for women in engineering. Hicks 
(Fig.  1.2) received SWE’s Achievement Award in 1963 “In recognition of her 

Fig. 1.2  Beatrice 
Hicks – SWE archives, 
Walter P. Reuther Library, 
Wayne State University 
https://reuther.wayne.edu/
node/1622

J. S. Tietjen
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significant contributions to the theoretical study and analysis of sensing devices 
under extreme environmental conditions, and her substantial achievements in inter-
national technical understanding, professional guidance, and engineering education.”

Hicks received many other honors and awards over her lifetime. In 1952, she was 
named “Woman of the Year in Business” by Mademoiselle magazine. In 1961, she 
was the first woman engineer appointed by the US Secretary of Defense to the 
Defense Advisory Committee on Women in the Sciences. She was the first woman 
to receive an honorary doctorate from Rensselaer Polytechnic Institute (1965). She 
also received honorary degrees from Hobart and William Smith Colleges, Stevens 
Institute of Technology, and Worcester Polytechnic Institute. In 1978, she was 
elected to the National Academy of Engineering, the sixth woman to be elected. In 
2001, she was inducted into the National Women’s Hall of Fame. In 2013, Hicks 
received the Advancement of Invention Award from the New Jersey Inventors Hall 
of Fame [1–4].

1.3  �Yvonne Brill (1924–2013)

Yvonne C. Brill expanded the frontiers of space through innovations in rocket and 
jet propulsion. Her accomplishments and service had major technical and program-
matic impacts on a very broad range of national space programs. Her most impor-
tant contributions were in advancements in rocket propulsion systems for 
geosynchronous communication satellites. She invented an innovative satellite pro-
pulsion system that solved complex operational problems of acquiring and main-
taining station (keeping the satellite in orbit and in position once it is aloft).

Her patented hydrazine/hydrazine resistojet propulsion system (patent no. 
3,807,657 – granted April 30, 1974) provided integrated propulsion capability for 
geostationary satellites and became the standard in the communication satellite 
industry (Fig. 1.3). Two aspects of Brill’s invention are of special significance: she 
developed the concept for a new rocket engine, the hydrazine resistojet, and she 
foresaw the inherent value and simplicity of using a simple propellant. Her inven-
tion resulted in not only higher engine performance but also increased reliability of 
the propulsion system and, because of the reduction in propellant weight require-
ments, either increased payload capability or extended mission life. As a result of 
her innovative concepts for satellite propulsion systems and her breakthrough solu-
tions, Brill earned an international reputation as a pioneer in space exploration and 
utilization.

Through her personal and dedicated efforts, the resistojet system was then devel-
oped and first applied on an RCA spacecraft in 1983. Subsequently, the system 
concept became a satellite industry standard. It has been used by RCA, GE, and 
Lockheed Martin in their communication satellites. The thruster has stood the test 
of time; more than 200 have been flown. Satellites using her invention form the 
backbone of the worldwide communication network – 77 of them form the Iridium 
mobile telephony constellation of satellites, and 54 are geosynchronous 

1  Aerospace Trailblazers
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Fig. 1.3  Yvonne Brill patent 3,807,657. (Source: U.S. Patent and Trademark Office)

J. S. Tietjen
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communication satellites. The impact of global satellite communications extends to 
all walks of life, from national security to commercial telephone, from remote medi-
cine and education to international trade. Brill’s innovation, by enabling a dramatic 
improvement in satellite capability, has directly improved all of these endeavors. 
Every time one of our soldiers uses his/her Iridium satellite telephone, that solider 
is directly benefiting from Brill’s innovation.

The invention of the hydrazine/hydrazine resistojet and its extensive use on cur-
rent communications is just one of the many contributions Brill made to expanding 
space horizons. Her other significant technical achievements include work on pro-
pellant management feed systems, electric propulsion, and an innovative propulsion 
system for the Atmosphere Explorer, which, in 1973, allowed scientists to gather 
extensive data of the earth’s thermosphere for the first time. Brill defined, success-
fully advocated, and conducted a program to evaluate capillary propellant manage-
ment for three-axis stabilized spacecraft. Capillary propellant management is now 
routinely used on a significant fraction of US space systems. Her system has led to 
major improvements in the capabilities and competitiveness of very large numbers 
of US spacecraft.

Brill managed the fabrication, assembly, integration, and test of a complex Teflon 
solid propellant pulsed plasma propulsion system (TSPPS), also called pulsed 
plasma thrusters (PPTs). She resolved many technical and design problems in the 
process of bringing TSPPS from experimental to operational use in satellites, 
including the NOVA I spacecraft launched in May 1981, which formed part of the 
US Navy’s Navigational Satellite System. Her efforts both provided the solution for 
an unprecedented navigational capability and opened the way for the now routine 
use of electric propulsion on commercial Western space systems. In addition, PPTs, 
which are direct descendants of her design, are now being developed for propulsion 
functions on small/micro-government spacecraft for many applications.

Brill brought to society the benefits of her bountiful knowledge and wisdom by 
consulting with governments and space agencies throughout the world. She was 
instrumental in the success of several satellite system developments for the 
International Maritime Satellite (INMARSAT) organization and for Telenor, the 
Norwegian telecommunications organization. She served as one of nine members of 
NASA’s Aerospace Safety Advisory Panel (ASAP) which was created in 1968 after 
the Apollo 204 Command Module spacecraft fire in 1967 to focus on safety issues. 
During her period of service, ASAP defined and recommended many technical and 
programmatic changes to enhance Orbiter safety that were subsequently imple-
mented by NASA.  Specific examples of such impacts include a modified Space 
Shuttle Main Engine (SSME) heat exchanger design that eliminated a catastrophic 
failure mode, a SSME design change that enabled lowered turbine inlet tempera-
tures with increased safety margins, and increased staffing at NASA space flight 
centers in support of Orbiter flows.

During her long and stellar career, Brill was a pioneer in the field of space tech-
nology. Throughout most of that time, she was the sole technical woman working in 
rocket propulsion systems. As she excelled in her career, Brill worked tirelessly to 

1  Aerospace Trailblazers
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nominate women for awards and to boards and served as a role model for several 
generations of women engineers, including her daughter.

Brill became a member of the National Academy of Engineering in 1987 and 
was a fellow of SWE and the American Institute of Aeronautics and Astronautics. 
Among her many awards were the 1986 SWE Achievement Award “for important 
contributions in advanced auxiliary propulsion of spacecraft and devoted service to 
the growing professionalism of women in engineering,” the 1993 SWE Resnik 
Challenger Medal for expanding space horizons through innovations in rocket pro-
pulsion systems, and induction into the Women in Technology International Hall of 
Fame in 1999. After her induction into the New Jersey Inventors Hall of Fame (the 
first woman) in 2009 and the National Inventors Hall of Fame in 2010, Brill received 
the nation’s highest honor, the National Medal of Technology and Innovation, from 
President Obama in 2011 (Fig. 1.4) “For innovation in rocket propulsion systems 
for geosynchronous and low earth orbit communication satellites, which greatly 
improved the effectiveness of space propulsion systems” [4–7].

Fig. 1.4  Yvonne Brill with her National Medal of Technology and Innovation poster and medal. 
(Source: Author)

J. S. Tietjen
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1.4  �Mildred Dresselhaus (1930–2017)

At the Massachusetts Institute of Technology for nearly 60  years, Dr. Mildred 
Dresselhaus was the first female recipient of the National Medal of Science in the 
engineering category, the first woman to receive the Institute of Electrical and 
Electronics Engineers (IEEE) Medal of Honor, and was known as the “Queen of 
Carbon Science.” She was the first woman tenured in the School of Engineering at 
MIT.  In August 2000, she became the Director of the Office of Science in the 
Department of Energy, having been nominated by President Clinton and confirmed 
by the US Senate.

Dresselhaus was a solid-state physicist and materials scientist whose research 
areas included superconductivity; the electronic and optical properties of semimet-
als, semiconductors, and metals; and, particularly, carbon-based materials. She 
made crucial advances in the understanding of the thermal and electrical properties 
of carbon nanomaterials. She was the first female institute professor at MIT, an 
honor that recognizes distinguished accomplishments in scholarship, education, 
service, and leadership. Her professorship was in electrical engineering and physics.

Her other honors demonstrate the recognition she received for her significant 
accomplishments. The citation for her 1990 National Medal of Science reads “For 
her studies of the electronic properties of metals and semimetals, and for her service 
to the Nation in establishing a prominent place for women in physics and engineer-
ing.” Her 2014 US Presidential Medal of Freedom (the highest honor for civilians) 
citation reads for “deepening our understanding of condensed matter systems and 
the atomic properties of carbon – which has contributed to major advances in elec-
tronics and materials research.” On presenting her the award, President Obama said 
“Her influence is all around us, in the cars we drive, the energy we generate, the 
electronic devices that power our lives.”

In 2017, she received the Benjamin Franklin Medal “For her fundamental contri-
butions to the understanding and exploitation of carbon nanomaterials, such as the 
spheres known as Buckminsterfullerenes, the cylindrical pipes called nanotubes, 
and the single-atom-thick sheets of carbon known as graphene, and for launching 
the field of low-dimensional thermoelectricity, the direct conversion of heat to elec-
tricity.” She was the first solo recipient of the Kavli Prize for her pioneering contri-
butions to the study of phonons, electron-phonon interactions, and thermal transport 
in nanostructures.

Growing up poor but with exceptional musical ability, Dresselhaus received a 
scholarship to music school. Determined to pursue every education opportunity she 
could, she applied to Hunter College High School for Girls. There, she received 
encouragement to study physics at Hunter from her advisor Rosalyn Yalow (later a 
Nobel Laureate) as opposed to becoming a schoolteacher. Dresselhaus received an 
A.B. from Hunter College in 1951 in physics and math. After a year in Cambridge, 
England, on a Fulbright scholarship in physics, she studied first at Harvard, com-
pleting her master’s degree and then received her Ph.D. from the University of 
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Chicago in 1958 with a thesis on superconductors. She then served as National 
Science Foundation postdoctoral fellow at Cornell University.

In 1960, Dresselhaus joined the Lincoln Lab at MIT, where she studied the prop-
erties of graphite. Although her early results were not encouraging, she persevered 
to obtain data that provided the most accurate characterization of carbon’s elec-
tronic band structure that had ever been achieved. As a result, she was appointed as 
a visiting faculty member in the Electrical Engineering Department at MIT under 
the Abby Mauze Rockefeller Fund, established to promote the scholarship of 
women in science and engineering. Soon, she achieved tenured professorship. When 
this occurred in 1968, she became MIT’s first tenured female faculty member in 
engineering.

During the 1970s, Dresselhaus studied graphene intercalation compounds and 
built her reputation. Her work resulted in a better understanding of fundamental 
quantum concepts which Dresselhaus used to update theoretical equations as they 
apply to nonmaterial systems.

A decade later, Dresselhaus’s group pursued new carbon materials by blasting 
graphite with lasers. The ablation produced large carbon clusters of 60 or 70 atoms. 
Richard Smalley, who was independently performing similar experiments, identi-
fied the clusters as fullerenes, more commonly called buckyballs. Dresselhaus spent 
the remainder of her career calculating the intricacies of carbon nanotubes, which 
she determined could be formed by elongating the fullerene structure instead of 
terminating it into a buckyball. She showed that the electrical properties of the car-
bon nanotubes changed with the orientation of the hexagonal structure. Her calcula-
tions of these electrical properties revealed that carbon nanotubes could be applied 
as either metals or semiconductors.

The 1977 recipient of SWE’s Achievement Award “for significant contributions 
in teaching and research in solid state electronics and materials engineering,” 
Dresselhaus (Fig. 1.5) co-founded the MIT Women’s Forum in 1970. The Forum 

Fig. 1.5  Mildred 
S. Dresselhaus – SWE 
archives, Walter P. Reuther 
Library, Wayne State 
University http://reuther.
wayne.edu/node/1527

J. S. Tietjen

http://reuther.wayne.edu/node/1527
http://reuther.wayne.edu/node/1527


11

met weekly and provided a venue where women could discuss issues relevant to 
work and life. The objective of the forum was to support the careers of women in 
science and engineering at MIT.  In 1999, she received the Nicholson Medal for 
Humanitarian Science from the American Physical Society “for being a compas-
sionate mentor and lifelong friend to young scientists; for setting high standards as 
researchers, teachers and citizens; and for promoting international ties in science.”

In addition to her many honorary degrees, Dresselhaus served as president of the 
AAAS, president of the American Physical Society, a member of the National 
Academy of Engineering and the National Academy of Sciences, and a fellow of 
SWE, AAAS, IEEE, and others. Dresselhaus co-authored 8 books and about 1700 
papers and supervised more than 60 doctoral students. She demonstrated a strong 
commitment to promoting gender equity in science and engineering. In describing 
the importance of persistence, Dresselhaus said “It was what you did that counted 
and that has followed me through it” [5, 8–21].

1.5  �Bonnie Dunbar (1949–)

Astronaut Dr. Bonnie J. Dunbar is another pioneering engineering woman. When 
she enrolled as an engineering student at the University of Washington, there were 
nine women in her entire freshman class. She received B.S. and M.S. degrees in 
ceramic engineering from the University of Washington in 1971 and 1975, respec-
tively. When she joined the Astronaut Corps in 1980, she was in only the second 
class at NASA to accept women. Subsequently, she earned her Ph.D. in mechanical/
biomedical engineering at the University of Houston in 1983 where her dissertation 
focused on the evaluation of the effects of simulated bone strength and fracture 
toughness.

Prior to becoming an astronaut, Dunbar was employed at Boeing Computer 
Services as a systems analyst for 2 years before conducting the research for her 
master’s degree. She then worked as a senior research engineer at Rockwell 
International Space Division, where she played a key role in the development of the 
ceramic tiles that form the heat shield for the space shuttle, allowing it to reenter the 
earth’s atmosphere. She helped establish the equipment, process, and standards to 
manufacture the tiles. In 1978, Dunbar became a payload officer and flight control-
ler for NASA. She served as a guidance and navigation officer and flight controller 
for the Skylab reentry mission in 1979. Later, she worked with the thermal tile 
repair team to analyze the tile problem on Columbia and explore possibilities for 
in-orbit tile repair.

While an astronaut, Dunbar’s NASA technical assignments included verification 
of shuttle flight software; serving as a member of the Flight Crew Equipment 
Control Board; 13 months in training in Star City, Russia, for a 3-month flight on 
the Russian space station, Mir; and assistant director with a focus on university 
research. She has logged more than 50 days in space and flew on 5 flights. Dunbar’s 
experiments in space have involved protein crystal growth; surface tension physics; 
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and tests on muscle performance, bones, the immune system, and the cardiopulmo-
nary system.

Dunbar served as assistant director at the Johnson Space Center and later deputy 
associate director for Biological Sciences and Applications before her retirement 
from NASA. In 2005, she became president and chief executive officer of the Seattle 
Museum of Flight in Washington State. In 2016, she joined Texas A&M where she 
serves as The Engineering Experiment Station (TEES) eminent professor and direc-
tor of the Aerospace Human Systems Laboratory. Her current research interests 
include microgravity and partial g fluid physics, digital human modeling, extrave-
hicular activity spacesuit system design, space systems engineering, and engineer-
ing education.

Dunbar (Fig.  1.6) received the Resnik Challenger Medal from SWE in 1992 
which acknowledges a specific engineering breakthrough or achievement that has 
expanded the horizons of space exploration. She received the IEEE Judith Resnik 
Award in 1993 “for outstanding contributions to space engineering.” In 2005, she 
received SWE’s Achievement Award “In recognition of her visionary contributions 
ranging from ceramic shuttle-tile design to biomedical research. Dr. Dunbar’s 
efforts benefit astronautics, humankind, and the future scientists and engineers she 

Fig. 1.6  Bonnie Dunbar – 
SWE archives, Walter 
P. Reuther Library, Wayne 
State University http://
reuther.wayne.edu/
node/1532
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inspires.” She has been inducted into the Women in Technology International Hall 
of Fame. Dunbar was elected to the National Academy of Engineering and the ASF 
Astronaut Hall of Fame and is a fellow of the American Institute of Aeronautics and 
Astronautics and the American Ceramic Society. She received the American 
Association of Engineering Societies’ Norm Augustine Award for Outstanding 
Achievement in Engineering Communications and the American Society of 
Mechanical Engineers’ Ralph Roe Award. Dunbar has been elected a fellow of the 
Royal Society of Edinburgh and is a fellow of the Royal Aeronautical Society 
[22–25].

1.6  �Tresa Pollock (1961–)

Currently the Department Chair and Alcoa Distinguished Professor of Materials at 
the University of California, Santa Barbara, Tresa Pollock started her undergraduate 
education at Purdue University as a first-generation college student. She chose to 
study what was called metallurgical engineering at the time because she wanted to 
help solve technological and societal problems. Today, she is known worldwide for 
her expertise in advanced structural alloys with applications in the aerospace, 
energy, and automotive industries and as a teacher and mentor.

Her life’s work was set into motion during her college years when Pollock co-
oped at Allison Gas Turbines (later Rolls-Royce). Her research almost 40 years later 
still focuses on aircraft engine alloys and the needs of the aerospace industry as well 
as structural materials challenges in the automotive and energy generation sectors. 
Pollock says, “Collaboration among fields for the solution of complex, multidisci-
plinary problems is exciting for me. We have some big challenges in the next couple 
of decades in energy, transportation, the environment, climate, space, genetics, and 
healthcare, to name a few.”

In addition to her B.S. from Purdue University, Pollock earned her Ph.D. in 
Materials Science and Engineering from MIT. She began her professional career at 
GE Aircraft Engines, where she worked in the development of advanced superalloys 
for gas turbine engines. The allure of academia was strong, and, in 1991, she joined 
the faculty at Carnegie Mellon University in the Department of Materials Science 
and Engineering as the Alcoa professor. In 2000, she joined the Materials Science 
and Engineering Department at the University of Michigan where she served until 
moving to the Materials Department at the University of California, Santa Barbara. 
Over her career, she has worked in the fields of metallurgy, microstructural charac-
terization, materials science, and nickel-based superalloys.

Her current research interests include:

•	 Mechanical and environmental performance of materials in extreme environments
•	 Unique high-temperature material processing paths
•	 Ultrafast laser-material interactions
•	 Alloy design
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•	 3-D material characterization
•	 Thermal barrier coating systems and platinum group metal-containing bond coats
•	 New intermetallic-containing cobalt-based materials
•	 Vapor phase processing of sheet materials for hypersonic flight systems
•	 Growth of nickel-based alloy single crystals
•	 Development of new femtosecond laser-aided 3-D tomography techniques
•	 Development of models for Integrated Computational Materials 

Engineering efforts

The work in her laboratory on high-temperature materials for jet engines – 
particularly nickel-based superalloys – has already helped improve the safety and 
efficiency of almost every jet turbine engine. Aircraft engine materials can reach 
such extreme temperatures during takeoff that they almost melt! Alloy materials 
thus must be developed that operate at 90% of their melting temperature while 
simultaneously bearing significant mechanical loads. Pollock and her team make 
materials that matter – making aircraft possible, allowing efficient high-temper-
ature operation for space vehicles as well as power plants. The materials for 
energy generation affect thermoelectrics, fuel cells, and energy plants fueled 
with natural gas as well as alternative fuels and include light alloys that have a 
high degree of resistance. She also works on protective coatings that have been 
engineered to withstand extreme environments. Her work in the area of inte-
grated material computation targets bond strength and chemical potential exam-
ining the absence of cracks and the crack resistance of specific materials. She 
aims to identify optimized components, a more efficient development process, 
and economic and efficient manufacturing processes.

Growing up in Ohio near Wright-Patterson Air Force Base, Pollock was 
enchanted early on with aerospace, astronauts, and Amelia Earhart. She says “You 
can’t be afraid to do something difficult. You have to be adventurous and not be 
doing the same that everybody else is.” She also says, “You have to be comfortable 
with the fact that you do not know everything. You never will. In doing that, it helps 
you reach out across boundaries to work with other people.”

Her many honors and awards include election to the National Academy of 
Engineering, a fellow of ASM, and fellow of The Minerals, Metals and Materials 
Society (TMS) “for seminal contributions in the understanding of high temperature 
alloys, and for distinguished leadership in materials education and the materials 
profession.” Her awards recognize her contributions to the literature, excellence in 
teaching, as well as overall professional accomplishment. She is a member of the 
German National Academy of Sciences Leopoldina.

Pollock believes her biggest contribution to the world is not from the research 
she has conducted but from the students she has in her laboratory and what they will 
accomplish [26–30].

J. S. Tietjen
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1.7  �Cady Coleman (1960–)

When she was 19, Cady Coleman wanted to study chemistry. She decided to go to 
MIT because of an experience she had in a physics class in high school. She relates, 
“I was in a physics class with just a few guys and they all wanted to go to MIT – and 
it was really clear that it never occurred to them that I might want to go, too.” So, 
she applied just to prove that she could get in – and she was accepted. Although her 
previous impression was that MIT was a “nerdy, one-dimensional school,” during 
her visit to campus, she found well-rounded students who were like her, and she 
decided to attend.

Although she had previously had no plans to be an astronaut, while Coleman was 
an undergraduate student at MIT, astronaut Sally Ride, Ph.D., came and gave a talk. 
The opportunity to hear Ride, talk to her, and see her passion changed the direction 
of Coleman’s life. Coleman says, “It had never occurred to me to do that kind of job 
until I met her and saw somebody who had a job where it really counted that they 
were well-educated and passionate about what they were studying and at the same 
time there was this sort of adventure in their lives.”

Coleman did complete her B.S. degree in chemistry at MIT in 1983 on her ROTC 
scholarship and joined the US Air Force. She received her doctorate in polymer sci-
ence and engineering from the University of Massachusetts in 1991. She applied to 
and was selected by NASA for the Astronaut Corps in 1992.

During her years with the Air Force, Coleman worked as a research chemist at 
Wright-Patterson Air Force Base where she investigated the use of organic poly-
mers in applications including advanced computers and data storage. She has served 
as a surface analysis consultant for the Long Duration Exposure Facility launched 
from one space shuttle mission and retrieved 6 years later by another.

Coleman was a “human guinea pig” for the centrifuge program at the Crew 
Systems Directorate of the Armstrong Aeromedical Laboratory setting endurance 
and tolerance records as she participated in physiological and new equipment stud-
ies. She also served as the Chief of Robotics for the Astronaut Office which included 
robotic arm operations and training for all space shuttle and International Space 
Station missions. In 2004, she lived underwater for 11 days as an aquanaut during 
the NEEMO 7 (NASA Extreme Environment Mission Operations) mission in the 
Aquarius Underwater Laboratory.

Coleman flew on space shuttle and Soyuz missions and spent more than 5 months 
on the International Space Station. Her first flight was in 1995 aboard Columbia. 
That mission focused on materials science, biotechnology, combustion science, the 
physics of fluids, and science experiments in the Spacelab module. In 1999, she 
served as mission specialist on the Space Shuttle Columbia and was in charge of 
launching the Chandra X-ray Observatory and its Inertial Upper Stage from  the 
shuttle’s cargo bay. Aboard the ISS, Coleman was the lead science and lead robotics 
officer performing osteoporosis experiments examining liquid behavior and con-
ducting robotics experiments.
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Coleman now spends a significant part of her time encouraging people to pursue 
careers in science, technology, engineering, and mathematics. She says, “I feel 
strongly about encouraging women and minorities to be in STEM. I think so much 
of what made it possible for me to be selected for this job and to have the courage 
to stand up and ask for it came from those early days, and I wanted to say ‘thank 
you’ . . . I really think there’s still a great need for young women and minorities to 
see people they can identify with just to cement that theory that ‘this could be you.’ 
There’s always the theory that everybody can do anything, but it’s about making that 
theory feel really real, and I think that meeting someone or seeing them in person 
can have that effect. It did for me” [31–34].
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Chapter 2
Peeking Inside the Black Box: NMR 
Metabolomics for Optimizing Cell-Free 
Protein Synthesis

Angela M. Campo, Rebecca Raig, and Jasmine M. Hershewe

2.1  �Literature Review of Cell-Free Protein Synthesis

CFPS utilizes the transcription and translation hardware of cells to produce specific 
proteins encoded by a template DNA that is provided to reactions. Expression of 
desired proteins can be accomplished in living cells, but the production of proteins 
and metabolites necessary to sustain life can compete with the production of the 
desired protein. CFPS offers an efficient means to produce a protein or chemical of 
interest, even if that product is toxic to a living cell. Cell-free systems have been 
used in biochemistry for many years; in fact, the first cell-free experiment was 
reported by Eduard Buchner in 1897 [1]. Buchner’s work is considered by many to 
be the dawn of biochemistry [2].

Eduard Buchner was a German chemist who won the 1907 Nobel Prize in 
Chemistry for discovering that fermentation is an enzyme-driven process [3]. Before 
Buchner’s work, there was debate in the scientific community surrounding the 
mechanism of fermentation. The dominant group of scientists believed in a vital 
force that exists in all living organisms, and that vitalism was necessary for biological 
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processes [4] instead of a substrate-driven process dependent on enzymes. The 
opposing scientists resisted the belief in vitalism but had struggled to provide proof 
to solidify their theory.

Buchner’s Nobel work resulted from unexpected fermentation of “press juice,” 
the paste that results from grinding yeast. While preparing press juice for an experi-
ment, he mixed it with a sugar solution intending to preserve the juice, but instead 
he soon noticed the signs of fermentation [5]. Buchner harnessed the enzymes in the 
yeast to perform fermentation in a cell-free manner. This serendipitous observation 
was the basis for his future Nobel work. He was able to prove that cane sugar could 
be fermented with press juices. This discovery shocked the vitalism supporters; 
until Buchner’s experiment, they had believed that only living organisms could con-
duct fermentation. Eduard Buchner’s experiments revealed the complex world of 
metabolism and enzyme-catalyzed reactions, which ushered in the era of modern 
biochemistry.

Once Buchner revealed cell-free systems as a research tool, other scientists 
exploited these systems to study complex biological mysteries. Cell-free systems 
were famously used to study protein transcription and translation. DNA was sus-
pected to be the genetic material in a cell, but it was unclear how DNA could lead 
to protein production. Marshall Nirenberg and J. Heinrich Matthaei created syn-
thetic RNA fragments that consisted of repeated units of one nucleotide. When they 
inserted these synthetic RNA fragments into a crude cell-free system, a single pro-
tein was produced. For example, when they inserted RNA that consisted of repeated 
uracil-containing nucleotides, this resulted in the production of a protein that con-
tained only the amino acid phenylalanine [6]. This elegant but simple experiment 
was the Rosetta Stone which enabled the genetic code to be broken.

The Nirenberg and Buchner experiments are just a few examples of cell-free 
protein synthesis reactions that have contributed to science. As the technique was 
refined, CFPS research attained significant milestones in more efficient preparation, 
increased yields, and pertinence to numerous applications. Figure 2.1 shows a time-
line of selected CFPS advances [7–11].

CFPS has the potential to produce a wide assortment of materials from proteins 
to small molecules of interest [12]. The aerospace materials community has a sig-
nificant challenge that will need to be addressed in the near future; how do we 
continue to produce fossil-fuel based materials? Fossil fuels are the backbone of 
many aerospace materials such as hydraulic fluid [13], coolants, and fuels [14]. The 
world reserves of fossil fuels are expected to be depleted within the next 50–120 years 

Fig. 2.1  Highlights in CFPS advancements
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[15], which will force materials researchers to adapt and develop new techniques to 
produce oil-dependent products. Cell-free protein synthesis may be able to fill this 
technology gap. CFPS can be employed to synthesize a wide variety of commodity 
chemicals, far more than just proteins. Bacteria endogenously produce a variety of 
alcohols and acids which could be utilized as fuels. Natural pathways to produce 
chemicals of interest can be bioengineered into a bacterial chassis to allow produc-
tion of a chemical that is not produced endogenously by the host organism or is 
produced at low levels [16, 17]. Using a combined CFPS and metabolic engineering 
approach, enzymes that perform biosynthetic transformations to make a small-
molecule product can be rapidly expressed and optimized [18]. Additionally, since 
CFPS is amenable to liquid handling, it is a powerful tool for testing synthetic or 
uncharacterized enzyme pathways for bioproduction of useful molecules and 
metabolites [19, 20]. It is notable here that several non-model cell-free systems 
(ranging from mammalian systems to yeast and non-model bacteria) have been 
developed for prototyping enzymes in context other than E. coli lysates, expanding 
the flexibility of CFPS for producing products [19, 21–23].

1-Butanol is a molecule that has the potential to replace diesel gasoline fuels in 
the future. 1-Butanol has an energy density of 29.2 MJ/L, which is comparable to 
gasoline at 32.0 MJ/L [24]. 1-Butanol has a lower energy density than diesel fuel, 
which has an energy density of 35.86 MJ/L [24], but has many other desirable fuel 
characteristics such as higher viscosity and lubricity than other alternative fuels 
[24], is miscible with diesel and gasoline [25], and would be compatible with exist-
ing fuel distribution infrastructure [26] in part due to its hydrophobic nature. 
Combustion experiments performed in a heavy-duty diesel engine found that soot 
and CO emissions were significantly reduced when a diesel-butanol fuel blend was 
used [27]. Butanol can be produced from multiple feedstocks [28] via acetone-
butanol-ethanol (ABE) fermentation with a living microbial chassis, but the yield is 
hindered due to the eventual toxicity of the butanol to the chassis. This presents an 
opportunity for CFPS, since the toxicity is not an issue because the lysate is not a 
living organism.

1-Butanol could be a fuel source for aircraft maintenance equipment such as 
hydraulic fluid service carts and generators. Supplying energy to forward operating 
bases (FOBs) is an expensive and dangerous endeavor due to the rough and con-
tested terrain that must be traversed. In 2007, a report estimated that one casualty 
occurred for every 24 fuel convoys [29] and between 70% and 90% of the convoys 
[30] to FOBs are fuel supply missions. The estimated costs for fuel delivery can 
range from $10 to 50 per gallon; if an airdrop is necessary, the cost soars to over 
$400 per gallon [30]. The remote production of butanol at FOBs could drastically 
reduce supply missions, saving lives and reducing cost. On-site butanol production 
has an additional benefit in that it could be designed to utilize waste materials as 
carbon substrates. Godoy et  al. [31] have found that the triglycerides present in 
urban wastewater treatment sludge can be converted to ethanol via a genetically 
modified microbe. This genetic circuit could be modified to produce butanol in 
favor of ethanol.

2  Peeking Inside the Black Box: NMR Metabolomics for Optimizing Cell-Free…
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CFPS could be the key not only to energy production for military bases but also 
to recycling the massive amounts of trash that are generated on base. The Department 
of Defense (DoD) conducted a study in 2011 and determined that in-theater bases 
accumulate 8–10 pounds of waste per day per person, totaling 60,000–85,000 
pounds of solid waste generated per day at a large base [32]. The waste situation is 
unsustainable and has led to the use of burn pits in the past [33]. The use of incinera-
tors at FOBs does not fully solve the problem as some FOBS are “black-out” bases 
and cannot use incinerators that would generate light during the night, as this would 
provide a target to insurgents for rocket attacks [34]. Fiberboard accounts for 40.9% 
of the military waste stream with food waste at 11.2% [35]. CFPS could be opti-
mized to utilize the food and fiberboard waste as carbon sources to produce butanol 
or other commodity chemicals of interest. CFPS has the potential to cut military 
waste in half while producing a needed material.

Before CFPS can be utilized to produce aerospace materials, the inherent vari-
ability in CFPS reactions must be understood, and a path to mitigate this variability 
needs to be developed. CFPS reactions consist of a series of complex biochemical 
processes that must occur to produce the desired product. In traditional organic 
synthesis, reactions are typically conducted in discrete steps. CFPS reactions have 
multiple events simultaneously occurring, which complicates metabolic monitor-
ing. Figure 2.2 is a general schematic of cell-free protein synthesis reaction compo-
nents and describes the metabolic and biosynthetic events that must occur for CFPS 
to successfully produce a product. Briefly, reaction components consist of an S30 
extract from E. coli cells, which contain ribosomes and the soluble components of 
the cells. Prior to preparing the extract, cells are lysed, and the cell wall and genomic 
DNA are removed from the extract via centrifugation. Energy to fuel the biosynthetic 

Fig. 2.2  Cell-free protein synthesis reaction components and process overview

A. M. Campo et al.



23

reactions, a template DNA encoding for the protein of interest, amino acids, nucleo-
tide triphosphates, salts, and necessary cofactors are also supplemented to reactions. 
More information about these components can be found in the Experimental sec-
tion. Transcription of the template DNA results in mRNA templates that can be 
translated to protein product by ribosomes in the extract. Importantly, metabolism 
in the extract is active for cofactor regeneration and ATP generation.

Given this complex situation, with many competing events and side reactions 
occurring at the same time, CFPS can be difficult to optimize. CFPS reactions have 
been compared to a black box, where reactants are inserted, and the product is 
formed at varying yields with the intervening steps shrouded in mystery. Although 
the basic pathways are known, these complex reactions can follow unexpected path-
ways that divert protein production. By employing in vitro NMR spectroscopy, we 
can monitor CFPS reactions to understand the evolution of substrates and products 
over time. Elucidating these processes will enhance our understanding of, and abil-
ity to optimize, CFPS and cell-free biology.

2.2  �Experimental

Monitoring CFPS reactions can be accomplished by multiple methods. Commonly, 
CFPS reactions are supplied with a template DNA encoding for a fluorescent pro-
tein, and then reactions are monitored with a plate reader. CFPS reactions can be 
monitored by mass spectroscopy (MS), but this would require either replicates flash 
frozen at each time point or aliquots taken from the reaction. Taking aliquots is 
undesirable as this would change the volume for the reaction, which directly impacts 
the yield as it changes the surface area to volume ratio. CFPS reactions rely on oxy-
gen to conduct oxidative phosphorylation that produces ATP in the lysate. MS anal-
ysis is also complicated by the complex nature of the cell lysate, difficulty in 
analyzing the m/z data, and the time required to process each sample and analyze 
results. Therefore, NMR has several important advantages for monitoring and 
studying the core biological processes of CFPS reactions. The CFPS reaction can be 
conducted in an NMR tube, providing a mechanism to monitor the reaction, while 
it proceeds without needing to take aliquots or prepare multiple replicates for MS 
analysis. NMR spectroscopy is non-destructive, is highly repeatable in identifying 
chemical compounds, can be tailored to exclude undesirable signals such as water 
and/or high molecular weight compounds, has simple sample preparation, and 
enables in  vitro metabolomics profiling. In this, we monitor CFPS productivity 
using a superfolder green fluorescent protein (sfGFP) reporter. In tandem, reactions 
from the same CFPS mix are monitored via NMR to obtain metabolite profiles over 
time (Fig. 2.3). Fluorescence is typically tracked using a plate reader at the 5–50 μL 
volume, while NMR studies are conducted at the 200 μL scale. Reactions are moni-
tored for 3 hours, which is a timeframe where CFPS in the S30 system is highly active.

CFPS reactions have many components, and the cell lysate is the most complex. 
It is estimated that 500–850 proteins [36, 37] are present in the lysate, many of 
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which are not necessary for the synthesis of the desired product. The composition of 
the lysate can fluctuate depending on the metabolic profiles of cells harvested, 
which change as a function of the stage of cell growth at the time of harvest. In addi-
tion to the cell lysate, CFPS reactions require a variety of reactants including amino 
acids and energy sources. Typical reagents for CFPS are shown in Table 2.1 [18, 38].

Many of these reactants have been studied in detail [20] to determine their opti-
mal concentrations and if their inclusion in reactions is necessary. In this research, 
we are utilizing BL21 Star™ (DE3) as our bacterial chassis and a protocol that was 
optimized for phosphoenolpyruvate (PEP) as the initial energy source [18, 38, 39]. 
PEP is a high-energy compound derived from glycolysis and is highly regulated in 

Fig. 2.3  Workflow for monitoring CFPS activity and metabolite profiles with NMR

Table 2.1  Components used in CFPS reactions

Reagent [Final] Reagent [Final]

Magnesium glutamate 8 mM CoA 0.26 mM
Ammonium glutamate 10 mM Oxalic acid 4 mM
Potassium glutamate 130 mM Putrescine 1 mM
ATP 1.2 mM Spermidine 1.5 mM
GTP 0.85 mM HEPES, pH 7.4 57 mM
UTP 0.85 mM 20 amino acids 2 mM
CTP 0.85 mM PEP 30 mM
Folinic acid 0.034 mg/mL Plasmid template Varies
E. coli tRNA 0.17 mg/mL S30 extracta 30% v/v
NAD 0.4 mM Water To volume

aS30 extract is referred to as lysate throughout the chapter
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biological systems. When one molecule of PEP is catabolized to pyruvate (PYR), 
one molecule of adenosine triphosphate (ATP) is formed via substrate-level phos-
phorylation. This first step produces a much-needed burst of energy to power trans-
lation and transcription. It is critical that ATP levels are sustained in the reaction. If 
they fall too low, product yield will suffer. Figure 2.4 depicts the initial reaction 
sequence and potential side paths at this stage of PEP metabolism [2].

The initial goal for the catabolism of PEP is to enter the tricarboxylic acid (TCA) 
cycle. Side paths might be activated, but higher yields are expected if most of the 
PEP eventually enters the TCA cycle via acetyl-CoA. This leads to increased ATP 
production that can occur during the TCA cycle and activation of the electron trans-
port chain (ETC). The TCA cycle enables the lysate to produce more ATP than can 
be accomplished by substrate-level phosphorylation alone. Pushing the carbon 
resources toward the TCA cycle will result in sustained ATP production. Figure 2.5 
illustrates the next stage of metabolism [2].

As PEP is catabolized, ATP is formed by substrate-level phosphorylation, and 
nicotinamide adenine dinucleotide (NADH) is produced in the TCA cycle. The 
NADH molecules will be converted back to NAD+ in the ETC, and this reaction 
will result in the production of three ATP molecules per NADH molecule via oxida-
tive phosphorylation. If NADH cannot enter the ETC chain, the reaction will not 
produce enough ATP to fuel protein production. Ideally, PEP would be catabolized 
and enter the TCA cycle instead of producing metabolites such as lactate and etha-
nol. In this study, we focused on the metabolic profiles of the lysates and examined 
how they performed in reactions. Two lysates were produced in-house, RXAS 1 and 
RXAS 2, and two lysates were produced at Northwestern University in the Jewett 
Lab for cell-free synthetic biology, NU 1 and NU 2. All lysates were prepared utiliz-
ing the same bacterial chassis and protocol.

Each lysate was diluted with distilled water and monitored in the NMR for 
3 hours. The purpose of this initial experiment was to determine if the lysates were 
metabolically active. No other reactants were added to the NMR tube to initiate 
CFPS. A comparison of all the lysates at time zero indicates that there are signifi-
cant differences in the lysates as reported in Fig.  2.6a; peak identifications are 

Fig. 2.4  Phosphoenolpyruvate catabolic pathways

2  Peeking Inside the Black Box: NMR Metabolomics for Optimizing Cell-Free…



26

Fig. 2.5  Central metabolism in cell lysates

3.
4

3.
2

3.
0

3.
0

2.
9

2.
8

2.
7

2.
6

2.
5

2.
4

2.
3

2.
2

2.
1

2.
0

1.
9

1.
8

1.
7

1.
6

1.
5

1.
4

1.
3

1.
2

1.
1

3.
1

3.
3

3.
22.

8
2.

6
2.

4
2.

2

f1 (ppm)

RXAS 2 Acetate

Ethanol

Alanine
SuccinateBetaine

RXAS 1

NU 2

NU 1

f1 (ppm)

2.
0

1.
8

1.
6

1.
4

1.
2

a b
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depicted in Fig.  2.6b. The data in Fig.  2.6a for the diluted lysates illustrate the 
significant differences in the metabolic profiles; the metabolite peak intensities are 
shown in Table 2.2.

The peak intensities in Table 2.2 are normalized to the intensity of 4,4-dimethyl-4-
silapentane-1-sulfonic acid (DSS), an internal NMR reference standard. Each inten-
sity was also divided by the number of protons represented in the peak to enable 1:1 
comparison. The peak data for the lysates indicate that all the lysates produce etha-
nol, alanine, and succinate over the 3-hour experiment. Even without exogenous 
reactants and a DNA template, the lysate is metabolically active and will conduct 
reactions utilizing the enzymes and substrates present in the lysate if conditions are 
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kinetically favorable. The high amounts of acetate in the lysates can be attributed to 
the buffer solutions utilized during lysate preparation as well as endogenous 
production of this metabolite. Acetate can be recycled back to acetyl-CoA at the 
cost of ATP. It was expected that the increase in ethanol would likely correlate with 
the decrease in acetate, but this did not occur. There are limited pathways that result 
in the production of ethanol, especially in the absence of an energy source such as 
PEP or pyruvate. The amino acids that could be catabolized to acetyl-CoA are below 
the level of detection in the cell lysates. It is possible that fatty acids are undergoing 
β-oxidation to yield acetyl-CoA [2]. When lysates are produced, any metabolites 
present at the time the living bacteria are lysed would be present in the lysate. Some 
metabolites, such as pyruvate, are short-lived and are unexpected in a prepared 
lysate unless an energy source is provided. The metabolites in the lysate are also 
driven by the environment. Anaerobic conditions will activate pathways that may 
not be active under aerobic conditions.

Another method to analyze the peak data is to use principal component analysis 
(PCA) [40]. PCA can utilize the entire NMR spectrum, unlike a few peaks as in the 
targeted analysis above, to determine the similarities between the lysates. The NMR 
spectra are binned prior to analysis, with each bin becoming a principal component. 
PCA is an unsupervised multivariate analysis technique. Figure  2.7 displays the 
PCA analysis of the lysates. The PCA score plot, Fig. 2.7a, illustrates that the four 
lysates are different, but the lysates from Northwestern University are the most 
similar to each other. RXAS 1 differs from the other three lysates along PC 1, and 
RXAS 2 differs mostly along PC 2. The difference between the RXAS lysates is 
interesting, as it appears that RXAS 2 may be more similar to the Northwestern 
lysates than RXAS 1. There is still room for improvement, as RXAS 2 does differ 
significantly along PC 2.

The principal component plot, Fig. 2.7b, reveals that almost 50% of the variance 
in the lysates is from PC 1 and that three principal components account for virtually 
all the variance between the lysates. To identify which metabolites are responsible 
for the variance, a discriminant analysis will need to be performed, such as 
OPLS-DA. Further statistical analysis is currently in progress to identify the metab-
olites responsible for the variance.

Fig. 2.7  PCA score plot and principal component plot
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After the lysate variabilities were assessed, we next examined if the lysates had 
significant differences in product yield. The CFPS reactions were assembled in an 
NMR tube, with all reactants except for the DNA template. The first NMR spectrum 
collected was the zero time for the reaction. The DNA was added to the NMR tube 
and subsequently analyzed for the next 3 hours. The reaction yields for 5 μL reac-
tions, measured by plate reader in tandem with NMR experiments, are compared in 
Table 2.3.

It is evident that NU 1 achieves a much higher yield than RXAS 1. When exam-
ining the NMR data for RXAS 1, we found that the peaks of interest differ from the 
peaks of interest that were identified in the lysate analysis. The diluted lysates did 
not have detectable PEP peaks or any other peaks above 5 ppm. Once the lysate is 
supplied with reactants, the spectra become more complicated above 5  ppm. Of 
particular interest are the PEP peaks between 5.1 and 5.35 ppm, which are the pri-
mary energy sources for this reaction. Within 20 minutes, the PEP peak is below the 
limit of detection in reactions with the RXAS 1 lysate. The rapid loss of PEP in 
RXAS 1 reactions is illustrated in Fig. 2.8 as well as comparative plate reader data. 
Figure 2.8a displays the NMR data, and Fig. 2.8b provides yield data for 50 μL 
scale reactions. The catabolism of PEP is expected, but not this early into the reac-
tion. The catabolism of PEP to pyruvate is an allosterically regulated process due to 
the cleavage of a high-energy phosphate group from PEP for substrate-level phos-
phorylation. If ATP is in excess, the catabolism of PEP will be reduced as ATP binds 
an inhibitory site on pyruvate kinase, the enzyme that performs the reaction. This 
rapid catabolism of PEP indicates that ATP must be low, as high ATP will inhibit the 
catabolism of PEP to pyruvate, which would allow the PEP to linger in solution 
until ATP levels fall. This finding may point to an energy crisis occurring in the 
RXAS 1 lysate. High levels of ATP are necessary to fuel mRNA production from 
the DNA template and protein production, and we can infer from these data that the 
low ATP production will ultimately lead to lower product yield.

The NU 1 reaction experiences a slower catabolism of PEP over the course of the 
reaction. Figure 2.9 displays the NMR data for a CFPS reaction with NU 1 lysate. 
NU 1 experiences a drop in PEP within the early stages of the reaction but maintains 
the PEP concentration into the next morning, roughly 15 hours after the experiment 
began. Pyruvate kinase is responsible for catalyzing the catabolism of PEP to pyru-
vate, which is inhibited by ATP, alanine, and citrate. The NU 1 reaction in Fig. 2.9, 
after the initial PEP catabolism, maintains the PEP concentration throughout the 
3-hour reaction time, unlike the RXAS 1 reaction, which exhausted the PEP within 
20 minutes. These data indicate that the NU 1 lysate is more efficient at producing 
ATP and must have a larger pool of ATP present in the reaction than the RXAS 
1 lysate.

Table 2.3  Product yields of 
CFPS reactions

Lysate Product yield

RXAS 1 7 μM
RXAS 2 10.5 μM
NU 1 13 μM
NU 2 12.5 μM

2  Peeking Inside the Black Box: NMR Metabolomics for Optimizing Cell-Free…
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Another metabolite of interest in the CFPS reactions is ethanol. Ethanol increases 
over the course of the CFPS reactions as shown in Table 2.4. The initial column 
indicates the first time point, and the final column is the last spectrum of the 3-hour 
experiment.

Comparing the RXAS 1 reaction and the NU 1 reaction, we observe a 51.15-fold 
change in ethanol production in the RXAS 1 reaction versus a 1.60-fold change in 
the NU 1 reaction. This implies that the NU 1 is producing less waste from the car-
bon resources compared to RXAS 1. It is interesting to note that, even if all the PEP 
in the RXAS 1 lysate during the reaction was eventually converted to ethanol, the 
production of ethanol far exceeds the amount of PEP provided. As discussed earlier, 
fatty acids present in the lysate could be the precursors to acetyl-CoA which could 
feed ethanol production. Fatty acids can undergo β-oxidation to yield acetyl-CoA, 
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which is a direct precursor to ethanol. We are currently conducting experiments to 
verify if the fatty acid concentrations change during CFPS reactions and determine 
if the amount of change observed potentially accounts for the ethanol production.

2.3  �Conclusions

NMR metabolomics has proven to be a fruitful approach to identifying metabolite 
profiles of the lysates and the CFPS reactions. The preliminary results indicate that 
ethanol may be a performance indicator of a poor-performing lysate. It is possible 
that inhibiting the production of ethanol in a lysate may affect the product yield, 
potentially improving the yield as carbon resources could be re-routed to produce 
more ATP for the reaction. The rate of PEP catabolism could also indicate the pro-
ductivity of a given lysate; early depletion may indicate an energy crisis in the reac-
tion. Future experiments will involve 13C NMR to determine if fatty acid profiles are 
indeed changing. Also, 13C-labeled PEP could be employed to track the metabolites 
of PEP created in the reaction which could identify pathway activations that are 
consuming carbon resources. In situ NMR metabolomics can provide metabolic 
guidance during reactions that could lead to yield improvements in the future.
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Chapter 3
Development of Organic Nonlinear Optical 
Materials for Light Manipulation

Joy E. Haley

3.1  �Introduction

The development of nonlinear optical materials for light manipulation has been an 
area of interest for the US Air Force for over three decades. In particular an interest 
in organic or organometallic materials has persisted and led to the development of 
materials with larger nonlinearities based on design. Application of these materials 
includes optical data storage [1], frequency-upconverted lasing [2], nonlinear pho-
tonics [3], microfabrication [4], fluorescence imaging [5], and photodynamic ther-
apy [6]. Chemical synthesis provides the flexibility to make many variations on 
material structure to investigate structure-property relationships. This has led to a 
rich history in the development and deep understanding of optical properties of 
several classes of materials including platinum acetylides, AFX dyes, combined 
platinum acetylide with AFX dyes, porphyrins, and phthalocyanines.

The nonlinear mechanisms that are relevant include nonlinear absorption (the 
imaginary part of χ3), nonlinear refraction (the real part of χ3), and stimulated scat-
tering [7]. In general, the organic materials are nonlinear absorbers, so we have 
focused our efforts on understanding the properties that contribute to nonlinear 
absorption. Figure 3.1 shows an energy-level diagram known as a Jablonski dia-
gram that describes the fate of an electron upon absorption of light. Initially the 
electron is promoted to an upper level singlet excited state (Sn). The electron then 
quickly falls to the S1 level as defined by Kasha’s rule [8]. From there the fate of the 
electron is determined by the inherent properties of the material. There are three 
typical pathways (kS1 = kf + kIC + kISC). The first is that the electron will decay back 
to the ground state and give off light in the form of fluorescence (kf). The second 
pathway is that the electron will return to the ground state and give off heat in the 
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form of internal conversion (kIC). The last pathway is that the electron will undergo 
a spin flip to form a triplet excited state through intersystem crossing (kISC). Once 
the electron is in the triplet excited state, it will decay through two mechanisms. It 
will either give off light in the form of phosphorescence (kp) or it will give off heat 
in the form of internal conversion (kIC). kT1, the overall decay from the triplet excited 
state, is defined by kT1 = kIC + kp. The interesting part of the triplet excited state is 
that it takes some time for the electron to flip its spin back to return to the original 
singlet-derived electron pair. Therefore, the lifetime of the triplet excited state is 
longer, typically on the order of microseconds.

It is known that the singlet and triplet excited-state absorption of an organic or 
organometallic molecule contributes to the nonlinear absorption through two dis-
tinct mechanisms. The first mechanism is known as reverse saturable absorption and 
is defined as an area where the singlet excited-state absorption (σS1) or the triplet 
excited-state absorption (σT1) is larger than the ground-state absorption (σG) as 
defined in Fig. 3.1. The second mechanism is a two-photon-assisted excited-state 
absorption. This is described in Fig. 3.1 where two photons of lower energy are 
absorbed simultaneously (σ2) to get to the singlet excited state followed by a sequen-
tial absorption of a photon into either the singlet excited state or the triplet excited 
state. There is a third mechanism of just two-photon absorption (σ2) that occurs 
under femtosecond excitation, but this will not be discussed further herein.

Typically, third-order nonlinear properties are measured for a material utilizing 
techniques such as Z-scan or I-scan where the material is evaluated under different 
intensities of light at various pulse widths from femtosecond to nanosecond. While 
these measurements are an important part of evaluating a material, there are several 
factors that may be independently measured that contribute to the nonlinearity of a 
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material and allow for modeling of the data [9]. These include measurements such 
as two-photon cross-section values (σ2), ground-state cross-section values (σG), sin-
glet or triplet excited-state cross-section values (σS1, σT1), intersystem crossing 
quantum yields (ΦISC), and excited-state lifetimes (τS1, τT1). Currently within the Air 
Force Research Laboratory, we have developed techniques to measure all of these 
properties independently. Through the years, we have reported on these measure-
ments in the literature [10, 11]. Briefly we utilize ultraviolet/visible (UV/Vis) absor-
bance techniques to measure ground-state cross sections; both steady-state and 
time-resolved emission for lifetimes and knowledge of fluorescence, internal con-
version, and intersystem crossing; and both femtosecond and nanosecond transient 
absorption techniques to measure singlet and triplet cross sections and intersystem 
crossing quantum yields. Lastly, we utilize femtosecond Z-scan or femtosecond 
fluorescence techniques to measure two-photon cross-section values when 
necessary.

Overall understanding of structure-property relationships within a series of 
materials has informed the group on the best nonlinear optical materials for a given 
application. Through the years, we have looked at hundreds of new light-absorbing 
materials, or chromophores, but within this article, we will only touch on four 
classes of significance.

3.2  �Overview of Classes of Nonlinear Optical Materials

Platinum Acetylides  Shown in Fig. 3.2 are the structures of a series of platinum 
acetylides synthesized and studied at AFRL [11]. These materials are reverse satu-
rable absorbers, meaning that their excited-state absorption is larger than their 
ground-state absorption, with no two-photon activity. In this study the effect of 
ligand length on both ground and triplet excited properties was determined. Shown 
in Fig. 3.3a are the T1-Tn absorption spectra of the PPE, PE2, and PE3 upon 355 nm 
excitation. All show broad T1-Tn absorption from 400 to 700 nm. Figure 3.3b shows 
the single exponential decays of the triplet excited state under deoxygenated condi-
tions. Overall it was learned through this structure-property study that by extending 
the π-conjugated ligand, an overall red shift in the ground-state and excited-state 
absorption and an increase in the molar absorption coefficient are observed. As the 
conjugation length increases, an increase is observed in the ΔEST, defined as the 
energy difference between the singlet and triplet excited state, and results in a 
believed slower rate for intersystem crossing, thus leading to a smaller triplet quan-
tum yield. Also with increased conjugation, the triplet excited-state lifetime becomes 
longer, which is proposed to be due to the spin-orbit coupling effect being reduced.

AFX Dyes  For many years now, AFRL has been a leader in the synthesis of small 
organic two-photon-absorbing chromophores. This work began in the early 1990s 
and still remains relevant today [12]. Shown in Fig. 3.4 is the generation of some of 
the AFX two-photon chromophores through the years as a measure of “effective” 
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two-photon cross-section values given in units of GM measured at 800 nm with 5 ns 
pulses. The measurements were made in Paras Prasad’s lab at the University of 
Buffalo. Structure-property studies afford us the understanding of how small 
changes to the molecule affect the overall nonlinearity in these materials. 
Interestingly the intrinsic two-photon cross-section values are only a small part of 
the puzzle. It was found through singlet and triplet excited-state characterization 
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Fig. 3.2  Structures of platinum acetylides – PE1, PPE, PE2, and PE3. (Reprinted with permission 
from Rogers [11]. Copyright 2002 American Chemical Society)
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that these materials have larger “effective” two-photon cross-section values at 
800 nm that directly correlate to large singlet and triplet excited-state absorption 
[13]. For example, shown in Fig. 3.5 are the S0-S1, S1-Sn, and T1-Tn absorption and 
two-photon absorption for AF455 in deoxygenated tetrahydrofuran (THF) [14]. A 
key point to observe is that the large triplet state absorption of AF455 is a major 
contributor to the “effective” two-photon cross-section value of 25,370  GM at 
800 nm due to the large peak centered around 900 nm. In addition, the two-photon 
absorption is also in the same region. Through continued work in this area, it was 
found that one of the main contributors to overall “effective” nonlinearity under 
nanosecond pulses is the ability of the AFX dye to form a triplet excited state and 
have triplet excited-state absorption at 800 nm. In general, these materials do not go 
effectively to the triplet excited state and have small triplet quantum yields of less 
than 10%.

Efforts have been made to try to increase the triplet quantum yield and the intrinsic 
two-photon cross section through structure variation. A recent study looked at the 
effect of steric hindrance on the formation of an intramolecular charge transfer 
(ICT) state and how this correlates to the strength of the two-photon cross section 
[15]. The structures of the AF240 derivatives are shown in Fig. 3.6. It was found that 
compounds 2 and 3, containing sterically hindering alkyl groups, show less ICT 
character than compound 1 despite the electron-donating ability of those groups. 
When the bulky groups are placed in the para position of the donor moiety in com-
pound 4, thus eliminating the steric crowding, a clear increase in ICT character is 

Fig. 3.4  Evolution of design in AFX two-photon-absorbing materials. Values shown are effective 
two-photon cross sections measured at 800 nm with 5 ns pulses in air-saturated THF. Measurements 
were made by the group of Paras Prasad at University of Buffalo
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observed with respect to compound 1. This supports the notion that the steric crowd-
ing inhibits geometric relaxation after photoexcitation and is consistent with a PICT 
(planar intramolecular charge transfer) excited state. This study is just one example 
of looking very carefully at structure-property relationships with the AFX com-
pounds. The overall results from these studies show that small structural changes do 
affect not only the intrinsic two-photon properties but also the singlet and triplet 
excited-state properties that correlate to the overall nonlinear optical properties.

Combined Platinum Acetylide/AFX Dyes  One key point from the platinum 
acetylide study was that these materials only behave as reverse saturable absorbers 
from roughly 400 to 550 nm, which is a very short range. So, in an effort to increase 
their nonlinear behavior wavelength range, a new class of materials was developed 

Fig. 3.5  S0-S1, S1-Sn, and T1-Tn quantified absorption spectra of AF455 in THF. Also shown on the 
right axis are the two photon cross-section values for AF455 in THF
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that is both two-photon active and reverse saturable absorbers. Depicted in Fig. 3.7 
is the approach of marrying a known two-photon absorbing (TPA) material with the 
platinum poly-ynes (aka acetylides) [10]. E1-BTF has electron-withdrawing 
ligands, while E1-DPAF has electron-donating ligands. Fortunately, the concept 
worked and these materials show both RSA and two-photon behavior, depending on 
the wavelength tested. Shown in Fig. 3.8 is the two-photon spectrum for E1-BTF 
(structure in Fig. 3.7) synthesized at the Air Force Research Laboratory. The abso-
lute two-photon absorption cross sections were measured using the sample fluores-
cence relative to a bis-diphenylaminostilbene solution in methylene chloride. This 
method gives the cross-section value σ’2, which, according to definition, is twice 
that which would be obtained with nonlinear absorption techniques (σ’2 = 2 σ2) [16]. 
The design of new two-photon-absorbing chromophores coupled with Pt complexes 
to produce materials that exhibit large intrinsic two-photon-absorbing cross sections 
coupled with efficient intersystem crossing to afford long-lifetime triplet states has 
proven successful in this study. The conjugated ligands impart the complexes with 
effective two-photon absorption properties, while the heavy metal platinum centers 
give rise to efficient intersystem crossing to afford long-lived triplet states. This 
material also maintains its broad triplet excited-state absorption that is necessary for 
strong nonlinear absorbance.

Porphyrins and Phthalocyanines  The last class of nonlinear absorbing materials 
that we have studied are the porphyrins and phthalocyanines. These materials are 
reverse saturable absorbers (RSA) meaning that their excited-state cross section is 
larger than their ground-state cross section. An example of an RSA material is given 
in Fig. 3.9. Reverse saturable absorption happens in the region where the blue arrow 
is defined where σg  < σT. Here we have also focused our efforts on looking at 
structure-property relationships.

One of the first studies done by our lab was to look at the effect of annulation to 
a porphyrin by adding benzene rings to the pyrrole group in the form of benzopor-
phyrins and napthoporphyrins [17]. The structures are shown in Fig. 3.10 for this 
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series where we also varied the metal by looking at both a zinc (Zn) series and a 
palladium (Pd) series. In this study we were interested in broadening the distance 
between the S0-S2 transition (Q-band) and the S0-S1 (B-band) transition. Extension 
of the porphyrin ring leads to dramatic red shifts in the ground-state spectra that are 
mainly due to increased conjugation effects with contributions from distortion. The 

Fig. 3.8  Two-photon absorption spectrum of E1-BTF dissolved in benzene at ambient conditions 
(symbols). The samples were excited with 100  fs pulses with λex 550–1100  nm. One-photon 
absorption spectra (solid lines) are also shown for comparison. Bottom x-axis presents transition 
wavelength (which is equal to 1PA wavelength), and top x-axis presents laser wavelength, used for 
2PA excitation. (Reprinted with permission from Rogers et  al. [10]. Copyright 2007 American 
Chemical Society)
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red shifts observed for these annulated porphyrins can be traced to the destabiliza-
tion of the HOMO-1 (highest occupied molecular orbital) of the tetraphenylporphy-
rins. A red shift in the ground-state spectra was observed when changing the central 
metal from Pd to Zn, thus indicating involvement of the metal in the optical transi-
tions. The kinetic parameters of these chromophores are more dependent on the 
central metal than on the extension of the π system. A significant heavy atom effect 
was observed in Pd porphyrins.

We have also investigated other series of porphyrins and phthalocyanines based 
on structure-property relationships and found that they too offer varied properties 
based on small changes to the structure [18–20].

3.3  �Lessons Learned in Development and Utility 
for AF Applications

Initial studies on nonlinear optical absorbing materials were all done in a solution 
phase, but for real Air Force applications, there is a need to have these dyes embed-
ded in a solid matrix. Engineering a liquid is much more difficult than dealing with 
a solid material. Therefore, we started to investigate several classes of host matrices. 
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Shown in Fig. 3.11 are the two types of hosts. Class I materials are simply embed-
ded with the polymer, whereas a Class II material is actually covalently bound to the 
backbone of the polymer. Interestingly, putting a dye into a polymer host leads to 
new optical phenomena that need to be characterized. How do the chromophores 
interact when packed together at high concentration? How does the material interact 
with the host matrix? Ultimately how does this impact the optical properties?

One of the initial studies done in a polymer matrix was looking at E1-BTF 
(Fig. 3.12) in polymethylmethacrylate (PMMA) [21]. PMMA is a Class I host in 
which the E1-BTF is not covalently bound to the polymer. Results from this study 
reveal the formation of excimers (excited-state dimers) with an increase in concen-
tration. Excimers form from the triplet excited state of the E1-BTF as determined 
through transient absorption techniques. Kinetically the formation is rather slow, 
but due to high concentration of the E1-BTF, the excimer is readily formed. This 
must be considered when making nonlinear absorption measurements since the 
excimer will certainly contribute to the overall nonlinearity. The excimer creates a 
separate kinetic pathway for the excited state to decay taking away from the needed 
triplet excited-state absorption in the nonlinear process.

More recently we have had success in getting multiple dyes into different host 
materials. Figure 3.13 shows both a two-photon dye, AF455, and a dual RSA – two-
photon dye, E1-BTF. These materials have been placed in hosts such as urethane, 
epoxy, sol-gel, and PMMA. The urethane and sol-gel both represent Class II host 
materials, and the epoxy and PMMA are both Class I hosts. These materials are all 
optically clear and have been cut and polished for testing. In general the best suc-
cess has been with cross-linked systems like urethane and sol-gel. Here concentra-
tions approaching 0.5 M have been achieved. High concentrations are necessary in 
two-photon-absorbing materials because the two-photon absorption process is 
dependent on concentration of material.

Results show that the interaction of the chromophores under high packing has an 
adverse effect on the nonlinear performance of the material. This is mainly due to 
the formation of an excimer as observed in the PMMA data shown in Fig. 3.12. 
Instead of the triplet excited state being formed, the singlet excited state decays 

Fig. 3.11  Two types of hosts – Class I and Class II

J. E. Haley
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Fig. 3.12  Structure of the chromophore E1-BTF including pictures of the PMMA samples pre-
pared. E1-BTF concentrations shown are 0 mM, 0.3 mM, 0.5 mM, 1.1 mM, 2.2 mM, 4.4 mM, 
8.8 mM, and 17.1 mM

Fig. 3.13  AF455 and E1-BTF solid samples including urethane, epoxy, sol-gel, and PMMA hosts. 
All are optically clear and high concentrations have been achieved
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through an alternative excimer pathway taking away the excited-state contribution 
to the nonlinearity. Current strategies include ways to mitigate excimer formation 
by providing alternate pathways for the excited state to decay that would help and 
not hinder the nonlinear absorption process.

3.4  �Conclusions

There has been a long history in the development of nonlinear absorbing organic 
and organometallic chromophores at the Air Force Research Laboratory. This chap-
ter has provided a very brief overview on the classes of materials studied and the 
importance of building a knowledge base on structure-property relationships. This 
deep understanding informs us on development of new materials by altering design 
strategies of new chromophores. Through the knowledge from this body of work, 
we will continue to develop the next generation of materials to support the Air Force 
mission.
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Chapter 4
2D Materials: Molybdenum Disulfide 
for Electronic and Optoelectronic Devices

Shanee Pacley

4.1  �Introduction

Two-dimensional (2D) materials such as graphene, molybdenum disulfide (MoS2), 
tungsten diselenide (WSe2), black phosphorus, and boron nitride (BN) have attracted 
much attention due to their extraordinary electronic and optical properties, making 
them ideal candidates for next-generation electronic and optoelectronic devices 
[1–4]. In particular, a monolayer of MoS2 has a direct bandgap of 1.8–1.9 eV [5, 6], 
making it an ideal candidate for the mentioned applications [1, 2]. Growth processes 
of 2D MoS2 include mechanical exfoliation [7–9], chemical vapor deposition 
(CVD) [5, 6], intercalation-assisted exfoliation [10–13], physical vapor deposition 
[14, 15], metal organic chemical vapor deposition [16], and a wet chemistry 
approach involving thermal decomposition of a precursor containing Mo and S [17]. 
An advantage of CVD growth of MoS2 is the ability to grow large area films for 
device fabrication. Molybdenum disulfide films grown using CVD have demon-
strated promising results for semiconductor grade material properties, with observed 
field-effect mobilities around 500 cm2/Vs [18]. During CVD growth, sulfurization 
of molybdenum-containing precursors such as Mo, MoO3, and MoCl5 is usually 
performed. In the case of MoO3 [6] and MoCl5 [19], the precursors have been pow-
ders or ribbons, whereas Mo has been prepared by e-beam evaporation [5] or sput-
tering [20]. At the Air Force Research Laboratory, we observed the structure 
properties of MoS2 films grown by sulfurization of DC magnetron sputtered MoO3 
and Mo precursor films at room temperature. In addition, reduced graphene oxide 
(rGO), known for increasing layer and domain size of MoS2 [21, 22], was incorpo-
rated in our growth process of MoS2. This chapter will be focused on our reported 
data related to this work.
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4.2  �MoS2 Research

Thin films of metallic Mo and MoO3 were sputtered on c-face sapphire substrates 
(diameter of 25.4 mm) using a DC magnetron sputtering system (500 V at 100 mA) 
at room temperature, with an argon pressure of 0.92 Pa. The thickness of the precur-
sor (3 nm for both Mo and MoO3) was controlled by manipulating the sputtering so 
that there were equal amounts of Mo sputtered in the MoO3 and Mo films. Table 4.1 
lists the precursors and sample names. The substrates were ultrasonically cleaned in 
acetone for 5 minutes prior to deposition of Mo and MoO3. Following sputtering of 
Mo and MoO3 onto the substrates, the precursors were separately placed in the cen-
ter of the quartz tube (Fig. 4.1). Sulfur powder (2 g) was placed in a ceramic boat, 
upstream from the Mo and MoO3 films. Reduced graphene oxide (Sigma-Aldrich) 
was dispersed in isopropyl alcohol and drop cast on separate sapphire substrates. 
The rGO samples were air dried before they were placed in the furnace next to the 
sputtered precursor films of Mo and MoO3 (with a distance of 5 mm between the 
precursor and rGO samples). After pumping the furnace down to a vacuum pressure 
of 667  Pa, the samples were heated to 300  °C at 20  °C/min and held there for 
15 minutes. This enabled the removal of any residual water molecules. Next, the 

Table 4.1  List of thicknesses used for Mo and MoO3 precursor films

Sample
(r-rGO) Precursor Precursor thickness

S1, S1r Mo 3 nm
S2, S2r MoO3 3 nm

Reproduced from Pacley et al. [3], with the permission of the American Vacuum Society
r indicates rGO was used during experiments

Fig. 4.1  Chemical vapor deposition setup for MoS2 growth on Al2O3 substrates. (Reproduced 
from Pacley et al. [3], with the permission of the American Vacuum Society)

S. Pacley
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precursors were heated to 850 °C at a rate of 20 °C/min. As the temperature of the 
furnace approached 850 °C (around 830 °C), the boat with sulfur was heated to 
125 °C using a heating tape. Both the precursors and the sulfur were held at their 
temperatures for 1 hour, followed by cooling to room temperature. All experiments 
were performed in an Ar/H2 environment, with a flow rate of 75 sccm.

Transmission electron microscopy (TEM) imaging of the MoS2 film cross sec-
tions for samples S1 (MoS2 grown from Mo precursor) and S1r (MoS2 film grown 
using Mo precursor with rGO seed) are shown in Fig. 4.2 [3]. The precursor films, 
MoO3 and Mo, are both shown in Fig. 4.2a, b [3]. Samples S1 and S1r (Fig. 4.2c, e) 
show uniform and continuous layer growth of MoS2 [3]. Both samples have a thick-
ness of 7–8 nm, indicating the rGO used during the CVD growth of sample S1r had 
no effect on the film thickness. Atomic force microscopy (AFM) showed that sam-
ples S1 and S1r had an RMS of 0.360 nm and 2.43 nm (respectively), and the grain 
size increased from 4.5  nm to 17.7  nm, respectively (see Fig.  4.3a, b) [3]. This 
increase in the grain size indicated that the rGO played a role in grain growth of the 
MoS2. In contrast to the uniform and continuous film growth of samples S1 and S1r, 
samples S2 (MoO3 precursor) and S2r (MoO3 precursor with rGO seed) demon-
strated a non-uniform, outward growth of MoS2 (Fig. 4.2d, f) [3]. It is reported that 
at 600 °C, MoO3 reduces to MoO2 under an H2 environment [23]. In this research, 
there was indication that MoO2 had formed after annealing MoO3 at 850 °C. X-ray 
photoelectron spectra (Fig. 4.4a) showed peaks at 229.57 and 232.7 for Mo(IV), 
which is typical of MoS2 and MoO2, and 232.19 and 235.32 for Mo(VI), which is 
typical of MoO3. AFM was performed on the same annealed sample (Fig. 4.3c) [3], 
and we noticed small islands across the substrate. The islands were formed when the 
sputtered MoO3 film reduced to MoO2 during annealing at 850 °C. Consequently, 
sulfurization of MoO2 islands caused MoS2 growth in a Volmer-Weber growth 
mechanism, which is a result of the film not wetting the substrate [24]. Moser and 
Levy reported similar growth patterns using sputtering technique to deposit thick 
MoS2 films [25].

Figure 4.3d, e shows the grain structures of MoS2 grown using the sputtered 
MoO3 films (S2 and S2r) [3]. The RMS values for these samples were 2.00 nm (S2) 
and 3.66 nm (S2r), and the grain size increased from 7.9 nm (S2) to 12.2 nm (S2r) 
when rGO was used during the growth. This correlates well with the data from 
samples S1 and S1r that suggest rGO promotes grain growth when using sputtered 
precursor films. There was also a decrease in the film thickness, going from 15 nm 
(S2) to 7 nm (S2r) when rGO was used during the sulfurization process (Fig. 4.2d, 
f). Ling et al. [22] report that organic seed promoters (such as PTAS) enable hetero-
geneous nucleation sites and that the size of the MoS2 domains is dependent upon 
the distance of the seed promoter from the precursor. We believe this is what 
occurred when rGO was used in our experiments involving sputtered Mo and MoO3 
films. However, further investigation needs to be conducted to better understand the 
kinetics, and mechanism of increasing grain size, when using rGO during the sulfu-
rization sputtered films.

X-ray photoelectron spectroscopy (XPS) was performed for composition and 
chemistry analysis of the films that were grown in this research. The survey spectra 
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Fig. 4.2  TEM image of (a) MoO3 precursor film used for MoS2 growth; (b) Mo precursor film for 
MoS2 growth; (c) sample S1 (MoS2 on sapphire using Mo precursor) showing a layer thickness of 
7 nm; (d) sample S2 (MoS2 on sapphire using a MoO3 precursor) showing an outward growth of 
MoS2, with a thickness of 15 nm; (e) sample S1r (Mo precursor) using rGO with a measured thick-
ness of 7–8 nm; and (f) sample S2r (MoO3) using rGO with a thickness of 7 nm. (Reproduced from 
Pacley et al. [3], with the permission of the American Vacuum Society)
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Fig. 4.3  AFM surface topography (1 × 1 μm) for (a) MoO3 precursor that was heated to 850 °C 
forming MoO2 islands; (b) sample S1 (Mo precursor) showing a dense film of MoS2 with a grain 
size of 4.4 nm; (c) MoS2 sample S2 (MoO3 precursor) with a grain size of 7.9 nm; (d) MoS2 of 
MoS2, with a thickness of 15 nm; (e) sample S1r (Mo precursor) using rGO with a measured thick-
ness of 7–8 nm; and (f) sample S2r (MoO3) using rGO with a thickness of 7 nm. (Reproduced from 
Pacley et al. [3], with the permission of the American Vacuum Society)
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Fig. 4.4  XPS spectra of annealed MoO3, MoS2 films S1(MoS2 using Mo precursor), S2 (MoS2 
using MoO3 precursor), S1r (MoS2 using Mo precursor and rGO), and S2r (MoS2 using MoO3 
precursor and rGO). The annealed MoO3 (a) shows Mo(IV) peaks which are indicative of MoO2 
and Mo(VI) peaks that occur when MoO3 is present. Both (b) and (c) show spectra for samples S1 
and S2, respectively, having a stoichiometric structure. In (d) and (e), the stoichiometry has 
increased for samples S1r and S2r, respectively, indicating the rGO played a role in increasing the 
stoichiometry. (Reproduced from Pacley et al. [3], with the permission of the American Vacuum 
Society)
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(not shown) from sulfurized thin films of samples S1/S1r and S2/S2r showed peaks 
from Mo and S, as expected. As mentioned previously, Fig. 4.4a shows the spectra 
for annealed MoO3 [3]. The influence of the rGO on MoS2 stoichiometry was ana-
lyzed by comparing the S:Mo ratios obtained from the XPS spectra. The MoS2 films 
grown from samples S1 and S1r had S:Mo ratios of 1.9 and 2.1, respectively (see 
Fig. 4.4b, d). Samples S2 and S2r demonstrated the same respective S:Mo ratios of 
1.9 and 2.1 (see Fig. 4.4c, e). The apparent improvement in the film stoichiometry 
is most likely a result of the Mo:S averaging over large spot size analysis area in 
XPS, which is orders of magnitude larger when compared to the average grain sizes 
of synthesized MoS2 films. The presence of the rGO helped to increase the MoS2 
grain size areas and correspondingly decrease contributions of photoelectrons 
escaped from the grain boundary areas.

Curve fits to the Mo 3d doublets for all of the samples revealed two populations 
of Mo atoms. The Mo 3d5/2 peak at 229.8 eV and Mo 3d3/2 peak at 232.9 eV reveal 
the presence of Mo(IV), with a binding energy typical of MoS2 or MoO2 [26]. The 
Mo 3d5/2 peak at 232.7 eV and Mo 3d3/2 peak at 235.8 eV indicate the presence of 
Mo(VI), with a binding energy typical of MoO3 [27]. This suggests that there is 
likely some MoO2 present at the surface or at grain boundaries within the films. 
However, the intensity for both the Mo(IV) and Mo(VI) peaks are so low, that the 
presence of MoO2 and MoO3 is negligible.

4.3  �Conclusion

The influence of metallic Mo and MoO3 thin-film precursors on the structure of 
MoS2 films grown by CVD was investigated. TEM established that rGO did not 
have an impact on the MoS2 film thickness for sputtered Mo but that it was respon-
sible for the increase in the grain size. We also observed an increase in the grain size 
when rGO was used during sulfurization of sputtered MoO3. Reports demonstrate 
that seed promoters diffuse onto growth substrates, acting as nucleation sites for 
MoS2 growth. In addition, the size of the MoS2 domains is dependent upon the dis-
tance between the seed promoter and the growth substrate. In conclusion, sputtered 
Mo precursor films produce better uniformity and continuous MoS2 films, making 
these nanocrystalline films potentially applicable for electronic and optoelectronic 
devices.
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Chapter 5
Emerging Materials to Move Plasmonics 
into the Infrared

Monica S. Allen

5.1  �Introduction

The field of plasmonics combines many attractive features in nanoelectronics and 
optics and opens the door to highly integrated, dense subwavelength optical compo-
nents and electronic circuits that will help alleviate the speed bottleneck in impor-
tant technologies such as information processing and on-board computing. 
Plasmonic devices may also be able to provide improved performance with respect 
to cost, size, weight, and power consumption as compared to conventional systems. 
However, the wide application of plasmonic devices hinges on practical demonstra-
tions with low losses at standard optical wavelengths, such as visible, telecom, and 
IR.  Plasmonics has received much interest in recent years, and several research 
efforts have been aimed at understanding the underlying physics [1]. Recent work 
has focused on demonstrations that overcome the fabrication and material con-
straints and enable maturation of the technology into field-testable applications, 
such as optical computing and chips and enhanced signal detectors [2]. Surface 
plasmon polaritons (SPPs) are quasi-particles or excitations that result from reso-
nant coupling of photons to the collective oscillations of conduction electrons in 
materials [3]. SPPs can be described as two-dimensional (2D) bound electromag-
netic waves that propagate along conductor-dielectric boundaries [4] and exponen-
tially decay away from this interface [5, 6]. These waves are characterized by 
strongly enhanced localized fields and high spatial confinement, sometimes at sub-
wavelength scales. These attributes make SPPs attractive for the design of compo-
nents since they are not constrained by the diffraction limit [7] and may reduce size, 
weight, and power consumption when compared to conventional systems [1, 5].

Conventional plasmonic devices and arrays utilize metallic thin films or periodic 
arrays built with fabrication processes, such as electron beam lithography (EBL), to 
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provide gain by coupling the optical signal to the plasmonic modes. Metals suffer 
from high losses at optical and infrared (IR) wavelengths that are difficult to com-
pensate for completely by simply adding gain material, making the implementation 
of practical plasmonic-based devices challenging at these frequencies. Some 
research groups have explored adding optical gain using additional active medium, 
such as pumped dyes in the dielectric layer, to compensate for internal, radiative, 
and total losses in the plasmonic waveguides [8–11]. Another field that has been 
based on plasmonic phenomena is transformation optics (TO). This methodology 
enables devices, such as hyper- and super-lenses, and negative or near-zero refrac-
tive index with unprecedented functionality. However, practical demonstrations of 
TO-based devices have been restricted to the ultraviolet (UV) regime where conven-
tional plasmonic materials like Ag have lower losses than in the visible or IR [12–
14]. Apart from large losses, metals also restrict practical demonstrations of TO 
devices at these frequencies due to large magnitudes of negative real permittivity 
[15]. The requirement of low permittivity values stems from the fact that many 
TO-based devices need the magnitude of the permittivity in the metal to be compa-
rable in magnitude and opposite in sign to that of the dielectric component so that 
their responses are balanced. In the optical regime, dielectrics usually have permit-
tivity values lower than 10. Thus, metals with large negative real permittivity values 
at optical frequencies are not suitable for these metamaterial-based devices. Both 
issues of permittivity values and losses can be overcome using alternate materials 
that will enable the transition of these devices to the IR.

5.2  �Material Properties

The values of mobility and carrier concentration can be used in the Drude model of 
dielectric function to predict the optical properties associated with plasmonic films. 
The Drude-Lorentz function can be defined such that the permittivity is expressed 
as a function of frequency as described by Eq. 5.1. The Drude model accounts for 
free carriers and the Lorentz oscillator for the interband transitions at the band edge. 
The square root of the carrier concentration directly relates to the plasma frequency, 
and thus the plasmon resonance frequency can be modified by changing the carrier 
concentration [16, 17].
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where εr and εi are the real and imaginary part of the permittivity, respectively, εint is 
the intrinsic permittivity of the undoped material, nopt is the carrier concentration, ω 
is the operating frequency, e is the electron charge, m∗ is the effective electron mass, 
and γ is the Drude relaxation rate which can be approximated by γ = e/μoptm∗ where 
μopt is the optical mobility. The real part of the permittivity (εr) determines interac-
tion with incident or propagating waves and affects the polarization induced by 
incident or applied electric field. The imaginary part of the permittivity (εi) deter-
mines losses experienced in the media and is also known as the extinction coeffi-
cient. Materials with negative εr are required for plasmonics, and thus appropriate 
materials need a plasma frequency greater than the operating frequency. Thus, the 
ideal plasmonic material would be lossless (εi = 0) and have a real and negative 
permittivity (εr < 0) which is not practically achievable.

Metals are generally limited to the UV and visible spectral ranges since plasma 
frequency, ωp, is proportional to n1/2, where n is carrier concentration, and it is dif-
ficult to change carrier concentration in a metal with moderate external stimulus, 
such as electric or optical field or temperature. Thus, devices based on metals are 
not easily tunable and have to be designed to work at a specific frequency; and mul-
tiple designs are needed for different operating wavelengths, which is not ideal for 
multispectral applications [2]. The next consideration is that of growth and fabrica-
tion limitations. While the most prevalent material for plasmonics is gold, because 
of its low losses and relative inertness, silver, aluminum, and copper have also been 
used, although they quickly react in air to form compounds. Alkali metals such as 
sodium and potassium have very low losses but cannot be used practically since 
they are highly reactive to air and water, and maintaining the elemental form that 
offers these attractive properties is very challenging. Even in the case of noble met-
als, the very thin films required for plasmonics are difficult to grow using standard 
techniques, such as evaporation and sputtering. These techniques give discontinu-
ous films with high surface roughness compared to the overall film thickness for 
very thin films, which results in increased scattering and degraded optical proper-
ties. These non-uniformities are exacerbated by processing, such as patterning, and 
can increase the relaxation rate by as much as three- to five-fold and, in turn, increase 
losses. Therefore the search for suitable candidates for plasmonic materials is 
dependent not only on their predicted material properties but also on practical con-
siderations such as ease of handling and processing. Also, as the technology matures, 
manufacturing considerations and scalability should be a factor in performance 
metrics and viability determinations [18].

Many emerging materials hold the promise of tailoring material properties, in 
addition to device geometry, to tune for different regions of the spectrum. They also 
offer several advantages including the possibility of bandgap engineering, tunabil-
ity, selectivity, and greater compatibility with semiconductor deposition processes, 
such as chemical and physical vapor deposition (e.g., pulsed laser deposition, sput-
tering, etc.). Conducting materials can be grown to have appropriate carrier concen-
trations and thus smaller losses. Some of these materials have demonstrated 
significantly lower losses when compared to silver, the metal that exhibits the low-
est losses in the visible (VIS) and near-IR ranges. This chapter reviews the wide 
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range of available plasmonic materials for IR wavelengths that make good candidates 
to replace metals, including transparent conducting oxides, such as doped zinc 
oxide and indium tin oxide; transition metal nitrides, such as titanium nitride; doped 
semiconductors, such as gallium phosphide and nitrides; organic conductors, such 
as graphene and conductive polymers; ceramics and newer material platforms, such 
as perovskites; and unique alloys and combined nanostructures, such as core-shell 
nanoparticles.

5.3  �Transparent Conducting Oxides

There are several oxides that have been explored for plasmonic materials. Some 
examples are tin oxide (SnO2), indium tin oxide (ITO), zinc oxide (ZnO), vana-
dium dioxide (VO2), indium oxide (In2O3), and some copper- and cadmium-based 
compounds. These oxides can be degeneratively doped to achieve carrier concen-
trations of ~ n ≥ 1021 cm−3, which translates to λp ~ 1 μm, opening up the IR region 
with much lower losses than metals at the same wavelength [19]. In addition to 
doping oxides, various combinations of these oxides have been explored such as 
{ZnO}0.05:{SnO2}0.05:{In2O3}0.9 (ZITO) and {In2O3}0.05:{SnO2}0.05:{ZnO}0.9 
(ITZO) [16]. These oxides and other compounds have large bandgaps, are there-
fore transparent in the visible wavelength regime, and are thus collectively often 
referred to as transparent conducting oxides (TCOs). TCOs can be grown into 
crystalline and polycrystalline structures. TCO thin films can be easily patterned 
using standard lithographic approaches to obtain subwavelength structures that 
are often needed in plasmonic devices. TCOs can be grown by many different 
methods, such as pulsed laser deposition (PLD) and sputtering, and their reso-
nances can be tuned by controlling carrier concentration (n) and, to a lesser extent, 
mobility (μ). As a practical example, PLD growth of ZnO with simple air anneals 
has been reported to hit the telecommunication wavelengths of 1.3 and 1.55 μm. 
Some research has even explored growing these films with sol-gel techniques with 
lesser success on repeatability and film quality [20–22]. On the other hand, these 
sol-gel techniques are inexpensive from an infrastructure standpoint and are easily 
scaled for larger areas. Further research may improve the yields and quality of 
films that have been demonstrated thus far.

TCOs have been extensively researched for electrodes and find applications in 
liquid crystal displays, solar cells, and light-emitting diodes [23]. The most com-
monly utilized TCO is indium tin oxide (ITO); however, it has the following dis-
advantages. The cost of ITO thin films is prohibitive because indium is a scarce 
element and ITO thin films are vapor-deposited at very slow rates. Also, ITO is 
brittle and susceptible to mechanical damage, rendering it unsuitable for applica-
tions such as flexible solar panels [24, 25]. A strong candidate to replace ITO is 
ZnO doped with Al, Ga, or In. Al-doped ZnO (AZO) has also recently been 
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proposed as a plasmonic material in the IR region, a range not accessible to metal-
based plasmonics [26–29]. AZO can be easily fabricated into waveguides using 
standard fabrication techniques, e.g., photolithography, and patterned into periodic 
structures such as conductor-hole arrays and nanowire arrays [30–33]. Ga-doped 
ZnO (GZO) using PLD with simple air anneals can be used to red shift the plas-
monic resonance to IR wavelengths of 1 μm and beyond [34–36]. However, one 
potential problem with TCO thin films is that most of them are grown on lattice-
mismatched substrates, producing poor material near the interface. In these cases, 
the mobility in this region is reduced, and thus the overall electrical and optical 
properties are affected and dependent on layer thickness [37–39]. Since uniform 
thin films with low scattering losses are key to producing practical plasmonic 
devices, it is not only necessary to understand the origins of this thickness depen-
dence but also to overcome it using careful design of growth processes [40–42]. 
Itagaki et al. demonstrated improved crystallinity of RF-sputtered ZnO by insert-
ing a thin nitrogen-mediated zinc oxide (ZnON) buffer layer between the substrate 
and ZnO layer. For example, in undoped ZnO grown on c-plane Al2O3, the rock-
ing-curve full width half maximum (FWHM) of the (002) diffraction dropped 
from 0.490° to 0.061°, and in AZO grown on quartz glass substrates, the thickness 
dependencies of ρ, μ, and n were greatly minimized. These uniform films also 
displayed low surface roughness and reduced defect concentrations, leading to 
lower losses [43]. The buffer layers shown in the paper are 20 nm thick, but layers 
as thin as 5 nm give similar results. Electrically, the buffer layers are semi-insulat-
ing with minimal effect on the conductivity of the AZO film. The purpose of the 
nitrogen in the buffer layer is to inhibit the strong nucleation tendency of ZnO, 
which leads to small grain sizes and results in larger scattering. It has been shown 
that the use of a buffer layer can increase grain sizes from 38 to 68 nm, measured 
using X-ray diffraction ω-2θ scans. The buffer also reduces the thickness depen-
dence of μ and n [41–43].

The electrical properties of TCOs can be derived from four-point probe mea-
surements, and the optical properties can be measured using ellipsometry and 
reflectance measurements [40, 44, 45]. These parameters can then be used in the 
Drude-Lorentz model, described in the previous section, to derive properties of 
interest [46–48]. Other complex oxides, including perovskites, have also been sug-
gested as alternative plasmonic materials. Some examples are strontium titanate, 
barium titanate, barium strontium titanate, strontium stannate, barium stannate, 
strontium stannate, cadmium tellurate, etc. These complex oxides offer additional 
functionality such as switching and modulation [17, 49]. Further, phase transition 
materials that switch from insulator to metal phase such that the solid material goes 
from electrically nonconductive to conductive have recently been explored as can-
didate materials for plasmonics. These materials, e.g., vanadium dioxide, have 
large changes in refractive index when switched between covalent and resonant 
bonding states. The materials can open the door to additional functionality in niche 
applications [50].
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5.4  �Metal Nitrides

Another class of materials that has been explored as alternatives to metals in plas-
monic applications is metal nitrides and transition metal nitrides (TMNs), which 
form a special category of ceramics. TMN materials have very high melting points 
and, similar to TCOs, have high carrier concentrations and mobility values. 
Additionally, their material properties can be tuned by changing chemical composi-
tion. These TMNs have been researched from near UV to VIS to IR [51–54]. 
Figure 5.1 shows that TMNs can have tunable plasmonic activity in the IR range 
[51]. Ternary metal nitrides such as titanium, zirconium, hafnium, and tantalum-
based nitrides can be tuned from the UV to visible region of the spectrum. These 
nitrides can be alloyed with elements from group III (Sc, Y, Al) or group II (Mg, Ca) 
with two or three valence electrons to red shift the plasmon resonance to the IR 
regime by forming ternary or, more accurately, pseudobinary nitrides (B1 structure 
is maintained). An additional advantage is the CMOS compatibility of these nitrides. 
They can be grown into high-quality films on a variety of substrates such as silicon, 
c-sapphire, and magnesium oxide using techniques such as sputtering, chemical 
vapor deposition (CVD), atomic layer deposition (ALD), PLD, and ion beam-
assisted deposition (IBAD) [55, 56]. Not only have transition metal nitride films 
been explored, but recent work has also examined the use of TMN nanoparticles for 
plasmonics. These provide higher efficiency than noble metals, such as gold, in the 
near infrared [51], which is a region that is not only important in defense but also in 
biological imaging, due to optical transparency of biological tissue. This biological 
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transmission window reduces losses and allows greater depth for imaging. 
Additionally, nitride nanoparticles provide the opportunity for local heating using 
the absorption processes in the particles [55].

Recently, doped gallium, indium, and aluminum nitride have been explored as 
possible candidates for plasmonics in the far IR and terahertz region. Nitrides such 
as GaN are attractive due to their chemical resistance and non-toxic nature, which 
makes them ideal for sensing. For example, InN has an inherent surface electron 
accumulation with low electron mass and high saturation velocity, which gives it 
superior electronic properties [57]. However, there are fabrication challenges with 
these materials due to their low melting points. Both epitaxially grown thin films 
and nanostructures have been researched. Melentev et al. have shown that wurtzite 
GaN films deposited with metal-organic vapor phase epitaxy (MOVPE) can be 
heavily doped with silicon donor impurities to obtain high carrier concentrations of 
~3.6  ×  1019  cm−3 and mobilities of ~120  cm2/Vs at room temperature [58, 59]. 
Random nanostructures of InN and In nanoparticles in InN matrix have both been 
investigated for plasmonic properties. The wavelengths of the SPPs for intrinsic InN 
are in the range of 275–500 nm (UV), which can be attributed to the 2D electron 
gas. However, the doping concentration can be changed to vary the carrier density 
and thus the plasmonic properties [57]. Further, wurtzite GaN epitaxial layers heav-
ily doped with silicon donor impurities on planar and patterned surfaces have also 
been examined and reported to provide a constant free electron concentration with 
high mobility, resulting in extremely narrow and deep resonances in the terahertz 
range. There also exist low-frequency plasmon-phonon modes that overlap ener-
getic carriers and elastic waves, which take their functionality one step further.

5.5  �Semiconductors

Semiconductors present an important class of materials for extending plasmonic 
frequencies into the mid- and far-IR when doped at appropriate levels to tune the 
resonance. Most semiconductors can be grown epitaxially using molecular beam 
epitaxy (MBE) or metal-organic chemical vapor deposition (MOCVD) and doped 
using ion implantation or diffusion. These growth techniques produce high-quality 
films with single crystalline materials and low defects. Also, these materials are 
already used in CMOS chips, which further enhances their utility due to well-
studied compatibilities in lattice structures and methods for mitigating mismatches. 
Additionally, the processes for growth and fabrication are very refined and estab-
lished, thus allowing precise control over doping (free carrier concentration) and 
mobility, both key parameters for determining surface plasmon resonances [60]. In 
some studies, intense optical excitation with photon energy higher than the semi-
conductor bandgap has been used to increase free carrier concentration and thus 
modify the plasma frequency in real time. However, ultrahigh doping has challenges 
in all the materials discussed thus far, namely, semiconductors, oxides, and nitrides. 
These include:
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	 (i)	 Doping efficiency: Interstitial doping does not affect free carrier concentration, 
only substitutional doping does. Therefore, the type of doping matters.

	(ii)	 Solid solubility limit: This is the thermodynamic upper limit on the amount of 
dopant that can be absorbed by a material and can be thought of as a doping 
saturation point.

	(iii)	 Secondary phases: Very high doping concentrations can result in secondary 
unwanted phases.

	(iv)	 Crystalline defects: Very high doping also creates crystal defects that present 
traps for free carriers and adversely affect performance.

	(v)	 Effect of mobility: High doping concentration causes the relaxation rate to 
increase which in turn reduces mobility. Thus, there is a definite trade space to 
be considered.

Semiconductor materials, such as silicon and germanium (group IV), cadmium/
zinc (group II) alloyed to form selenide and tellurides (group VI), and gallium/
indium (group III) alloyed to form phosphides and arsenides (group V), have been 
explored for moving plasmonic resonances in the infrared frequency range [61, 62]. 
GaN also can fall into this category but is discussed with nitrides in the previous sec-
tion. Some demonstrations of these materials include doped GaAs and InAs that 
have high carrier concentrations and exhibit surface plasmonics for wavelengths up 
to 9 μm [63, 64]. Combinations of III–V compounds in material systems, such as 
GaAs and AlGaAs, have been demonstrated at telecommunication wavelengths of 
1.3 μm and 1.55 μm. Germanium is a material which provides a plasmon resonance 
in the mid-IR when heavily doped. This is due to the lack of optical phonon absorp-
tion, which leads to low losses in the mid-IR, and the fact that the plasma frequency 
can be modulated using optically generated electron-hole pairs. It is also attractive 
for nonlinear plasmonics because of its high third-order nonlinear coefficient [65]. 
Doped silicon (both n and p) has also been used effectively in the IR regime. Recently, 
research has also been done in antimonide-based plasmonic devices, but these mate-
rials are primarily used in the long-wave IR and terahertz frequencies. Furthermore, 
semiconductors have been patterned and fabricated into devices and shown to have 
good performance as plasmonic detectors, modulators, waveguides, etc. [66].

5.6  �Graphene and Organics

Two promising candidates for non-metallic carbon-based materials for plasmonics 
are graphene and conducting polymers. Graphene offers unique features when com-
pared to most of the materials discussed thus far; for example, it has intrinsic plas-
monic resonances that are tunable with low dissipation [67, 68]. This is primarily 
because it is a 2D material where the film is a monolayer of tightly packed carbon 
atoms arranged in a honeycomb structure. Graphene has high conductivity coupled 
with high mobility and can be doped to achieve plasma resonance frequencies in the 
mid-IR wavelength regime. Even though it is a 2D material, graphene has been 
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shown to have high spatial confinement of fields and large plasmon lifetime. It can 
be deposited using CVD and also combined with a variety of materials and patterned 
into structures, such as stacks, to enhance functionality. The comparison between a 
graphene-based plasmon and that in a metal is shown in Fig. 5.2, which shows the 
dispersion curves for both and illustrates the propagation of a surface plasmon 
polariton in a 2D graphene sheet compared to a metal thin film [67]. Graphene could 
well be the new building block for plasmonic devices, especially in the 2D. Conducting 
polymers or polymer composites have been used in various optical applications such 
as electrodes and photovoltaics. Research has shown that purely organic materials 
can support a surface plasmon mode at the material-air interface and demonstrate 
near-zero or negative permittivity [69–71]. Recently, organic materials, such as 
polymers doped with dye molecules, have been investigated for surface exciton plas-
mons [72], and strong laser pulse excitation has also been employed to elicit a non-
linear response that may find use in optical switching [73].

5.7  �Nanoparticles and Nanostructures

This chapter has presented plasmonic materials thus far in the context of films. 
There is a lot of interesting research that has also looked at nanostructures and 
nanoparticles as a means of exciting and supporting plasmonic modes. In this chap-
ter, nanostructures are primarily used to describe patterns that are defined using 

Fig. 5.2  (a) Sketch of dispersion curves for light wave, surface plasmonic wave at the interface 
between 3D noble metal and air, and graphene plasmonic wave. In the figure, meff is the effective 
mass of electron in 3D metal, ne is the volume density of electrons in 3D metal, ε0 is the vacuum 
permittivity, εr is the average dielectric constant of the surrounding medium, |EF| is the Fermi level 
of graphene, ℏ is the reduced Planck constant, and c is the speed of light. Illustration of the charge, 
electric field (arrows) associated with (b) surface plasmonic wave on 3D bulk metal and (c) with 
2D plasmonic wave in graphene [67]
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top-down methods, such as EBL, that are often used to define subwavelength struc-
tures on substrates. Nanoparticles, in contrast, are fabricated using chemical synthe-
sis, and their properties are manipulated either within the synthesis process or 
post-processing steps, such as annealing. Both nanostructures and nanoparticles 
derive their properties from geometry and material composition. Nanoparticles can 
be synthesized into various shapes with different materials for plasmonics and are 
being studied for their versatility of material composition and geometry [74]. 
Chemical processes are used to synthesize particles, and this often results in non-
uniformity and lower yield and reliability.

The question then arises, why explore nanoparticles when a top-down process, 
such as EBL, can provide better resolution and repeatability? The answer lies in 
the limitations of top-down processes which are slow, expensive, and not scalable 
to large areas. Nanoparticles can be easily modified with surface functionalization 
to agents that aid in self-assembly of these particles into arrays using bottom-up 
processes. Self-organization (self-assembly) can be viewed as achieving a state 
of equilibrium either due to thermodynamic factors or, in the case of externally 
directed self-assembly (e.g., using poling fields), as a charge equilibration state 
[75]. In both the cases, the basic principle that governs the behavior can be char-
acterized by a local or global minimum in the free energy of the system and thus 
can be described by formulations similar to those applied in dynamic flow sys-
tems. Tailored assemblies, such as dimers, trimers, 1D chains, or 2D surfaces, can 
leverage the interparticle coupling and the properties that result from it. Also, these 
ensembles are based on surface chemistry of the particles themselves, are therefore 
not limited by area or size of array, and do not require specialized equipment or 
expensive infrastructure to execute large sample sizes required for practical applica-
tions [76, 77]. Particles can also be assembled via templating, in which a polymer 
can align particles, or freezing them once they are aligned by external poling fields. 
Poling of particles is especially important for polarization sensitivity. Additionally, 
nanoparticles can be dispersed into polymer matrices to create hybrid materials that 
cumulatively improve the properties of the system, such as mechanical stability or 
responsiveness.

Nanoparticles can be made from many materials [78, 79] and can even be built 
from a combination of materials. For nanoparticles made of single materials, gold 
has been extensively studied for plasmonics due to its chemical and physical stabil-
ity and ease of surface functionalization [80]. The natural resonance of a gold sphere 
of diameter ~20 nm is in the range of 500–550 nm. This resonance can, however, be 
redshifted by changing the shape of the particle to make it more anisotropic. When 
nanorods are synthesized, they possess a transverse resonance of ~520 nm along the 
shorter radial axis and a longitudinal resonance corresponding to the electron oscil-
lation along the longer axis that is determined by the aspect length (length/width 
ratio) of the rod. Thus the wavelength of the longitudinal resonance can be con-
trolled by the dimensions of the rod. Gold nanorods have been shown with reso-
nances of ~1 μm, which required lengths of ~400 nm. These dimensions are difficult 
to synthesize and control and often have large non-uniformity and low yield [81]. 
Other single element colloidal nanoparticles such as magnesium [82] have also been 
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explored for the NIR range with success. Alternative materials to noble metals 
similar to those discussed above such as conducting oxides, nitrides, and semicon-
ductors have also been successfully synthesized into nanoparticles [83]. Figure 5.3 
shows the comparison of the resonant wavelength tuning and field enhancement 
achieved at infrared wavelengths by adjusting the geometry of an Au rod vs. modi-
fying the doping of an InGaAs nanoparticle [78]. As an example, nanoparticles and 
nanorods of ITO have both been shown to have plasma frequencies in the mid-IR 
[84, 85]. Similar to the gold nanorods, ITO nanorods have been grown on lattice-
matched substrates. These arrays demonstrate the transverse and longitudinal plas-
mon resonances which can be tuned using post-processing steps, such as annealing 
[86]. The change in carrier concentration by annealing in a nitrogen-rich environ-
ment creates more oxygen vacancy defects and also helps with surface passivation, 
thus helping to redshift the plasma resonance frequency. Additionally, aluminum-
doped zinc oxide particles have been demonstrated for wavelengths of ~2 μm using 
chemical doping during the synthesis process. Research has also demonstrated II–
VI nanocrystals of telluride and selenides [87, 88], where the carrier density can be 
controlled via doping like the thin films. Among semiconductors, silicon nanocrys-
tals can be doped for tunable plasmon resonances. More recently, Nordlander et al. 
have shown that silicon nanocrystals can be doped together with phosphorus and 
boron, allowing for highly tunable plasmon resonances. These resonances result 
from the contributions of phosphorus and boron to the light (transverse) and heavy 
(longitudinal) electrons and holes, respectively, giving rise to two plasmon branches. 
The interaction between these two branches results in an antibonding mode that is 
bright (higher energy, components in phase) and a bonding mode that is dark (lower 
energy, components out of phase) that can only be observed in the quantum regime 
[88]. Figure 5.4 shows examples of nanoparticles with varied shapes and materials 
and associated resonances.

More recently, biphasic core-shell particles have been investigated for plasmonic 
applications. These particles combine dissimilar materials with distinct properties in 
close proximity to enable unprecedented properties that cannot be obtained by either 
isolated material [90, 91]. Core-shell nanoparticles can be fabricated epitaxially for 

Fig. 5.3  (a) Tuning of SPP resonant wavelength obtained by adjusting doping in InGaAs sphere 
or the length of the Au rod with fixed cross section of 0.6 μm diameter. (b) Maximum achievable 
field enhancement for both structures [78]
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materials with low to moderate lattice mismatch or with synthesis based on poly-
mers where this limitation is overcome. The design space is also dramatically 
improved in core-shell nanoparticles since one can tune the properties by varying 
geometry (size, placement, aspect ratio, etc.), core/shell materials, or combinations 
of both [92, 93]. Both single-core, single-shell particles and single-core, multiple-
shell particles with different shapes have been demonstrated. Asymmetric geome-
tries where the centers of the core and shell are aligned differently to form nanoeggs 
(centers offset) and nanocups (core is offset and goes through the shell) have also 
been demonstrated with possible applications as tunable nanoscale lenses or tunable 
plasmonic nanostructures [94]. Halas et al. have shown that optical and magnetic 
properties can be combined into a nanoparticle with an iron oxide core that is 
surrounded with a gold shell [92]. Such nanoparticles could be assembled with an 
applied magnetic field into metasurfaces or superlattices to leverage the interaction 
between particles or build photonic-magnetic devices. Ziolkowski et al. designed 
nanoparticles with high index dielectric cores and semiconductor shells to simulta-
neously excite both electric and magnetic resonances with minimal backscattering 
or enhanced forward scattering through destructive and constructive interference 
effects in the far field [95]. Many exciting new avenues continue to be explored to 
push the limits of synthesis, assembly, and modification of nanoparticles. As these 

Fig. 5.4  TEM images and photos of samples with silver nanocubes (a), Au-Ag nanocages (b), and 
composite silica-coated nanocages (c). The insets in panel b illustrate the box and cage particle 
morphologies. Panel d shows the extinction spectra for Ag cubes (1), Au-Ag nanocages (2), and 
composite Au-Ag/SiO2 particles (3). The scale bars in the insets are 50 nm [89]
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techniques mature, new avenues will be researched to transition these particles into 
viable applications that will require development of chemical methods to mass pro-
duce these nanoparticles. Filler et  al. have researched this “nanomanufacturing” 
challenge and identified that an iterative sequence of synthesis and assembly, sepa-
ration and sorting, and stabilization and packaging will be warranted to overcome 
the barriers to producing nanomaterials in large quantities [96].

5.8  �Future Outlook

A key aspect of the alternative materials discussed in this chapter is that they are 
tunable, that is, their properties can be tailored to the application. For example, the 
plasmon resonance frequency can be tuned in wavelength or bandwidth and even 
formed into dual spectral peaks by tweaking the geometry and the composition of 
the materials. The electric field profiles and polarization sensitivity can also be con-
trolled by patterning and assembly into predefined structures. The resonant nature 
of plasmonic materials and structures naturally lends itself to narrow band sensors 
required to discriminate spectral features, including threat warning, chemical iden-
tification, and multispectral sensing [97, 98]. Resonant nanoarrays can improve 
spectral selectivity and enable separation of many closely spaced spectral features. 
Additionally, the gain provided by coupling incident radiation to plasmonic excita-
tion can significantly improve the signal to noise ratio (SNR) and speed of systems 
(sources or detectors), which is important in noisy environments. The high confine-
ment of propagating SPPs enables subwavelength waveguides that can be used for 
on-chip optical interconnects for future all-photonic platforms [78, 99]. This will 
also help improve speed for information processing and on-board computing in 
systems with large data throughput [100].

From an economic standpoint, some of the materials discussed, e.g., zinc oxides, 
provide the advantage of significantly lower cost as compared to precious metals 
and fabrication methods that are compatible with standard semiconductor process-
ing techniques, thus removing the need for significant investment in infrastructure 
and retooling. As the processes and theoretical models are developed and matured, 
there may be new capabilities for device enhancements (including real-time con-
trol), such as wavelength switching and tuning. As new materials are researched and 
fielded, especially nanoscale building blocks (like nanoparticles), it will be neces-
sary to develop characterization techniques that can extract the wavelength 
dependent properties at the nanoscale. The properties at this scale are very different 
from the bulk material [101]. These methods will be even more important as research 
progresses to fabricate complex nanomaterials, such as single-core multiple-shell 
particles, with dielectric, metallic, and gain media all combined into a single parti-
cle at nanometer dimensions. The challenge is not simply to measure the optical and 
electrical properties but to isolate a single particle to measure its individual proper-
ties, because there will be coupling between adjacent layers that must be understood 
first before measuring the effect of organizing into arrays or ensembles. Analytical 
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models are also being developed to define and predict the self-assembly of particles. 
Computational studies have been used to provide insight into the effect of various 
thermodynamic factors and external fields on the dispersion and alignment of 
nanorods in polymers [102]. Therefore, there are two distinct categories for applica-
tion of plasmonics in the IR range: first, propagating plasmons, where the confine-
ment and losses in waveguides for communication and information processing are 
examined, and second, devices and systems where the near-field coupling to surface 
plasmons is used for enhancement, shown recently in the enhancement of the per-
formance of a broadband infrared FET with plasmonic overlays [103]. What really 
opens the realm of the possible in plasmonics is the use of the alternative materials 
discussed in this chapter that not only enable operation at longer wavelengths but 
also allow for careful tuning of material properties to best suit the application.
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Chapter 6
Materials for Flexible Thin-Film 
Transistors: High-Power Impulse 
Magnetron Sputtering of Zinc Oxide

Amber N. Reed

6.1  �Introduction

Zinc oxide is a wide band gap (3.3–3.6 eV) semiconductor that has been the focus 
of considerable research [1–6] for use in electronic applications due to its promising 
electrical transport properties without the need for epitaxial growth. Field-effect 
mobilities (μF) up to 110 cm2/(V s) have been reported for polycrystalline ZnO [7, 
8]. These values approach the mobilities reported for single-crystalline Si (μF ~ 
200 cm2 V−1 s−1) [9] and surpass the mobilities of less than 5 cm2/(V s) reported for 
amorphous silicon and organic semiconductors [9]. The high mobility of polycrys-
talline ZnO is attributed to the material’s ionic bonding [10]. Unlike in covalently 
bonded semiconductors, such as Si, overlap of ZnO’s oxygen conduction band 2s 
orbitals with its neighboring Zn 4s orbitals provides paths for electrons that are 
unaffected by distortions in the Zn-O chemical bonds [10]. A similar effect is 
observed in amorphous oxide semiconductors (such as indium gallium zinc oxide) 
[10]. In addition to its high mobility, ZnO possesses a high breakdown voltage, the 
ability to sustain large electric fields, low noise generation, and high-temperature 
high-power operations due to its wide band gap [1]. High temperature stability and 
radiation hardness [11, 12] allow ZnO to tolerate extreme environments. Additionally, 
its wide band gap makes ZnO optically transparent allowing for its incorporation 
into transparent electronics. These properties make ZnO attractive as a channel 
material for a variety of optoelectronic and thin-film field-effect transistor (TFT) 
devices used in active displays, solar cells, chemo- and bio-sensors, RF signal pro-
cessing, power electronics, and other applications [1–3].

The on/off ratio, peak current density, and saturation current of the device will 
dictate the TFT performance. These parameters are affected by the channel material 
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in the TFT. High-performance TFTs, such as microwave FETs, require large current 
densities and high on/off ratios. The pulsed laser deposition (PLD) of ZnO channels 
for microwave FET has been previously demonstrated by Bayraktaroglu, Leedy, 
and Neidhard [7]. In their work, Bayraktaroglu and Leedy attribute the high device 
performance in their ZnO films to the material’s continuous closely packed nanoco-
lumnar structure [8]. The high on/off ratios that are reported are possible due to the 
closely packed vertical grain boundaries creating back-to-back depletion zones that 
prevent horizontal current flow from the source to drain when the TFT is in the off-
state (as illustrated in Fig. 6.1). When a potential is applied to the gate during the 
on-state, the depletion zones collapse, and current is able to flow through the chan-
nel. The dense nanocolumnar structure of the ZnO films is not disrupted when the 
film passes over non-planar surfaces, for example, the transition from SiO2 to the 
raised metal gate [8]. Because the conduction mechanism in ZnO is controlled by 
point defects (i.e., interstitial zinc atoms and oxygen vacancies) in the film, control 
of the film crystallinity is crucial for TFT applications [6, 12–14]. The choice of 
deposition technique and conditions can play a critical role in determining ZnO 
crystallinity.

In addition to PLD [15–21], ZnO films have been deposited using chemical 
vapor deposition [22, 23], atomic layer deposition [24], solution-based hydrother-
mal deposition [25], filtered vacuum cathodic arc deposition [26–28], radio fre-
quency (RF) sputtering [14, 29–32], DC and pulsed DC magnetron sputtering [5, 
33], and high-power impulse magnetron sputtering (HiPIMS) [34–36]. These tech-
niques all result in wurtzite ZnO with a (002) preferred orientation. The ZnO crystal 
and microstructural properties, such as mosaicity, presence of other crystallographic 
orientations, grain size, and surface roughness of the films, however, are affected by 
the energy of the film material on the substrate. The processing technique, back-
ground pressure, and substrate temperature used during film growth determine these 
energies. Low energy (and low temperatures) at the substrate results in low surface 
mobility for the growing film and causes the formation of defects and many small 
grains. This can result in lower film conductivity or mobility. Higher substrate tem-
peratures, higher powers during deposition, or using techniques with inherently 
higher energy fluxes, like RF sputtering or HiPIMS, can be used to increase the 
energy of the film species.

Fig. 6.1  (a) Schematic diagram of TFT with a ZnO channel. (b) Close-up of the TFT channel 
showing the depletion zones at the grain boundaries in the off-state and (c) the collapse of the 
depletion zones under the gate field in the on-state
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A common technique to determine crystal quality is x-ray diffraction (XRD). 
The width of an XRD rocking curve is a particularly useful indicator of crystal qual-
ity as it can be used to determine the orientation of the crystal. The effect of sub-
strate temperature and processing technique on film crystallinity, specifically the 
degree of alignment of the (002) orientation relative to the substrate, for films syn-
thesized with physical vapor deposition (PVD) techniques is illustrated in Fig. 6.2. 
The graph shows the full width half maximum (FWHM) of the ZnO (002) rocking 
curve peak as a function of deposition temperature. The highest degree of (002) 
alignment, indicated by the smallest FWHM, occurs for films deposited with RF 
magnetron sputtering or high substrate temperatures. Those deposited with lower 
temperatures have a broader mosaic spread. There is currently little information on 
the orientation of PVD synthesized ZnO with substrate temperatures below 
200 °C. This is a critical processing region for incorporation of ZnO films into flex-
ible electronic applications and the focus of this study.

Previous studies on PLD of ZnO have shown that high carrier mobility and large 
on/off ratios require films with low surface roughness, dense morphology, and 
strong (002) orientation [7, 8]. There are, however, intrinsic challenges to the scal-
ability of PLD thin-film growth for large areas and complex-shaped substrates. 
These challenges motivate investigation of low-temperature and scalable deposition 
techniques to yield the material morphology and structure optimization identified 
from the PLD growth studies. Magnetron sputtering techniques have a great deal of 
potential for scalability of ZnO synthesis at low temperatures due to the technique’s 
energetic plasma fluxes. However, initial investigations with conventional 

Fig. 6.2  Summary of FWHM of (002) rocking curve XRD peaks at different substrate tempera-
tures for ZnO films deposited with PLD [27–29], RF sputtering [31, 32], and pulsed DC magnetron 
sputtering [33]
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magnetron sputtering reported in literature show ZnO films with low mobilities 
(μFE ≤ 1.8 cm2 V−1 s−1) [37] and small on/off ratios, due to poor crystallinity, and an 
open columnar structure with a high degree of porosity. RF magnetron sputtering, 
which produces smooth crystalline films with highly aligned (002) crystals, is dif-
ficult to scale to industrial size due to the need for impedance matching of the 
substrate-plasma system. HiPIMS is a highly scalable technique with high ion 
fluxes and ion energies [38, 39] having great potential as a technique for large area 
growth of ZnO with controlled microstructures and crystallographic orientation.

Konstantinidis, Hemberg, Dauchot, and Hecq have previously demonstrated 
reactive HiPIMS of ZnO films on glass [34], while Partridge, Mayes, McDougall, 
Bilek, and McCulloch have demonstrated it on sapphire substrates [35]. In both 
studies, the ZnO films were nanocrystalline with small 1200–1300 nm2 wurtzite 
grains and preferred c-axis orientation. The ZnO on sapphire had Hall mobilities of 
7–8 cm2 V−1 s−1, which are comparable to those reported for DC magnetron sputter-
ing [40] but significantly lower than the Hall mobilities of >50 cm2 V−1 s−1 reported 
for ZnO films grown with PLD [7, 8].

6.2  �Experimental Details

In this study, plasma characterization and film growth were performed in the 
custom-built ultra-high vacuum system (shown in Fig. 6.3). A Huettinger HMP-1200 
HiPIMS power supply was used to apply pulses of voltage to a 3.30 cm Zn target. 
Before any ZnO films were grown, a thorough study of the effect of deposition 

Fig. 6.3  (a) Photograph of the vacuum chamber used in the experiments. Schematic of the (b) 
interior and (c) exterior of the deposition chamber
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conditions on plasma stability and target current (IT) was completed. A Tektronix 
TM502A current probe and Tektronix TDS 5400 oscilloscope were used to measure 
IT. A Tektronix P5200 high-voltage differential probe was used to trigger the current 
measurements on the oscilloscope to ensure that the recorded currents were time-
resolved and allowed the evolution of the current to be correlated to pulse initiation 
and termination. From initial studies of the plasma, a total pressure of 2.67 Pa and 
an O2/Ar of 0.4 were chosen. The target current was then measured while systemati-
cally varying applied voltage (VT) from 300 V to 650 V, while pulse length (τ) and 
pulse frequency (f) were held constant at 200 μs and 100 Hz, respectively. A second 
set of IT measurements were performed with VT = 500 V, f = 100 Hz, and τ varied 
from 20 μs to 200 μs. The third set of IT measurements varied f from 10 Hz to 
200 Hz while VT = 500 V and τ = 200 μs.

The results from the IT measurements were then used to select a range of condi-
tions with which to grow ZnO films to determine the effect of VT, τ, and f on ZnO 
crystallinity. Three series of 100-nm-thick ZnO films were prepared on 1 cm2 con-
ductive silicon (Si) substrates with a 100-nm-thick thermal silicon oxide (SiO2) 
layer. The substrates were cleaned using the sonicating and rinsing procedure 
described in reference [41] and masked with a small piece of Kapton tape to allow 
ex situ measurement of film thickness. The substrates where then mounted to stain-
less steel discs using double-sided carbon tape and loaded into a small antechamber. 
The antechamber, which was capable of holding five samples, was evacuated to 
pressures below 10−4 Pa before the samples were individually moved to the deposi-
tion chamber. The deposition chamber had a base pressure below 10−6 Pa. All nine 
films were prepared in an O2/Ar gas mixture with a total pressure of 2.67 Pa and an 
oxygen partial pressure of 1.07 Pa. All films were prepared with the electrically 
grounded substrate held at 200  °C.  The substrates were rotated to promote film 
uniformity. For the set of films investigating the effects of target voltage on film 
growth, three ZnO films were prepared with VT = 350 V, 500 V, and 600 V, while τ 
and f were held constant at 200 μs and 100 Hz, respectively. For the second set of 
films, the VT and f were held constant (500 V and 100 Hz), while τ was changed 
(τ = 50 μs, 100 μs, 200 μs). The final set of films were grown with different pulse 
frequencies (f = 50 Hz, 100 Hz, 250 Hz), while VT and τ were fixed at 500 V and 
200 μs. A small section of the substrates was masked with Kapton tape to allow ex 
situ measurement of the film thickness. The substrates were electrically grounded 
and heated to 150 °C.

The ZnO film crystallinity and orientation were analyzed with XRD using a 
Rigaku Smartlab XRD system with a Cu anode. The beam divergence was mini-
mized using a 1 mm divergence slit and a 0.5° parallel slit analyzer. Parallel beam 
2Θ/ω wide-angle XRD scans were taken from 2Θ = 20–60°, with 0.002° steps at 
scan rate of 0.2°/minute, to determine the crystal orientations present in the films. 
The XRD patterns were fitted using a Pearson VII shape function to determine peak 
FWHM and integrated intensity.

After the films were grown, the substrate holder was removed and replaced with 
an energy-resolved Hiden EQP 1000 electrostatic quadrupole mass spectrometer. 
The mass and ion energy distributions (IEDs) of the flux arriving at the substrate 
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were measured for each of the deposition conditions. IEDs from 0 eV to 90 eV with 
steps of 0.50 eV were measured for mass-charge ratios of 16 amu/C (O+), 32 amu/C 
(O2+), 40 amu/C (Ar+), 65 amu/C (Zn+), and 80 amu/C (ZnO+) at the same condi-
tions as the mass scans. A dwell time of 300 ms was used for both the mass scans 
and IEDs to ensure each data point for the standard pulse conditions (200  μs; 
100 Hz) was composed of 30 pulses.

6.3  �Results and Discussion

The time-resolved currents for the Zn target (Fig. 6.4) showed a strong dependence 
on applied voltage and pulse parameters. The dependence of target current on 
applied voltage can be seen in Fig. 6.4a. Applied voltages lower than 450 V resulted 
in an unstable plasma and negligible measured current (<1 mA). For applied volt-
ages above 450 V, the general character of the current shape remained constant. The 
current waveforms consisted of three characteristic regions corresponding to plasma 

Fig. 6.4  Time-resolved current of zinc target with different (a) applied voltage, (b) pulse length, 
and (c) pulse frequency
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initiation, steady state, and pulse-off times. At pulse initiation, the current rose. As 
the zinc oxide layer on the target surface was bombarded with argon ions and elec-
trons, oxygen atoms/ions and zinc atoms/ions were ejected. The ejected electrons 
and ions contributed to the current, and the current increased until a peak value was 
reached. As the density of sputtered atoms near the target increased, gas rarefaction 
occurred. Gas rarefaction resulted in a reduction in the flux of argon ions at the 
target surface [42, 43] and caused a decrease in the target current after the initial 
peak. The current decayed until a steady-state current was reached. At pulse termi-
nation, the current quickly decayed to zero. The magnitude of the peak and the 
steady-state currents were voltage-dependent. When the target voltage was increased 
from 450 V to 500 V, the peak current increased from 6.6 A to 15.5 A. Also, the 
peak value was reached 24 μs earlier. The increase in peak current was less dramatic 
when the voltage was increased above 500 V; however, the time required to reach 
the maximum current value continued to decrease at higher voltages.

Both of the other two deposition parameters investigated in this study, t and f, 
dictate the time available for processes, such as ZnO layer formation on the target 
surface, sputtering of the ZnO layer, and gas rarefaction, to occur. The formation 
and removal (via sputtering) of the ZnO layer that forms on the Zn target surface has 
significant impact on the magnitude of IT. This is due to the higher secondary elec-
tron yield (γSE) of ZnO compared to Zn. The peak value for IT was strongly affected 
by τ, as seen in Fig. 6.4b. The shortest pulse length capable of sustaining a stable 
plasma was τ = 20 μs; however, IT for this pulse length was significantly lower than 
that for longer pulses. The low peak current for the 20 μs pulse can be attributed to 
the short time for generation of ions and electrons by sputtering before pulse termi-
nation. For both the 20 μs and 50 μs long pulses, pulse termination occurred before 
the current reached steady state. The largest peak current (Ip = 24 A) occurred during 
the 50 μs pulse. The peak current decreased as pulse length was increased. This 
decrease was likely due to the longer pulses removing more of the ZnO layer that 
had formed on the target surface between pulses.

Similar behavior was observed for pulse frequency, as seen in Fig. 6.4c. The time 
between pulses is particularly important during reactive sputtering because it affects 
how large of a poisoned layer can develop between pulses. At low pulse frequencies 
(f ≤ 40 Hz), the plasma was unstable and exhibited a strobe-like pulsing. The cur-
rent profile for these pulses was unstable, and the current profile shifted between 
beginning at pulse initiation and rising after a 50 μs delay. Above 40 Hz, IT was 
stable and rose quickly to a peak value. The current profile at 50 Hz had a higher 
peak and steady-state current. At higher pulse frequencies, the general shape and 
time evolution of the current profile remained the same; however, the peak current 
value decreased as the time between pulses was increased. A shorter time between 
pulses with higher pulse frequency allowed less time for oxide formation on the 
target surface resulting in a reduction in the current.

A range of operating parameters for film growth from the Zn target was deter-
mined using the IT measurements and observations on plasma stability and changes 
in plasma intensity and emission color. The deposition rate for the films was calcu-
lated from the measured film thickness and deposition time. The deposition rate 
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increased from 5.37 ± 0.33 nm/min at 450 V to 27.73 ± 0.30 nm/min at 600 V. The 
increase in deposition rate with higher applied voltages was much larger than the 
expected increase in sputtering yield. The calculated deposition rate was higher for 
films grown at higher pulse lengths, 4.10  ±  0.33  nm/min for 50  μs pulses and 
15.47 ± 0.30 nm/min for 200 μs pulses. The deposition rate also increased with high 
pulse frequencies, 4.93  ±  0.73  nm/min for 50  Hz and 28.07  ±  0.70  nm/min 
for 250 Hz.

The 2Θ/ω and rocking curve XRD patterns for these films are shown in Fig. 6.5. 
All growths in this study resulted in wurtzite ZnO with a preferred (002) orientation. 
The crystalline quality and ZnO orientation were strongly affected by the target 
voltage and pulse parameters during growth. The applied target voltage had the 
greatest effect on ZnO crystallinity. The film grown with the lowest voltage (i.e., 
350 V) showed a single low-intensity diffraction peak for 2Θ = 34.5°. An order of 
magnitude increase in the (002) peak intensity for the 2Θ/ω scan was achieved 
when the target voltage was increased. The ZnO (002) diffraction peak remained the 
prominent feature for the films grown with applied voltages of 500 V and 600 V; 
however, both films had other orientations present. The XRD pattern for the ZnO 
films grown with 500 V showed diffraction peaks for (100)- and (101)-orientated 
ZnO, while that for the ZnO grown with 600 V had only diffraction peaks for the 
(002) and (101) orientations. The diffraction peak for the silicon substrate is also 
visible in the film grown at 600 V. The rocking curve of these films (Fig.  6.5d) 
showed broad and low-intensity ω peaks for VT = 350 V and 500 V, indicating that 
the films grown were highly misoriented.

Figure 6.5b shows the 2Θ/ω XRD scan of films grown with 50 μs, 100 μs, and 
200 μs pulses. The pulse lengths selected for film growth encompass the three target 
current regimes observed in Fig. 6.5b: (1) where the pulse terminates immediately 
after the peak current is reached; (2) where the pulse terminates after the current has 
decayed but before a steady-state value is reached; and (3) where the pulse termi-
nates after the steady state has been reached. The ZnO (002) diffraction peak is the 
prominent feature in all the XRD patterns. For the 50 μs film, the (002) peak is the 
only feature. The wide-angle XRD patterns for film grown with different pulse fre-
quencies are compiled in Fig.  6.5c. No shift in the (002) diffraction peak was 
observed with changes in the pulse frequency. The concentration of (101) and (100) 
orientations changed as higher pulse frequencies reduced the time between pulses 
for the deposited material to reach energetically favorable orientations before burial 
by the subsequent incoming fluxes. The rocking curve of these films (Fig.  6.5e) 
showed that misorientation decreased for films grown with higher pulse lengths.

The IEDs for Ar+, O+, O2
+, Zn+, and ZnO+ for different applied target currents are 

compiled in Fig. 6.6. For Ar+ at voltages of 450 V or lower, the plasma was weak, 
and there were few energetic ions. At 500 V and greater, a strong single peak with 
an average energy of 4 eV was measured. The IED for 700 V had peaks at 3 eV and 
5.5 eV. The lower-energy ion was attributed to ions that have lost energy due to col-
lisions with thermalized gas atoms and ions [44]. The intensity of the lower-energy 
peak was lower at 700 V than at 600 V. The reduction in counts at 700 V was likely 
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a result of the thicker plasma sheath (s = 0.28 cm and 700 V vs. s = 0.26 cm at 
600 V) increasing the probability of Ar+ experiencing energy-reducing collisions.

The IED for O+ in Fig. 6.6b showed two peaks with average energies of 2 eV and 
5 eV. At 500 V, the IED had an intensity of 5.0 × 104 counts/second at 1 eV and 

Fig. 6.5  Wide-angle XRD patterns for ZnO films deposited with different (a) applied target volt-
ages, (b) pulse lengths, and (c) pulse frequencies and rocking curve XRD for ZnO films deposited 
with different (d) applied target voltages, (e) pulse lengths, and (f) pulse frequencies
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1.0 × 105 counts/second at 3 eV. The intensities of both populations increased with 
higher applied voltages. For O2

+ (Fig. 6.6c), the highest intensity was observed for 
600 V, while the lowest occurred at 700 V. At 500 V, there were a smaller population 
of O2

+ ions with energy of 2 eV and a larger population with 5 eV. These energies 
correspond to the O+ energy distributions at 500  V.  The lower ionization of O2

+ 

Fig. 6.6  IEDs for (a) Ar+, (b) O+, (c) O2
+, (d) Zn+, and (e) ZnO+ with different applied target 

voltages
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(12.1 eV) compared to that of O+ (13.62 eV) accounted for the order of magnitude 
higher counts observed for the O2

+. At an applied voltage of 600 V, the intensity of 
the O2

+ IED was still an order of magnitude higher than that of the O+. At 700 V, 
however, the intensity of the O2

+ IED decreased to 5.0 × 105 counts/second, values 
equal to those observed for the O+ IED at that voltage. The reduction in O2

+ at 700 V 
could be due to dissociation of the molecular oxygen.

The IEDs of the sputtered species (Zn+ and ZnO+) are shown in Fig. 6.6d, e. For 
both the Zn+ and ZnO+, the counts were low until the applied voltage reached 
700 V. The IED for Zn+ showed a small population with average energy 2 eV and a 
much larger population with 3.5 eV energy. The ZnO+ IED also showed two average 
energies, one at 3 eV and another at 5 eV. The intensity of the Zn+ IED was two 
orders of magnitude larger than that of the ZnO+; this is understandable given that 
sputtering occurs primarily on an atomic level, so there will be significantly more 
Zn atoms available for ionization than ZnO clusters. The negative oxygen ions 
reported during sputtering of ZnO [45, 46] and HiPIMS of other oxides [47] were 
not detected in this study or were below the detection limit of the instrumentation 
arrangements.

Correlation between the observations made in Fig. 6.5a and the evolution of the 
target current in Fig.e 6.4a provided some insight into how the ion content in the 
plasma affects the film’s microstructural evolution. Films grown with 350 V had 
poor crystallinity (evident by the broad low-intensity ZnO (002) diffraction peak) 
due to the low (<1 mA) target current and negligible flux of energetic ionized spe-
cies to the substrate. At higher applied voltages, the current reached values between 
5 A and 17 A, and the substrate was bombarded with Ar+, O+, and O2

+ with energies 
of 2–6 eV, resulting in films with strong crystallinity and preferred (002) orientation 
(evident by the narrow high-intensity XRD peak). The films grown at voltages less 
than 600 V had a slight shift toward lower diffraction angles, which suggested com-
pressive stress in the films. Bombardment by the higher-energy O+ and O2

+ that form 
at voltages of 600 V and larger caused a relaxation of the compressive stress in the 
films, and this shift in diffraction angle is absent in the film grown at 600 V.

6.4  �Conclusions

This chapter discussed part of a larger study to demonstrate low-temperature  
scalable deposition of ZnO films for TFT applications using reactive 
HiPIMS. Additionally, this study sought to establish film growth mechanisms, 
based on correlation between plasma parameters and resultant film structure, to 
determine the processing conditions needed to synthesize ZnO films with optimal 
structures for semiconductor devices as determined from review of current litera-
ture. Analysis of literature on ZnO TFT device performance showed the need for 
crystalline structures with the (002) orientation aligned parallel to the substrate 
plane (i.e., the TFT gate in a back-gated device). To increase the on/off ratio, cur-
rent density, and saturation current of ZnO TFT channels, smooth films with dense 
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(002) oriented columnar structures are needed. A review of literature identified that 
the increased energy of the depositing material and low-energy ion bombardment 
during HiPIMS could potentially overcome these challenges, but fundamental 
investigations of plasma properties and their correlation with film structure were 
absent and critically needed to enhance the current state of the art for ZnO-based 
devices via a scalable growth route, such as magnetron sputtering.

HiPIMS plasma parameters were studied for sputtering of a Zn target in Ar-O by 
mapping the ion species and their energies across voltage and pulse processing vari-
ables. Sputtering produced low-energy (2–6 eV) ionized gas species (Ar+, O+, O2

+) 
with currents of <105 C/s at the substrate surface and 103 C/s of Zn+ at voltages 
higher than 600 V. The fluxes and relative abundances of ionized species identified 
in the plasma studies were then correlated with film structure, determined from 
XRD, AFM, TEM, and SEM, and used to establish mechanisms for film growth and 
microstructural evolution.
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Chapter 7
Printed Electronics for Aerospace 
Applications

Emily M. Heckman, Carrie M. Bartsch, Eric B. Kreit, Roberto S. Aga, 
and Fahima Ouchen

7.1  �Introduction

The printed electronics program at the Air Force Research Laboratory (AFRL) 
Sensors Directorate explores how the emerging field of additive manufacturing 
(AM) can benefit electronic devices and applications. The subset of AM we refer to 
as printed electronics uses technologies such as inkjet printing, aerosol jet printing, 
and extrusion or micro-dispense printing to selectively deposit conducting and insu-
lating materials to form electronic and photonic devices. The benefits of AM for 
electronic devices include (1) lower costs, since the materials can be selectively 
placed and do not need to be coated over the entire substrate and then removed; (2) 
flexible and lighter-weight devices, since thin and flexible substrates can be used 
with AM; and (3) rapid prototyping of innovative designs. One of the biggest chal-
lenges in printed electronics remains a materials one – designing inks that perform 
as well as bulk materials. Almost equally challenging is the printing itself: achiev-
ing the needed linewidth resolution, surface roughness, and repeatability of results 
from print to print.

Aerospace applications provide many opportunities for printed electronics to 
deliver enhanced performance. As unmanned aerial vehicles (UAVs) and attritable 
platforms continue to dominate Air Force innovations, AM has been able to provide 
tangible benefits by introducing inexpensive, light-weight, conformable, flexible 
printed electronic components. Several research areas of the printed electronics pro-
gram at the Sensors Directorate focus on aerospace applications. These include 
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space-based antennas and antennas for both UAV and attritable platforms. To 
address the unique challenges of printed components on a space-based antenna, we 
have sent material samples to the Materials International Space Station Experiment 
(MISSE) to see how a space environment affects the properties of printed materials.

This chapter will provide an overview of the basic materials challenges facing 
printed electronic applications – from the conductivity of the materials to the unique 
post-processing challenges facing printed inks. Because radio frequency (RF) 
printed electronics rely primarily on conductive inks, we will focus our discussion 
on these types of materials and not on insulating materials. Next, the characteriza-
tion techniques used for printed materials will be addressed including the RF char-
acterization needed for antenna applications and the MISSE samples for space-based 
applications. Finally, we will give an overview of two of the UAV aerospace appli-
cations for printed electronics: an all-printed conformal phased array antenna and a 
data link antenna.

7.2  �Materials for Printing

In printed electronics, contacts and interconnects are printed using metal-based 
particle-containing solutions or suspensions [1]. In the suspension form, metal 
nanoparticles are used for ink formulations, also called nanoparticle inks. In the 
solution form, metal organic ions are dissolved in a liquid vehicle (water or organic 
solvent) leading to a more homogeneous dispersion [1]. There are a variety of met-
als currently being used in printed electronics. The metals most commonly used in 
electronic applications are silver (Ag), gold (Au), and copper (Cu). The high cost of 
Au makes it less attractive despite its known high environmental stability, i.e., resis-
tance to corrosion. Of these metals, Ag is the most commonly used material in 
printed electronics due to its high electrical conductivity and relative affordability.

Of the various conductive inks available, nanoparticle inks are frequently chosen 
due to (1) their high particle loadings, which are needed to meet the required perco-
lation thresholds for electrical conductivity; (2) their tunable particle sizing for the 
desired post-printing process sintering conditions, such as temperature, pressure, 
and environment; and (3) the ability to choose the ink solvent in either a single or 
co-solvent system, which allows tailoring of the boiling temperature, vapor pres-
sure, ink viscosity, and substrate surface energy for optimum printing conditions.

Table 7.1 highlights the most common conductive inks printed, tested, and cur-
rently used in our lab and their corresponding applications. Conductive polymers, 
such as PEDOT:PSS, have also been developed for printed electronics applications. 
These materials offer a modest conductivity at low cost but are limited in terms of 
chemical and thermal stability. Applications ranging from semi-transparent conduc-
tive electrode-to-hole transport layers have been achieved in all printed, flexible 
photodetectors [2]. Carbon nanomaterials, including carbon nanotubes and gra-
phene, are emerging as alternatives to metals for their high electronic mobility, high 
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mechanical flexibility, higher thermal and environmental stability, and potentially 
lower cost for AM.

7.3  �Printing and Post-processing

There are multiple printing techniques available for depositing conductive inks, 
each corresponding to a specialized printer. The printing techniques that provide the 
highest resolution, and therefore are best suited to electronics applications, are ink-
jet printing, aerosol jet printing, and micro-dispense printing. Screen printing, gra-
vure printing, and doctor blade techniques are also common printing techniques that 
can be used for electronics applications.

In this work, we focus on inkjet, aerosol jet, and micro-dispense printing. Inkjet 
printing is done by a Fuji Dimatix 16-nozzle inkjet printer. Ink viscosity for inkjet 
printing must be less than 40 cP, and the narrowest linewidth typically achievable 
with inkjet printing is 50 μm. Aerosol jet printing is a technique where the ink is 
aerosolized by placing it in an atomizer and combining it with a nitrogen gas. An 
Optomec AJ300 is the aerosol jet printer used for this work. The AJ300 can typi-
cally achieve minimum linewidths of 15–20 μm, and inks can fall within a much 
larger viscosity range of 0.7–5000 cP. The micro-dispense printer used is an nScrypt 
printer. In micro-dispense printing, the ink is pushed out of a syringe by applying a 
controlled pressure. Inks for micro-dispense printing can have a viscosity anywhere 
from 1 to 106 cP, and typical linewidths tend to average 100 μm, although under 
certain conditions, linewidths as narrow as 20 μm have been achieved.

After a conductive ink is printed, additional processing is necessary to make the 
ink conductive. Nanoparticle conductive inks contain solvent additives and surfac-
tants that prevent the nanoparticles from conglomerating and allow the ink to print 

Table 7.1  Printed conductive inks

Material Manufacturer
Lowest sheet 
resistance (Ω/□) Applications

Silver Clariant 0.024 Strain gauge, capacitor electrodes, 
interconnects, CPW lines

Silver Methode 0.20 Electrodes, interconnects, CPW lines
Gold UT Dots 0.129 Strain gauge, capacitor electrodes, 

interconnects, CPW lines
Copper Lockheed 

Martin
1.0 Antenna

PEDOT:PSS 
(polymer)

Sigma-Aldrich 800 Transparent conductive electrode

Carbon nanotube Brewer 
Science

11.5 CPW lines, resistors, mid-wave IR 
absorber

Graphene Sigma-Aldrich 20.0 Electrodes, interconnects, strain 
gauge
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well, but also prevent the deposited ink from being conductive. These additives 
must be removed through post-processing. Given the wide range of distinct materi-
als that can be deposited through AM, there is no standard recipe for post-processing. 
However, the majority of cases can be broken down into a low-temperature drying 
step, i.e., soft bake, and a high-temperature step, i.e., annealing or sintering. The 
soft bake step is designed to remove the solvents still present in the material from 
the deposition process. Temperatures for this step are often less than 100 °C and can 
be further lowered by drying in a vacuum. For some materials, drying is enough to 
achieve their intended performance, but many require the additional high-
temperature step. For nanoparticle-based inks, this is called sintering. Sintering 
brings the nanoparticles up to a temperature high enough to allow partial, localized 
adhesion (called necking) to occur between neighboring particles without having to 
fully liquefy the nanoparticles. Sintering decreases the void space in the nanoparti-
cle lattice and makes sure that neighboring particles are in good contact with each 
other. For some inks, such as sol-gel inks, the high-temperature process is not 
designed to sinter but to increase the crystallinity of the material. The temperature 
necessary for the high-temperature step varies greatly, typically ranging from 150 to 
650 °C, but can be even higher for certain ceramic materials. For most substrate 
materials (especially polymers), these temperatures would be damaging to the sub-
strates, and thus a simple hotplate or oven bake cannot be used. In these situations, 
there are three techniques that can be utilized: laser sintering, photonic sintering, 
and joule heating.

Laser sintering utilizes a focused laser to locally heat the surface of the deposited 
material without heating the entire substrate. For this technique to work, the depos-
ited material must absorb the wavelength of the laser, and the laser must pass quickly 
enough to not damage the material. Typically, the focused laser spot size is about 25 
microns, and the laser is a single spot that must be pathed serially. This means that 
for devices with high surface area, the sintering process can be very slow. However, 
this technique typically achieves a high-quality sinter with results very similar to 
that of a hotplate bake.

Photonic sintering uses a high-intensity light burst for a very short duration. The 
most common technique uses a xenon (Xe) arc lamp that delivers an even intensity 
over a large spectrum. The fundamental principle is that the ink will absorb the 
emitted light at a greater rate than the substrate material. For an ink that is mostly 
transparent to the spectrum emitted by the Xe bulb, this technique will not work. 
There are many variables to control with this technique, including distance from the 
emitting bulb, pulse intensity, pulse duration, number of pulses, and periodicity of 
pulses. The goal is to balance all of these variables to provide just enough energy to 
the material to heat it to the desired temperature. If too much energy is absorbed, it 
can ablate the material off the substrate. If not enough is absorbed, then the material 
does not reach the necessary temperature to become activated. Every material and 
substrate combination needs its own recipe, and for some combinations, the target 
window is very small, making this technique difficult to use.

Joule heating is fairly restrictive but given the right circumstances can be very 
useful. In order for this technique to work, the printed material must be at least 
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slightly conductive after the drying step. This technique will not work for many 
materials, including metallic nanoparticle dispersions that are still fully insulating 
after deposition and drying. If the material does have some conductivity (even if the 
resistance is high), an alternating current can be applied that will cause localized 
heating (joule heating) in the material. Due to the low thermal conductivity of most 
substrates, the heat tends to stay localized within the deposited material, and rapid 
sintering can occur. This technique yields a high-quality sinter similar to that of a 
hotplate or oven bake and can achieve it much more quickly. Additionally, since the 
heat is generated by the conductive material, it does not cause thermal damage to 
the substrate.

7.4  �Material Characterization

Many aerospace applications either operate in the RF spectrum directly (3 KHz to 
300 GHz) or have internal components – such as antennas, transistors, and diodes – 
that operate in the RF spectrum. To measure the RF response of printed materials, 
we measure the scattering parameters (S-parameters) on printed films. S-parameters 
provide a convenient way to look at a system, using both magnitude and phase. For 
a two-port network, the reflection measurements are S11 and S22, and the transmis-
sion measurements are S12 and S21. S11 is a measure of the electrical reflection, and 
S21 is a measure of the electrical transmission.

One method of determining the dielectric constant and permeability for an insu-
lator or semiconductor over a broad frequency range involves obtaining the 
S-parameter measurements and then using appropriate data processing to obtain the 
dielectric parameters from the measurements. The specific method we use com-
pares the propagation characteristics of a known reference sample with those of the 
desired sample. This method determines both the dielectric constant and the loss 
tangent of the thin film. The technique uses a coplanar waveguide transmission 
(CPW) line with ground-signal-ground electrodes. From the S-parameter measure-
ments of the CPW line, the capacitance of each sample is determined. From the 
capacitance and impedance values, the dielectric constant and loss tangents are cal-
culated [3].

To determine if a conductive material is acceptable for specific RF applications, 
printed CPW lines of these conductive materials are compared to the S-parameter 
measurements of known CPW lines. Figure 7.1 shows S11 for one AU and two AG 
printed inks. The Au ink is from UT Dots and was printed using the aerosol jet 
printer. The two Ag inks were Clariant Prelect TPS 35 and Xerox XRCC, and they 
were printed using the inkjet printer and aerosol jet printer, respectively. Usable 
conductive materials have S11 near the center of the Smith chart, as seen in Fig. 7.1, 
and S21 circling near the outer edge. We have characterized S-parameters for aerosol 
jet-printed Ag, Au, and Cu and inkjet-printed Ag using various sintering techniques, 
as well as on a variety of substrates, including photo paper, PET, quartz, silicon, 
polyimide, and glass.
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In addition to RF material characterization, there are three basic characterization 
techniques we use for printed conducting materials that are under consideration for 
aerospace applications: stylus profilometry for thickness measurements, a four-
point probe technique for electrical resistivity measurements, and a combination of 
stylus profilometry and a high-pulsed current technique for thermal expansion 
measurements.

Thickness measurements are typically performed after sintering a conductive ink 
to provide information not only on the material thickness but also on the printer 
efficiency. These measurements provide an understanding of how the thickness 
depends on the print parameters and allow users to determine the fabrication time, 
leading to better ways of building the thick layers needed for some RF and high-
power applications. A common method to measure the thickness of printed materi-
als is by stylus profilometry [1], a technique that scans a small stylus with a diamond 
tip over the printed material  – typically a narrow strip printed on a smooth, flat 
substrate. This measurement technique provides the peak thickness and the average 
roughness of the printed material.

Electrical resistivity ρ is the most accepted figure of merit for printed conductive 
materials. The best ρ values for printed traces of metal nanoparticle-based inks are 
now approximately half that of their bulk counterpart. Measurement of ρ is 

Fig. 7.1  S-parameters for printed gold and silver conductors displayed on a Smith chart
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traditionally performed by four-point probe technique [4]. In this technique, two of 
the four probes are used to apply a constant current to the conductive sample, while 
the remaining probes are used to measure the voltage drop on the sample. When the 
sample is in a sheet or a thin film, the sheet resistance (Rs) is measured [5]. From the 
measured sheet resistance, ρ can be calculated by using the equation Rs = ρ/t, where 
t is the measured film thickness.

For high-power current applications, the thermal expansion of a printed trace is 
important for understanding breakdown at the high-pulsed current regime. To char-
acterize current-induced thermal expansion, we developed an in situ technique that 
utilizes stylus profilometry [6]. In this technique, shown in Fig. 7.2, the printed trace 
is subjected to a pulsed, millisecond-range current, while the stylus is positioned at 
a fixed point on the trace where it continuously monitors height changes. The tech-
nique allows the capture of the thermal expansion in real time due to a single current 
pulse coming from a discharging capacitor. It also enables in situ measurements of 
the thickness profile before and after applying the pulsed current.

Space-based applications are among the most challenging of aerospace applica-
tions to tackle, especially for printed electronics, where many of the materials and 
inks used are untested in a space environment. MISSE is NASA’s flight facility that 
allows for materials testing in space and is ideal for testing printed materials for 
spaced-based applications. The MISSE is fixed on the exterior of the International 
Space Station (ISS) where the mounted samples are exposed to extreme levels of 
solar radiation, charged-particle radiation, orbital debris, atomic oxygen, hard vac-
uum, and temperature extremes.

 In an effort to gain a baseline understanding of how printed materials react to a 
space environment, we designed a series of samples that were launched on the 
MISSE-10 by AlphaSpace. The samples were returned to us in early 2020 after a 
6-month exposure to the ISS environment including exposure to extreme heat and 
cold cycling, ultra-vacuum, atomic oxygen, and high energy radiation. Two identi-
cal sample sets were mounted on both the Ram (flight direction) and Wake (opposite 
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Fig. 7.2  Experimental setup for measurement of current-induced thermal expansion of the printed 
trace and real-time resistance R(t) of the trace during the application of the pulsed current
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Ram) sides of the MISSE. In addition to the space environment testing, the process 
of simply submitting the samples showed that the printed materials could withstand 
the necessary launch conditions.

The aim of the MISSE samples is to test in a space environment the response of 
various conductive inks from different suppliers. Response is measured in both DC 
(DC resistivity) and AC (CPW) electrical performance and in a low-pass filter 
(LCR) using surface mounted, commercially available components to test the 
strength of conductive epoxies. The inks being tested are Ag (Clariant and Methode) 
and Au (UT Dots), and the substrates being tested are Rogers CLTE-XT and High 
Temperature Co-Fired Ceramic from Ferro. The printed samples are then mounted 
onto thick FR4 slabs for stability using a space-rated epoxy. Figure 7.3a shows the 
layout of the printed traces on each substrate. One half of each substrate is coated 
with a 3-4 µm layer of a space-rated passivation layer, CORIN XLS Polyimide from 
Nexolve. This is a precaution to ensure that some usable data will be retrieved from 
the samples in case the unshielded materials are completely obliterated by the space 
environment. At the time of this publication, the MISSE samples have been returned 
but not yet characterized. Figure 7.3b shows the images of the samples before and 
after space exposure. A comprehensive study of the effects of the space environment 
on this sample set is planned for a subsequent publication.

7.5  �Applications

RF antenna fabrication is an area that stands to benefit from AM. Traditional anten-
nas are rarely conformal or flexible due to materials and processing constraints, but 
AM opens up these possibilities to make antennas that are more efficient and lighter 
weight and that use less space. Additive processes also provide a significant advan-
tage in both freedom of manufacturability and fabrication time, which are both criti-
cal to adapting to changing system requirements [1]. For UAV antennas, the 
advantages offered by AM in terms of reduced fabrication time and lower cost 
become more attractive because UAVs are often deployed for high-risk missions, 
and some UAVs are designed not to be recovered at all. Additionally, AM tech-
niques can help achieve multifunctional structures that can simultaneously serve as 
structural and electrical components; e.g., UAV wings can be designed to have 
embedded antennas, making the antennas part of the mechanical structure. 
Traditionally the antennas on airborne platforms are planar, occupy a large foot-
print, and are installed behind radomes (RF transparent structures designed to pro-
tect the antenna apertures). With AM, antennas can be designed and fabricated to be 
conformally and seamlessly installed into the skins of airborne platforms. This 
allows for increased installation locations, lighter weight, smaller size, and lower 
aerodynamic impact on the airborne platform.

One example of a conformal AM antenna can be seen in Fig. 7.4 [7]. This antenna 
was designed to fit seamlessly into the skin of an existing UAV platform. The sub-
strate material was 3D printed using a polyjet printer and has multiple different radii 
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Fig. 7.3  (a) Layout of the printed traces for DC and AC material characterization for the 
MISSE. The three inks tested were Ag ink from Methode (L3), Ag ink from Clariant (L2), and Au 
ink from UT Dots (L1). The above layout was printed twice for each substrate, with one side pas-
sivated and the other left exposed. The photos show how the LCR COTS pads and CPW lines 
looked after printing. (b) Photos of the MISSE samples before launch and after 6 months of space 
exposure. Top row left is before launch Ram side, top row right is after space exposure Ram side. 
Bot-tom row left is before launch Wake side, bottom row right is after space exposure Wake side 
of the MISSE samples before launch and after 6 months of space exposure
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of curvature across the sample. The multi-curved nature of the substrate would typi-
cally present a challenge for depositing a conductive material (in this example, sil-
ver) as there is no simple mathematical description of the surface. To address this, 
laser mapping was performed to generate a computer definition of the surface that 
was input to an nScrypt micro-dispense printer. The printer uses the coordinates 
defined by the laser mapping to ensure that the micro-dispense nozzle remains equi-
distant from the substrate at all times during the printing. This ensures the highest 
possible resolution of the resulting print. The radiating patch elements, the feed 
network, and the vias connecting the two were printed through this method. The 
results of the printed antenna were promising as they showed very close adherence 
to simulated planar results, i.e., a maximum error of 7% across the entire tested 
spectrum. This validates the process of making a conformal antenna utilizing only 
AM processes and enables new design space for the addition of antennas into com-
plex structures.

A second example of a printed UAV antenna is a fully printed version of an 
omnidirectional 2.4 GHz data link antenna [8]. Although not conformal or flexible, 
this antenna could be fabricated using the AM process at a significant cost savings 
and in less time than its conventionally manufactured counterpart, without sacrific-
ing RF performance. This fully printed antenna is shown in Fig.  7.5. Its design 
consists of two printed parts glued together with the coaxial cable assembly. For 
clarity, the two printed parts are labeled as top hat and ground disk. They are made 
of ULTEM 1010 printed by a Stratasys Fortus 450mc FDM printer. ULTEM 1010 
is a high-strength thermoplastic material that is thermally stable up to 215 °C. It is 

Fig. 7.4  (a) Additively manufactured antenna radiating patch elements and (b) feed network with 
SMA connector
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a good RF material with a dielectric constant of 2.67 and a dissipation factor of 
0.001 at 1 GHz. A conductive coating (Dupont silver ink CB028) is printed on one 
of the sides of the top hat and the ground disk to serve as the radiating element and 
ground plane, respectively. Printing was performed using nScrypt micro-dispense 
printer. After printing, the silver was baked at 120  °C in a convective oven for 
30 min. Figure 7.5a shows a photograph of the printed antenna, and Fig. 7.5b shows 
a cross-sectional diagram describing the details of the antenna. A thermally curable 
silver epoxy (Creative Materials) was used to connect the center and outer conduc-
tors of the coaxial cable assembly to the radiating element and ground plane. It was 
cured at 120 °C in a convective oven for 60 minutes. Finally, the top hat and ground 
disk are attached together using a UV curable adhesive (Norland Optical Adhesive 
#68). In the attachment process, a 0.5-mm-thick glass spacer was inserted into the 
gap to maintain a fixed gap value. This is important because the gap spacing between 
the top hat and ground disk is crucial to the resonant frequency. The S11 and azimuth 
pattern of the fully printed antenna was measured, and the resonance was found to 
be at 2.4 GHz, with an S11 value of −11.8 dB. The −10 dB bandwidth was 100 MHz. 
Based on the fabrication time and costs for a conventionally fabricated, similarly 
functioning antenna, it is estimated that the fully printed version of this antenna 
costs 10× less and can be made in less than half the time.

7.6  �Summary

The AFRL Sensors Directorate has been exploring printed electronics for aerospace 
applications. Unlike conventional fabrication techniques, where the materials used 
are well-characterized, a large part of printed electronics research lies in material 
characterization. We have outlined several characterization techniques used for con-
ductive, printed materials including RF characterization and space environment 
testing on the MISSE. Our research has identified several UAV applications where 
printed electronics can make an improvement, and we have discussed two fully 

Fig. 7.5  (a) Printed data link antenna comprising of two printed parts that are glued together and 
(b) cross section of the fully printed antenna
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printed UAV antennas: a printed RF phased array and an RF data link antenna. Both 
of these have demonstrated advantages using printed electronics fabrication tech-
niques as compared to conventional fabrication.
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Chapter 8
Challenges in Metal Additive 
Manufacturing for Large-Scale Aerospace 
Applications

Karen M. Taminger and Christopher S. Domack

8.1  �Background: Metal Additive Manufacturing 
for Aerospace Applications

Over the past decade, additive manufacturing (AM) has emerged as a new process 
for manufacturing metallic aerospace components [1]. AM processes have matured 
and become more accepted toward certified aerospace applications. Early adopters 
have focused on one of two strategies: either a drop-in replacement of a convention-
ally fabricated component to accumulate service data on secondary structural com-
ponents, like Boeing’s adoption of Rapid Plasma Deposition (RPDTM) Ti-6Al-4V 
galley floor brackets for the 787 [2], or small, intricate parts with geometric com-
plexity such as the fuel injector for GE’s LEAP engine [3], turbopumps, and regen-
eratively cooled rocket nozzles [4]. These early successes have opened up additional 
designs and opportunities for other components and applications of AM processes 
across many different materials and scales. As the processes have been approved for 
use in aerospace applications, interest has also grown for inexpensive, quick pro-
duction of drop-in replacements of obsolete parts [5].

The applications and service environments for components drive the require-
ments for selecting the alloys and manufacturing processes. Structures and materi-
als are linked through the manufacturing processes used to produce components. 
Therefore, an examination of the application and environment contribute to the 
selection of appropriate combinations of AM processes and materials. Key material 
and manufacturing characteristics include geometry (size, complexity), mechanical 
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properties (strength, stiffness, durability, and damage tolerance), density, and resis-
tance to chemical and thermal environments.

In consideration of structural aerospace applications, several common character-
istics emerge. Aircraft fuselage and cryogenic tanks for rockets are typically alumi-
num or aluminum-lithium alloys, driven by the requirements for lightweight, sealed 
pressure vessels that are damage tolerant at ambient and cryogenic temperatures. 
Smaller fuel tanks for satellites and space exploration vehicles (like planetary land-
ers and rovers) tend to be fabricated from titanium alloys for higher strength-to-
weight ratios and chemical resistance to corrosive or reactive fluids. Low production 
rates favor the development of custom, conformal tanks to maximize useable vol-
ume. Rocket nozzles are exposed to extreme temperature changes, from cryogenic 
fuels to hot exhaust gases, while also requiring strength and stiffness to sustain the 
high pressure, high vibration loads over a relatively short duration of a launch. 
Durability is becoming more important as an increasing number of rocket compo-
nents are being designed for recovery and reuse after a launch. All of these compo-
nents carry structural loads in a variety of environmental conditions with long 
service life expectancies and are large to very large in scale (with dimensions mea-
sured in feet or meters).

8.2  �Attributes of Additive Manufacturing Processes

Additive manufacturing has been classified into seven general classes based upon 
attributes of how the feedstock materials are turned into a part in a layer additive 
manner [6]. Two general classes of AM processes that are most mature and germane 
to metallic aerospace applications are powder bed fusion (PBF) and directed energy 
deposition (DED). Each class has its benefits and drawbacks related to feature size, 
deposition rate, and substrate variations that dictate which process is more suitable 
for specific applications.

Powder bed fusion processes scan an energy source, typically either a laser or an 
electron beam, over a thin layer of powder spread across a powder bed. This is a 
fusion process that creates a small (approximately 0.04 in or 1 mm) diameter molten 
pool that is scanned quickly (up to 16,500 in/min or 7 m/sec) across the powder bed 
to fuse a layer of powder to the underlying layers. PBF processes are capable of 
building small parts with a high degree of complexity because of the size of the 
molten pool, and the powder acts as a support material. Despite the fast beam scan 
speeds, the size of the molten pool and powder layers result in a relatively slow 
deposition rate [6]. PBF processes are ideal for integrating smaller components for 
aircraft and rocket engine and nozzle applications with a high degree of intricate 
detail, such as cooling passages.

Directed energy deposition (DED) processes use either blown powder or wire 
feedstock and one of a variety of energy sources, including electron beam, laser, arc, 
or plasma to deposit layers onto a substrate. DED processes typically move at sig-
nificantly slower rates than PBF processes, because either the deposition head or the 
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substrate is being translated, as compared to rapidly scanning an energy beam in the 
PBF processes. DED processes are capable of higher deposition rates, because they 
can more readily increase the power and the feedstock feed rates. The trade-off for 
higher deposition rates is the need to use a larger melt pool, typically 0.1–0.25 
inches (4–10 mm) in diameter, which sacrifices fine details to build parts faster. In 
many cases, the use of higher deposition rates followed by a finishing machining 
step still trades favorably for manufacturing time and cost, particularly for tooling 
and aerospace parts which require a finish machining step to achieve a surface finish 
suitable for fatigue-driven applications.

Another benefit of wire-fed DED processes is the ability to rapidly change alloys 
between different part production runs, with little potential for contamination 
because the wire feedstock is self-contained. Changing feedstock simply requires 
changing the wire spool. With a dual wire feeder arrangement, wire-fed DED is also 
amenable to feeding two wires of different compositions simultaneously. This 
enables deposition of functionally graded structures through differential control of 
individual wire feed rates to adjust the composition during the build. Powder beds 
and blown powder systems require extensive cleaning of the powder storage and 
feeding systems to avoid cross-contamination when changing from one alloy to 
another.

For PBF processes, parts are typically built on a flat baseplate to facilitate spread-
ing an even layer of powder across the bed for the deposition process. Any varia-
tions in the height of the substrate will interfere with the powder spreader. DED 
processes operate in a multi-axis environment where the deposition heat source and 
feedstock move relative to the part. Therefore, DED processes can be used to add 
details onto simplified preforms or existing parts to effect repairs. In these instances, 
the substrate and the deposited material will constitute the final part, which requires 
paying specific attention to the microstructure and mechanical properties of the 
interfaces to ensure continuity and consistent structural performance.

8.3  �Directed Energy Deposition: Electron Beam Freeform 
Fabrication (EBF3)

In 2002, researchers at NASA Langley Research Center (LaRC) started developing 
metal additive manufacturing processes. With a specific interest in low-rate produc-
tion of large-scale metallic aerospace structures, the focus was on development of a 
directed energy deposition (DED) process using an electron beam heat source and 
wire feedstock called electron beam freeform fabrication (EBF3). Electron beams 
offer excellent energy coupling to metallic substrates and are well-suited for operat-
ing in a vacuum. Wire feedstock avoids problems with powder migration in reduced 
gravity and enables more precise control. EBF3 was selected based on the greatest 
benefit to NASA’s research objectives, including deposition of aluminum, titanium, 
and nickel-based aerospace alloys and efficient operation in a space environment.

8  Challenges in Metal Additive Manufacturing for Large-Scale Aerospace Applications
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EBF3 uses a focused electron beam in a vacuum environment to create a molten 
pool on a metallic substrate. The beam is translated with respect to the surface of the 
substrate, while wire is fed into the molten pool. The deposit solidifies immediately 
after the electron beam has passed, having sufficient structural strength to support 
itself. The sequence is repeated in a layer additive manner to produce a near-net-
shape part needing only post-deposition heat treatment and finish machining. A 
schematic of the EBF3 components is shown in Fig. 8.1; note that the design of dif-
ferent systems may change which components are moving, but the fundamentals of 
the process remain the same.

There are many key EBF3 process variables that may be grouped into three cat-
egories. First is the geometry of the hardware, which includes the wire entry angle 
into the molten pool and the gun-to-work distance (the distance between the elec-
tron beam gun and the molten pool). Second is the kinematics of the system, which 
includes the tilt and rotation of different axes, the translation speed and direction of 
the molten pool relative to the wire entry, and the wire feed rate. Third is the beam 
parameters, which includes the accelerating voltage, beam current, focus, deflec-
tion, and raster. The number of variables offers a breadth of combinations that can 
be tailored to optimize the final shape and microstructure of the deposited mate-
rial [7–10].

The operational concept of EBF3, illustrated in Fig. 8.2, is to build a near-net-
shape metallic part directly from a computer-aided design (CAD) file without the 
need for molds or tooling dies. Current computer-aided machining practices start 
with a CAD model and use a post-processor to write the machining instructions 
(G-code) defining the cutting tool paths needed to make the part. EBF3 uses a simi-
lar process, starting with a CAD model, numerically slicing it into layers, and then 

Fig. 8.1  Schematic drawing of key components of the EBF3 process. (Image credit: NASA)
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using a post-processor to write the G-code defining the deposition path and process 
parameters for the EBF3 equipment.

There are three EBF3 systems at NASA LaRC that are being developed for dif-
ferent purposes and experiments. The first is the original large-scale system based 
upon a commercial electron beam welder from Sciaky Inc., shown in Fig. 8.3. This 
system includes a 60 kV/700 mA electron beam gun and dual wire feeders capable 
of independent, simultaneous operation. Positioning is programmable through six 
axes of motion (X, Y, Z, gun tilt, and positioner tilt and rotate), with a build envelope 
of 60 × 24 × 24 inches (1.5 × 0.6 × 0.6 m). The large-scale EBF3 system is inside a 
vacuum chamber that operates in the range of 5 × 10−5 torr (6.5 × 10−3 Pa). Due to 
its size and vacuum pumping capacity, this is the primary system used for process 
development and for large-scale deposition at NASA LaRC.

The second EBF3 system (Fig. 8.4) is portable and comprises a small vacuum 
chamber, a 30 kV/100 mA electron beam gun mounted fixed in the top of the cham-
ber, four-axis motion control system on the table (X, Y, Z, and rotation), single wire 
feeder, and data acquisition and control system. This portable EBF3 system was 
used to study the effect of microgravity on build geometry and solidification micro-
structure during parabolic flights on NASA’s C-9 [11]. The third EBF3 system 
(Fig. 8.5) is the second-generation portable system. This is similar in size to the 
first-generation portable system, but has a movable 20 kV/100 mA electron beam 
gun inside the vacuum chamber with a fixed table and single wire feeder. This sys-
tem was intended to test smaller-scale electron beam guns that are contained within 

Fig. 8.2  Operational concept of the electron beam freeform fabrication (EBF3) process. (Image 
credit: NASA)
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the vacuum chamber to more accurately replicate conditions that would exist 
in space.

There are several attributes to the EBF3 process that are attractive for high rate 
deposition. Electron beams couple efficiently with electrically conductive materials 
like metals, enabling high beam energies that can be focused and rastered using 
electromagnetic lenses, as shown in Fig.  8.6. This characteristic enables greater 
control over the melt pool width and depth and allows for a high volume of wire to 
be melted during a single deposition pass.

Fig. 8.3  Large-scale EBF3 system at NASA LaRC for process development. (Image credit: NASA)

Fig. 8.4  First-generation portable, fixed-gun EBF3 system undergoing 0-g testing in parabolic 
flights. (Image credit: NASA)
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Fig. 8.5  Second-generation portable EBF3 system with movable gun inside the vacuum chamber. 
(Image credit: NASA)

Fig. 8.6  Schematic 
drawing of an electron 
beam gun. (Image 
credit: NASA)
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The electron beam requires vacuum to sustain a focused electron beam over long 
gun-to-work distances. This results in a clean environment, free of the risk of 
absorbing gases from the air without requiring consumables like argon, as is required 
for PBF processes. However, since this is a fusion process, selective vaporization of 
highly volatile alloying additions has been documented as a result of the vapor pres-
sure differences in vacuum [12]. This can result in alloying chemistries that fall 
outside of the acceptable range, which affect the microstructural evolution and 
mechanical properties [13]. A simple enrichment of the starting feedstock chemistry 
to adjust for the anticipated alloying losses is common in weld wire compositions 
and may be equally applied for many alloys used in EBF3.

8.4  �Case Studies: Challenges in EBF3 Deposition

Some of the initial parts built at NASA LaRC using EBF3 were generic rocket noz-
zle geometries. In their simplest form, rocket nozzles may be built as a thin-walled 
body of revolution with gradual transition angles to produce the desired nozzle 
shape. Rocket nozzles are attractive for EBF3-type processes because they are larger 
parts that can be produced more cost-effectively than with processes requiring non-
recurring tooling costs, especially at the prototype and testing phases. The ability to 
quickly build functional prototypes without tooling enables rapid turnaround of dif-
ferent geometries to validate analytical performance predictions and iteratively 
refine and optimize the geometries in a reasonable time and cost.

Rocket nozzles are subjected to harsh environmental conditions including intense 
temperature extremes, structural loads, and exposure to oxidation, corrosion, and 
erosion from exhaust gases. Rocket nozzles are only exposed to these severe condi-
tions for a short time; therefore strength, stiffness, toughness, and thermal and 
chemical resistance are key characteristics for surviving the harsh launch environ-
ment. These design considerations lead to selection of titanium- or nickel-based 
alloys for many rocket nozzle applications.

8.4.1  �Generic Inconel® 718 Rocket Nozzle

The first attempt at using EBF3 to build a rocket nozzle used Inconel® 718, a high-
temperature nickel-based alloy commonly used in aircraft and rocket engine appli-
cations. Due to its complex composition and microstructure, this alloy is difficult to 
weld and is susceptible to hot cracking. The build geometry selected was one bead-
width wide, resulting in an as-built wall thickness of 0.25–0.30 inches (6.3–7.6 mm). 
The nozzle started with a 10-inch (25.4 cm)-diameter cylindrical section that nar-
rows and widens in a generic nozzle geometry, built to a height of 18 inches 
(45.7 cm). Photos of the Inconel® 718 nozzle are shown in Fig. 8.7.
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In most cases, the part to be built using EBF3 is located below the electron beam 
gun and built in a vertical layering direction, as shown in Fig. 8.7. Height in the 
large EBF3 system is limited with the tilt-rotary table installed; therefore the table 
was removed to provide greater build Z-height. This required the part to be built 
using all X-Y moves rather than a rotary move with adjustments in either X or Y to 
obtain the variable geometry. Wire entry into molten pool is oriented such that the 
wire is aligned with the X-axis and feeds directly into leading edge of molten pool 
on +X moves. This means as the deposition takes place and the electron beam gun 
translates around the build path, the wire orientation feeds into the side of molten 
pool in +Y and –Y moves and into the trailing edge of molten pool on –X moves.

In the current EBF3 configuration, wire is fed into the molten pool at a relatively 
low entry angle, 30–35° from the baseplate. This wire entry angle is dependent upon 
the hardware geometry of the wire feeder and the gun-to-work distance but is 
aligned so that the wire enters the molten pool on the substrate at the same location 
as the desired focal point of the electron beam. The wire is heated as it passes 
through the electron beam into the molten pool. When feeding into the leading edge 
(+X move), the wire has sufficient time in the molten pool that it fully melts during 
the transit time. When feeding into the side (±Y moves), the molten pool tends to 
widen slightly. Since the wire feed rate dictates the volume of wire feeding into the 
molten pool, for a constant wire feed rate, a slight widening of the molten pool also 
means that the layer height is proportionally lower. For a single layer, this is 

Fig. 8.7  Generic Inconel® 718 rocket nozzle in large EBF3 system at NASA LaRC (left) and after 
partial machining (right). Note use of a fixed build platform (no rotary motion) for EBF3 deposi-
tion. (Image credit: NASA)
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imperceptible, but the layer height error will build up over time if uncorrected. This 
is evident in the Inconel® 718 nozzle shown in Fig. 8.7: an uneven build was noted 
at the shoulder of the narrowest part of the nozzle, which resulted in a slight kink in 
the axis of the nozzle and rendered this particular component unusable. To correct 
for this phenomenon, change of the wire entry angle and beam deflection may be 
used to mitigate the height variations in parts that cannot be built using the 
rotary table.

Since EBF3 occurs in a vacuum environment, cooling occurs primarily by con-
duction through the build plate into the support table. A little heat is also expelled 
through radiation, but no convective cooling is possible due to the absence of an 
atmosphere. This results in lower cooling rates than other wire-fed AM processes 
that are performed in argon or air (such as laser-based, plasma, or arc-based pro-
cesses), but EBF3 cooling rates can still result in hot cracking [14].

During fabrication of the Inconel® 718 nozzle, cooling rates were high enough 
to induce hot cracking. The basic mechanism of hot cracking results when the nickel 
freezes quickly into dendrites, expelling the alloying elements like niobium and 
molybdenum into the interdendritic regions. The niobium-rich interdendritic region 
is under high thermal residual stresses and is a lower-strength phase, leading to 
preferential cracking in that region. Cracks in the centerline of the single-bead 
deposit were observed during initial deposition parameter development for the 
Inconel® 718, shown in Fig. 8.8.

Weld bead shape dictates the weld metal solidification pattern and, in turn, is 
influenced largely by welding parameters. To address the hot cracking in the 
Inconel® 718, the beam power and travel speed were both increased, while the part 
was programmed for continuous building in a helical pattern (i.e., no starts and 
stops as each X-Y layer is completed). The process was driven such that 1–2 inches 
(2.5–5 cm) of build height was glowing cherry red during deposition. This resulted 

Fig. 8.8  Cross section of an Inconel® 718 EBF3 deposit with evidence of hot cracking at the 
centerline. (Image credit: NASA)
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in a heat soak that allowed enough time for the niobium and molybdenum to diffuse 
back into solution, eliminating the low-strength interdendritic region and thereby 
the hot cracking.

8.4.2  �Generic Ti-6Al-4V Rocket Nozzle

The next attempt at using EBF3 to build a rocket nozzle used Ti-6Al-4V, which has 
excellent corrosion resistance and is suitable for use temperatures up to around 
775 °F (415 °C). The primary benefit of using Ti-6Al-4V is the significantly lower 
density than nickel-based alloys. The rocket nozzle geometry selected was also one 
bead-width wide, resulting in an as-built wall thickness of 0.20–0.25 inches 
(5–6.3 mm). This nozzle was built starting with a 4-inch (10 cm)-diameter base, 
converging and then diverging to 8 inches (20 cm) at the top, with a final height of 
nominally 14 inches (36 cm). As was the case with the Inconel® 718 nozzle, the 
Ti-6Al-4V nozzles were too tall to use the tilt-rotary table; hence they were built on 
a lower-profile table with all X-Y programmed moves. Photos of the Ti-6Al-4V 
nozzle are shown in Fig. 8.9.

The geometry of the Ti-6Al-4V nozzle had a more aggressive unsupported over-
hang than the Inconel® 718 nozzle. With the tilt table, the geometry could have 
been built, so the table was tilted to maintain orthogonality of the electron beam and 
deposited bead to the contour of the nozzle. Without the tilt table, the deposited 
bead had to be stepped over from the previous bead to achieve an unsupported over-
hang. This means that the viscosity and surface tension of the molten pool dictate 
the maximum unsupported overhang that can be achieved. For the Ti-6Al-4 V, the 
viscosity and surface tension are low enough that a 45° angle is achievable just by 

Fig. 8.9  Generic Ti-6Al-4V rocket nozzle as-built (left) and after machining (right). (Image 
credit: NASA)
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stepping the layers over by up to 60% of the bead width on each subsequent pass. 
The molten pool perches on the edge of the previously deposited layer to achieve 
the overhang. Care must be taken not to run the process too hot in these cases, 
because that will increase the fluidity, melt too deep into prior layers, and jeopardize 
successful adherence of the molten pool to the part. Therefore, the EBF3 process is 
operated at slightly lower power levels for these geometries to enable maximum 
unsupported overhang angles.

The Ti-6Al-4V nozzles were built with X-Y programmed moves in a counter-
clockwise direction. Variations in bead width and height were observed as with the 
Inconel® 718 nozzle, due to the changing wire entry angle into the molten pool. The 
typical Ti-6Al-4V EBF3 deposition parameters were modified to enable building the 
unsupported overhang, but this created other problems during the first trial for this 
nozzle. Wire feeding into the trailing edge of the molten pool (−X), particularly with 
the lower layer height, results in the wire not always having sufficient time to melt. 
The wire can deflect off the bottom and out the side of the molten pool when the 
process is running at lower power levels, as can be seen in Fig. 8.10. Note that this 
only occurred in the –X, –Y quadrant of the build, recovering as the programmed 
moves trended back toward the +Y direction. To correct for this error, rotary moves 
with the wire feed angle held constant are the preferred solution. In instances when 
a rotary move is not possible, a slight increase in beam power provides the addi-
tional energy necessary to fully melt the wire, even in the –X, –Y quadrant, enabling 
successful fabrication of the component.

EBF3 deposition of Inconel® 718 is different from Ti-6Al-4V.  Unsupported 
overhangs are much harder to achieve with Inconel® alloys, as compared to 
Ti-6Al-4V. Even with stepping over the programmed layer position in an X-Y move, 
the molten pool tends to pull back to the position of the prior deposited layer. The 
end result is that Inconel® 718 (and other Inconel® alloys like 625) are only able to 
sustain lower unsupported overhangs when built in a purely X-Y move. To achieve 
higher unsupported overhangs, use of the tilt table is necessary to tilt the part and 
physically change the edge of the molten pool onto which the electron beam is 
directed.

Fig. 8.10  Initial attempt at Ti-6Al-4V nozzle experienced issues with wire entry angle, showing a 
top view (left) and side view (right). (Image credit: NASA)
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8.4.3  �Copper-Nickel Bimetallic Nozzle

A complete liquid-fueled, regeneratively cooled rocket motor specifically designed 
for AM was built and successfully test-fired by NASA in 2017. This particular 
design incorporated internal cooling passages that conform to the nozzle throat 
geometry to actively cool the nozzle, with different portions being built using cop-
per for thermal conductivity and nickel for strength. The design leveraged the fine 
feature detail of laser powder bed fusion (LPBF) and the high deposition rate, multi-
material capability of EBF3 to produce a near-net-shape, bimetallic structure that 
could not be built solely by either process [4].

The overall geometry of this chamber and nozzle assembly was approximately 9 
inches (23 cm) in diameter and 18 inches (46 cm) in length. A GRCOP-84 liner with 
internal cooling channels was fabricated via the LPBF process at NASA’s Marshall 
Space Flight Center in two sections; the overall length of the component precluded 
building the liner as a single piece. The sections were welded together, and then 
EBF3 was used to add the Inconel® 625 structural jacket. GRCOP-84 is a high-
temperature copper-based alloy developed at NASA Glenn Research Center for 
combustion chamber liners of regeneratively cooled rocket engines, with approxi-
mately 6.6 wt% Cr and 5.7 wt% Nb that forms Cr2Nb precipitates for increased 
strength [15]. Inconel® 625 is a weldable, high-strength, high-temperature nickel-
based alloy commonly used in aircraft and rocket engines.

The EBF3 deposition portion of this effort required development of several new 
approaches. Internal, collapsible stainless steel tooling was developed to support the 
inside of the GRCOP-84 liner in the EBF3 system, as shown in Fig. 8.11. The nozzle 
was fixtured using the rotary table with a 90° tilt to operate similar to a lathe. Since 

Fig. 8.11  Copper-nickel bimetallic nozzle in the large EBF3 system at NASA LaRC (left) and 
after completion of EBF3 deposition (right). (Image credit: NASA)
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the EBF3 deposition was directly onto the GRCOP-84 liner, this configuration was 
able to maintain the nearly orthogonal orientation of the electron beam and wire 
relative to the surface of the part. A tailstock assembly was used to support the outer 
end of the internal tooling, since the entire assembly weighed in excess of 750 
pounds (340 kg) (including the tooling, nozzle liner, and structural jacket). The X- 
and Z-axes were programmed to follow the contour of the nozzle liner, while the 
rotary table continuously rotated the part during deposition. This configuration 
allowed for the wire to feed into the side of the molten pool to obtain a consistent 
bead width and height throughout the part fabrication. Additionally, the part was 
programmed for helical builds to reduce the number of starts and stops.

The deposition of the 0.3-inch (7.5 mm)-thick Inconel® 625 structural jacket 
was relatively straightforward and was based on a set of optimized deposition 
parameters that had been developed during preliminary experiments. The initial 
deposit layer required significantly higher beam power to bond the Inconel® 625 to 
the GRCOP-84, due to its higher thermal conductivity. After the initial layer of 
Inconel® 625 was deposited onto the GRCOP-84, all subsequent layers used lower 
beam power to deposit on top of the Inconel® 625 of the previous layers. Figure 8.12 
shows a cross section of the interface between the GRCOP-84 liner and the Inconel® 
625 jacket. The scalloped features are the side-by-side beads of Inconel® 625 where 
they melt into the GRCOP-84. Deposition of the first layer of Inconel® 625 onto the 
GRCOP-84 required melting of the substrate to obtain a metallurgical bond. Traces 
of copper can be seen mixing in the initial layer of Inconel® 625. Chemical analysis 
has shown this layer to be as much as 30% copper, which allows for a slight transi-
tion zone between the two alloys. This was desired to assist with grading the materi-
als, since the two alloys have drastically different thermal conductivities, coefficients 
of thermal expansion, and elevated temperature strengths. In the circumferential 
direction of the rocket nozzle, this interface worked well.

The geometry of the LPBF GRCOP-84 at the ends of the part proved to be chal-
lenging, due to the entry angle of the wire feed into the molten pool in the EBF3 

Fig. 8.12  Cross-section micrograph showing the Inconel® 625 bead interface with the GRCOP-84 
liner (left) and section of the aft end of the nozzle showing the limitation of the wire feed angle on 
the EBF3 system preventing access to the 90° corner feature on the GRCOP-84 liner (right). (Image 
credit: NASA)
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process. Some of the sharper corners were inaccessible, leaving areas where the 
Inconel® 625 was not bonded to the GRCOP-84. These regions were identified, and 
the LPBF geometry was subsequently modified to make more gradual angles that 
were accessible to the EBF3 wire feeder. Figure 8.12 shows a cross section of the 
regions in question, which were excised from the part for metallurgical analysis 
after completion of the deposition.

Coupons for interface tensile strength testing were desired to characterize the 
interfacial region in this bimetallic rocket nozzle. An initial attempt involved EBF3 
deposition of Inconel® 625 onto an extruded GRCOP-84 block measuring approxi-
mately 8 × 2 × 2.5 inches (20 × 5 × 6.3  cm). The intent was to deposit a brick 
approximately 7 × 1.5 × 2.5 inches (18 × 3.8 × 6.3 cm) of Inconel® 625 onto the 
2-inch (5 cm)-wide face of the GRCOP-84 extrusion. During deposition, thermal 
residual stresses from the end effects and contraction of the Inconel® 625 caused 
the Inconel® 625 deposit to separate from the GRCOP-84 block at the interface 
after only seven layers (~0.7 inches (1.8 cm)) had been applied. Since the cooling 
path was interrupted where the separation occurred, the end of the Inconel® 625 
that peeled up is glowing cherry red in Fig. 8.13. This experiment demonstrated that 
high residual stresses develop during the EBF3 process as a result of the differences 
in thermal conductivity, thermal expansion, and strength at elevated temperatures 
between the GRCOP-84 and the Inconel® 625.

It was recognized that the stress state of this interface block is not representative 
of the stress state in a cylindrical deposition. Therefore, the GRCOP-84 extrusion 
from Fig. 8.13 was machined into a 2-inch (5 cm)-diameter, 8-inch (20 cm)-long 
solid cylinder. A 2-inch (5 cm)-thick layer of Inconel® 625 was deposited onto the 
outside of the solid GRCOP-84 cylinder, as shown in Fig. 8.14. The EBF3 layers 

Fig. 8.13  End effects 
produced high residual 
stresses that resulted in 
separation of the Inconel® 
625 during deposition onto 
a GRCOP-84 extrusion. 
(Image credit: NASA)
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were deposited in overlapping rings, with a start and a stop on each bead, stopping 
periodically to allow the part and EBF3 gun to cool. Slices were cut from the cylin-
der, and flat dog-bone specimens were machined with the GRCOP-84-Inconel® 
625 interface at the center of the dog-bone specimens. Tensile tests revealed that 
failures generally occurred in the copper substrate, except where a localized defect 
occurred at the interface between the first and second layers of Inconel® 625. More 
detailed evaluation of the effects of copper uptake in the strength and the residual 
stress state at this complex interface is underway.

8.4.4  �Aluminum Stiffened Panels for Aerostructures 
and Launch Vehicles

Recent structural design optimization studies have focused on improving the perfor-
mance of aircraft fuselage and wing structures. One approach has been to use curvi-
linearly stiffened skin panels to tailor the properties of the structure to simultaneously 
reduce weight and provide improved stiffness or acoustic damping. Thin, light-
weight aircraft wings are susceptible to aeroelastic instability and flutter. Structural 
tailoring to change the bend-twist stiffness behavior of the wing may be accom-
plished with curvilinear spars, ribs, and stiffeners [16]. Other optimization studies 
have explored use of curvilinear stiffeners to passively induce destructive interfer-
ence between acoustic waves to reduce cabin noise or acoustic fatigue loads in 
launch vehicles and supersonic missile housings [17].

Fig. 8.14  Successful deposition of GRCOP-84-Inconel® 625 interface coupons for tensile test-
ing. (Image credit: NASA)
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The advent of large-scale DED processes may enable manufacturing of new 
structural designs such as these studies have proposed. The addition of features onto 
simple forgings, castings, or rolled product forms can reduce manufacturing time 
and costs and enable improved performance. The size of parts that can be produced 
via EBF3 is limited only by the size of the vacuum chamber. To study the fundamen-
tal issues with combining conventional and AM approaches, EBF3 has been used to 
deposit 2219 Al blade stiffeners onto 2219 baseplate. The baseplate for the EBF3 
deposition process will become a structural skin with deposited integral stiffeners. 
Straight and curvilinearly stiffened panels, as shown in Fig. 8.15, have been built to 
evaluate the effects of the repeated traverses of a localized heat source during layer 
additive processes on the resulting microstructures, mechanical properties, struc-
tural distortion, and residual stresses.

In fusion DED processes like EBF3, the first layer melts into the baseplate, intro-
ducing a heat-affected zone in the area immediately surrounding the interface 
between the deposited bead and the baseplate. Each subsequent layer melts into the 
previous layer or two to provide good adhesion. The heat input spikes as the beam 
passes by and then dissipates into the surrounding structure. As layers continue to 
build up, the relative temperature spikes are reduced in magnitude, but the back-
ground temperature continues to rise. The magnitude and rate of the temperature 
rise depends on the size of the part and the time between passes. This complex 
thermal profile drives the microstructural evolution during the EBF3 deposition pro-
cess. In the micrograph shown in Fig. 8.16, the heat-affected zone and variations 
within the deposited layers are clearly evident in the cross section of a 2219 Al 
stiffener on 2219 Al 0.25-inch (6.3 mm)-thick baseplate.

Another challenge that must be monitored and mitigated with a localized moving 
heat source is the development of thermal residual stresses that can result in warping 
or distortion of the deposited part or the substrate on which it is being deposited. 
This is a particularly important issue when the substrate is a simplified preform onto 
which details are deposited, such as bosses, flanges, or stiffeners. Various distortion 
mitigation techniques have been studied, including preheating or actively cooling 

Fig. 8.15  Examples of 2219 Al straight (left) and curvilinear (right) stiffeners on skins representa-
tive of aircraft and launch vehicle stiffened skin panels; the panel on the left is approximately 8 × 
18 inches (20.3 × 45.7 cm) with a 1-inch (2.5 cm)-tall stiffener. (Image credit: NASA)
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the substrate, thicker weld land regions, and pre-stressing the baseplate in the oppo-
site direction to compensate for the anticipated distortion [18].

Although distortion can be mitigated through different deposition and fixturing 
approaches, the issue of dissimilar microstructures and heat-affected zones presents 
additional concerns. The base structures may be heat treated to a high strength con-
dition, such as a –T6 or –T8 temper in aluminum alloys, but the deposited material 
and surrounding heat-affected zone are closer to an annealed (-O temper) condition 
in the as-deposited condition. AM of aluminum alloys is challenging because they 
are not used in an annealed condition. High-strength aerospace aluminum alloys are 
precipitation strengthened and derive their strength from a combination of heat 
treatment and work (either from a forming or rolling operation or from a stretch 
imparted after heat treatment) to introduce dislocations. AM-deposited aluminum 
alloys tend to have strengths between the annealed and solutionized and naturally 
aged (−T4 temper) properties as a result of the microstructures that develop during 
the thermal excursions of the AM processes [19]. Studies have shown properties 
near –T6 are achievable through a direct age after deposition in 2219 and 2139 
alloys. This avoids the need for a high-temperature solutionization and quench to 
minimize distortion, but fails to introduce the dislocation strengthening that is typi-
cally introduced through a stretch to obtain –T8 properties [20].

Alloy development to exploit the processing conditions, such as thermal cycling 
during the EBF3 deposition process, is an active area of research for future aero-
space aluminum alloys. Once the thermal differential and distortion issues can be 
solved, selectively integrating large-scale additive manufacturing into components 
fabricated with conventional processes offers affordable, manufacturable solutions 
applicable to commercial production.

Fig. 8.16  Cross section of 
an as-deposited 2219 Al 
EBF3 deposit on 2219 Al 
sheet clearly shows 
differences in 
microstructures and 
heat-affected zones 
resulting from the EBF3 
process. (Image 
credit: NASA)
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8.5  �Concluding Remarks

Manufacturing is the link between structures and materials that can be used to form 
an integrated solution enabling advances in performance, cost, or manufacturing 
time. Metal additive manufacturing approaches like LPBF and EBF3 are two of 
many tools in the manufacturing toolbox that add to the solution design space. 
Presently, metal AM processes are well-suited for prototypes and research, and les-
sons learned in one process space are often applicable for other AM processes. High 
deposition rate of DED processes in combination with other advanced manufactur-
ing processes offers a new approach to fabricate unconventional large-scale aero-
space structures. The case studies presented in this paper were useful for identifying 
challenges and developing robust processing parameters and techniques to mature 
the EBF3 process for wider application toward qualification for adoption into 
production.
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References

	 1.	W.J. Sames, F.A. List, S. Pannala, R.R. Dehoff, S.S. Babu, The metallurgy and processing sci-
ence of metal additive manufacturing. Int. Mater. Rev. 61(5), 315–360 (2016)

	 2.	H.  Canaday, Making 3D-printed Parts for Boeing 787s. Aerospace America, September 
2018 (2018)

	 3.	T. Kellner, The FAA Cleared the First 3D Printed Part to Fly in a Commercial Jet Engine From 
GE. GE Reports. http://www.gereports.com/post/116402870270/the-faa-cleared-the-first-3d-
printed-part-to-fly/ (2015)

	 4.	P.  Gradl, S.E.  Greene, C.  Protz, B.  Bullard, J.  Buzzell, C.  Garcia, J.  Wood, Cooper, K., 
Additive Manufacturing of Liquid Rocket Engine Combustion Devices: A Summary of Process 
Developments and Hot-Fire Testing Results. Proceedings of the 54th AIAA/SAE/ASEE Joint 
Propulsion Conference, Cincinnati, OH, (paper no. AIAA-2018-4625) (2018)

	 5.	A. Totin, E. MacDonald, B. Conner, Additive manufacturing for aerospace maintenance and 
sustainment. DSIAC J. 6(2) (2019)

	 6.	 ISO/ASTM52900-15, Standard Terminology for Additive Manufacturing  – General 
Principles – Terminology (ASTM International, West Conshohocken, 2015). www.astm.org

	 7.	K.M.B.  Taminger, J.K.  Watson, R.A.  Hafley, D.D.  Petersen, Solid Freeform Fabrication 
Apparatus and Method. (Patent # 7,168,935) (2007)

	 8.	K.M.B. Taminger, W. Hofmeister, R.A. Hafley, Use of Beam Deflection to Control Electron 
Beam Wire Deposition Processes. (Patent # 8,344,281) (2013)

	 9.	K.M.B.  Taminger, R A.  Hafley, R.E.  Martin, W.  Hofmeister, W.J.  Seufzer, Closed Loop 
Process Control for Electron Beam Freeform Fabrication and Deposition Processes. (Patent # 
8,452,073) (2013)

	10.	W.A.  Seufzer, R.A.  Hafley, Height Control and Deposition Measurement for the Electron 
Beam Free Form Fabrication (EBF3) Process. (Patent # 9,764,415) (2017)

8  Challenges in Metal Additive Manufacturing for Large-Scale Aerospace Applications

http://www.gereports.com/post/116402870270/the-faa-cleared-the-first-3d-printed-part-to-fly/
http://www.gereports.com/post/116402870270/the-faa-cleared-the-first-3d-printed-part-to-fly/
http://www.astm.org


124

	11.	R.A.  Hafley, K.M.B.  Taminger, R.K.  Bird, Electron Beam Freeform Fabrication in 
the Space Environment. Proceedings of the 45th AIAA Aerosciences, Reston, VA, 
(pp. 13879-13887) (2007)

	12.	R.E.  Honig, Vapor pressure data for the solid and liquid elements. RCA Rev. 30, 
285–305 (1969)

	13.	S.N. Sankaran, R.A. Hafley, C.L. Lach, K.M. Taminger, A Microstructural and Microanalytical 
Study of the Effect of Processing Parameters on the Aluminum Loss and Deposition Efficiency 
of EBF3 Ti-6Al-4V Alloys. Presented at the 19th AeroMat Conference and Exposition, Austin, 
TX (2008)

	14.	Y.M. Yaman, M.C. Kushan, Hot cracking susceptibilities in the heat-affected zone of electron 
beam-welded Inconel® 718. J. Mater. Sci. Lett. 17(14), 1231–1234 (1998). https://doi.org/1
0.1023/A:1006514431915

	15.	D.L.  Ellis, H.R.  Gray, M.  Nathal, Aerospace Structural Materials Handbook Supplement 
GRCop-84 (2001)

	16.	B.K. Stanford, C.V. Jutte, Comparison of Curvilinear Stiffeners and Tow Steered Composites 
for Aeroelastic Tailoring of Transports. Proceedings of the 34th AIAA Applied Aerodynamics 
Conference, Washington, D.C., (paper no. AIAA 2016-3415) (2016)

	17.	P.  Joshi, S.B.  Mulani, R.K.  Kapania, Experimental validation of the EBF3PanelOpt vibro-
acoustic analysis of stiffened panels. J.  Aircr. 52, 1481 (2015, January 20). https://doi.
org/10.2514/1.C032982

	18.	S. Lin, E. Hoffman, M. Domack. Distortion and Residual Stress Control in Integrally Stiffened 
Structure Produced by Direct Metal Deposition. Presented at the 18th AeroMat Conference and 
Exposition, Baltimore, MD (2007)

	19.	M.S. Domack, K.M.B. Taminger, M. Begley, Metallurgical mechanisms controlling mechani-
cal properties of aluminum alloy 2219 produced by electron beam freeform fabrication. Mater. 
Sci. Forum 519–521, 1291–1296 (2006)

	20.	C. Brice, R. Shenoy, M. Kral, K. Buchannan, Precipitation behavior of aluminum alloy 2139 
fabricated using additive manufacturing. Mater. Sci. Eng. A 648, 9–14 (2015)

K. M. Taminger and C. S. Domack

https://doi.org/10.1023/A:1006514431915
https://doi.org/10.1023/A:1006514431915
https://doi.org/10.2514/1.C032982
https://doi.org/10.2514/1.C032982


125© Springer Nature Switzerland AG 2020
M. E. Kinsella (ed.), Women in Aerospace Materials, Women in Engineering 
and Science, https://doi.org/10.1007/978-3-030-40779-7_9

Chapter 9
Advanced Characterization 
of Multifunctional Nanocomposites

Nellie Pestian and Dhriti Nepal

9.1  �Introduction

MNCs combine structural and functional properties, where the structural aspect 
refers to mechanical performance, including increases in modulus, strength, tough-
ness, and resistance to fatigue. Functional properties include electrical, optical, ther-
mal, and magnetic susceptibility [1].

Two key challenges associated with these nanocomposites include achieving 
uniform dispersion of nanoparticles in a polymer matrix and controlling interfacial 
interactions between the nanofiller and the matrix [2–4]. If sufficient dispersion is 
not attained, nanoparticles may aggregate and create sites of stress concentration. 
Weak interfacial interactions, resulting from incompatible surface chemistries and 
few covalent bonds between filler and matrix, induce chain slippage, bond breaking, 
and void creation, which all contribute to crack initiation and propagation under a 
mechanical load. Thus, mechanical weak points at the nanoscale contribute to fail-
ure at the bulk scale. After decades of research on polymer nanocomposite synthe-
sis, researchers have developed techniques implementing particle surface treatment 
(using appropriate surfactants, polymers, or coupling agents) and effective mechan-
ical mixing to uniformly disperse nanoparticles in a polymer matrix [4]. Two meth-
ods are being used for improvement of the interaction between nanofiller and 
polymer. The first involves physical wrapping of polymer chains on the nanofiller 
via secondary forces such as electrostatic, steric, and van der Waals forces; hydro-
gen bonding; and Lewis acid-base interactions. With this technique, the physically 
adsorbed polymer or oligomer chains minimize voids and enhance the mechanical 
performance. The second method encourages covalent bonding between the nano-
fillers and the host polymer matrix by controlling the polymer grafting density of 

N. Pestian · D. Nepal (*) 
Materials and Manufacturing Directorate, Air Force Research Laboratory,  
Wright-Patterson Air Force Base, OH, USA
e-mail: pestian.3@wright.edu; dhriti.nepal.1@us.af.mil

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-40779-7_9&domain=pdf
mailto:pestian.3@wright.edu
mailto:dhriti.nepal.1@us.af.mil


126

the corona structures. The resulting increase in covalent bonds ensures strong cou-
pling between the filler and particles.

Difficulties with aggregation and weak interfacial interactions depend on the 
concentration of surface atoms on filler particles. At nanoscale dimensions, the 
surface-area-to-volume ratio is drastically increased from that of a micron-sized 
filler (Fig. 9.1). This geometric property influences the mechanical, chemical, and 
functional properties of the composite, because surface atoms are more active than 
atoms central to the nanofillers. An increase in relative concentration of active sur-
face atoms causes an increase in the interaction between nanofillers and the sur-
rounding matrix, and this effectively changes the composite strength and toughness, 
chemical and heat resistance, optical interactions, and more. Different surface func-
tionality, shape, size, and distribution of nanofillers affect the polymer reaction, 
packing, and polymerization of the matrix close to a filler particle, causing the for-
mation of an interphase region.

9.2  �The Interphase

The interphase is a region between a particle and a surrounding matrix, where the 
chemical and thermomechanical properties are expected to be different than the 
bulk (Fig. 9.1a). It is often induced as a result of the difference in polymer packing 
surrounding a nanoparticle due to the difference in surface chemistry, roughness, 
and thermal conductivity. The thickness of the interphase depends on many com-
plex factors, including the chemistry of the matrix, surface chemistry of the filler, 
surface roughness and shape of a filler, and polymer processing conditions. One 
major question posed to the scientific community pertains to the thickness and the 
local properties of the interphase region, which is very hard to characterize and 
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Fig. 9.1  Graphical representations of the exponential increases in surface-area (SA)-to-volume 
ratio with decreasing particle diameter (assuming a spherical particle) (a). A logarithmic scale is 
used to illustrate exponential nature of the relationship. The mathematical equations used for gen-
eration of the graph are given in (b). SA and V abbreviate surface area and volume, respectively. 
r is the radius of the filler particle (r = d/2)
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quantify. The ability to predict or measure these parameters would greatly assist in 
the prediction of composite properties. This is because interphase volume fraction 
of a polymer nanocomposite increases exponentially with an increasing volume 
fraction of nanoparticles and decreasing size of a nanoparticle.

The mechanical properties of the interphase may be very different from those of 
the bulk matrix, affecting the ability to transfer mechanical stress from the matrix 
(higher toughness) to the filler (higher yield strength). Therefore, higher volume 
percent of interphase increases uncertainty in the overall performance of the com-
posite. Characterization of the chemical bonds and mechanical properties within the 
interphase could improve understanding of the region; however, characterization at 
the nanoscale poses a significant challenge. The objective of this chapter is to give 
perspective on the advanced techniques for nanocomposite characterization and dis-
cuss some of the challenges.

9.3  �Nanoscale Characterization: Techniques and Challenges

Despite significant progress over the last few decades regarding the synthesis and 
processing of nanocomposites, the scientific community has achieved only a limited 
understanding of material properties at the nanoscale. This knowledge gap is caused 
by a lack of effective characterization tools for nanoscale study of polymer nano-
composites. It is known that surface chemistry of nanoparticles influences the poly-
mer packing and polymer reaction, which can create an interphase zone between a 
nanoparticle and a matrix. Challenges and limitations that already exist for 
microscale characterization are compounded when attempting to study composites 
at the nanoscale. The following sections will briefly introduce three instruments 
used for micro- and nanoscale characterization, giving detail about the applications 
and limitations of each instrument in the context of nanocomposite study. Methods 
of using different instruments to investigate and overcome the challenges of each 
other are also discussed.

9.4  �AFM of Polymer Nanocomposites

One powerful tool for nanoscale characterization is atomic force microscopy 
(AFM), which is a type of scanning probe microscopy (SPM). AFM can be used to 
obtain an abundance of information about a nanocomposite sample, including mea-
surements of surface roughness [5], filler dispersion [6], and material stiffness (elas-
tic modulus) [5, 7, 8]. The AFM also generates images of various properties, 
including physical morphology [5–7, 9]; chemical adhesion [7, 10], surface energy 
[11, 12], and work function [11, 12]; mechanical modulus [7, 8] and phase [13]; and 
magnetic [14, 15] and electrical [9, 12] properties. As interest in the nanocomposite 
interphase region moves to the forefront of composite study, the nanoscale resolution 
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provided by AFM is recognized as an invaluable asset. Groundbreaking achieve-
ments have been made in the field of nanocomposite characterization, specifically 
measurements of nanofiller modulus and thickness [7, 8], studies of variations in 
properties across the interphase [5, 7, 8], and measurements of interphase thickness 
[5, 7, 8, 13].

The AFM is comprised of a piezoelectric scanner which moves the sample under 
the tip of a very sharp cantilever (probe) in the manner shown in Fig. 9.2a. Early 
methods of nanocomposite characterization used force modulation and phase map-
ping methods for evaluation of mechanical properties [5, 13]. Such techniques were 
capable of mapping local variations in stiffness, and elastic modulus data could be 
approximated with post-processing, but a newer approach called PeakForce 
Quantitative Nanomechanical Mapping (PF-QNM) adds the capability of mapping 
quantitative elastic modulus data in real time [16]. PF-QNM works by scanning the 
AFM cantilever over the sample surface and using the tip to exert a set force on the 
sample at a certain frequency. Data from these sampling points correspond to pixels 
in the generated image. A force vs. penetration (force-indentation) curve is gener-
ated for every sampling point and gives information about local properties such as 
the height, deformation, and adhesion of the sample.

An exemplary pair (approach and withdrawal) of force-indentation curves is pro-
vided in Fig. 9.2b, and the numbered regions of the curves are explained as follows. 
The probe approaches the sample without encountering any force during region (1) 
of the curve. At point (2), the probe “snaps” to the sample surface due to attractive 
forces between the tip and the sample; this is interpreted as a negative force. The 
moment after this phenomenon when the force on the probe is zero is labeled as the 
contact point and is recorded as the height of the sample at that location. The probe 
tip then applies force to indent the sample until it reaches the peak force setpoint at 
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Fig. 9.2  Schematic of AFM function (a), including an exemplary force-indentation curve (b). 
Such a force curve is acquired at every pixel of a PF-QNM scan, and mechanical properties such 
as deformation, DMT modulus, and adhesion are mapped based on the measurements shown. (b 
Adapted with permission from Lorenzoni et al., Assessing the Local Nanomechanical Properties 
of Self-Assembled Block Copolymer Thin Films by Peak Force Tapping. Copyright 2015 American 
Chemical Society)
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(3), after which it begins to withdraw through region (4). This linear region of the 
withdrawal curve is used, along with knowledge of the cantilever spring constant 
and tip radius, to calculate the local elastic modulus according to the Derjaguin-
Muller-Toporov (DMT) model of surface contact [17]. There is a similar, yet larger, 
negative dip in the force curve on the withdrawal (compared to the approach), which 
occurs when the probe tip must overcome adhesive forces as it pulls off of the 
sample surface (5); the difference between zero and the minimum force in this 
region is recorded as the adhesive force of the sample. Additionally, the hysteresis 
area between the approach and withdrawal curves can be used to calculate energy 
dissipation of one tap. Finally, the curve flattens out once more at zero force (6), 
signifying that the probe tip is no longer in contact with the sample. The measured 
and calculated properties (height, modulus, and adhesion) are mapped spatially to 
create images of the scan area, such as those shown in Fig. 9.3. In determining the 
appropriate scan size and pixel dimension for these images, it is important to con-
sider the resolution of the AFM.

Resolution, defined in optical microscopy as the smallest distance between two 
distinctly identifiable objects, is vital to any nanoscale study. In some cases, the 
resolution limit of an instrument may be too high to conduct a meaningful study of 
a given length scale, so it is critical to be aware of that lower bound. AFM resolution 
is limited primarily by the size and geometry of the cantilever tip in comparison 
with the size and geometry of features to be scanned [18]. For this reason, resolution 
down to 3–5 nm is theoretically possible; however, a range of 10–20 nm resolution 
may be more realistic when considering how contact with the sample wears down a 
very sharp tip over time. The tip diameter is checked periodically using certain cali-
bration steps, and a used tip is replaced once the diameter becomes too large to 
maintain useful resolution.

Fig. 9.3  SEM micrograph (a) of a block copolymer, compared to AFM images mapping height 
(b), adhesion (c), DMT modulus (d), and deformation (e). AFM images of mechanical properties 
were obtained using PF-QNM. Cross sections of data from the height, modulus, and deformation 
images are plotted in (f), (g), and (h), respectively. (Adapted with permission from Lorenzoni 
et al., Assessing the Local Nanomechanical Properties of Self-Assembled Block Copolymer Thin 
Films by Peak Force Tapping. Copyright 2015 American Chemical Society)
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Unfortunately, a trade-off exists between obtaining images with excellent resolu-
tion and accurately representing the elastic modulus. The DMT theory is based on 
contact between a sphere and a plane; therefore, using a sharply pointed AFM tip 
frequently overestimates the elastic modulus (especially for soft materials such as 
epoxy) due to the model’s neglect of stress concentrations that arise during indenta-
tion [19]. With a sharp tip, the approximated value for local modulus does not 
approach the nominal material value until a relatively deep penetration depth is 
attained [19]; unfortunately, deeper penetration depths are also more likely to cause 
plastic deformation in epoxies. In order to find a true elastic modulus, deformation 
should be fully elastic. For this reason, PF-QNM is preferred over a nanoindenter 
when studying epoxy nanocomposites, as PF-QNM is capable of operating within 
the range of smaller indentation forces required by the epoxy [19]. Cantilever tap-
ping parameters such as the amplitude, frequency, and force setpoint should be care-
fully adjusted during initial calibration to avoid plastic deformation.

Plastic deformation may be observed by abnormal image patterns in successive 
AFM scans of the same area, but the phenomenon is best visualized with scanning 
electron microscopy (SEM). Despite artifacts inherent to electron collection, such 
as inconsistent contrast, SEM eliminates the sort of artifacts that are caused by 
incompatible tip and sample geometries in AFM to show true morphology of a 
sample. One example of this is imaging of nanocomposites with 2D nanoplatelets 
such as graphene as the reinforcing phase. Some platelets may protrude from the 
sample surface after fracturing or microtoming, and the tapping AFM cantilever can 
crush these platelets onto the epoxy surface, skewing height and modulus measure-
ments. A non-contact technique like SEM leaves the platelet intact. AFM gives 
quantitative values of height, while SEM provides qualitative verification for 
these values.

9.5  �SEM of Polymer Nanocomposites

Besides correlation with AFM, SEM has proven its usefulness for nanocomposite 
study, particularly when used in parallel with electron-dispersive x-ray spectros-
copy (EDS). SEM is used to observe the size and distribution of nanofillers [6, 9, 12, 
20] and analyze crack initiation and propagation on fracture surfaces [20]. EDS can 
be used to distinguish nanofillers from the matrix and inspect any chemical func-
tionalization of nanofillers through semiquantitative examination of the elemental 
makeup of the composite constituents.

SEM, like AFM, offers nanoscale resolution with many parameters to consider 
for optimal imaging. An SEM operates by rastering an incident electron beam over 
a region of the sample. A typical schematic of the microscope is shown in Fig. 9.4a. 
The beam is focused and redirected throughout its raster pattern by a series of elec-
tromagnetic coils, or lenses, that are arranged between the electron gun and the 
sample. Incident electrons from the beam are scattered by the sample, either 
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Fig. 9.4  Schematic of 
SEM layout (a), including 
some sample SEM images. 
(b), (c), and (d) depict 
fracture surfaces of a neat 
epoxy (b) as well as crack 
initiation (c) and fast-
fracture (d) sites of an 
exfoliated clay 
nanocomposite. (e), (f), 
and (g) illustrate some 
common challenges in 
SEM imaging. (e) 
demonstrates the 
unrealistic enhancement of 
contrast on steep edges of 
topographical features. (f) 
was acquired at low 
magnification after 
acquiring (e), depicting 
carbon contamination on 
the scan area after imaging. 
(g) demonstrates the 
streaking and glowing of a 
nonconductive particle 
under an electron beam. 
(b–d Adapted with 
permission from Wang 
et al., Epoxy 
Nanocomposites with 
Highly Exfoliated Clay: 
Mechanical Properties and 
Fracture Mechanisms. 
Copyright 2005 American 
Chemical Society. Scale 
bars: 20 um for (b, d), 5 
um for (c, f, g), and 1 um 
for (e))
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elastically or inelastically, and then collected by a detector. Once incident electrons 
have been scattered by the sample, they are known as signal electrons.

The electron beam is accelerated by some voltage; this voltage determines how 
far into the sample the incident electrons penetrate and from what depth they are 
able to escape [21]. Backscattered electrons (BSEs) are elastically scattered at large 
angles, so the BSE detector is positioned in line with the incident electron beam. 
Secondary electrons (SEs) are inelastically scattered, meaning that incident elec-
trons transfer a portion of their energy to allow electrons within the sample to 
escape. For this reason, SEs have much lower energy than BSEs, and they are only 
able to escape when generated at the surface of the sample. BSEs, with higher 
energy, are able to escape from deeper penetration depths; however, this capability 
is dependent on the atomic number of the sample constituents. Therefore, SE images 
give topographical information about the sample, while BSE images show compo-
sitional contrast. The region of the sample from which electrons of different ener-
gies can escape is called the interaction volume, shown in Fig. 9.5e, and it limits the 
spatial resolution of the micrograph. The interaction volume expands in depth and 
width with increasing beam acceleration voltage; therefore, better resolution is 
attained by using lower accelerating voltages.

Perhaps the greatest challenge associated with SEM of polymeric materials is the 
need for an electrically conducting sample (due to the use of an electron beam), 
since polymers are generally nonconductive. Charge builds up on the surface of a 
nonconductive sample and interferes with both the incident and scattered electrons 
to create distortions and artifacts in the final image such as streaking or glowing 
[21]. Some examples of resultant images are given in Fig. 9.4e–g. One particularly 
problematic result from this buildup of charge is the appearance of the sample mov-
ing, or drifting, while scanning is taking place. When scanning a very small area 
(i.e., micron dimensions or less) at high magnifications and considering the slow 
scan speed required for high-resolution imaging, even a very small drift velocity can 
cause the area of interest to move out of the scan area within the time required to 
acquire an image.

The first solution for mitigating charging is the same as that for high-resolution 
imaging: reduce accelerating voltage. Unfortunately, excessively low acceleration 
voltage also reduces the amount of signal electrons able to escape for collection by 
the detector. Resulting images have poor contrast and poor signal-to-noise ratios, 
and artifacts from sample charging still occur to some degree. A few methods exist 
to work in parallel with decreasing accelerating voltage to yield high-quality SEM 
micrographs.

One common and effective solution to reduce sample charging artifacts is to 
sputter coat the sample with a thin layer of a conducting metal such as gold, palla-
dium, or iridium [21]. This layer is typically no more than 10 nm thick and may 
need to be thinner if fine morphological detail or EDS elemental analysis is required. 
Each type of coating has different benefits and drawbacks; however the iridium (Ir) 
has proven to coat the sample with a more uniform thickness and therefore performs 
well for very thin layers down to 2 nm. This conductive layer, if reasonably uniform, 
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Fig. 9.5  Secondary electron image (a) of an oxide ceramic, including EDS map images showing 
areas of Ca (b), Mn (c), and Cu (d) concentration. EDS mapping has an inherently lower resolution 
than secondary electron imaging, because the x-rays detected for EDS mapping are generated from 
the deepest and widest regions of the interaction volume, as shown in (e). (a–d Adapted with per-
mission from Song et al., Grain Boundary Phase Segregation for Dramatic Improvement of the 
Thermoelectric Performance of Oxide Ceramics. Copyright 2018 American Chemical Society)
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largely prevents the buildup of charge at any one location on the sample surface so 
long as there is a conducting path to ground.

Conductive coating reduces streaking effects in micrographs due to charging, but 
it is not always perfectly effective for reducing drift. A technique called stage bias-
ing is ideal for this purpose. Stage biasing is often used as a way of improving reso-
lution and contrast in SEM micrographs; however, it also has demonstrated success 
in reducing drift artifacts for nonconductive samples. The principle behind the 
method is to decrease the spot size of the beam and therefore improve spatial resolu-
tion, by decelerating the beam with both the objective lens and a bias applied to the 
sample holder [22]. This bias accelerates signal electrons from the sample surface 
to increase signal at low accelerating voltages and prevent charge buildup, and it 
induces an electric field which alters the paths of the signal electrons to increase 
contrast, diminish charging effects, and maintain sample stability.

Hence, high-resolution and high-magnification SEM of a polymer nanocompos-
ite is possible with careful sample preparation and adjustment of scanning parame-
ters. This allows for use of EDS to confirm the presence of filler particles within the 
matrix for correlation with SPM images. EDS involves focusing the electron beam 
at a point on the sample and collecting a spectrum for that point. Interpretation of 
the spectrum gives information about the chemical elements present in the sample. 
During spectrum collection, incident electrons from the SEM beam displace inner 
shell electrons in the atoms of the sample [23]. Higher-energy electrons in the atom 
then relax to this vacancy in the lower energy level, giving off x-rays with specific 
energy. These x-rays are collected by a separate detector and sorted into a histogram 
according to their energy; this histogram is presented as a spectrum of counts vs. 
energy. The energies of x-rays given off by relaxations from each shell of each ele-
ment are known and can be looked up in tables. Therefore, through analysis of an 
EDS spectrum, the presence of specific elements can be confirmed. For special 
cases, care is taken so that the spectra can be analyzed quantitatively to determine 
chemical composition through ratios of elements.

The SEM can also map the prevalence of elements of interest by acquiring such 
a spectrum at each pixel of an image. (Some examples of these maps are shown in 
Fig. 9.5.) The spatial resolution for these images is not quite as good that of SE 
images, because characteristic x-rays come from deeper and wider regions of the 
interaction volume as shown in Fig. 9.5e [23]. These map images are useful for 
comparison with an electron or AFM image showing morphological detail. However, 
the electron beam often has to scan over a region numerous times in order to collect 
enough x-ray signal for a clear and decisive map image. This repeated scanning 
exacerbates the issue of sample destruction in the SEM.

The destructive nature of SEM/EDS also continues to pose a challenge. The 
electron beam decomposes hydrocarbons, which are prevalent in polymers, and 
deposits carbon contamination on the surface of the sample [21]. This contamina-
tion problem is exacerbated at high magnifications when the beam is rastering over 
a smaller area. Decreasing the accelerating voltage can decrease the amount of car-
bon contamination, but it is almost impossible to entirely avoid damage for most 
polymer samples. A very level sample surface helps, so that beam focusing and the 
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accompanying damage can be carried out on an area far from the region of interest, 
but it is important that SEM/EDS be the last method of characterization employed 
on any given sample area due to its destructive nature.

Another powerful electron microscope technique is transmission electron 
microscopy (TEM). TEM differs from SEM in that the sample for inspection must 
be very thin (i.e., 10–100 nm thickness) so that electrons will transmit through the 
sample before being collected by detectors which are on the opposite side of the 
sample from the electron gun. TEM provides a detailed view of internal microstruc-
ture and defects at atomic resolution. With higher resolution than SEM and addi-
tional capabilities including electron energy loss spectroscopy (EELS), 
compositional analysis, and crystallography, TEM is excellent for nanoscale char-
acterization. Unfortunately, in order for the electron transmission to be successful, 
TEM requires incredibly high acceleration voltages (~200 keV) which exacerbate 
the existing issues of charging and carbon contamination for polymer samples. 
Nevertheless, TEM is widely used in polymer nanocomposite characterization to 
analyze the size, shape, and distribution of nanofillers, measure crystallographic 
distances, and examine exfoliated layers of 2D fillers (e.g., graphene).

9.6  �Atomic Force Microscopy with Infrared Spectroscopy

While EDS is valuable for elemental analysis, it gives no information about the 
types, prevalence, and distribution of chemical bonds. Bulk characterization tech-
niques such as Fourier transform infrared spectroscopy (FT-IR) are limited by their 
relatively large spot size and optical diffraction limits. In order to inspect chemistry 
on a nanometer scale, another type of SPM uses an indirect measurement method 
combining atomic force microscopy and infrared spectroscopy (AFM-IR) in the 
manner shown in Fig. 9.6 [24]. Initial development of this technique was based on 
contact mode AFM, but newer versions include PF-QNM capabilities [25]. 
Additionally, some variations on the AFM-IR technique include exploration of ther-
mal properties and material stiffness [26].

AFM-IR uses a gold-coated silicon AFM probe to detect rapid thermal expan-
sions that occur when the pulsed IR laser source is tuned to a wavenumber that is 
absorbed by the sample [24]. As the IR laser is focused on a point and pulsed at a 
certain wavenumber, thermal expansions occur in time with the pulsing of the laser 
and excite resonant oscillations in the AFM cantilever tip in contact with the sample 
surface. The measured amplitudes of the cantilever oscillations relate directly to the 
IR absorbance for the incident wavenumber. Two methods of data collection arise 
from this technique: spectrum acquisition at a point and wavenumber mapping over 
an area. Examples of results from both methods are shown in Fig. 9.6 [25]. The 
spatial resolution of AFM-IR is slightly larger than that of AFM, because it must 
account for the width of the thermal expansions. The widths of these thermal expan-
sions are somewhat dependent on both the material and the thickness of the sample, 
so AFM-IR resolution is difficult to determine exactly.
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Thin polymer films with 100–300 nm thickness are ideal for achieving the best 
spatial resolution and high signal-to-noise ratio (SNR) with AFM-IR. Bulk speci-
mens complicate the mechanism of the thermal expansions, decreasing the SNR of 
collected spectra. Sections that are too thin struggle to achieve thermal expansions 
great enough to overcome the SNR, and artifacts might occur due to interactions 
with the substrate. Since it is not always possible to create such thin films from 

Fig. 9.6  Schematic of AFM-IR function (a), with examples of point spectra (b) and IR mapping 
(e–g) results from AFM-IR. The blue spectrum in (b) corresponds to the polystyrene (PS) domain, 
indicated by the bottom arrow in the topography image (d); the red spectrum is from poly(methyl 
methacrylate) (PMMA) domain (top arrow). FT-IR spectra of bulk PS (blue), bulk PMMA (red), 
and the bulk block copolymer (inset) are provided for comparison (c). AFM-IR was combined with 
PF-QNM for this study to also generate topography (d), modulus (h), and adhesion (i) maps of the 
exact scan area. (a Adapted with permission from Dazzi and Prater, AFM-IR: Technology and 
Applications in Nanoscale Infrared Spectroscopy and Chemical Imaging. Copyright 2017 
American Chemical Society; b–i Adapted with permission from Wang et al., Nanoscale simultane-
ous chemical and mechanical imaging via peak force infrared microscopy. Copyright 2017 
American Chemical Society)
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typical spin casting methods for thermoset polymers or nanocomposite samples, 
films are typically cut to the desired thickness using microtomy and floated onto 
substrate. Best results are obtained when silicon substrates are coated with gold 
because gold does not show absorbance in the mid-IR region of interest, so there is 
little risk of substrate interference in the spectra.

To acquire a local chemical spectrum at a point, the cantilever remains posi-
tioned over a single sampling location, and the laser is tuned through a range of 
wavenumbers. For example, 1800–900 cm−1 includes the fingerprint region and the 
peaks at 1500 and 1600 cm−1 that are commonly seen in epoxy samples. These local 
spectra are comparable to data acquired using FT-IR. Parameters set for spectrum 
acquisition include the starting and ending wavenumber, the spectral resolution, and 
the co-averages. The spectral resolution can be set in terms of either number of total 
data points acquired over the defined range of wavenumbers or number of cm−1 per 
point. The co-average value determines the number of measurements averaged to 
generate a data point for the spectrum; this is typically set to 128 or 256 for best 
results. There is also an option for enabling multi-region capability, which scans 

Fig. 9.6  (continued)
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multiple ranges of wavenumbers within the mid-IR spectra using different laser 
powers for each region. The software built with AFM usually has the capability to 
acquire multiple spectra automatically and sequentially at different user-defined 
locations. The locations can be defined randomly in space or arranged in a line or 
rectangular array.

After spectrum acquisition at multiple locations, a specific wavenumber may be 
identified that varies spatially. To better understand this spatial variation, an IR map 
is acquired over the scanning area by tuning the IR laser to the wavenumber of inter-
est and sampling an array of locations that will become pixels for the final image. A 
few parameters must be optimized for accurate representation with IR mapping. 
The scanning frequency is defined in Hz, to determine the time for one trace and 
retrace of the same line of pixels by the cantilever. The X- and Y- resolutions are set 
to determine the number of pixels generated per line and number of lines in the 
image, respectively. A separate co-average value is defined for mapping, which is 
the number of samples averaged to generate a pixel in the IR map. Note that this 
co-average value is often significantly less than that for spectrum acquisition, typi-
cally set at either 8 or 16. There is a necessary compromise between these parame-
ters to avoid oversampling; if the software attempts to read data too many times for 
one pixel, while the cantilever is scanning at excessively high frequency, the canti-
lever will move to the location of the next pixel while still reporting data to the 
previous pixel. The resulting image fails to show correct data for each pixel. Thus, 
the scanning frequency, X-resolution, and co-average values must be optimized to 
get the best and most accurate image.

When using technique that relies on measuring height differences from thermal 
expansions, there is an obvious challenge associated with mapping IR absorbance 
over an area with raised surface features. When the cantilever experiences an 
increase in height, it records an increase in cantilever deflection which is interpreted 
as greater IR absorbance in the IR map. Therefore, the tallest physical point on a 
sample is often measured as the location of greatest IR absorbance for the region, 
regardless of the local chemistry. Sample height is recorded in nm, while IR absor-
bance is recorded as deflection volts, and there is no direct correlation to simply 
“subtract” the height artifacts. A useful method for interpreting data free of height 
artifacts involves calculating the pixel-by-pixel ratio between an image acquired at 
a wavenumber of interest and another image acquired for a reference wavenumber. 
This reference wavenumber should be one that demonstrates baseline IR absor-
bance in a spectrum. Thus, the relative absorbance of multiple wavenumbers can be 
compared free of height artifacts, when referenced to the absorbance of a common 
wavenumber.

Another notable challenge in data acquisition and interpretation using AFM-IR 
arises from thermal drift, a phenomenon common among SPM instruments. Thermal 
drift is caused by thermal expansion of the piezoelectric material that controls the 
scanning of the AFM cantilever [27]. The piezoelectric controls AFM scanning with 
mechanical expansions and contractions due to applied voltage differences, so the 
addition of thermal expansions introduces a spatial uncertainty to an AFM image 
[27]. Assuming approximately linear thermal drift, there is a constant drift velocity 
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which affects image accuracy to an increasing degree with decreasing scan area and 
scan rate. SEM of a sample area after AFM scanning reveals the significance of 
drift. The drift phenomenon further complicates the process of AFM-IR scanning in 
a few ways. When collecting data for a point spectrum, the cantilever gradually 
drifts away from the point of interest with long acquisition times, which introduces 
uncertainty. Furthermore, drifting complicates the process of correlating successive 
images for the removal of height artifacts because there is no guarantee that the 
pixels of each scan perfectly overlap and correspond to the same physical location.

Correction of this drift, both post-processing and during scanning, is of great 
interest as length scales continue to decrease. Faster acquisition times are key for 
mitigating drift, and recently success has been demonstrated with a new instrument 
that combines PF-QNM and AFM-IR for improved speed and spatial resolution 
[25]. For current AFM-IR systems, temperature control is the simplest method of 
counteracting drift during scanning. Lower temperatures cause less thermal expan-
sion and therefore less drift. There are also relatively straightforward post-processing 
calculations that can correct drift within an image for more accurate representation 
and can correct drift between subsequent images to allow for image ratio calcula-
tion. The methods involve one-dimensional normalized cross correlation of each 
line of two successive AFM scans of the “same” area. Cross correlation determines 
the offset of a feature between two scans, and the relative locations can be averaged 
to center the feature in its true location. When creating one cohesive height image, 
any overlapping pixel values are averaged. If the two images are IR absorbance 
maps intended for calculating a ratio image, the offset is determined using the cor-
responding height images, and a ratio is found between pixels of the IR maps.

9.7  �Summary: The Power of Multiple Techniques

As interest in MNCs continues to grow and new developments are made for aero-
space applications, it becomes increasingly important to ensure a complete under-
standing of their properties in which the damage and failure mechanisms of materials 
are of significant concern. In particular, there is a strong interest in developing high-
fidelity computational predictive tools for performance prediction; it is critical to 
parameterize computational models with experimentally identified parameters. In 
order to understand the damage and failure mechanism of nanocomposites, charac-
terization must take place on multiple length scales. Multiscale characterization 
demands a variety of techniques, including optical and electron microscopy; AFM 
and AFM-IR; x-ray computed tomography; x-ray diffraction; FT-IR, Raman, and 
UV-Vis spectroscopy; differential scanning calorimetry; and dynamic mechanical 
analysis. Significant advances have been made in the last decade, particularly with 
the development of new forms of SPM (e.g., PF-QNM and AFM-IR), which probe 
elastic modulus and chemical bond type at nanoscale resolutions. Many challenges 
are left to overcome in the field of nanoscale characterization, but the issues may be 
studied, improved upon, and even overcome through the combination of multiple 
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techniques. The lack of mechanical contact while imaging in an SEM makes it a 
perfect tool for studying scanning artifacts in AFM images, while PF-QNM and 
AFM-IR give chemical and mechanical information about a sample that cannot be 
obtained with an SEM. By developing innovative methods of corroboration between 
various characterization tools with nanoscale resolution, the properties of MNCs 
can be studied and understood for new and exciting applications.
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Chapter 10
Materials and Process Development 
of Aerospace Polymer Matrix Composites

Sandi G. Miller

10.1  �Introduction

This chapter will detail studies in both materials development and process 
development for polymer matrix composites (PMCs). The two topics differ in 
that materials development aims to create novel materials for infusion into a 
given application based on performance requirements. Process development 
aims to optimize part fabrication for a given platform. PMCs are composed of a 
reinforcement phase held together by a polymeric matrix. Several material 
options are available for the reinforcement phase; however, the work described 
herein will focus on continuous carbon fiber due to its high strength and stiff-
ness. The high strength to weight ratio is attractive in that it enables the manu-
facture of lightweight load-bearing structures. A thermosetting epoxy resin 
matrix is often selected for aerospace composite structures due to a broad range 
of chemistries and processing options available, leading to a range of attainable 
mechanical and thermal performance. Properties of the matrix material domi-
nate composite mechanical performance in compression and shear, and the tem-
perature capability of the matrix drives the thermal limitations of the composite. 
Even within the specific material classes described (carbon fiber and epoxy), 
countless variations are available in terms of constituent specifications and com-
posite performance.

Processes for PMC fabrication are guided by the structural requirements, overall 
size, and dimensional complexity of the part. Often, sheets of carbon fiber embed-
ded with uncured epoxy (prepreg) are layered to meet a required thickness and then 
consolidated and cured in an autoclave. As demand for large composite structures 
has increased, the need to cure outside of an autoclave has grown, and, correspond-
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ingly, an increasing selection of composite systems that can be consolidated without 
autoclave pressure has been developed. Alternative to prepreg systems, resin trans-
fer molding (RTM) describes a process where dry carbon fiber preforms are stacked 
in a closed mold and low viscosity resin is infiltrated through the material.

The following sections detail three specific contributions to NASA composite 
programs. They include the evaluation of process-related chemistry including cure 
kinetics, rheology, residual stress development, and heat transfer as relevant to out-
of-autoclave processing and the fabrication of thick composite parts. The final sec-
tion of this chapter summarizes work in a materials development program aimed to 
improve the aerodynamic efficiency of composite fan blades while maintaining 
damage tolerance requirements.

10.2  �Materials Process Development

10.2.1  �Influence of Out-Time on the Out-of-Autoclave 
Processability of Large Composite Structures [1, 2]

In 2008, the NASA Exploration Systems Mission Directorate initiated an Advanced 
Composite Technology Project through the Exploration Technology Development 
Program to support the polymer composite requirements for future heavy-lift launch 
architectures, specifically the Ares V heavy-lift launch vehicle (Fig. 10.1). Composite 
structures for heavy-lift launch vehicles were projected to be the largest composite 
structures ever fabricated for an aerospace application. Some of these large compos-
ite shelled structures were designed to exceed 9 m in diameter and 10 m in length. 

Fig. 10.1  Artist rendering 
of the Ares V Rocket 
which was planned during 
the NASA Constellation 
program
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At the time, autoclaves large enough to cure the 9–10 m composite shells were not 
widely available [1]. The large composite structural applications on Ares V inspired 
the evaluation of autoclave and out-of-autoclave (OOA) composite materials [2].

Manufacture of increasingly large composite components can challenge the 
room temperature out-life limits of carbon fiber/epoxy prepreg. Prior to cure, most 
epoxy matrices have a specified out-life, or room temperature shelf life, ranging 
from 20 to 30 days. During this time, the material slowly cross-links, impacting the 
processability and ultimate performance of the laminate. The large Ares V compos-
ite part specified for out-of-autoclave processing would require approximately 
30 days to manufacture. Therefore, it was essential to compare prepreg specified for 
autoclave and OOA manufacturing, in terms of processing and property retention 
following an extended out-time. My role specifically included chemical character-
ization of the resin as it aged at room temperature. The neat resin was characterized 
by differential scanning calorimetry (DSC) to evaluate cure behavior as a function 
of out-time. A change in modulus of the uncured prepreg was monitored by dynamic 
mechanical analysis (DMA) over a 60-day period at room temperature. Composite 
panels made of the baseline and aged prepreg were also characterized by DMA.

Heat is generated as epoxy cures; therefore DSC provides data in the form of an 
exothermic peak which is related to thermal energy generated during cure. The data 
also provide the cure temperature. Variation in the area under the temperature-vs-
heat flow curve, from that of a baseline measurement, is indicative of a change in the 
cure state of the epoxy resin. The area under the cure peak of an epoxy recom-
mended for autoclave processing was measured and is plotted in Figs.  10.2 and 
10.3. The data show an initial decrease in the area under the curve after 10 days at 
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room temperature. Through the remaining out-time, however, the peak area held 
steady, up to 70 days at room temperature. This length of time more than doubles 
the recommended out-time of the resin, and it appears to be stable with respect to 
cure state, although this is not the only consideration for processability.

Conversely, DSC characterization of the material designed for OOA cure resulted 
in a steady decrease of the measured area under the exotherm as a function of out-
time. The DSC data illustrate a greater susceptibility of the OOA resin to advance at 
room temperature and dictated a criticality in the manufacturing timeline for com-
posite parts that would be manufactured by the OOA process.

The extended room temperature shelf life of the autoclave-processed materials 
translated into superior retention of mechanical properties of the cured part. It 
should be emphasized that in the data below, material was aged 50 percent longer 
than the manufacturer recommended out-time. The intent was not to choose a mate-
rial but to bound the usable limits of commonly employed materials within both 
processing regimes, autoclave and OOA. Figure 10.4 plots the interlaminar shear 
strength measured from composites manufactured with baseline and aged autoclave 
prepreg (977-3, 8552-1, 8552-1 FP), as well as baseline and aged OOA prepreg 
(MTM45-1). Data for aged T40-800/5320 prepreg was not available due to diffi-
culty with panel fabrication.

The chemistry of the resin formulated for autoclave consolidation allows for a 
longer room temperature workable lifetime relative to the OOA cure material. OOA 
material that has outstanding performance when used within its shelf life, however, 
can be unforgiving with respect to out-time.

In summary, resins engineered for autoclave cure exhibited outstanding resil-
ience to room temperature advancement of cure. As a result, composites manufac-
tured using autoclave-recommended prepreg retained mechanical property 
performance after extended out-times. This was not the case for prepreg designed 
for OOA processing. However, when used within the vendor-recommended out-
time, the composites performed comparably to those cured in the autoclave. For 
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applications requiring long out-times, improved OOA prepreg processability will be 
necessary in order to produce high-quality composites with mechanical properties 
equivalent to or greater than autoclave composites.

10.2.2  �Evaluation of Exotherm Development in Processing 
Thick Composite Parts

NASA has made significant contributions to the design and test of a composite-
metallic hybrid gear for rotorcraft gear shafts [3]. In service, such a part would 
experience high torsional loads. As stated, the structural loads for a given applica-
tion drive the part design, including thickness, which presents processing challenges 
with respect to temperature and cure variability in epoxy-based composites. The 
cure history of an epoxy matrix composite directly influences both thermal and 
mechanical properties. Therefore, cure conditions are established to provide a uni-
form degree of cross-linking, void-free consolidation, and minimized residual 
stress. As panel thickness increases, processing controls over the thermal history 
become challenging, as the thicker part may experience issues such as thermal spik-
ing and through-thickness temperature gradients, both of which would lead to non-
uniform cure and residual stress development [4–6].

Fig. 10.4  Interlaminar shear strength of composites manufactured from baseline and aged auto-
clave and OOA prepreg
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Processing concerns are associated with thermosetting composites of appreciable 
thickness, greater than 2.54 cm, and result from poor ply-to-ply transfer of thermal 
energy. The predominant sources of heat throughout a cure cycle include oven air 
convection, heat transfer through the tool, and internal heat generated by the exo-
thermic cure reaction of the resin. Heat generated internal to the part is a particular 
concern as it is not easily dissipated through the laminate, particularly in the z-direc-
tion. In severe instances, this may result in degradation of the material, among the 
previously mentioned concerns. Therefore, a standard cure cycle may require modi-
fication to accommodate the time and temperature requirements of a thick part to 
properly complete the cure reaction [4].

The thermal component of a typical cure cycle for a thermosetting epoxy includes 
a thermal ramp from room temperature to a low temperature hold, followed by a 
second ramp to the cure temperature.

Throughout the initial ramp and low temperature hold, the thermal distribution 
of a part is limited by the diffusion of heat from surrounding oven air or heat transfer 
through the tool. Heat transfer as a function of panel thickness can be described by 
Eq. 10.1 [7]:
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where ρ is the density, c is the specific heat, and κ is the thermal conductivity of 
the resin.

The temperature increase following the onset of cure is expressed through the 
following set of equations.

The degree cure as a function of time is expressed in Eq. 10.2:
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where H(t) is heat generated to time t, Hr is the total heat of reaction, and ϕ is degree 
of cure.

The rate of change in the degree of cure is expressed through a cure kinetics 
model, Eq. 10.3:
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where 
d

dt

φ
 is the rate of cure, T is temperature, R is the gas constant, ∆E1 and ∆E2 

are activation energies, and A1, A2, m, and n are empirically defined constants from 
fitting Eq. 10.3 to experimental data.

Complex processing issues arise during the second ramp to cure temperature. At 
this stage, the rate of resin cure accelerates, and thermal energy due to the exother-
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mic chemical reaction is quickly generated. As a result, the temperature of the 
matrix is influenced by both heat generated from exothermic chemical reactions and 
heat conduction from the applied cure cycle. The change in matrix temperature with 
respect to time is expressed in Eq. 10.4 [7]:
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The rate of heat transfer through the panel scales with thickness; therefore, slow 
diffusion of heat generated during the cure of thick panels has the potential to raise 
internal temperatures to levels significantly greater than the intended cure tempera-
ture or the temperature experienced by the surface plies.

In this work, the development of temperature gradients within an increasingly 
thick part was measured. The influence of a non-uniform temperature distribution 
throughout the part thickness was evaluated, and ultimately the glass transition tem-
perature (Tg) of coupons from various thickness positions was measured.

Three laminate thicknesses were evaluated in this study and ranged from 0.64 cm 
(0.25″) to 3.81 mm (1.5″) in thickness. All panels measured 20.3 cm2 (8″ × 8″) in 
the lateral dimensions. Panels were fabricated with axial fibers oriented along the 0° 
axis (Fig. 10.5). The bagging sequence followed that recommended per the Tencate 
datasheet [8].

A vacuum-bag-only cure cycle was followed using a programmable benchtop 
vacuum oven. The oven chamber dimensions were 46 cm × 46 cm × 51 cm (l × w × 
h) with a convection fan located at the base of the chamber, therefore heating from 
beneath the panel. The laminate was positioned at the center of the chamber height.

The internal laminate temperature was monitored throughout cure via thermo-
couples embedded within the laminate thickness. Three thermocouples were 
inserted during laminate lay-up, each protected by a small non-porous Teflon patch, 
to allow retrieval and reuse. The thermocouple tip was placed in the direct center of 

Fig. 10.5  Sheet of 700S/
TC380 braided carbon 
fiber/epoxy prepreg with 
predominately ±60° bias 
fibers visible
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the specified plies, between the second and third tool-side plies, second and third 
bag-side plies, and the two central plies. A second panel was fabricated at each 
thickness with thermocouples embedded between central plies and 25% of the part 
thickness from the center as shown in Fig. 10.6. Oven air temperature was measured 
with a thermocouple placed directly above the part. Ultimately, the greatest varia-
tion in part temperature was measured between the central and surface plies.

The recommended vacuum-bag-only cure cycle proceeded as follows:

•	 Ramp from room temperature to 107 °C (225 °F) at a rate of 0.6 °C/min (1 °F/
min).

•	 Hold at 107 °C for 1 hour.
•	 Ramp to 180 °C (356 °F) at a rate of 0.6 °C/min (1 °F/min).
•	 Hold for 2 hours.
•	 Cool at a rate <3 °C/min (5 °F/min) to below 49 °C (120 °F).
•	 Post-cure at 1 hour at 180 °C. (Half of the coupons produced were analyzed prior 

to post-cure.)

On processing panels in this study, the ramp rates were set to 1.1 °C/min (2 °F/
min). This modification was approved by the manufacturer.

Panels were fabricated to generate coupons for Tg measurement. The cure cycle 
for these panels followed that of the previous section; however internal part tem-
perature was not monitored. Rather, sheets of non-porous Teflon were inserted to 
separate the four outermost tool-side and bag-side plies to enable isolation and 
machining of these specific sections. Similarly, non-porous Teflon was inserted 
around the four central plies. These sections were de-bulked, as was the entire panel, 
and following cure, the individual 4-ply thick panel sections were removed and 
machined for DMA tests. Half of the coupons were post-cured prior to test, and half 
were tested without post-cure to elucidate variations in thermal characteristics prior 
to complete resin cure.

Through-thickness thermocouple data were collected for panels of increasing 
thickness cured on aluminum tooling. Data presented in Fig. 10.7 plot temperature 

Fig. 10.6  Thermocouples 
embedded through the part 
thickness to monitor 
internal temperature during 
cure
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Fig. 10.7  Temperature data generated by thermocouples embedded through the thickness of a 
10-ply, 40-ply, and 56-ply panel, respectively
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measurements from the bag-side, mid-plane, and tool-side thermocouples in 10-ply 
(0.64 cm thick), 40-ply (2.54 cm thick), and 56-ply (3.80 cm thick) laminates.

Thermocouple measurements through the thickness of the 10-ply, 0.64-cm-thick 
panel overlap, indicating a consistent internal laminate temperature. In addition, the 
internal part temperature does not exceed the oven temperature as a result of heat 
generated on cure, i.e., an exotherm is not observed in this part.

A distribution in measured part temperature developed as the panel thickness 
increased to 40 plies (2.54 cm) and 56 plies (3.8 cm). The plots show the tool-side 
thermocouple most closely tracking the oven temperature during the initial stage of 
the cure cycle. Internal part temperature is diffusion limited throughout this stage of 
the cure cycle, with heat transferred to the part via convection of oven air on the bag 
side or heat transfer on the tool side. The high thermal conductivity of the aluminum 
tool provided a stable thermal mass through which heat was passed to the laminate. 
In addition, the heat source of the oven was positioned under the tool which would 
have accelerated the temperature gains of the aluminum plate and accentuated the 
temperature disparity throughout the panel. This trend in the measured thermal pro-
file held until approximately 225 minutes into the cure cycle, consistent with the gel 
time observed by DMA at the 1.1 °C ramp rate. At the onset of gelation, thermo-
couple data show an accelerated ramp in temperature within the mid-section and 
bag-side section of the laminate. An exotherm was recorded from both thermocou-
ples for the thicker panels. The temperature at the mid-section exceeded that mea-
sured between bag-side plies. Within the center plies of the 56-ply panel, the 
temperature reached 204 °C. On the bag side, internal heat generation was dissi-
pated through the surface plies, and the temperature reached 190 °C. On the tool 
side, excess heat accumulation was mitigated as the aluminum tool effectively acts 
as a heat sink.

Coupons were extracted from the panel thickness to characterize the Tg of the 
cured laminate. The vendor’s cure procedure was used to manufacture these cou-
pons with a final 2-hour hold at 178 °C, followed by a 1-hour post-cure at 178 °C to 
drive the cure reaction to completion. For the purpose of evaluating cure state 
throughout the cure cycle, coupons were tested before and after the post-cure.

DMA coupons were extracted from the 40-ply and 56-ply panels. Test data from 
the 56-ply panel prior to post-cure is plotted in Fig. 10.8. The tan delta curve of the 
tool-side coupon is of particular interest as we see a reduced peak intensity, a com-
parative reduction in peak temperature, and a low-temperature shoulder, relative to 
coupons extracted from other regions of the panel thickness. These thermal charac-
teristics are indicative of incomplete cure at the tool-side region of the panel prior to 
post-cure. In addition, the storage modulus of the tool-side coupon is reduced rela-
tive to that of the bag side or mid-plane as incomplete cure would lead to lower 
stiffness. Post-cure of the coupons however shifts the tool-side coupon data in line 
with data generated from bag side or mid-plane.

Data from each panel and coupon location are listed in Table 10.1. The Tg was 
identified as the maximum of the tan delta peak and is listed following the 2-hour 
hold at 177 °C and, separately, following an additional 1-hour, free-standing post-
cure. The Tg measured for coupons taken from the 40-ply part was consistent 
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throughout the panel thickness and uniformly increased following post-cure. 
However, a variation in Tg was evident in the 52-ply, 1.5″ part. Prior to post-cure, 
the tool-side Tg lagged that of the mid-plane by 12 degrees and the bag-side Tg by 
9 degrees. The variation in Tg implies a stiffness mismatch would be present within 
the part. The free-standing post-cure drove Tg of the tool-side material up to match 
that of the remainder of the parts. Therefore, following the recommended cure 
profile led to uniform Tg in the material. However, the variation in cure state of the 
tool-side plies during the cure process is significant as it may lead to residual stress 
development in curved or complex parts.

In this program, the internal temperature of a series of carbon fiber/epoxy com-
posites was measured throughout the cure profile. As panel thickness increased, 
internal temperature gradients were measured between the tool-side plies and the 
remaining bulk of the composite. Effective ramp rates calculated for each section of 
the part showed an increased ramp rate following gelation for the center portion of 
the panel. This was attributed to heat generated by the exothermic cure reaction. 

Fig. 10.8  DMA data from the 56-ply panel

Table 10.1  Glass transition temperature data as a function of panel thickness, position within 
panel, and time within cure cycle

40-ply 52-ply

Location within part
Tg (°C)
2-h cure on tool Post-cured (°C)

Tg (°C)
2-h cure on tool Post-cured (°C)

Tool side 211 216 211 223
Mid-plane 213 217 223 225
Bag plane 213 218 220 224
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This heat was dissipated at the tool side due to the high thermal conductivity of the 
aluminum tool, resulting in the tool-side plies receiving a lower degree of cure rela-
tive to the rest of the panel as was evident by Tg measurement. Post-curing the panel 
equalized the thermal performance throughout the panel thickness. All measured 
variations in through-thickness thermal and mechanical properties were relatively 
small; however, they may influence part dimensional stability for complex shapes.

10.3  �Materials Development

10.3.1  �Thermoplastic Interleave Approach to Meet Damage 
Tolerance Requirement of a Composite Fan Blade [9]

The primary drivers for technology development within the commercial aircraft 
community include cost savings and efficiency gains. Common approaches to meet 
these challenges include weight reduction and increased aerodynamic efficiency of 
aircraft components. Therefore, polymer matrix composite materials for jet engine 
fan blades are becoming an attractive alternative to metals, particularly for large 
engines where significant weight savings can be realized. However, the weight ben-
efit of the composite is offset by a reduction of aerodynamic efficiency, resulting 
from a necessary increase in blade thickness relative to titanium. The increased 
thickness is necessary to meet bird strike requirements with the state-of-the-art 
composite materials. Reduced thickness of state-of-the-art composite blades would 
translate to structural weight reduction, improved aerodynamic efficiency, and 
therefore reduced fuel consumption. A materials development effort at NASA 
Glenn yielded a promising approach to improve composite damage tolerance. This 
section summarizes the composite materials development, test article design, sub-
component blade leading edge fabrication, test method development, and initial test 
results from ballistic impact of a gelatin projectile on the leading edge of composite 
fan blades with improved damage tolerance.

IM7/8551-7 unidirectional prepreg from Hexcel was used for leading edge fab-
rication. A thermoplastic polyurethane (TPU) veil was incorporated into the leading 
edge structure to evaluate its influence on composite damage tolerance. The average 
areal weight of the TPU veil was 15 gsm, and the average fiber diameter was on the 
nanometer scale. Interlayer veils were chosen for application as they have been 
shown to improve composite fracture toughness [10].

Fig. 10.9  Leading edge blade cross section with dimensions
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The profile of the test blade is shown in Fig. 10.9. It should be noted that the last 
3.8 cm (1.5 in) at the mid-blade location was adjusted to be flat and parallel in order 
to clamp into the test fixture. The profile was then extended in the blade’s radial 
direction (referred to later as the axial direction) to 45.7 cm (18 in) in length, as 
shown in Fig. 10.10, to create the leading edge blade test article. The profile was 
designed to compare various material modifications, not to demonstrate an opti-
mum design in either geometry or lay-up configuration. The simplified geometry 
decreases manufacturing complexity while maintaining a leading edge profile. The 
changing thickness of the cross section requires ply drops across the blade from 50 
plies thick at the base to 2 plies at the leading edge.

Test articles containing three layers of a TPU veil interleave were prepared to 
evaluate impact resistance imparted by increased interlaminar strain capability of 
the structure. As seen in Fig. 10.11, the toughening veil was 22.9 cm (9 in) long and 
placed in the midsection of the length. Two of the layers were 7.6 cm (3 in) wide and 
the other was 5.1 cm (2 in) wide. The veil placement was chosen to cover a signifi-
cant portion of ply terminations, thus reducing free edge stresses.

Impact testing was performed in the Ballistics Impact Laboratory at NASA 
Glenn Research Center to simulate the material response from bird strike at the 

Fig. 10.10  Leading edge 
blade shape and 
dimensions

Fig. 10.11  Location of 7.6 cm (3 in.) polyurethane veil layer
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leading edge. For the impact testing, a single-stage gas gun was used, consisting of 
a 7 m barrel and a 0.35 m2 pressure vessel. The pressure vessel was loaded to a pres-
sure of 1.2 MPa (175 psi), and the pressure was released using a burst disk. The 
projectile was housed in a cylindrical sabot for protection at the initial pressure 
release. Both were accelerated through the barrel by the release of pressure. The 
sabot was halted at the end of the barrel by a sabot arrestor and the projectile con-
tinued into the test specimen. High-speed cameras were used to capture the impact 
of the projectile on the test article and determine the estimated speed. These tests 
were performed at speeds between 305 and 350 m/s (1000–1150 ft/s). A gelatin bird 
simulant was used as the projectile, containing ballistic-grade gelatin and micro-
spheres to approximate the density of a bird (~0.9484 g/cm3). The molded projectile 
was cylindrical, with a length of 7.6 cm (3 in) and diameter of 3.2 cm (1.25 in.).

The projectile velocity and orientation of the leading edge test article were 
derived from computer simulation of the relative motion of a fan blade and bird 
during a bird strike event. The blade was clamped along the axial direction at the flat 
section for cantilevered impact testing. The leading edge specimen and fixture setup 
for impact testing is shown in Fig. 10.12. The impact location was at the leading 
edge of the blade where the angle of impact was measured as 66° from the perpen-
dicular to the projectile path at the thickest part of the blade. The blade tip was 

Fig. 10.12  Impact testing 
fixture secured in impact 
chamber
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oriented approximately 24° off of the projectile’s path. Between the blade and the 
fixture, there is a 15.2 cm (6 in.) section of clay added to reduce additional pressure 
loading on the fixed portion of the blade.

Test article C006 and C007 were baseline carbon fiber/epoxy, and the C008 test 
article included the TPU veil interleave for damage tolerance. Three sheets of the 
interleave material were placed across the major ply drops to improve interlaminar 
fracture toughness at these locations. As seen in Fig. 10.13, there was very little 
visual damage to the C008 test article. No delamination at the leading edge was 
noted in the interleave region. As with many of the test articles, a small delamina-
tion was observed near one tip of the leading edge in an unmodified region due to 
flexural wave reflection. This failure mode was observed in many of the leading 
edge tests and is considered an artifact of boundary conditions, occurring after the 
initial impact.

In this program, the influence of ply configuration and test setup were evaluated 
such that impact data would reflect modifications to the test article ply structure and 
materials modifications. An interleave toughening approach was taken in an effort 
to reduce damage on impact and enable a reduction of composite blade thickness. It 
was found that incorporation of the lightweight TPU veil provided considerable 
benefit to the damage tolerance of the composite parts tested in this program.

10.4  �Summary

Polymer matrix composites are a class of materials used for primary and secondary 
structures in both aircraft and spacecraft. The high strength to weight ratio makes 
them attractive for applications where weight reduction offers a significant benefit 
to cost and efficiency. Ultimately, the resin and fiber selected for the composite are 
based on the structural and manufacturing requirements of the application. As such, 

Fig. 10.13  C006, C007, 
and C008 after impact
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the inherent chemical and rheological nature of the material must be understood. 
Through the work presented in this chapter, we established that for composites man-
ufactured with an OOA process, it is critical that the material be used within its 
vendor-recommended out-time. When manufacturing thick composites of relatively 
small scale, we found that while a through-thickness temperature gradient exists 
during cure, material properties equalize following post-cure. For applications 
requiring material performance not met by the state-of-the-art materials, materials 
development efforts may enable PMCs to be used in new applications. This was 
demonstrated by incorporation of a thermoplastic veil at ply drop locations within a 
subscale fan blade component. Overall, contributions to the chemistry of materials 
and materials processing enabled application of composite materials for aerospace 
structures.
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women into engineering and science and encouraging their advancement into lead-
ership positions. She is now practicing as a professional coach to help women flour-
ish in their careers as engineers and scientists.

She and her husband have navigated the challenges of a two-career family and 
raised two children, a daughter and a son, now working in professional fields. In 
addition to her coaching practice, she is a member of the advisory council for the 
Mechanical and Manufacturing Engineering Department at Miami University and 
serves on the board of directors for the Entrepreneurs Center in Dayton, Ohio. She 
enjoys classical music, yoga and wellness, needlework, and puzzles.

Dr. Sandi G.  Miller is a chemical engineer at NASA 
Glenn Research Center, which is an amazing job that was 
not at all on her radar as a child. Growing up, she lived in 
North Haven, Connecticut, with her parents and one 
brother. During that time, her interests were wide ranging 
and primarily included art, photography, and animals. She 
did not know what she wanted in terms of a career but had 
considered veterinary school or advertising. Never had 
she imagined working for NASA on materials develop-
ment for air and spacecraft. She moved to northeast Ohio 
after graduating from high school and attended Kent State 
University, on a pre-veterinary medicine track. She 

quickly learned that she had little interest in Biology; however, having enjoyed 
Chemistry courses at Kent, she decided to change her major. While in college, she 

Author Biographies



166

developed a love of learning that had been absent during her high school years and 
strived to get as much from the college experience as possible. She was accepted into 
the Honors College and sought internships in her field. During her sophomore, junior, 
and senior years at Kent State, she worked at the Liquid Crystal Institute and completed 
an undergraduate thesis titled “Synthesis and Characterization of Cholesteric Polymer 
Liquid Crystals.” The thesis was a requirement of the Honors College, but more impor-
tantly, the experience provided her an opportunity to integrate within a research group, 
understand how to perform research, and present her work to an audience.

After graduating from Kent State with a Bachelor of Science in Chemistry, she 
continued her education within the Macromolecular Science and Engineering 
Department at Case Western Reserve University in Cleveland, Ohio. She had 
intended to continue working in the field of polymeric liquid crystals; however, this 
did not pan out due to research funding constraints. Fortunately, she joined Professor 
Hatsuo Ishida’s group, where her work was focused on nano-silicate clay dispersion 
in polymeric matrices.

Following graduation from Case Western in 1999, she was hired at NASA Glenn 
Research Center in Cleveland, Ohio. Her early work at NASA expanded upon the 
nanocomposite research she had completed in graduate school, although within 
NASA the research was focused on the development of polymer/nano-materials 
composites for aeronautics and space applications. More recently, her research pri-
orities have shifted to include materials and processing of carbon fiber/polymer 
composites. As a subject matter expert, she has had the privilege to participate in 
multiple review panels within the composites community and mentor student interns 
throughout the year.

Working at NASA provided an opportunity to further her education, earning a PhD 
in Polymer Science from the University of Akron in 2008. During this time, she was 
married to Kyle Miller (2005) and had two children; Ashley, born 2006, and Claire, 
born 2008. Finding a balance between work and family life has not always been easy 
for her, but it has always been a team effort with support from her family and colleagues.

Outside of work, Sandi enjoys numerous activities that include traveling, CrossFit, 
and a wide range of sports, from golf to dirt bike riding and nearly everything 
in between.

Dr. Dhriti Nepal is a research materials engineer in the 
Materials and Manufacturing Directorate at the Air 
Force Research Laboratory (AFRL), Wright-Patterson 
Air Force Base, Dayton, Ohio. She directs research on 
controlled polymer composites processing, designing 
novel multifunctional composites, developing nanoscale 
characterization for materials performance evaluation, 
understanding chemo-mechanical effects and structure-
property-performance evaluation, and guiding in-house 
multiscale modeling efforts. She has led and supported 
a number of interdisciplinary teams studying next-
generation multifunctional nanocomposites, the optical 

properties of plasmonic nanoparticles for the next generation of sensors and optical 
communication devices, development of nanoparticles-based liquid crystals, 
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biologically active nanocomposite thin films, and fibers. She is a recognized expert 
on directed assembly of nanoparticles and processing of polymer nanocomposites. 
She continues to be active in research as evidenced by 12 patents, 40 peer-reviewed 
scientific publications, 5 book chapters, 20 invited talks, and over 50 conference 
presentations throughout her career. She received the “Promising Professional 
Award” in 2018 from the Society of Asian Scientists and Engineers (SASE).

She influences others with her technical vision and serves as a role model to 
many, having mentored over 30 junior scientists, students, and visiting faculty. She 
also has numerous collaborations with universities and industry partners. Her 
research team has recently received awards in major international conferences such 
as the Materials Research Society (2018) and the American Chemical Society 
(2018). She seizes opportunities to inspire students into STEM careers, such as 
providing lab tours to Girl Scouts.

She was born in Kathmandu, Nepal, as a middle daughter of three girls in an 
incredibly supportive and loving family. She was passionate about science from her 
elementary school days and dreamed to pursue a PhD degree at some point in her 
life. As a teenager, she was inspired by congratulatory letters published every day in 
the local newspapers for the recent PhD graduates, who were considered as the 
elites of the society. Since Himalayan country Nepal did not have opportunities for 
higher education at that time, she went to South Korea to follow her dream with her 
husband. She was introduced to the new world of Materials Science and Engineering 
(MSE) in Korea by Professor Kurt E. Geckerler. She fell in love with the field and 
started its exploration to fulfill her dream, subsequently earning Master of Science 
(2002) and PhD (2006) degrees in MSE from Gwangju Institute of Science and 
Technology. She moved to the United States and studied polymer nanocomposites 
as a postdoctoral fellow at Auburn University (2006–2008), under Professor Virginia 
Davis, and Georgia Institute of Technology (2008–2009), under Professor Satish 
Kumar. With strong support from these advisors and mentors, she received another 
opportunity to work on the nanomaterials with world-renowned experts, including 
Dr. Richard Vaia at AFRL. The outstanding mentorship, research environment, and 
exceptional collaborative culture at AFRL provided a fertile platform for her 
research and career goals. She joined AFRL as a civil servant in 2015 and continued 
the exploration of nanocomposites for aerospace applications.

Outside of work, she is passionate about cooking, hiking, and social work.

Dr. Shanèe D. Pacley is a research materials engineer in 
the Materials and Manufacturing Directorate at the Air 
Force Research Laboratory (AFRL), Wright-Patterson 
Air Force Base, Dayton, Ohio. She is responsible for 
pulsed laser epitaxy growth of oxide and ultra-wide 
band gap materials for electronic devices. She special-
izes in high-quality epitaxial beta gallium oxide 
(β-Ga2O3) materials for power switching devices and 
ferroelectric materials for artificial intelligence. She also 
has years of experience working with superlattices for 
infrared detectors, synthesis and characterization of 
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graphene and carbon nanomaterials for electronic devices, and two-dimensional 
materials, such as MoS2, for low-power electronics. Currently, she has 17 peer-
reviewed scientific publications and has been an invited speaker at conferences and 
in academic forums. She has also served SPIE, the international society for optics 
and photonics, on the organizing committee for their Photonics West conference 
sessions. As a result of her early-career accomplishments, she received the Black 
Engineer of the Year Award for Most Promising Engineer, the Women of Color in 
Technology Award, and the Federal Employee of the Year Award. She has partici-
pated in mentor programs, giving students the opportunity to gain hands-on experi-
ence in the research lab.

She was born in Dayton, Ohio, not too far from Wright-Patterson Air Force Base. 
As a child, she believed she would be a lawyer one day. However, after her first sum-
mer at a college prep program known as Wright STEPP (Wright State University 
Engineering Preparation Program), she knew she was going to be an engineer. She 
attended Wright STEPP for four summers and earned a full 4-year scholarship to 
Wright State University as a result. As an undergraduate, she participated in engi-
neering organizations, such as the National Society of Black Engineers. Through 
the organization, she was able to participate in servicing the community, tutoring 
the youth, and helping at science fairs. Toward the end of her junior year, she 
attended a career fair and interviewed with the AFRL Materials and Manufacturing 
Directorate. She began her very first hands-on experience as a coop working with 
superlattice materials. Under the supervision and mentorship of Dr. Gail Brown, she 
learned a lot about type-II superlattice materials, such as InAs/GaSb, for photode-
tection. She continued working as a co-op and graduated with her Bachelor of 
Science degree in Materials Science and Engineering in 2003.

She then went on to graduate school at the University of Dayton. During this 
time, she continued as a co-op within AFRL, conducting research in superlattices 
and carbon nanotubes. The carbon nanotube research really piqued her interest and 
therefore became the focus for her thesis. She defended her thesis and graduated in 
2006 from the University of Dayton with a Master of Science degree in Materials 
Engineering.

Following her graduation, she was hired as a government research materials 
engineer for AFRL. She married not too long after and was considering going back 
to pursue her PhD. Thanks to the encouragement and support of her husband, she 
enrolled and was accepted into the PhD program at the University of Dayton. 
Obtaining her doctoral degree, she believes, was the best decision she ever made. 
During those years, she learned about vacuum systems, epitaxy, catalysis, and more. 
In 2012, she received her PhD in Materials Engineering from the University 
of Dayton.

She continues to grow as a research materials engineer, presenting her work at 
conferences and workshops, writing papers, and collaborating with both academia 
and industry. She is adjunct professor at the University of Dayton, her alma mater, 
teaching both undergraduate and graduate courses.
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Nellie Pestian is an undergraduate student in her third 
year pursing a Bachelor of Science in Materials Science 
and Engineering at Wright State University, Dayton, 
Ohio. She is currently working in the Composites 
Branch of the Materials and Manufacturing Directorate 
at the Air Force Research Laboratory as a student 
researcher under the guidance of Dr. Dhriti Nepal. Her 
research into polymer matrix composites thus far has 
included scanning electron microscopy (SEM) charac-
terization of carbon fibers and cellulose nanocrystal thin 
films, as well as advanced nanoscale characterization 
with a focus on the interphase region of MoS2-epoxy 

composites using SEM with energy dispersive X-ray spectroscopy, atomic force 
microscopy (AFM), and AFM with infrared spectroscopy.

She has always had a passion for Math and Science and attended multiple sum-
mer camps for women in engineering at Wright State University throughout her 
middle and high school years. When her high school Chemistry teacher, Elizabeth 
Hann, developed and executed a course for materials science, her interest in the 
subject matter grew. Mrs. Hann’s passion for the topic inspired her to focus on mate-
rials science when the time came to pick a college major.

In her second year of college, she started looking for a way to get an internship 
at nearby Wright-Patterson Air Force Base. She knew that the experience from a 
research position would be invaluable for the development of her education and 
career, but she did not know where or how to start looking for a job. She learned 
about SOCHE, a contractor that employs many students at the base, from some of 
her peers, and filled out their online application. At first, she received no reply. 
Finally, a teaching assistant for one of her freshman engineering classes offered to 
recommend her to his supervisor on base, putting her on the candidate list. After a 
long process of interviewing and gaining approval to work in the secure government 
facility, she finally started to work in her current position.

She hopes to make connections through research collaborators and networking 
opportunities in her current position and upon graduation attends a graduate school 
that is highly ranked in Materials Science and Engineering where she can earn a 
master’s degree and PhD. She enjoys the work that she does at the Laboratory and 
hopes to continue working in this field after finishing her education. She is espe-
cially interested in materials characterization. Many people suggest trying multiple 
internships to see what sort of work fits best, but she thinks that she got lucky in 
immediately finding work that interests and challenges her every day.

When she’s not at work, she enjoys traveling and outdoor activities such as hik-
ing and rock climbing, as well as playing team sports such as field hockey. Moreover, 
she likes to relax with a good fiction novel or a few episodes of The Office.
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Rebecca Raig is an associate scientist under contract at 
the Materials and Manufacturing Directorate of the Air 
Force Research Laboratory (AFRL), Wright-Patterson 
Air Force Base, Dayton, Ohio. With a primary focus in 
microbiology, her current research revolves around opti-
mizing cell-free protein synthesis (CFPS) as a means to 
produce intractable proteins of interest for the materials 
space. She became a full-time researcher at AFRL 
shortly after graduating from Miami University with a 
BS in Microbiology in 2018 and is motivated by the 
breadth of opportunity and experience presented to her 
at Wright-Patterson.

As an undergraduate, she worked as a student researcher in the Ferguson 
Structural Engineering Laboratory at Miami University, where she was closely 
mentored by Adam Creighbaum and Dr. D.J. Ferguson Jr. There, she gained a back-
ground in protein purification and pathway analyses from archaea and bacteria. This 
experience carried her student career away from Miami for two consecutive sum-
mers onto the Biological Materials and Processing Research Team at AFRL, where 
she learned numerous cultivation techniques for bacteria and fungi. Under the men-
torship of Drs. Vanessa Varaljay and Caitlin Bojanowski, she was also responsible 
for assembling small-scale fuel tank environments in an effort to understand and 
counteract the costly biofouling issue facing fuel tanks across the Air Force. After 
her second summer as a student, she was once again able to embrace her roots in 
molecular biology, as she was invited to join the Synthetic Biology arm of the 
Biological Materials and Processing Research Team to begin her work in CFPS and 
related projects.

Outside of her research, she spends her free time teaching swing dance and mas-
tering the perfect homemade cold brew. She was recently certified to teach fitness 
classes at a local studio and looks forward to taking part in the revitalization of 
downtown Dayton. Originally from Cleveland, Ohio, she is the youngest of four 
siblings that have simultaneously laughed at and supported her wanting to be a sci-
entist by day turned professional swing dancer by night.

Dr. Amber Reed is a materials research engineer at the 
Air Force Research Laboratory’s (AFRL) Materials and 
Manufacturing Directorate, Wright-Patterson Air Force 
Base, Dayton, Ohio. She has over a decade of experi-
ence in physical vapor deposition and characterization 
of thin films for electronic and optical applications.

She was born and grew up in Dayton, Ohio. She 
graduated from Eastern Michigan University with a 
Bachelor of Science in Engineering Physics with minors 
in Math and Chemistry in 2006. After completing her 
bachelor’s degree, she started working toward a Master 
of Science degree in Physics at Wright State University. 
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During her first semester of graduate school, she worked in a terahertz spectroscopy 
laboratory.

She started at the AFRL Materials and Manufacturing Directorate as a student 
researcher in 2007 working on plasma treatments to increase the conductivity of 
indium tin oxide on temperature-sensitive substrates. She began her civil service 
career in 2009, first through the Student Cooperative Education Program and then 
as a pathway intern. During that time, she worked as part of a team on a variety of 
projects, including hybrid plasma sources for materials processing, energetic mag-
netron sputtering approaches, metallization of carbon nanotubes for thermal man-
agement, and high-power impulse magnetron sputtering (HiPIMS) of metals and 
oxides. Her dissertation was based on her work at the Materials and Manufacturing 
Directorate, in collaboration with the AFRL Sensors Directorate, on HiPIMS as a 
low-temperature, substrate-agnostic approach for depositing high-quality polycrys-
talline zinc oxide as the channel materials for thin film field effect transistors.

After completing her PhD in 2015, she was hired as a materials research engi-
neer. Her current work focuses on physical vapor deposition of epitaxial transition 
metal nitrides for next-generation resilient tunable nonlinear plasmonics, low-loss 
piezoelectrics, and robust, oxidation-resistant electrodes.

In her free time, she is an avid reader of both fiction and nonfiction. She enjoys 
hiking and taking history tours and art classes.

Dr. Karen Taminger grew up in a Navy family, attend-
ing 11 schools before she graduated from high school. 
This experience helped shape her personality and her 
view of the world. For example, she knew that engineers 
worked in the hot boiler room in the lower deck of her 
father’s ship. When she was in high school, she loved 
Chemistry and Math, but you can imagine she wasn’t 
impressed when her guidance counselor suggested her 
to study engineering in college!

That all changed when she was selected to participate 
in the Virginia Governor’s School, a 6-week summer 
experience at NASA Langley Research Center. There, 

her eyes were opened to the real world of engineering, from computers to wind tun-
nels, airplane wings to bubbling dewars of liquid nitrogen. She was also introduced 
to the concept of the cooperative education program, which would be her entrance 
into the NASA ranks as a 19-year-old college student from Virginia Tech. She 
started working at NASA Langley as a co-op student just 2 weeks before the 
Challenger accident, in January 1986, then came to work at NASA Langley full 
time in 1989 after graduating with her Bachelor of Science degree in Honors from 
Virginia Tech in 1989, majoring in Materials Engineering.

Throughout her career at NASA, she has worked in many different areas, all 
related to metallic materials for aerospace structures: fabrication, creep, simulated 
environmental exposures on mechanical properties of metal matrix composites, 
characterization of light alloys and metal matrix composites for elevated 
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temperature applications, evaluation of structural performance of metallic sandwich 
and skin-stringer components, and X-ray diffraction. In parallel, NASA supported 
her pursuit of a Master of Science degree from Virginia Tech in 1999 in Materials 
Science and Engineering via distance learning. Since 2002, she has led NASA’s 
development of the electron beam freeform fabrication (EBF3) technology, a large-
scale metal additive manufacturing process for high-performance, low-cost fabrica-
tion of metallic structures for aircraft, launch vehicles, and spacecraft. One of the 
highlights of her career was the opportunity to conduct parabolic flight testing of 
EBF3 for compatibility with the space environment. As a result, she has spent 3 
hours in zero gravity (in 15-second increments!).

She is now a senior materials research engineer at NASA Langley Research 
Center in the Advanced Materials and Processing Branch and currently serves as a 
technical lead for structures in transport aircraft and for several in-space and for-
space manufacturing projects. She is the co-inventor on five issued patents and four 
other patent disclosures and coauthor on more than 35 papers and 100 presentations. 
She was awarded a NASA Exceptional Technology Achievement Medal in 2014 
and a NASA Exceptional Achievement Medal in 2007. Her team was selected for 
the runner-up NASA Patent of the Year in 2016 and Langley’s Whitcomb-Holloway 
Technology Transfer Award in 2008. All of these awards are related to their work in 
metal additive manufacturing.

She is married to an aerospace engineer and has three sons. Balancing career and 
home life is always a challenge, which keeps life lively and interesting!

Jill S. Tietjen, PE , entered the University of Virginia in 
the Fall of 1972, the third year that women were admit-
ted as undergraduates (after suit was filed in the US dis-
trict court), intending to be a Mathematics major. But 
midway through her first semester, she became inter-
ested in studying engineering and made all of the 
arrangements necessary to transfer. In 1976, she gradu-
ated with a BS in Applied Mathematics minoring in 
Electrical Engineering (Tau Beta Pi, Virginia Alpha) 
and went to work in the electric utility industry.

Galvanized by the fact that no one, not even her PhD 
engineer father, had encouraged her to pursue an engi-

neering education and that only after her graduation did she discover that her degree 
was not ABET-accredited, she joined the Society of Women Engineers (SWE) and 
for more than 40 years has worked to encourage young women to pursue Science, 
Technology, Engineering, and Mathematics (STEM) careers. In 1982, she became 
licensed as a professional engineer in Colorado.

She started working jigsaw puzzles at age 2 and has always loved to solve prob-
lems. She derives tremendous satisfaction seeing the result of her work, e.g., the 
electricity product that is so reliable that most Americans just take its provision for 
granted. Flying at night and seeing the lights below, she knows that she had a hand 
in this infrastructure miracle. An expert witness, she works to plan new power plants.
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Her efforts to nominate women for awards began in SWE and have progressed to 
her acknowledgment as one of the top nominators of women in the country. Her 
nominees have received the National Medal of Technology and the Kate Gleason 
Medal; have been inducted into the National Women’s Hall of Fame and state halls 
including Colorado, Maryland, and Delaware; and have received university and pro-
fessional society recognitions. She believes that it is imperative to nominate women 
for awards – for the role modeling and knowledge of women’s accomplishments 
that it provides for the youth of our country.

She received her MBA from the University of North Carolina at Charlotte. She 
has been the recipient of many awards including the Distinguished Service Award 
from SWE (of which she has been named a Fellow and is a National Past President) 
and the Distinguished Alumna Award from the University of Virginia and the 
University of North Carolina at Charlotte and has been inducted into the Colorado 
Women’s Hall of Fame. She sits on the boards of Georgia Transmission Corporation 
and Merrick & Company. Her publications include the bestselling and award-win-
ning book Her Story: A Timeline of the Women Who Changed America, for which 
she received the Daughters of the American Revolution History Award Medal. Her 
most recent book, released in 2019, is Hollywood: Her Story, An Illustrated History 
of Women and the Movies.
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