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Abstract. In this paper, in order to contribute to the protection of the value and
potential of forest ecosystems and global forest future we propose a novel fire
detection framework, which combines recently introduced 360-degree remote
sensing technology, multidimensional texture analysis and deep convolutional
neural networks. Once 360-degree data are obtained, we convert the distorted
360-degree equirectangular projection format images to cubemap images. Subse-
quently, we divide the extracted cubemap images into blocks using two different
sizes. This allows us to apply h-LDS multidimensional spatial texture analysis
to larger size blocks and then, depending on the probability of fire existence, to
smaller size blocks. Thus, we aim to accurately identify the candidate fire regions
and simultaneously to reduce the computational time. Finally, the candidate fire
regions are fed into a CNN network in order to distinguish between fire-coloured
objects and fire. For evaluating the performance of the proposed framework, a
dataset, namely “360-FIRE”, consisting of 100 images with unlimited field of
view that contain synthetic fire, was created. Experimental results demonstrate
the potential of the proposed framework.

Keywords: Fire detection · Natural disasters · 360-degree images · Terrestrial ·
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1 Introduction

The environmental challenges theworld faces nowadays have never been greater ormore
complex. Global areas that are covered by forests and urban woodlands, which comprise
key parts of the global carbon cycle, are threatened by the impacts of climate change and
the natural disasters that are intensified and accelerated by it. To this end, to address these
impacts on people and nature, it is necessary to efficiently protect the forest ecosystems,
by the occurrence of natural disasters maximizing the role of nature in absorbing and
avoiding greenhouse gas emissions. Forest fires are one of the most harmful natural
disasters affecting life around the world. It is worth mentioning that climate change and
drier conditions have led to a marked increase of fire potential across Europe [1].

Thus, computer-based early fire warning systems that incorporate remote sensing
technologies have attracted particular attention in the last years. These detection systems
consist of visual cameras or multispectral/hyperspectral sensors while the main fire
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detection challenge lies in themodelling and detection of the chaotic and complex nature
of the fire phenomenon and the large variations of flame and smoke appearance in their
representations. Detection techniques are based on various color spaces [2–4], spectral
[4], spatial [5] and texture characteristics [6].More recently, deep learningmethods using
a variety of algorithms such as YOLO [7], Faster R-CNN networks [8] and combination
of fire representations in Grassmannian space and Faster R-CNN networks [9] have
been designed, implemented and widely investigated. Among the most recent existing
hazard-events detection approaches [9–11] the most successfully and commonly used
base networks are the AlexNet [12], VGG16 [13], GoogLeNet [14] and ResNet101 [15]
networks.

However, all the previously computer-based surveillance and monitoring systems
for early detection of fire suffer from some limitations. Most of the frameworks taken
to date use ground fixed, PTZ or human-controlled cameras with limited field of view.
Other approaches require expensive and specialized aerial hardware with complex stan-
dard protocols for data collection and complex analysis methods, limiting their potential
eventual widespread use by local authorities, forest agencies and experts [16]. Further-
more, the high levels of power, the long operation times and the high computational
cost for the analysis that are required for the surveillance of wide areas do not allow the
free of operation intervention (i.e. need to change UAVs’ - unmanned aerial vehicles’
- batteries) and under bad weather conditions (i.e. windy weather) appliance of these
methods. Nevertheless, nowadays, 360-degree digital camera sensors become more and
more popular and they can be installed in any place even in UAVs, hence proving to be
a useful tool for the surveillance of wide areas [17].

In this paper, given the urgent priority around protecting the value and potential
of forest ecosystems and global forest future, use of recently introduced 360-degree
sensors and a novel computer-based approach for forest health surveillance and a
better-coordinated global approach is proposed. More specifically, this paper makes
the following contributions:

• We propose a new framework using terrestrial and aerial 360-degree digital camera
sensors in an operationally and time efficient manner, aiming to overcome the limited
field of viewof state-of-the-art systems andhuman-controlled specifieddata capturing.

• A novel method is proposed for fire detection combining multidimensional tex-
ture analysis using Linear Dynamical Systems (LDS) and CNN ResNet101 net-
work. Specifically, we first identify candidate fire regions of each image dividing
the extracted cubemap images into two different size blocks (rectangular patches)
and modelling them using LDS. Then we feed the candidate regions into the CNN
network.

• To evaluate the efficiency of the proposed methodology, we created a dataset, namely
“360-FIRE”, consisting of 100 images of forest and urban areas that contain synthetic
fire.

The rest of this paper is organized as follows: First, details of the proposed method-
ology are presented, followed by experimental results using the created dataset. Finally,
some conclusions are drawn and future extensions are discussed.
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2 Methodology

The framework of the proposed methodology is shown in Fig. 1. In this, recently intro-
duced terrestrial and aerial 360-degree remote sensing systems are used in order to
capture images with unlimited field of view. Once equirectangular images are acquired
and due to the existence of distortions, they are converted to cubemap projection format
images. Then, the extracted cubemap images are divided into blocks using two different
sizes. Larger blocks are used in order to identify a high probability of existence of fire
regions’ and at the same time to reduce the computational time, whilst smaller blocks
are used in order to accurately identify the candidate fire regions applying h-LDS mul-
tidimensional spatial texture analysis. Finally, the candidate fire regions are fed into a
CNN ResNet101 network for the classification to fire and non-fire regions.
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Fig. 1. The proposed methodology.

2.1 Introduction of Innovative Surveillance Schemes

To overcome the limited field of view data capturing and to achieve early and accu-
rate detection of fire, two different formations, namely terrestrial and aerial 360-degree
remote sensing systems are proposed. Terrestrial 360-degree digital cameras are ideal for
areas with panoramic view while aerial 360-degree cameras are able to capture sphere
images in areas where the installation of terrestrial cameras is not possible. It is worth
mentioning that the required time to capture these types of data is estimated to be under
a second using terrestrial cameras and under 30 s using a commercial UAV equipped
with a digital camera.

Both of the proposed systems extract images in equirectangular projection (ERP)
format. This native projection format is converted into cubemapprojection (CMP) format
in order to avoid false alarms due to the existence of distortions in the equirectangular
images [18]. The CMP images consist of front, back, left, right, top and bottom images.
This format is obtained by radially projecting points on the sphere to the six square faces
of a cube enclosing the sphere (as illustrated in Fig. 2), and then unfolding the six faces.
To this end, the spherical coordinates p(theta, phi) are calculated using the normalized
coordinates u and v of the equirectangular image:

theta = u ∗ 2pi (1)

phi = v ∗ pi (2)
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Fig. 2. Cubemap projection.

Then, the equivalent pixel coordinates p′(x ′, y′) for each square face of CMP are
estimated as follows:

x ′ =
(w
2

)(
theta

pi
+ 1

)
(3)

y′ =
(
h

2

)(
phi

pi/2
+ 1

)
(4)

where w is the width, h is the height and theta and phi are the polar coordinates of
the equirectangular image. Among all projection formats, CMP is widely used in the
computer graphics community. Finally, as the top image in the proposed framework
represents the sky in all cases, it was not taken into account for further processing.

2.2 Localization of Candidate Fire Regions Using Multidimensional Texture
Analysis

For the localization of candidate fire regions, due to the need to achieve early detection
of fire events, variant sizes of fires and different distances of fires from cameras, we
propose a new modeling method through the division of 360-degree images into blocks
using two different sizes (Fig. 3). Initially, we divide each region into larger size blocks
with size n × n (we set n = 30) which are used in order to identify areas of higher
probability of fire existence. Then, depending on the probability of fire existence these
blocks are divided into four smaller size blocks (n = 15) in order to accurately detect
the candidate fire regions. The goal of this, is two-fold: (a) Initially, we aim to reduce
the computational time of the proposed framework and (b) to increase the reliability
of the candidate fire regions localization procedure. Then, we apply multidimensional
texture analysis in both block sizes through the higher order linear dynamical systems.
Specifically, in the proposed approach, fire can be considered as a spatially-varying
visual pattern dividing each individual block in 3 × 3 sub-patches and considering them
as a multidimensional signal evolving in the spatial domain and modelling it through
the following dynamical systems:

x(t + 1) = Ax(t) + Bv(t) (5)
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y(t) = y + Cx(t) + w(t) (6)

where x ∈ R
n is the hidden state process, y ∈ R

d is the observed data, A ∈ R
n×n is the

transition matrix of the hidden state and C ∈ R
d×n is the mapping matrix of the hidden

state to the output of the system. The quantities w(t) and Bv(t) are the measurement
and process noise respectively, while y ∈ R

d is the mean value of the observation data
[19, 20]. Thus, this dynamical system models both the appearance and dynamics of
the observation data, represented by C and A, respectively (Fig. 4). We then represent
each sub-patch with a third-order tensor Y and apply a higher order Singular Value
Decomposition to decompose the tensor:

Y = S ×1 U(1) ×2 U(2) ×3 U(3) (7)

where S ∈ R
n×n×c is the core tensor, whileU(1) ∈ R

n×n ,U(2) ∈ R
n×n andU(3) ∈ R

c×c

are orthogonal matrices containing the orthonormal vectors spanning the column space
of the matrix and × j denotes the j-mode product between a tensor and a matrix. Since
the columns of the mapping matrix C of the stochastic process need to be orthonormal,
we can consider C = U(3) and

X = S ×1 U(1) ×2 U(2) (8)

The transition matrix A can be estimated using least squares as follows:

A = X2X
T
1

(
X1X

T
1

)−1
(9)

where X1 = [x(2), x(3), . . . , x(t)] and X2 = [x(1), x(2), . . . , x(t − 1)].
Assuming that the tuple M = (A,C) describe each sub-patch, we esti-

mate the finite observability matrix of each dynamical system, OT
m (M) =[

CT , (CA)T ,
(
CA2

)T
, . . . ,

(
CAm−1

)T ]
and we apply a Gram-Schmidt orthonormal-

ization procedure [21], i.e., OT
m = GR, in order to represent each descriptor as a

Grassmannian point, G ∈ R
m×T×3 [5].

(a) (b)

Fig. 3. Identification of candidate fire regions using: (a) larger size blocks and (b) smaller size
blocks.
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Finally, for the modelling of each fire candidate region, we apply VLAD encod-
ing, which is considered as a simplified coding scheme of the earlier Fisher Vec-
tor (FV) representation and was shown to outperform histogram representations in
bag of features approaches [22, 23]. More specifically, we consider a codebook,
{mi }ri=1 = {m1,m2, . . . ,mr }, with r visual words and local descriptors v, where each
descriptor is associated to its nearest codeword mi = NN

(
v j

)
. The VLAD descriptor,

V , is created by concatenating the r local difference vectors {ui }ri=1 corresponding to
differences v j − mi , with mi = NN

(
v j

)
, where v j are the descriptors associated with

codeword i , with i = 1, . . . , r .

V = {ui }ri=1 = {u1, . . . , ur } (10)

or

V =
{∑

v j such that

(
v j − m1

)
, . . . ,

∑
v j such that

(
v j − mr

)

m1 = NN
(
v j

)
mr = NN

(
v j

)

}

(11)

while the final VLAD representation is determined by the L2-normalization of vector
V :

V Euclidean = V /
∥∥V

∥∥
2 (12)

(a) (b) (c)

Fig. 4. Visualization of a: (a) candidate fire block, (b) transition matrix A and (c) mapping matrix
C.

Finally, by ranking the similarities across all blocks, the majority rule of the s labels
with the minimum distances is adopted in order to classify the examined block into
candidate and non-candidate fire regions.

2.3 Fire Detection Using Convolution Neural Networks

After candidate fire regions are extracted, they are fed into aConvolutionNeuralNetwork
(CNN). CNNs are one of the state-of-the-art deep learning approaches for hazard events
detection. Although CNN architectures require large amount of training data, they are
able to automatically learn very strong features. Thus, inspired by previous hazard events
detection systems [9, 10] we chose to deploy ResNet101 feature extractor. With the



A Novel Framework for Early Fire Detection 69

advent of this model, researchers have developed deepened network structures that do
not increase computational complexity. In the proposed methodology we use similar
architecture to the original, aiming to train the parameters using fire focused images in
order to solve the fire detection problem more effectively. Furthermore, we modify the
number of neurons to two in the final layer of our architecture, enabling classification
into fire and non-fire.

3 Experimental Results

Through the experimental evaluation we want to demonstrate the superiority of the
proposed framework against other state of the art approaches and we aim to show that
the proposed methodology improves the detection of fires.

To evaluate the efficiency of the proposedmethodology, we created a dataset, namely
“360-FIRE”, consisting of 100 images of forest and urban areas that contain synthetic
fire (90 of them consist of fire events and 10 of them are fireless 360-degree images). To
the best of our knowledge and as 360-degree digital camera sensors are newly introduced
type of cameras, there is not any dataset consisting of 360-degree images that contain
fire. Thus, in order to create the dataset, we captured 360-degree images in different
environments, and we used higher order SVD analysis (as shown in Eq. 9) in order
to synthesize artificial flames [24]. Specifically, we represented synthetic video frames
solving linear system equations and estimating the tensor generated at time k when
the system is driven by random noise V [19]. Then the synthesized data was adapted
to the 360-degree images and the size of fires was suitably adjusted with regards to
the distance and the assumed start time of fire. For each captured image, we created 5
different fire events corresponding to different size of fires or fire locations. To evaluate
the performance of the proposedmethodology true positive, false negative, true negative,
false positive rates and F-Score were used.

Fig. 5. CFDB and PASCAL VOC 2007 dataset training images containing actual fires and fire-
coloured (non-fire) objects. (color figure online)

For the training of the proposed method for the localization of candidate fire regions
using multidimensional texture analysis, we used the Corsican Fire Database (CFDB)
that contain fire events and the PASCAL Visual Object Classes (VOC) 2007 dataset that
contain fire-coloured objects (Fig. 5). Additionally, the CNN network was trained using
the same datasets. Dataset sample images are shown in the Fig. 6. The implementation
code of the proposed structure was written inMatlab and all calculations were performed
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on a 4 GBGPU and on a 6-core processor Intel Core i7-8750H, CPU 2.2 GHz. It is worth
mentioning that in to have a fair comparison in our experimentswe used the same training
and testing set. In each case an image is labeled as a fire 360-degree image if it contains
at least one fire image region.

(a)

(b)

(c)

Fig. 6. “360-FIRE” dataset 360-degree images (left: equirectangular images, right: cubemap
images) containing fires in different environments: (a) forest ecosystem, (b) forest ecosystem
by the sea and (c) semi-urban environment.

Regarding the detection power of the proposed algorithm,we compared the proposed
methodology to a spatial texture analysis method [20, 25] on its own as well as combined
with a color localization method [5] and two Faster R-CNN [13, 15] architectures. As
shown in Table 1, we compared the performance of the proposed approach firstly with
a predefined color distribution for the localization of candidate blocks in combination
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(a)

(b)

Fig. 7. Equirectangular images: (a) False negative of a long-distance fire, (b) True detection of a
long-distance fire.

with the h-LDS approach for fire detection, secondly with the h-LDS approach playing
the localization and detection role and finally with two Faster R-CNNs with VGG16
and Resnet101 base networks, achieving true positive rates 88.9%, 92.2%, 94.4% and
95.6% and F-score rates 77.7%, 83%, 88.1% and 88.7%, respectively. As depicted in
Table 1, our method offers improved true positive rate (96.7%) and F-score (93.5%)
compared to the second higher rates of 95.6% and 88.7% yield by the Faster R-CNN
Resnet101 network. Furthermore, the proposed methodology increases true negative
rates and reduces false negative and false positive rates.

Experimental results show that the proposed approach retains high true pos-
itive rates, while simultaneously significantly reducing false positives. This can
be explained by the fact that the localization procedure eliminates many regions
that are misclassified as fire or non-fire by the Faster R-CNN networks. Fur-
thermore, it is obvious that the proposed methodology which includes divid-
ing images into two different block sizes and extracting h-LDSs in order
to estimate candidate fire regions is more efficient than the color analysis
approaches, while CNN ResNet101 outperforms the discrimination ability of h-LDSs.
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Table 1. Comparison results of various fire detection approaches using cubemap projection.

Method True positive
rates

False negative
rates

True negative
rates

False positive
rates

F-score

Color &
Spatial Texture
Analysis
(h-LDS)

88.9% 11.1% 60.0% 40.0% 77.7%

Spatial Texture
Analysis
(h-LDS)

92.2% 7.8% 70.0% 30.0% 83.0%

Faster R-CNN
(VGG16)

94.4% 5.6% 80.0% 20.0% 88.1%

Faster R-CNN
(ResNet101)

95.6% 4.4% 80.0% 20.0% 88.7%

Proposed 96.7% 3.3% 90.0% 10.0% 93.5%

Table 2. Comparison results of the proposed fire detection methodology using different
projections.

Method F-score

Equirectangular projection (ERP) 81.8%

Cubemap projection (CMP) 93.5%

However, in the proposed methodology some false negatives are noticed in small fires in
long distance (Fig. 7a). In contrast, larger fires in shorter or same distancewere accurately
detected (Fig. 7b).

In Table 2, we present experimental results of the proposed methodology against the
use of that equirectangular projection formats. More specifically, the use of cubemap
projection formats achieves 11.7% higher detection rates.

Finally, we performed a computational speed test that is a crucial factor for early
hazard events detection applications. Specifically, we estimated the time that is required
for the processing of equirectangular images and cubemap images. Results show that
the multi-thread processing of cubemaps requires 60% less computational time.

4 Conclusion

In this paper, we presented a novel framework that combines the newly introduced
360-degree digital camera sensors and modern signal and image processing techniques.
This enables the near real-time environmental data acquisition, assessment, processing
and analysis for the ultimate goals of ecosystem protection and forest and urban areas
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monitoring. The proposed frameworkwill allow experts and scientists to achieve a better-
coordinated global approach that will contribute to the limitation of negative impacts of
climate change on forest ecosystems, air, and timber supplies.

In the future, a system for autonomous operation of UAV’s which require one charge
per day will be developed, in order to perform periodic flights every 30 min for the
surveillance of wide areas. Additionally, in order to assess the effectiveness of the pro-
posed we aim to extend our dataset using more data from a variety of urban, rural and
forest areas. Furthermore, indoor images from buildings of cultural heritage will be cap-
tured and used. Finally, our goal is to install cameras at critical observation points for
long periods in order to apply the proposed method in real hazard events.
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