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Abstract. We present a kinship verification (KV) approach based on
Deep Learning applied to RGB-D facial data. To work around the lack
of an adequate 3D face database with kinship annotations, we provide
an online platform where participants upload videos containing faces of
theirs and of their relatives. These videos are captured with ordinary
smartphone cameras. We process them to reconstruct recorded faces
in tridimensional space, generating a normalized dataset which we call
Kin3D. We also combine depth information from the normalized 3D
reconstructions with 2D images, composing a set of RGBD data. Fol-
lowing approaches from related works, images are organized into four
categories according to their respective type of kinship. For the classi-
fication, we use a Convolutional Neural Network (CNN) and a Support
Vector Machine (SVM) for comparison. The CNN was tested both on a
widely used 2D Kinship Verification database (KinFaceW-I and II) and
on our Kin3D for comparison with related works. Results indicate that
adding depth information improves the model’s performance, increasing
the classification accuracy up to 90%. To the extent of our knowledge,
this is the first database containing depth information for Kinship Veri-
fication. We provide a baseline performance to stimulate further evalua-
tions from the research community.

Keywords: Kinship Verification · Face biometrics · Structure from
motion · 3D reconstruction

1 Introduction

In their daily lives, people receive information and interact in a three-dimensional
world. Despite the high complexity and cost of its shapes, nowadays, researchers
in computer vision and similar fields are increasingly improving techniques and
extracting the benefits of this additional dimension. Even applications to unlock
smartphones by 2D facial recognition can be deceived (commonly known as
face recognition spoofing mechanisms). Using 3D information improves system’s
robustness as it is less dependent on environment interference such as illumina-
tion. Indeed, Apple has added active infrared illumination for face recognition
so users can unlock their mobile devices using its FaceID technology. Regardless,
a son was able to unlock his mother’s phone due to their facial resemblance.
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Fig. 1. Challenges related to facial Kinship Verification. People in (a) and (b) are twins
(sister and brother, respectively). Individuals in images (b) and (c) are father and son,
respectively. On the other hand, unrelated people can present similar faces as can be
seen in the resemblance between actors Chad Smith (d) and Will Ferrell (e).

Kinship Verification (KV) from face images is a challenging task (cf. Fig. 1)
due to many difficulties. It must handle similarities between non-relatives (which
might reduce inter-class similarity distances) while dealing with relatives with
different appearances (which could increase within-class distance). There are also
variations in gender, age, ethnicity, and half-sibling categories. As a consequence,
verifying kinship from faces is a broadly open research topic in computer vision
and biometrics.

To the extent of our knowledge, works associated with KV are limited to
two-dimensional information, either through photos or videos. There is, however,
a degradation of these methodologies due to variations in lighting, expression,
pose and registration [16]. In this work, we present a Kinship Verification (KV)
approach by considering not only 2D images, but also depth information from
faces.

In order to overcome the lack of a suitable face image database containing
both depth information and kinship annotations, we provide an online platform
where individuals can upload videos from their faces and their kin. From the
face videos, we compute the 3D reconstruction and obtain the depth for each
individual’s face. RGBD images from each pair of faces are then fed into two
classifiers: a Support Vector Machine, to provide a baseline, and a Convolutional
Neural Network (CNN). The goal is to analyze whether depth information can
contribute to the Kinship Verification problem. Moreover, we test our CNN
classifier on widely used kinship database benchmarks, namely, KinFaceW-I and
KinFaceW-II. When only 2D face images are considered, results are consistent
with current state-of-the-art. When depth information is taken into account,
results experiment an improvement of 5 (five) percentage points in accuracy.

Our contribution is two-fold. Firstly, we collected the first database with 3D
information and kinship annotations. Secondly, we tested both a traditional and
a contemporaneous classification techniques to provide performance accuracies
to serve as baseline for future approaches. Additionally, we verify that using 3D
facial information improves the model’s performance, suggesting that this is an
interesting path to pursue in future applications.
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This paper is organized as follows. Section 2 presents an overview of works
associated with Kinship Verification (KV) published so far. We provide informa-
tion on methods of collecting, pre-processing, normalizing and classifying face
images in Sect. 3. Results are reported in Sect. 4 and we draw final remarks and
suggest future work in Sect. 5.

2 Related Work

Face verification and recognition have been extensively tackled by the scientific
community and there are many commercial applications available [2,8]. Cur-
rently, new problems are increasingly more popular, such as age estimation [23]
and expression recognition [12]. Among emerging areas of facial analysis, Kinship
Verification (KV) is a recent topic in biometrics, provided that the first work
addressing this problem was published by Fang et al. in 2010 [7]. Interest has
grown due to possible applications in: (i) Forensic science, such as mitigation of
human trafficking, disappearance of children and refugee crises; and (ii) Auto-
matic annotation and reduction of the search space in large databases. Research
interest also comes from the fact that KV is a challenging and open problem.

Indeed, faces carry many information about a person and they have been
quite used in tasks of recognition. Somanath and Kambhamettu [20] explain
how faces can verify blood-relations. As the faces develop, their features become
sharper and more alike to their relatives. Parts of faces such as the eyes, nose,
ears, cheekbones, and jaw, can supply helpful attributes as relative position,
shape, size and color to kinship verification.

As Dibeklioglu explains [6], there are basically two types of kinship analysis:
verification and recognition. The former consists of binary identification, which
means identifying whether two people are related or not. The latter differentiates
the type of kinship between two people (siblings or father-son).

Conventional KV methods use engineered (hand-crafted) features to be
extracted from faces for further combination and classification such as Local
Binary Patterns (LBP), Gabor features and others [3,22]. We highlight that, to
the extent of our knowledge, no work presented thus far has used depth images to
tackle the KV problem. As opposed to using hand-crafted features, Deep Learn-
ing (DL) techniques for computer vision such as Convolutional Neural Networks
(CNNs) are widely used sources for obtaining additional, hierarchical represen-
tations [9].

Robinson et al. presented in 2018 the largest kinship database with 1000
family trees [15]. They used a semi-supervised labelling process to improve a
pre-annotated clustering. Although the amount of images is large and, therefore,
well suited for Deep Learning approaches, they provide 2D face images only, with
no depth information whatsoever.

Ozkan et al. have proposed the use of Adversarial Generative Networks to
synthesize faces of children by analyzing their parents [14]. One possible applica-
tion is the increment in database size by generating new samples. The approach
is applied to 2D images only.
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3 Methodology

In this section we describe the process of collecting, preprocessing and classi-
fying our dataset entitled Kin3D (Sect. 3.1). Then we explain the classification
methods we tested, namely CNN and SVM, as well as the metrics we compute
to assess model’s performances.

3.1 Kin3D Database Collection

Our goal to build our Kin3D dataset is threefold: (1) to prepare, as much as
possible, a reduced noise facial dataset with depth information; (2) to include
labeled relatives in a database; (3) to classify kinship using known machine learn-
ing techniques as deep neural network. As a result, we have reconstructed pairs
of relatives and use both RGB and depth images (D) to conduct our validation
experiment.

In order to construct the Kin3D dataset, we faced two challenges. Firstly,
face scanners are neither cheap nor much portable to be transported into peo-
ple’s homes as an attempt to scan relatives. Besides, smartphones are showing
increasingly higher spatial and exposure resolutions, which results in 3D recon-
structions with greater quality. Secondly, people might not be willing to attend
an event to have their faces scanned if there is no type of compensation.

In order to facilitate collecting videos from participants, the task of recording
their faces was executed with their own smartphone cameras, in uncontrolled
environments. Besides, university students who willingly engaged in this activity
had extra scores taken into account.

To enable this research, an online form was created in order to collect anno-
tated data from users. Through the form, one can send a video of his face and
another one for each of his relatives. Each video must comprise the lower, median
and upper regions of the face, with three different slopes as shown in first stage
(upper-left) of the pipeline in Fig. 2. Thus, details that would be occluded on a
frontal static image are also captured. The only suggestions were smooth camera
movement and a reasonably bright recording environment.

3.2 Structure-from-Motion Pipeline and 3D Reconstruction

From each video, a reduced number of frames is extracted so that they cover
all movement. Structure-from-Motion technique takes these frames as input to
reconstruct the face as a 3D mesh.

Prior to the 3D reconstruction, we perform a 2D normalization using frontal
face features such as the eyes. Frames that present face as frontal as possible are
used to compose our RGB dataset, being aligned and cropped into a image of
64 × 64 pixels as follows:

– Face region of interest and its landmarks detection in the RGB image;
– From eyes’ landmarks the image is translated, rotated and scaled so that the

eyes lie on a horizontal line;
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Fig. 2. Structure-from-Motion (SFM) pipeline. A set of images (upper-left) serves as
input for feature detection and matching (lower, green box). After geometric verifi-
cation, the 3D reconstruction happens (blue box) resulting in a set of (x, y, z) and
(R,G,B) values, as shown in the upper-right corner of the figure. (Color figure online)

– The matrix used as affine transformations in RGB images is also used to
normalize the normal and depth images, as shown in Fig. 3.

The main process of 3D reconstruction is illustrated in Fig. 2. The input is a
set of overlapping facial images of the same person. That process of reconstruct-
ing is divided into three parts [17,18]:

1. Feature detection and extraction;
2. Feature matching and geometric verification;
3. Structure and motion reconstruction.

In the reconstruction process, pixels from each subsequent frame are matched
while the vertices of the 3D mesh are generated. After the mesh is complete, a
depth and a normal map are extracted from frontal view, as shown in Fig. 3.

At the end of this process, most of the resulting point cloud show a reasonable
amount of noise due to the uncontrolled environment: illumination, camera qual-
ity and distance between the recorded person and the camera. Using the software
MeshLab [5], we perform a cleaning process by removing the farthest noise just
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(a) (b) (c)

Fig. 3. Examples of picture channels obtained from post processing of SFM. (a) Nor-
malized 2D face images. (b) Depth maps computed from the 3D reconstruction. (c)
Map of normal vectors represented as one RGB image. (Color figure online)

selecting and excluding it, and for the merged noise from face we remove them
by color selection. Figure 4 shows an example of that cleaning process.

(a) (b)

Fig. 4. Point cloud with and without noise. (Color figure online)

Graphic Processing Units (GPUs) are designed for heavy workload and
throughput. Their parallelism helps to speed up many operations in which they
would last hours or days to be finished on some Central Process Units (CPUs).
We have used a GPU to generate our point clouds and depth images from about
70 facial images extracted from a video.

3.3 Classification Models

In order to evaluate our classification models consistently, we performed the
following steps:
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1. We reproduced the results from [24] to assess the applicability of CNN to
classify the widely used 2D kinship databases KinFaceW-I and KinFaceW-II.
This first evaluation was useful since the number of samples is very small
which may cause the model to overfit. We mitigated this by using data aug-
mentation.

2. Since our database is novel, we test a well known classification method –
Support Vector Machine – onto features obtained from 2D face images only.
To this end, we follow the procedure proposed recently [21].

3. Finally, we apply the known CNN topology for performing KV. To this end,
we apply the same model developed in the Stage 1 to classify our database
(RGB and RGBD) to evaluate whether depth improves the accuracy or not.

The basic structure of Convolutional Neural Network (CNN) used in this
project consists of several concatenated (in parallel) neural nets. The simplest
network contains two convolutional layers which are connected to two max-
pooling layers, then followed by two fully-connected layers and ending with a
soft-max layer, as shown in Table 1. Input images are of size 39 × 39 × 6 (39
wide, 39 high, 6 color channels).

Table 1. Topology of the Convolutional Neural Network before concatenation.

Conv1 Pool1 Con2 Pool2 FC

conv-32 max-2 conv-32 max-2 FC1-128

FC2-128

The convolutional layers basically are parameterized by: the number of maps,
the size of the maps and filter sizes. Our first convolutional layer receives 6 feature
maps of size 39× 39 and after, with 5× 5× 6 filters, it generates 32 maps. These
filters slide, or convolve, around the input image with a stride of 1. Since the
image size is small, it’s used a padding to ensure that the output has the same
length as the original input. To initialize weights of the convolutional layers, we
use a normal distribution with zero mean and a standard deviation of 0.05. A
Rectifier Linear Unit (ReLU) function is used as activations.

In general, pooling layers are based in operations such as max and average.
We have chosen max pooling layers because they show better accuracy. These
layers have filters of size 2 × 2 applied to a stride of 2, downsampling the input
image along both width and height. Therefore, every operation takes a max
among 4 values.

Just like the humans who look at specific parts of the face to recognize
who the person is, in our task we decompose the relative’s RGB faces into ten
individual parts, following the approach in [24]. Next we input each one to a
neural network since it has been known that CNN can learn better than in a
holistic way. After the convolutional, max-pooling and fully connected layers,
we concatenate the ten networks. The same is also done with the depth images.
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In this approach with RGB+Depth, there are twenty nets. The concatenation
of the rgb and depth networks are also concatenated. Linked to this layer there
is an output layer that is added to complete our network. This layer has one
neuron per class in the classification task, totaling 2 neurons to relatives and
non-relatives. A softmax activation function is applied.

We compile our model using the optimizer Adam [10], which is an improved
version of the stochastic gradient descent algorithm that incorporates time and
learning rate adaptive. Furthermore, binary crossentropy as the loss function
was applied since our targets are in categorical format.

Given all the possible kinship classes, a one-versus-one (OvO) strategy was
adopted. Thus, our CNN was trained to validate the relation between one father
(or mother) and his son (or daughter). In addition to this strategy being faster, it
is also more appropriate for smaller sets. We generate arbitrary sinthetic negative
examples by combining people from different families.

To train and validate our deep convolutional neural network we used Keras
and TensorFlow [1,4] on NVIDIA’s CUDA programming framework [13].

4 Results

4.1 Database Collection

As a result of people’s participation, we collected smartphone videos from 120
individuals. When organized by categories, the number of pairs are described
in Table 2. Both positive and negative pairs have the same size. The negative
pairs are generated from the swapping between positive pairs. We recognize that
Kinship Verification is a very challenging problem and that a much larger dataset
is recommended for a more representative approach. Regardless, we evaluate the
CNN with care, keeping track of training and validation accuracies to prevent
overfitting. We acknowledge that, in order to best represent a broad problem such
as kinship, collecting a much larger dataset is advisable. That being said, we are
still receiving videos through our form to be rebuilt and analyzed. Moreover, it
is important to highlight that we use data augmentation, using rotations and
vertical flip, multiplying the number of samples threefold.

Table 2. Number of kin pairs for each kinship category.

Category Number of pairs Number of samples after
data augmentation

Father-Son (FS) 14 42

Father-Daughter (FD) 9 27

Mother-Son (MS) 27 81

Mother-Daughter (MD) 11 33
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4.2 Testing a First Topology

KinFaceW [11] is divided into KinFaceW-I and KinFaceW-II and they are ones
of the most known datasets used for Kinship evaluation. Using the concatenated
CNN that we adapted from [24], we apply it through the KinFaceW. The main
changes in our model was that we used only two convolutional layers and added
one fully-connected layer. In relation to weight initialization, Zhang et al. used
a Gaussian distribution with zero mean (μ = 0) and a standard deviation of
σ = 0.01. But we noticed that the standard deviation with that value did not
allowed our concatenated CNN to learn. Thus, we initialized the weights with
standard deviation σ = 0.5. Accuracies were approximate to those obtained in
[24], as can be seen in Table 3.

Table 3. Verification accuracy (%) on KinFace dataset.

Methods
KinFaceW-I

FS FD MS MD
CNN-Points [24] 71.8 76.1 78.0 84.1
Our method 69.2 77.8 72.6 83.8

Methods
KinFaceW-II

FS FD MS MD
CNN-Points [24] 89.4 81.9 89.9 92.4
Our method 86.2 83.3 84.1 88.8

4.3 Our Dataset

Firstly, a Support Vector Machine (SVM) was developed to supply a baseline.
SVMs are well suited for classification of complex tasks but with not-so-big
datasets. The SVM is applied to 128-dimensional embedded face vectors as
described by [19].

Two types of CNN, representative feature learning methods, were trained.
The first one learned to verify kinship from only RGB images. The second one
learned to verify kinship from RGB plus depth images to assess the contribution
of depth information. We evaluate our dataset to the four categories in kinship
research community: father-son (FS), father-daughter (FD), mother-son (MS)
and mother-daughter (MD). Results are shown in Table 4 and Fig. 5.

Table 4. Verification accuracy (%) on Kin3D dataset.

Methods Kin3D

FS FD MS MD

SVM 69.9 56.6 66.6 73.8

CNN (RGB) 71.5 75.0 86.4 90.5

CNN (RGB-D) 76.4 76.9 88.4 94.3
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Fig. 5. Classification accuracies.

5 Conclusion

In this paper, we presented a novel use of 3D data for kinship verification (KV).
Given the technological advancements in smartphone cameras, computer hard-
ware and image processing software, the addition of 3D information to computer
vision and machine learning tasks seems to be the best way to make such tasks
more feasible. Our dataset, Kin3D, in addition to information provided about
kin relationships also provides information such as age and ethnicity that can
be used for studies related to age, synthesis of children faces based on parents,
among others.

Overall, the experiments have shown that depth information contributes to
the model’s performance. We acknowledge that, in order to better represent
a broad problem such as kinship, collecting a much larger dataset is advis-
able. Nevertheless, we hope this database can provide an initial contribution
to the research community focused on Kinship Verification (KV) and interested
in investigating further the use of 3D information to tackle this task.

Further work consists in constantly increment the database size and investi-
gate whether each face’s Point Cloud (PC) could provide further information to
the models. Some questions could be tackled, such as; (i) how can neural nets
performances be compared to traditional curvatures analyses; (ii) can we use
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generative adversarial networks to synthesize childrens faces by analyzing their
parents. Studies are being conducted and results will be eventually reported.
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