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Constraints
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7.1 Introduction

The sunk costs associated with the export activity are a fundamental
characteristic of the current literature in international trade and industrial
organization. Both empirical and theoretical evidences underline the role
of fixed cost. Firms that overcome these costs become exporter. Therefore,
it becomes crucial to understand if and how firms are able to face fixed
costs associated to exports.
Investments’ structure contemplates a temporal discrepancy between

present cost and expected future profits. In the case of exporting (sunk)
costs are certain and immediately paid, while revenues are uncertain and
postponed in the future. Imperfect capital markets (e.g., information
asymmetries) may decrease the probability to start the export activity.
Lenders and borrowers may not own the same information set. Thus,
potential lenders are not able to evaluate the investments’ value, given
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the uncertainty about future profits, and firms cannot gather enough
resources to overcome fixed costs. For example, Das et al. (2007) estimate,
for a sample of Mexican firms, an average fixed investment of $400,000
for potential exporters.

This chapter aims at analyzing the role of internal financing on export
activity for credit-constrained firms. In the first instance, financially
constrained firms are those firms for which internal source of financing
cost less than external sources. If it is the case, investments (as exports)
are sensitive to the availability of internal resources. This does not
imply that the “non-constrained” firms do not use internal funds to
implement/increase investments: also “healthy” firms show a positive
correlation between investments and internal financial resources (Kaplan
and Zingales 1997).

The key point is to understand how much the internal (financial)
resources are relevant for the export activity of credit-constrained firms
(compared to unconstrained ones). Therefore, the chapter addresses also
the question of which type of firms are more likely to face financial
constraints.1

Using a representative sample of Italian firms, we analyze if financially
constrained firms increase their entry probability in the export market,
once they own a larger amount of internal financial resources. Since that
a credit-constrained firm finds less costly internal resources, we expect a
positive effect of the firm’s cash flows on the process of internationaliza-
tion for these firms.2

The chapter covers two important issues. First, it is necessary to define
a methodology to identify a priori the extent of a firm’s credit constraints.
Employing a detailed information on asset and liabilities, a firm’s credit
status is defined as financial reliability in the long and in the short run.
This approach consists in evaluating the riskiness of firm from the point
of view of a potential lender (bank) using ratio indices. The methodology
puts light on the mechanism behind credit constraints, and it allows to

1Constrained firms are “constrained” to use their own liquidity for investments because not reliable
from the lenders’ point of view.
2Present chapter is not focusing on trade credits.
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understand how the relationship between firms’ and banks may affect the
investments’ choice for the former.3
In such a framework, it is possible to offer additional insights for the

economic policy analysis. It would be feasible to evaluate the implemen-
tation of a more stringent credit requirements, if these requirements rely,
among other things, on balance sheet indices.4
The present chapter can be ideally placed in the between of two

streams of literature: the first one concerns the investments’ sensitivity
to cash flows as measure of credit constrains, and the second one regards
the relationship between exporting and credit constraints. In the former
group, since Fazzari et al. (1988), there existed a large body of litera-
ture that analyzes the sensitivity of investments to internal resources.5
Similarly, the entry in the export market is considered as an investment,
and consequently entry decision can be sensitive to the level of internal
financing.
The second stream of research focuses on the relationship between

export and financial health. Such stream may be classified into three
subgroups of analysis. The first one analyzes how credit availability affects
the export’s decisions (Campa and Shaver 2002; Chaney 2016; Manova
2013; Muùls 2015); the second describes whether the export activity eases
credit constraints (Manole and Spatareanu 2009); the third observes how
financial health changes before and after entry into the export market
(Greenaway et al. 2007; Bellone et al. 2010; Wagner 2014 for literature
review).
From a theoretical point of view, Chaney (2016) introduces liquidity

constraints into a model of international trade with heterogeneous firms
(Melitz 2003), so that liquidity becomes a second source of heterogeneity

3The methodology allows to describe what happens whether banks’ financial requirements become
more stringent.
4It is important to mention that Basel III agreement uses also balance sheet ratio to monitor the
riskiness of banking activity. Basel III is a source of concern for Italian SMEs, which rely on local
capitalmarket. For example, short-termdebt is one of the indicators used in the monitoring activity.
Most of the time, short-term debts are used by firms to finance current operations of production
process (Onida 2003).
5See Hubbard (1998) and Bond and Van Reenen (2005) for a literature review.
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across firm.6 In an empirical framework, the role of credit constraints
has been demonstrated crucial to explain some features of international
markets. Manova (2013) shows that credit constraints determine both the
zeros in bilateral trade flows, and the variations in the number of exported
products as well as the number of destination markets. Berman and
Héricourt (2010) find evidence that credit access is an important factor
in determining the entry into the export market for firms in developing
countries; however, they also show that exporting does not improve firms’
financial health ex post.

Despite the increasing literature, the main conclusion remains con-
trasting. Greenaway et al. (2007), using a dataset for British firms, find
that new exporters do not show a larger pool of financial resources
than domestic firms before the entry, but long-term exporters own more
liquidity than domestic firms.7 Differently, Bellone et al. (2010), using
French data, empirically show that new exporters have an ex ante financial
advantage compared to domestic firms, but not an ex post effect.

Similarly to Bellone et al. (2010), in the present chapter we define
an index of credit constraints using information on asset and liabilities;
however, we use thresholds for balance sheet indices to define a clear-
cut rule for a firm’s financial reliability. These thresholds are commonly
defined as rule of thumb in business economics. As we illustrate in the
next sections, we assess credit constraints analyzing the firms from the
point of view of a potential lender (bank).

Two papers are close to the present chapter, in terms of both data
and research questions. Firstly, Minetti and Zhou (2011) show that the
probability of exporting and the level of foreign sales are lower for credit-
constrained firms. They evaluate credit rationing using firms’ responses
to survey questions about their credit status. Differently from them, we
assess credit status exploiting the information in the balance sheet data
rather than using survey question.

6In a Ricardian comparative advantage framework, the basic prediction is that either all or no
firms export in each sector. Beck (2002, 2003) finds evidence of links between trade, financial
development and credit access.
7New exporters generally display low liquidity and high leverage (compared to continuous
exporters), probably due to the sunk costs which need to be met to enter export markets.
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The second one is by Caggese and Cunat (2013), where they develop
a dynamic industry model where financing frictions affect the entry
decision in the home market as well as the riskiness of firms’ activity.
Calibrating the model, they predict that financing friction reduce the
likelihood of a given firm to become an exporter, but overall they have
an ambiguous effect on the number of firms starting to export. In
addition, they find that financing constraints distort selection in the
export reducing the aggregate gains due to trade liberalization. Using a
similar dataset to Minetti Zhou (2011), their empirical analysis confirms
the calibration findings.
The analysis is composed of two parts. In the first one, we develop

the methodology to construct an index that allows to identify a priori
the firm’s financial status. We consider a firm’s financial reliability both
in a long-term and in a short-term perspective. In the second part, we
empirically show that the amount of internal resources affects the entry
probability into the export market for those firms identified as highly
credit constrained (or without long-term reliability).
From a methodological point of view, we suggest a different strategy

for testing the hypothesis of liquidity constraints and export. We classify
firms in four groups. The firm clustering can be viewed also as a credit
score: depending on firm classification a firm’s financial score changes and
consequently also its financial reliability. We directly estimate the impact
of liquidity across group of firms. Indirectly, we are also able to understand
the effect of more stringent criteria, if changes in criteria changes firms’
classification.8
Finally, we control for potential endogeneity in the clustering process

(exogenous to the entry in the export market). As Minetti and Zhou
(2011), we use the same instrument set, but we proceed in a more rigorous
way; since that we estimate a nonlinear model (probit) we prefer to follow
a two-stage residual inclusion approach (2SRI, Terza et al. (2008)) rather
than a more standard two-stage predictor inclusion.

8Therefore, if banks define criteria, we offer additional insights in the relationship between banks,
and firms’ investment activity.
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The chapter provides two main results. First, we find that the entry in
the export market is affected by the level of internal liquidity: for the more
constrained firms, or firms which are not reliable in the long run (from
lenders perspectives), exporting is sensitive to cash flows availability. The
entry probability for constrained firms raise, compared to unconstrained
firms, as the level of liquidity increases. The value of marginal effects
remains constant across the different specifications; when we correct for
the endogeneity bias in the clustering process, the magnitude of marginal
effect increases.

Second, we find that an expansion in additional markets is affected by
internal liquidity. However, the effect is not sensitive to firm’s financial
status. Using a different subsample of firms (only continuous exporters),
we find that the entry in new markets is positively correlated with the
internal level of liquidity, for every group of firms. Finally, the export
activity in close market (EU15) does not depend on internal cash, while
exporting in more distant market depend on it.

The results are robust to different thresholds used to identify credit-
constrained firms, as well as to financial indices employed to evaluate the
level of financial reliability. Independently from the definition of credit
constraints we use, the main massage does not change.

The rest of chapter is structured as follows. In Sect. 7.2, we present the
data, describing the relevant characteristics and descriptive statistics. In
Sect. 7.3, we introduce the motivations for the methodology proposed,
and the strategy for identifying the credit-constrained firms. In Sect. 7.4,
we present the empirical specifications and we discuss the results. Finally,
Sect. 7.5 deals with the endogeneity of clustering process, and Sect. 7.6
concludes.
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7.2 Data

The main data source is the “Indagine sulle Imprese Manifatturiere,”
a survey conducted by the Italian bank Capitalia.9 Each survey was
collected every three years. In the present chapter, we are going to consider
the eighth and the ninth wave of the survey, which cover respectively
the period 1998–2000 and 2001–2003. Each wave collects data for
manufacturing firms with more than 10 employees. A survey includes the
universe of large firms, and a stratified sample of firms with less than 500
employees.10 Each survey includes of 4680 firms, and the surveys can be
matched among them every two waves (as in our case eighth and ninth).
An important feature of the survey is that it represents quite well the

heterogeneity in the Italian manufacturing sector. Moreover, it allows to
focus our analysis on medium- and small-sized firms: the median firm
in the sample has 25 employees. The survey investigates different firms’
activities such as trade, R&D, and financial activities. The data are relative
to year 2000 (eighth wave) or 2003 (ninth wave). It means that it is
possible to observe only two time periods, even if the survey covers a
three-year period.11
The second main data source is the balance sheet dataset associated

to surveys. The balance sheet dataset is collected on yearly basis, and it
provides information on firms’ item as fixed assets or revenues.12 Most
importantly, it collects detailed data on firms’ financial activities such as
short- and long-term debts, assets, and equity.
Given that, survey data are collected every three years, there exists a

problem of matching survey information with the balance sheet data
(defined on yearly basis). A researcher cannot associate a survey data

9The surveywas formerly conducted byMedioCredito Centrale (controlled at the time of the survey
by Capitalia). In 2007, Capitalia has merged with Banca Unicredito.
10The sample is stratified by gross product per employee, size, industry, and location.
11For example, in the case of export the questionnaire asks: “Did the firm export at least part of its
products in year 2001/2003?” In case of export activity, it implies that we are not able to identify
in which exact year a firm starts to export. According to the survey, export may occur in the three
year of analysis. In the ninth survey, a firm can export in 2001, or in 2002 or in 2003 (or in all the
three years).
12The variables’ deflators are sector-specific and they come from EU-Klems.
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(export status) with the balance sheet data for a specific year. To deal
with it, we calculate the average value of balance sheet items on a three-
year basis (i.e., average for periods 1998–2000, and 2001–2003). Then,
averaged data (from balance sheet) are merged with the corresponding
survey.

Finally, the match between the eighth and the ninth wave allows
us to follow 2263 firms. Table 7.1 reports the descriptive statistics for
the matched observations (firms are classified according with a two-
digit ATECO 2002 industrial classification), while Table 7.8 (Appendix)
presents the description of data used in the analysis.13 Finally, we
integrate our dataset with “Struttura funzionale e territoriale del sistema
bancario italiano, 1936–1974” (SFT) from Bank of Italy, that includes
our instrumental variables (Sect. 7.5).

7.3 Methodology

Our main hypothesis is that the availability of financial resources affects
the entry in the export market, through sunk costs.14 Fixed investment
is paid at the begin of export activity, while profits are uncertain and
realized in the future. In this framework, asymmetric information and
capitalmarket frictionmay create a wedge in the cost of financing between
internal and external sources. Therefore, the entry probability (in the
export market) can be sensitive to the level of internal liquidity for credit
rationed firms, for whom external funds are relatively more expensive.

In order to analyze export sensitivity, we proceed similarly to Euler
equation’s models testing the effect of credit constraints on investments’
level (Bond and Van Reenen 2005).15 In these class models, financially
constrained firms pay higher prices for external source of financing (issue

13For more details on data source, see Minetti and Zhou (2011).
14We can interpret these sunk costs as investments in which a firm incurs to enter in the foreign
markets (development of a new product, organize distribution, etc.).
15The theory of investments and credit constraints has been applied to different field of research
analysis (Konings et al. 2003; Love 2003; Forbes 2007).
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new equity, or debt).16 Therefore, internal liquidity affects the rate of
inter-temporal substitution between investment today and investment
tomorrow; the more constrained the firm is, the larger (and positive) is
the impact of cash availability on the investment level.

For the empirical estimation, it is crucial to identify a priori firms’
credit status, because the relationship between liquidity and investment
varies in function of firms’ characteristics. Therefore, we analyze the role
of liquidity for exporting, by clustering firms according to their level of
financial reliability.

The direct estimate of liquidity for the entry choice is biased. For
example, if we estimate the impact of cash stock (CS) on the entry
probability (Enter) for firm i as follows,

Pr (Enter|X, CS)i = αXi + βCSi + εi (7.1)

where Xi is a set of control variables. We have no a priori on β

coefficient. If constrained and unconstrained firms are not differentiated
in the empirical model, the effect of internal liquidity can be biased. We
may identify three different potential situations. First, a not-constrained
firm enters into the export market even with a low level of liquidity,
because the sources of external financing are not too costly. Second, a
healthy firm can also self-finance its own export activity (Kaplan and
Zingales 1997): in this case, we observe a positive correlation between
liquidity and the entry probability. Finally, a credit-constrained firmmust
rely on internally generated resources: also, in this case, we expect that
entry is sensitive (positively) to internal liquidity.

Therefore, it is crucial to identify a priori firms’ financial status to
estimate β in Eq. 7.1 across different types of firms (class of financial
status). For this reason, we cluster firms in four groups according to their

16In the presence of perfect capital markets, financial variables should have no impact on the
investment decisions of firms. If an investment is profitable, internal and external financing are
supposed to be perfect substitutes with frictionless capital markets.
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level of financial status, and for each group we assess the role of internal
liquidity in the internationalization’s process.17
In the existing literature, many indices have been used to assess the

financial health of a firm, as liquidity ratio or leverage ratio (Greenaway
et al. 2007). However, as Bellone et al. (2010) underline, these indices do
not capture the differences between short-term and long-term financial
stability. Conversely, we define credit status from long- and short-term
perspectives. To do that, we exploit information in the balance sheet to
assess the degree of credit constraints.
Similarly to external investors, using balance sheet data, we can assess

a firm’ financial reliability calculating financial ratios. In business eco-
nomics, such ratios are often employed to determine the “goodness” of an
investment.18 More recently, financial ratios are used by banks (among
other procedures) to assess the riskiness of granted loans; according to
the principles imposed by Basel III agreement (Bank for International
Settlements 2006), banks have to manage the risk of credit by using
objective criteria.
This approach allows to define an exogenous clustering process (exoge-

nous to investment choice); the financial reliability is assessed by criteria
external to firm’s decision process.19 To simplify the clustering process,
we consider two indices, for which conventional thresholds exist. The two
ratios consider respectively a firm’s financial reliability in the long run and
in the short run.20

• The Equity Ratio (ER hereafter) is used to assess long-term financial
reliability. It is defined as the ratio between the total amount of internal
resources (equity plus profits and reserves) and the total amount of
capital invested (total assets). ER measures the proportion of the total

17In the previous literature, the common practice is to plug into the main equation an indicator
for credit rationing, and then interact it with a measure of internal liquidity (Bellone et al. 2010;
Minetti and Zhou 2011). A continuous index for credit constraints is not able to capture potential
not-monotonicity for the relationship between credit status, liquidity, and entry decision.
18For more specific discussion of this subject, see Brealey and Myers (1999).
19In the robustness check analysis, we test the exogeneity of our clustering process.
20Table 7.9 reports the ratios’ means and the standard deviations.
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assets that are financed by internal funds: it evaluates to what extent
a firm is self-financing its economic activities. A ratio lower than 0.33
suggests a situation of sub-optimality, because a firm has a low capacity
to self-financing; at least one-third of firm’s assets have be covered by
internal resources in order to reach a financial stable situation in the
long run (Brealey and Myers 1999).

• TheQuick Ratio (QR hereafter) assesses short-term financial reliability,
and it is a rough indicator of cash’s availability; QR measures a
company’s ability to meet its short-term obligations with its most
liquid assets. It is defined as the ratio of instantaneous liquidity or cash
assets (cash, bank, and current account) to short-term debts (interests,
furniture, wages etc.). The optimal value is fixed as greater than 1: ifQR
meets this criterion, a firm owns enough resources to face the daily cost
of production process. The ratio indicates a firm’s chances of paying
off short-term debts without the need for additional external funds.

A firm’s financial health improves when the ratios increase. Nonethe-
less, we test if the indices are reliable indicators for a firm’s financial
health. Therefore, we exploit information on credit rationing, provided
by the survey data. Each survey (the eighth and the ninth survey) report
firms’ response to the following questions.

(a) “In 2000 (or 2003), would the firm have liked to obtain more credit
at the market interest rate ?” In case of a positive answer, the following
question is asked:

(b) “In 2000 (or 2003), did the firm demand more credit than it actually
obtained?”

According to question (a) and (b), we create two dummy variables,Des
and Ask, respectively. Des is equal to 1 if a firm replies yes to question (a),
otherwise 0; similarly Ask is equal to 1 if a firm replies yes to question (b),



7 Export Activity and Firms’ Financial Constraints 195

otherwise 0. We use such information to understand if ER and QR can
approximate a firm’s credit constraints.21
We expect that for high values of ER and QR correspond a lower

probability to answer yes to questions (a) and (b). We estimate

Yi = α0 + α1δIndexi + γXi + εi, (7.2)

where Y represents the binary information Des and Ask. δIndex takes
value of 1 if ER or QR criteria are meet, and Xi is a vector of control
variables. We expect a negative sign for α1. We estimate Eq. 7.2 for firms
that appear in both surveys (eighth and ninth).22 Table 7.2 reports the
results for the Probit estimation of Eq. 7.2, where Des is the dependent
variable (dummy).23 ,24

The coefficients suggest that the degree of self-reported credit status is
statistically correlated with the two ratios. As expected, the coefficients’
sign for the two dummies is negative, so that a firm is less likely to self-
report as credit constrained when a threshold is satisfied. The magnitude
(of coefficients) does not change with the inclusion of control variables.
Results suggests that the ratios (and thresholds) are correlated with

firms’ ability to raise funding. Using QR and ER thresholds, we cluster
firms in four different groups, according to the concept of short-term and
long-term financial reliability. In our framework, the most constrained
firms do not satisfy the conditions for both short-term and long-term
financial reliabilities, that is, bothQR and ER thresholds are not satisfied,
respectively.
Firms in cluster 0 are defined as the most constrained firms, because

they report an ER lower than 0.33, and QR smaller than 1. Table 7.3
illustrates how clusters are constructed. Then, we define with Cluster, an

21These two dummies are used by Minetti and Zhou (2011) to directly assess a firm’s credit
rationing.
22The dependent variable (credit status from survey) refers to year 2003, and it is explained by the
correspondent financial ratios (year 2003).
23Results are unchanged if ER and QR are included as continuous variables.
24Given that Des implies question related to variable Ask, we do not report results for also for
the second dummy. The inclusion of Ask as dependent variable does not change the conclusions.
Additional tables are available upon request.
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Table 7.2 Credit request and financial indices

Des i03 Des i03 Des i03 Des i03

δERi03 −0.288*** −0.271*** −0.239** −0.235**
[0.084] [0.088] [0.094] [0.092]

δQRi03 −0.460*** −0.496*** −0.509*** −0.503***
[0.080] [0.081] [0.096] [0.098]

Banks i03 0.034** 0.034**
[0.014] [0.014]

Share i03 0.006*** 0.006***
[0.001] [0.001]

Expo i03 −0.002
[0.102]

NDest i03 −0.01
[0.010]

Log(Age) i03 0.122 0.113 0.121
[0.082] [0.102] [0.102]

Log(Y) i03 −0.126*** −0.155*** −0.151***
[0.021] [0.034] [0.038]

Cons. −0.572** −0.247 0.489 0.444
[0.246] [0.294] [0.490] [0.477]

Obs. 1598 1598 1598 1598
Pseudo R2 0.067 0.079 0.095 0.095

Probit estimation. Robust standard errors are clustered by regions and are
reported in squared brackets. Sector and area dummies are included. The regres-
sors are contemporaneous to the dependent variables, that is, relative to 2003.
δER and δQR are, respectively, equity ratio and quick ratio. Data description in
Table 7.8. All balance sheet data are defined as averages for years 2001–2003.
Significance level: * is the p-value < 0.1, ** is the p-value < 0.05, and *** is the
p-value < 0.01

indicator variable that takes value 0,1,2, or 3 according to firm’s financial
reliability.

The cluster should identify (exogenously) whether a firm is constrained
or not; it is likely that a firm in group 0 or 1 faces difficulties to finance
investments with external resources, because not reliable in the long
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term.25 We can also think to clusters in Table 7.3 as a financial score.
The lower is the score, the lower is the financial reliability of a firm.26

7.4 Empirical Specification

In this section, we describe the empirical model to test if financially
constrained firms largely rely on internally generated cash to overcome
sunk costs associated to exports.

Comparing the eighth and the ninth wave, we estimate a discrete choice
model (probit) for continuous nonexporting firms and new exporters.We
observe 644 firms in 12 different manufacturing sectors: among them
122 firms are reported as new exporter in 2003 (i.e., reported domestic
in the eighth survey, and exporter in the ninth survey).27 The empirical
model follows the nonstructural approach of Roberts and Tybout (1997)
or Bernard and Jensen (1999), namely

Entryi03 =
{
1 if G

(
α0CSi + ∑3

c=0αcXc ∗ CSi + Z(n)i + γ + εi

)
> 0

0 otherwise
(7.3)

where Entryi03 is the firm i export status in the ninth survey. Vari-
able Entryi03 takes a value of 1 if a firm starts to export between the eighth
and the ninth survey, otherwise it takes value of 0. Xc , with c=0,1,2,3 is a

25We specify two alternative clustering process; the main source of concern is the different capital
intensity across sectors, so that a low value of ER or QR may not have the same implication for
different firms. We can define alternative thresholds using sectoral distribution of the indices. ER
andQR thresholds are satisfied if the indices are above the 25th or the median for the corresponding
sector. In addition, we can use the sectoral distribution of liquidity and leverage ratio. Finally, we
can use variations across the two surveys of ER and QR indices. Main conclusions do not change.
Results available upon request.
26As explained in Sect. 7.2, we take the averages of ER and QR within each survey period.
Therefore, clustering process refers to a period of three years (i.e., clusters refer to the three-year
period 2001–2003). If a firm belongs to cluster 0, it means that the average ratios of ER and QR
are below the thresholds.
27More precisely, we consider as exporters, a firm that report to sell abroad at least the 2% of their
total revenues, in order to minimize the risk of temporary exporting activity.
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set of dummies that specify cluster membership; for example, if X0 = 1, a
firm belongs to cluster 0. Our terms of interest are the coefficient of cash
stock (α0) for log of cash stock Log(CS), and the interactions between
liquidity and clusters (αc).28
The α’s coefficients capture the effect of liquidity on the entry prob-

ability, so that a positive sign indicates that the export probability rises
when the level of internally generated cash increases. The interaction term
is introduced to identity if cash stock has different effect depending on
firms’ financial status.
Equation 7.3 also includes a vector of control variables (Z(n)), while ε is

the i.i.d. error term. The control variables are retrieved from the Capitalia
surveys, or from the associated balance sheet dataset. The former group
includes information about the number of banks (Banks), R&D indicator
(dummy variable), or product innovation/upgrading dummy (UpProd or
NewProd ). Balance sheet controls include capital intensity (KL), labor
productivity (LabProd ), and additional financial ratios as LiqRatio and
LevRatio (see Greenaway et al. 2007). The balance sheet controls are
defined as averages for the three-year period 2001–2003 (subscript 03).
Vector γ includes sector and area dummies (North East, North West,
Center, South and Islands). Finally, we cluster the standard error across
regions, given that Italian economy is highly regionalized.29
In Table 7.4, we directly report the marginal effects (average marginal

effect) obtained by estimating Eq. 7.3. Coefficients can be interpreted
as the elasticities of cash with respect to entry probability. Each column
represents a different regression, and financial score are defined according
to Table 7.3. The average level of cash stock has no effect on the entry
probability; instead, the interaction of cash with the dummy X0 (and
X1) has a positive and significant coefficient. In column (1), the effect of
cash cancels out across different groups. In the other specifications (from
Col.(2) to Col.(7)), an increase by 10% in the level of cash stock raises the

28Unlike the Euler equation for investment (Fazzari et al. 1988), we do not scale the level of cash
with tangible assets; the fixed costs of exporting are assumed to be equal across firms. The results
and conclusions do not change if we introduce a scaled measure of cash stock (CSKB). Results
available upon request.
29See Table 7.8, for a detailed data description.
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Table 7.4 Baseline results

(1) (2) (3) (4) (5) (6) (7)

Expi03 Expi03 Expi03 Expi03 Expi03 Expi03 Expi03
Log(CS)i03 0.02 0.023 0.026 0.023 0.023 0.023 0.027

[0.019] [0.016] [0.022] [0.015] [0.019] [0.019] [0.021]
X0 *Log(CS)i03 0.017*** 0.015*** 0.013*** 0.017*** 0.017*** 0.010**

[0.004] [0.004] [0.004] [0.004] [0.004] [0.005]
X1 *Log(CS)i03 0.016*** 0.016*** 0.014** 0.016*** 0.016*** 0.011**

[0.006] [0.005] [0.005] [0.005] [0.005] [0.005]
X2 *Log(CS)i03 0.010* 0.010* 0.008 0.010* 0.010* 0.008

[0.005] [0.006] [0.005] [0.006] [0.006] [0.006]
Banksi03 0.006 −0.004

[0.030] [0.026]
ShareMainBanki03 0.007 0.008

[0.006] [0.006]
LiqRatio i03 −0.072 −0.111

[0.057] [0.076]
LevRatio i03 0.032 0.032

[0.026] [0.036]
R&D i03 0.045 0.058* 0.031

[0.032] [0.033] [0.030]
NewProd i03 0.016 0.034*

[0.018] [0.020]
UpProd i03 −0.032 −0.027

[0.027] [0.024]
Log(KL) i03 0.038*** 0.029*** 0.025** 0.021* 0.026*** 0.029*** 0.011

[0.009] [0.011] [0.011] [0.012] [0.010] [0.009] [0.010]
LabProd i03 0.000 0.000 0.000 0.000 0.000 0.000 0.000

[0.000] [0.000] [0.000] [0.000] [0.000] [0.000] [0.000]
Obs. 641 640 562 640 519 520 445
Pseudo R2 0.071 0.115 0.125 0.118 0.117 0.131 0.143
X2(4) 0 0 0 0 0 0 0

Marginal effect reported for probit estimation. Robust standard errors are clus-
tered by regions and are reported in squared brackets. Sector and area dummies
are included. X0, X1, and X2 are dummies that take value of 1 if a firm is in cluster
0, 1, and 2, respectively. All balance sheet data are defined as averages for year
2001–2003. The χ2 reports the p-value of joint test of significance for Log(CS)i03
and three interacted variables; the statistics is distributed as a χ2 with degrees of
freedom in parenthesis: H0 four coefficients are jointly not different from zero.
Significance level: * is the p-value < 0.1, ** is the p-value < 0.05, and *** is the
p-value < 0.01
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entry probability by almost 0.2% for credit-constrained firms belonging
to group 0 (i.e., firms without long- and short-term financial reliability).
Similarly, an increase by 10% in the level of cash stock for firms in cluster
1 raise their entry probability by 0.1\%.
The coefficient of Log(CS) is the average marginal effect for all the

firms, while interacted terms report the extra gains for firms in groups 0,
1, and 2 compared to group 3. Then, a 10% increase in cash raises the
entry probability for constrained firms (in Cluster 0) by an additional
0.2% compared to the entry probability of not-constrained firms.30 The
results are statistically more robust for firms in cluster 0 than in cluster
1. It suggests that long-term financial reliability plays a central role in the
access to external credit. Finally, coefficients in Table 7.4 are constant
across specifications maintaining the same magnitude and sign.
Estimation results suggest that credit access is an important factor to

determine the first entry in the export market. If a firm is not reliable from
a financial point of view (lack of long-term stability), it has to pay higher
price for external financing, and consequently it has to increasingly rely
on internal funds. In such a framework, a credit-rationed firm experiences
difficulties to overcome sunk cost associated to trade and the entry
probability raises with the level of internal liquidity.

7.4.1 Expansion to New Markets

We demonstrated in the previous section that the entry probability of
credit-constrained firms is affected by internal liquidity. Now, we want to
understand if trade activity of established exporters is affected by cash
stock, and financial reliability too. Therefore, we exploit information
about regions served by exporting firm.31
We perform three exercises, and in all of them we consider continuous

exporters (firms that export in both surveys). We analyze the effect of

30In all the specifications cluster 3 is omitted (for reasons of multicollinearity), so that marginal
effects must be interpreted in comparison with the group of the less-constrained firms. If we omit
cluster 0 instead of 3, the signs of the coefficients become negative.
31Regions are Europe 15, East Europe, Russia, Asia, China, North America, South America and
Oceania.



202 E. Forlani

liquidity on the decision to reach new foreign markets. Compared to
previous exercises, sample has changed given that new exporters and
domestic firms are excluded.32 In the first two exercises, we estimate a
probit model (like Eq. 7.3).

1. We estimate the export status in each region in function of cash stock
(and interacted values): in this case, the dependent variable is a dummy
equal to 1 if a firm exports in a region in 2003; otherwise the dummy
takes value of 0.

2. In the second exercise, we estimate if cash affects the entry probability
in additional markets: here the dependent dummy variable takes value
of 1 if a firm adds new regions among its destination markets in 2003
(compared to 2000); otherwise the dummy is equal to 0.

Table 7.5 presents estimations’ results for the first exercise (control
variables are not reported for the sake of space). Each column represents
an equation for each destination market.33 Dependent variable takes
value of 1 if a continuous exporter (in eighth and ninth surveys) is
exporting in a given region in the period 2001–2003, otherwise 0.

Cash stock coefficient turns to be positive and significant for all
destination markets, with the exclusion of EU15 (column 1), while the
interacted terms are not statistically significant. Given sample composi-
tion, we are just providing correlations among exporting and liquidity,
that is, exporters own (on average) a higher liquidity (Greenaway et al.
2007) for each market they serve. Alternatively, a higher in liquidity
is associated to a higher probability to serve a foreign market (EU15
excluded).

32Given that our aim is to understand whether the choice to serve an additional market involves
an additional sunk cost, we focus only on the expansion of the extensive margin of trade
(number of markets). Quitters, entrants and continuous domestic firms are excluded from the
regression, in order to eliminate any type of noise that biases the estimation. The inclusion of
new entrants, quitters or domestic firms would have introduced firms’ choices different from our
main dichotomous choice, that is, exporting in a new market or not.
33We exclude South America and Oceania both for reasons of space and lack of variability in the
dependent variable.



7 Export Activity and Firms’ Financial Constraints 203

Table 7.5 Expansion to new markets

(1) (2) (3) (4) (5) (6)

EU15i03 RestEUi03 RussiaEUi03 Asiai03 Chinai03 NorthAi03
Log(CS)i03 0.004 0.052*** 0.028*** 0.053*** 0.020*** 0.046***

[0.007] [0.010] [0.009] [0.008] [0.005] [0.012]
X0 *Log(CS)i03 −0.003 0.001 0.006 0.004 −0.001 0.007

[0.002] [0.004] [0.004] [0.003] [0.003] [0.004]
X1 *Log(CS) i03 0.000 −0.002 0.001 0.002 0.001 0.001

[0.003] [0.004] [0.004] [0.004] [0.003] [0.004]
X2 *Log(CS) i03 0.003 −0.006 0.001 0.003 0.000 0.012*

[0.005] [0.006] [0.007] [0.008] [0.002] [0.007]
Obs. 1353 1353 1353 1353 1353 1353
Pseudo R2 0.037 0.04 0.041 0.046 0.083 0.062
X2(4) 0.231 0.000 0. 000 0. 000 0. 000 0. 000

Marginal effect reported for probit estimation. Robust standard errors are clus-
tered by regions and are reported in squared brackets. Sector and area dummies
are included. Each column represents a regression for a specific area. X0, X1, and
X2 are dummies that take value of 1 if a firm is in cluster 0, 1, and 2, respectively. All
balance sheet data are defined as averages for year 2001–2003. The χ2 reports the
p-value of joint test of significance for Log(CS)i03 and three interacted variables;
the statistics is distributed as a χ2 with degrees of freedom in parenthesis: H0
four coefficients are jointly not different from zero. Significance level: * is the p-
value < 0.1, ** is the p-value < 0.05, and *** is the p-value < 0.01. Controls variable
non-reported

In the second exercise, the binary-dependent variable describes if an
exporter enters in new markets between 2000 and 2003. Also in this
case, cash stock coefficient Log(CS) is positive and significant for all the
specifications, while interacted term is not. Again, we observe a positive
correlation between export activity and liquidity independently from
firms’ credit status: an expansion in the extensive margin of trade is
associated to higher internal liquidity. It is interesting to note that R&D
activity plays an important role to expand regions of destinations rather
than to start exporting. Both R&D dummy and new product dummy
(NewProd ) suggest a positive relationship between firms’ innovation
and exporting (Van Beveren and Vandenbussche 2010). Therefore, the
development of new products seems important to enter in different
destination markets.34

34Table with the second exercise is not reported for space constraints. Table is available upon request.
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In the last exercise, we estimate the effect of financial variables on the
number of new destination markets. We define the dependent variable
as a discrete number of new regions served among established exporters
(ΔDesti03). Dependent variable takes value 1, 2, 3, or 4, depending on
the number of new added markets.35 Given the nature of the dependent
variable (ordered and discrete) we are going to estimate an ordered logit
model; compared to Eq. 7.3, the ordered logit model maintains the same
vector of independent variables. This last exercise confirms the previous
results. First, higher liquidity is associated to a larger number of new
regions, independently from credit status; second, innovation activity
facilitates the entry in more than one new market.36

We can conclude that the availability of internal resources is particu-
larly relevant for credit-constrained firms that aim to start export activity
ex-novo. Internally generated cash are important to increase the extensive
margin of export of established exports, but this effect does not vary in
function of firms’ financial reliability. The key role of liquidity for new
entrants suggests that credit-constrained firms must pay higher cost for
external source of financing.37

7.5 Endogenous Selection of Financial Score

Even if we assume that our clustering process is exogenous (it is exogenous
because we are evaluating firms from the external point of view of an
investor),38 firms’ selection in groups may be endogenous to the entry in
the export market. The endogeneity can be generated by two sources:

35We consider only firm that decide to serve additional markets in 2003 compared to 2000. We
exclude exporters that do not expand export activity in the next period: it would have included a
first stage of self-selection (i.e., first, a firm decides to export, and, second, it decides how many
markets to serve).
36Table with the third exercise is not reported for space constraints. Table is available upon request.
37These firms may offer few collaterals, and have no experience of international markets, or sunk
cost associated to export are higher for the new entrants than for established export.
38The use of averages for financial variables should reduce the concerns of endogenous clustering
(Kaplan and Zingales 1997).
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1. The first source is the omitted variable bias. Whether or not a firm is
constrained is likely to be correlated with unobserved firm’s character-
istics, even if we include control variables (i.e., from Eq. 7.3, X(i) is
correlated with some unobserved characteristics).

2. The second type of problem is that credit constraint level and entry
decision may be jointly determined; for example, a firm may worsen
its financial situation (reduction in ER) because it is using external
financing to start export activity. Firms in lower clusters self-select
in the export market through anticipated investments. Therefore,
financial ratios are endogenous to export status.39

In order to deal with endogeneity, we use an instrumental variable
approach. We are going to define an instrument that may explain
firm’s ability to obtain financing (or to not be credit constrained), but
uncorrelated with export status. Similarly to Minetti and Zhou (2011),
we are going information reported in “Struttura funzionale e territoriale
del sistema bancario italiano, 1936–1974” (SFT).40
In the beginning of 1930s, the Italian regulatory authorities were

concerned about financial and banking instability: they thought that
an excess of competition has favored this instability. As a result, in
1936 the Comitato Interministeriale per il Credito e il Risparmio (CICR)
enacted strict norms for the entry of banks into local credit markets.
As a consequence, from 1938 each credit institution could only open
branches in an area of competence (one ormultiple provinces) determined
on the basis of its presence in 1936. Banks were also required to shut
down branches outside their area of competence. Guiso et al. (2004)
demonstrated empirically that the1936 regulation had a profound impact
on the local supply of banking services and credit (creation and location
of new branches) and, hence, on firms’ ability to obtain credit.
In this report, SFT are reported several information on Italian banking

system in 1936:

39Indeed, data shows that ex ante new exporters are more likely to show high leverage ratios.
40SFT contains historical data on the regional structure of the Italian banking system, such as
the number of financial institutions by type and province. It also contains information on the
implementation of the financial reform in 1936.
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1. the number of savings by Italian provinces (SavBank);
2. the number of cooperative banks by Italian province (CooBank);
3. number of overall credit institute by region (NUTS 2) per 1000

inhabitants (RegBank);
4. the average number of banks per province by Italian regions (PrBan).

We use this information as instrumental variables.

We exploit the variability in the types of banks across provinces in 1936
to predict current level of credit clustering (i.e., the firm’s probability to
stay in one of the four clusters). While, territorial distribution of banks in
1936 is unlikely to affect firms’ export decision between 1998 and 2003, it
is very likely that the share of different bank types affects credit availability
for the Italian firms today.41

Given that the clustering process is a discrete (and not-ordinal) variable,
we are going to estimate a multinomial probit in order to capture the
sorting effect (assuming independence of irrelevant alternatives, I.I.A.).
Therefore, both the first and the second stage are not linear models,
and traditional (linear) instrumental variable approach may not seem
adequate. As Terza et al. (2008), we address this issue using the two-
stage residual inclusion (2SRI). The 2SRI estimator has the same first
stage of a 2-Stage Least Square (2SLS), but in the second stage the
endogenous variables are not replaced by their predicted values but by
residuals from the first stage are included in addition to endogenous
regressors.42 Following the 2SRI technique, the main equation in our
empirical model is as follows:

Entryi03 =
{
1 if G

(
α0CSi + ∑3

c=0αcXc ∗ CSi + Z(n)i + ηnRes (Xc)i + γ + εi

)
> 0

0 otherwise
(7.4)

41According to Guiso et al. (2004), the territorial distribution of banks (by type) that occurred in
1936 was relatively random. It is unlikely that structural characteristics of the provinces (constant
over time) are correlated with location and creation of branches.
42Terza et al. (2008) support the use of 2SRI, showing that 2SRI is generally statistically consistent
in the broader class of nonlinear model, whereas 2SLS is not (they provide an example where the
first stage is estimated with a multinomial probit and the second stage is a probit).
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Table 7.6 First stage (multinomial logit)

(1) (2) (3) (4) (5) (6)

CL0i03 CL1 i03 CL2 i03 CL0 i03 CL1 i03 CL2 i03
SavBank −0.027*** −0.038*** −0.045** −0.028*** −0.032 −0.034*

[0.010] [0.014] [0.019] [0.007] [0.022] [0.018]
CooBank −0.001 0.032*** 0.035* −0.004 0.024* 0.034**

[0.007] [0.012] [0.021] [0.006] [0.013] [0.017]
RegBank −0.011 0.07 −0.357*** 0.240*** 0.225*** −0.225**

[0.056] [0.053] [0.087] [0.092] [0.078] [0.095]
PrBan −0.001 −0.025** −0.040** −0.008*** −0.016 −0.035**

[0.002] [0.011] [0.020] [0.002] [0.012] [0.017]
LiqRatioi00 −9.609*** −4.513*** −4.887***

[0.891] [0.849] [1.149]
LevRatioi00 −0.066 0.257 −0.304

[0.358] [0.353] [0.537]
Obs. 644 644 644 490 490 490

Multinomial probit. Exogenous variables are omitted. Entrants and domestic firms
are considered in the sample. Robust standard errors are clustered by region and
are reported in squared brackets. Sector and area are dummies included. Baseline
choice, cluster 3. CL stays for cluster. Significance level: * is the p-value < 0.1, ** is
the p-value < 0.05, and *** is the p-value < 0.01. Controls variable non-reported

where Res (Xc)i is a vector of residual from multinomial first stage
estimation. Given that, in our first stage, we estimate a multinomial
probit, we obtain four vectors of residuals, one for each category. To
calculate residuals’ vectors, we use the formula for generalized residual
for discrete choice models (Vella 1993).
Table 7.6 reports first-stage estimations (we omit exogenous variables).

We present the results for the instrumentation of Cluster (as in Table
7.3) considering group 3 as baseline choice. In the first three columns,
we use as instruments only credit data for Italian provinces in 1936 (as
excluded instruments); in the last three columns we introduce the lagged
values of LevRatio and LiqRatio as additional instruments (i.e., lagged
averages for period 1998–2000). In this case, we also instrument LevRatio
and LiqRatio in 2001–2003 with their lagged values (but we do not
report first stage for these two additional variables). The coefficients show
that instruments are correlated with endogenous sorting.43 In particular,

43The first stage results hold also for alternative clustering process. Results available upon request.
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larger is the presence of saving banks (SavBank) in 1936, and the lower
is the probability for a firm (in a given province) to be credit constrained
(belonging to group 0)

Given that, our instruments seem to have very high explanatory power,
we include in the second-stage residuals, for alternatives 0, 1, and 2 Eq.
7.4. We estimate the model it with probit (again cluster 3 is omitted for
multicollinearity). Finally, to retrieve robust standard errors, we bootstrap
the entire two-stage procedure stratifying the sample by regions (Terza
2008; Wooldridge 2008). Table 7.7 presents the second-stage results
(marginal effect reported).

The estimations confirm the previous intuitions. The coefficients’
sign does not change compared estimations from Table 7.4. The cash
stock and interacted terms are jointly significant (X2 I◦ test). For all
the specifications, an increase of liquidity raises the entry probability for
constrained firms (group 0). More precisely, if cash stock raises by 10%,
the entry probability of rationed firms increases by 0.11% (column 1).44
Finally, the additional controls (both exogenous and endogenous) have a
negligible impact on the entry probability.

Some final comments concern 2SRI approach. In large part of the
specifications, the joint significance of the residuals (Res(x)) is rejected
(X2 II◦ test): under the null, the coefficients are jointly equal to zero. It
suggests that our clustering process is potentially exogenous to the entry
decision.

We test if instruments have some explicative power on the main
dependent variable (export decision). So, we include instruments from
first stage in the second stage (Eq. 7.4). We report in Table 7.7 the p-value
of overidentification test (LR test).45 The LR test for overidentification

44We obtain similar results for alternative clustering process. Interaction between group 1 and cash
is significant with alternative clustering procedures.
45In order to test overidentification, we perform a likelihood ratio test. First, we calculate the
log likelihood of second stage of Eq. 7.4 (L1). Then, we estimate Eq. 7.4, by including also
instruments of first stage (i.e., SavBank, CooBank, RegBank, and PrBan), and we calculate again
the log-likelihood (L2). The likelihood ratio test is defined by 2*(L2–lL1), and it is distributed as
a X2 with degrees of freedom equal to the difference between the parameters in the first and the
second model (i.e., 4). Under the null, the new variables (instruments) are not jointly significant
so that instruments do not explain additional variability of main dependent variable.
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suggests that instruments have not additional explanatory power in
large part of regressions. Moreover, the test provide evidence that the
instruments satisfy the exclusion restriction. This result reinforces also
the idea that the sorting process is relatively exogenous.
As last exercise, we implement the 2SRI approach also to analyze

expansions of export activity in new regions; we evaluate the effect of
financial variables on the export status for a given region, on the binary
decision of expanding in new markets. In both cases, we compare firms
that report export activity in both surveys.
The results for the second stage show that the coefficients’ signs and

statistical significance do not change, when we deal with endogeneity
(results remain unchanged compared to Table 7.5). Similarly, to previous
analysis, cash stock is positive correlated with exporting. Residuals from
first stage are not jointly significant, and the LR Test suggests that
instruments have no additional explicative power.46

7.6 Conclusion

Exporting is an activity that entails several costs, and most of them are
sunk costs associated with the first entry in the export. In real world,
the new exporter faces a well-defined entry costs against an uncertain
future profit. If we assume the existence of asymmetric information and
imperfect capital markets, not all potential exporters begin export activity.
Throughout the chapter, we discuss the impact of financial resources on
the probability of entry into the export market, particularly for credit-
constrained firms.
In the current chapter, we analyze two important issues. On the

one hand, we develop a methodology for identifying a priori the level
of a firm’s financial health, borrowing insights from the literature on
investments’ sensitivity on cash flows, and using ratios from business
economics. On the other hand, we empirically evaluate whether the level

46Table available upon request.
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of internal resources affects both first entry in the export market and the
extensive margin of trade.

We find that the internal resources are an important factor for firms’
internationalization. The level of cash stock is crucial for new entrants
which are identified as credit constrained. Moreover, we find that internal
liquidity is positively correlated with the extensive margin of trade: an
expansion in new destination market is associated to higher liquidity.
Findings are robust also to endogeneity concerns.

However, further work is needed to understand the mechanisms
through which liquidity affects the internationalization process of
medium- and small-sized firms, with a more detailed dataset about
export and asset/liabilities.

A.1 Appendix



7 Export Activity and Firms’ Financial Constraints 213

Ta
b
le

A
.1

D
at
a
d
es
cr
ip
ti
o
n

N
am

e
D
es
cr
ip
ti
o
n

D
et
ai
ls

So
u
rc
e

Lo
g
(Y

)
Lo

g
o
f
sa
le
s

O
p
er
at
in
g
re
ve

n
u
es

B
al
an

ce
sh

ee
t

Lo
g
(K

L)
Lo

g
o
f
ca
p
it
al

in
te
n
si
ty

R
at
io

o
f
fi
xe

d
as
se
ts

to
la
b
o
r
fo

rc
e

B
al
an

ce
sh

ee
t

Lo
g
(A

g
e)

Lo
g
o
f
ag

e
D
if
fe
re
n
ce

b
et
w
ee

n
ye

ar
o
f

re
fe
re
n
ce

an
d
ye

ar
o
f
fo

u
n
d
at
io
n

B
al
an

ce
sh

ee
t

La
b
Pr
o
d

La
b
o
r
p
ro

d
u
ct
iv
it
y

V
al
u
e
ad

d
ed

p
er

w
o
rk
er

B
al
an

ce
sh

ee
t

ER
Eq

u
it
y
ra
ti
o

Se
ct
.7

.3
B
al
an

ce
sh

ee
t

Q
R

Q
u
ic
k
ra
ti
o

Se
ct
.7

.3
B
al
an

ce
sh

ee
t

Lo
g
(C
S)

Lo
g
o
f
ca
sh

st
o
ck

(b
ro

ad
m
ea

su
re

o
f

liq
u
id
it
y)

C
S=

Pr
o
fi
ts

+D
A

+T
FR

+l
iq
u
id

as
se
ts

B
al
an

ce
sh

ee
t

C
SK

B
C
as
h
st
o
ck

d
iv
id
ed

b
y
ca
p
it
al

va
lu
e

at
b
eg

in
o
f
p
er
io
d
t

C
SK

B
=C

S/
K
B

B
al
an

ce
sh

ee
t

In
v

In
ve

st
m
en

t
in

ta
n
g
ib
le

fi
xe

d
as
se
ts

In
v i
t
=

K
it

−
(1

−
δ
)K

it
−

1
w
it
h

δ
=

0.
1

B
al
an

ce
sh

ee
t

D
A

V
al
u
e
o
f
d
ep

re
ci
at
io
n
an

d
am

o
rt
iz
at
io
n

B
al
an

ce
sh

ee
t

TF
R

Tr
at
te
m
en

to
Fi
n
e
R
ap

p
o
rt
o

W
o
rk
er

le
av

e
in
d
em

n
it
y

B
al
an

ce
sh

ee
t

K
B

Fi
xe

d
as
se
t
at

b
eg

in
o
f
p
er
io
d
$t
$

K
B
it

=
K
it

−
In
v i
t
+

D
A
it

B
al
an

ce
sh

ee
t

Le
vR

at
io

Le
ve

ra
g
e
ra
ti
o

R
at
io

o
f
fi
rm

’s
sh

o
rt
-t
er
m

d
eb

t
to

cu
rr
en

t
as
se
ts

B
al
an

ce
sh

ee
t

Li
q
R
at
io

Li
q
u
id
it
y
ra
ti
o

R
at
io

o
f
fi
rm

’s
cu

rr
en

t
as
se
ts

m
in
u
s

it
s
sh

o
rt
-t
er
m

d
eb

t
to

to
ta
la

ss
et
s

B
al
an

ce
sh

ee
t

B
an

ks
N
u
m
b
er

o
f
b
an

ks
N
u
m
b
er

o
f
b
an

ks
u
se
d
b
y
a
fi
rm

Su
rv
ey

Sh
ar
e

Sh
ar
e
o
f
p
ri
n
ci
p
al

b
an

k
Sh

ar
e
o
f
d
eb

t
o
w
n
ed

b
y
p
ri
n
ci
p
al

b
an

k
in

p
er
ce
n
ta
g
e
p
o
in
t

Su
rv
ey

(C
o
n
ti
n
u
ed

)



214 E. Forlani

Ta
b
le

A
.1

(C
o
n
ti
n
u
ed

)

N
am

e
D
es
cr
ip
ti
o
n

D
et
ai
ls

So
u
rc
e

R
&
D

R
&
D

ac
ti
vi
ty

d
u
m
m
y

D
u
m
m
y
eq

u
al

to
1
if
fi
rm

in
ve

st
s
in

R
&
D

ac
ti
vi
ty

Su
rv
ey

N
ew

Pr
o
d

Pr
o
d
u
ct

in
n
o
va

ti
o
n
d
u
m
m
y

D
u
m
m
y
va

ri
ab

le
eq

u
al

to
1
if
a
fi
rm

in
ve

st
in

p
ro

d
u
ct

in
n
o
va

ti
o
n

Su
rv
ey

U
p
Pr
o
d

Q
u
al
it
y
u
p
g
ra
d
in
g
d
u
m
m
y

D
u
m
m
y
va

ri
ab

le
eq

u
al

to
1
if
a
fi
rm

in
ve

st
p
ro

d
u
ct

u
p
g
ra
d
in
g

Su
rv
ey

Ex
p
o

Ex
p
o
rt

st
at
u
s

D
u
m
m
y
va

ri
ab

le
eq

u
al

to
1
if
a
fi
rm

ex
p
o
rt

at
le
as
t
th

e
2%

o
f
re
ve

n
u
es

Su
rv
ey

N
d
es
t

N
u
m
b
er

o
f
re
g
io
n
s
co

ve
re
d
b
y

ex
p
o
rt

Eu
ro

p
e
15

,E
as
t
Eu

ro
p
e,

R
u
ss
ia
,A

si
a,

C
h
in
a,

N
o
rt
h
A
m
er
ic
a,

So
u
th

A
m
er
ic
a,

O
ce
an

ia

Su
rv
ey

C
lu
st
er

Fo
u
r
cl
u
st
er

g
ro

u
p
s

C
lu
st
er
s
d
efi

n
ed

b
y
ER

>
0.
3
an

d
Q
R
>
1

O
w
n
ca
lc
u
la
ti
o
n

C
lu
st
er
(M

ed
)

Fo
u
r
cl
u
st
er

g
ro

u
p
s

C
lu
st
er
s
d
efi

n
ed

b
y
ER

an
d
Q
R

g
re
at
er

se
ct
o
r
m
ed

ia
n

O
w
n
ca
lc
u
la
ti
o
n

C
lu
st
er
(P
25

)
Fo

u
r
cl
u
st
er

g
ro

u
p
s

C
lu
st
er
s
d
efi

n
ed

b
y
ER

an
d
Q
R

g
re
at
er

se
ct
o
r
25

th
p
er
ce
n
ti
le

O
w
n
ca
lc
u
la
ti
o
n

C
lu
st
er
(S
tM

ed
)

Fo
u
r
cl
u
st
er

g
ro

u
p
s

C
lu
st
er
s
d
efi

n
ed

b
y
Le

vR
at
io

an
d

Li
q
R
at
io

g
re
at
er

th
an

se
ct
o
r

m
ed

ia
n

O
w
n
ca
lc
u
la
ti
o
n

V
ar
ia
ti
o
n
ER

Fo
u
r
cl
u
st
er

g
ro

u
p
s-
b
as
ed

ER
C
lu
st
er
s
d
efi

n
ed

b
y
ER

va
ri
at
io
n

ac
ro

ss
tw

o
su

rv
ey

p
er
io
d
s:
W
o
rs
en

,
B
ad

Im
p
ro

ve
,G

o
o
d

O
w
n
ca
lc
u
la
ti
o
n



7 Export Activity and Firms’ Financial Constraints 215

Ta
b
le

A
.2

D
es
cr
ip
ti
ve

st
at
is
ti
cs

V
ar
ia
b
le

M
ea

n
S.
D

O
b
s.

M
in

M
ax

D
o
m
es
ti
c

Ex
p
o
rt
er

C
o
n
t.
D
o
m

N
ew

Ex
p
o
rt

Lo
g
(Y

)
8.
92

1.
33

25
53

3.
97

15
.6
9

8.
23

9.
01

8.
19

8.
49

Lo
g
(K

L)
3.
53

0.
97

25
53

0.
85

12
.1
8

3.
48

3.
49

3.
44

3.
59

A
g
e

27
.2
6

18
.7
9

25
53

4
31

3
24

.8
8

27
.7
4

24
.2
1

28
.9
3

La
b
Pr
o
d

96
.5
4

99
9.
82

25
53

−1
14

.7
8

41
,1
91

.3
8

52
.6
1

13
3.
21

51
.8
3

54
.4
3

$\
d
el
ta

ER
$

0.
32

0.
47

25
53

0
1

0.
33

0.
32

0.
35

0.
14

$\
d
el
ta

ER
$

0.
38

0.
49

25
53

0
1

0.
44

0.
38

0.
46

0.
21

N
o
rt
h
-W

es
t

0.
37

0.
48

25
53

0
1

0.
33

0.
4

0.
32

0.
38

N
o
rt
h
-E
as
t

0.
29

0.
46

25
53

0
1

0.
26

0.
31

0.
25

0.
33

C
en

te
r

0.
2

0.
4

25
53

0
1

0.
21

0.
18

0.
22

0.
13

So
u
th

0.
13

0.
34

25
53

0
1

0.
19

0.
11

0.
2

0.
15

Q
R

1.
06

0.
83

25
53

0.
02

18
.3
6

1.
17

1.
05

1.
2

0.
82

ER
0.
26

0.
2

25
53

−4
.0
6

0.
9

0.
25

0.
27

0.
26

0.
18

Lo
g
(C
S)

8.
39

1.
38

25
50

3.
09

14
.5
5

7.
74

8.
46

7.
71

7.
87

C
SK

B
85

8.
93

42
,4
59

.5
2

24
91

−6
.6
4

2,
11

9,
15

9
33

59
.6
7

8.
71

38
87

.9
5

7.
11

Le
vR

at
io

0.
49

0.
94

25
53

0
39

.6
3

0.
41

0.
49

0.
4

0.
49

Li
q
R
at
io

0.
14

0.
22

25
53

−3
.7
6

0.
85

0.
11

0.
16

0.
12

0.
04

IK
B

0.
14

0.
33

24
90

−0
.9
5

7.
51

0.
17

0.
13

0.
16

0.
11

Lo
g
(D

eb
t)

5.
08

2.
68

25
53

0
13

4.
1

5.
18

4.
02

4.
69

B
an

ks
5.
01

3.
13

20
06

1
25

4.
2

5.
38

4.
1

4.
75

Sh
ar
e

34
26

.7
2

18
11

0
10

0
35

.5
4

33
.2
3

36
.2
8

39
.6
6

R
&
D

0.
42

0.
49

20
13

0
1

0.
22

0.
52

0.
2

0.
36

A
sk

0.
37

0.
48

33
3

0
1

0.
33

0.
39

0.
34

0.
39

D
es

0.
17

0.
37

19
81

0
1

0.
19

0.
15

0.
19

0.
28

U
p
Pr
o
d

0.
57

0.
5

25
53

0
1

0.
7

0.
71

0.
7

0.
68

N
ew

Pr
o
d

0.
43

0.
5

25
53

0
1

0.
32

0.
53

0.
31

0.
39 (C
o
n
ti
n
u
ed

)



216 E. Forlani

Ta
b
le

A
.2

(C
o
n
ti
n
u
ed

)

V
ar
ia
b
le

M
ea

n
S.
D

O
b
s.

M
in

M
ax

D
o
m
es
ti
c

Ex
p
o
rt
er

C
o
n
t.
D
o
m

N
ew

Ex
p
o
rt

Ex
p
o

0.
68

0.
47

20
15

0
1

0
1

0.
05

1
N
ew

Ex
p
o

0.
13

0.
34

64
4

0
1

0
1

0
1

N
d
es
t

1.
55

2.
05

25
53

0
9

0
2.
86

0
1.
45

Ex
p
o
(E
U
15

)
0.
48

0.
5

25
53

0
1

0
0.
89

0
0.
77

Ex
p
o
(E
U
-R
es
t)

0.
15

0.
36

25
53

0
1

0
0.
29

0
0.
12

Ex
p
o
(R
u
ss
ia
)

0.
18

0.
38

25
53

0
1

0
0.
33

0
0.
19

Ex
p
o
(A

si
a)

0.
16

0.
37

25
53

0
1

0
0.
3

0
0.
07

Ex
p
o
(C
h
in
a)

0.
05

0.
22

25
53

0
1

0
0.
09

0
0.
01

Ex
p
o
(N

o
rt
h
A
.)

0.
2

0.
4

25
53

0
1

0
0.
37

0
0.
14

D
at
a
so

u
rc
e:

C
ap

it
al
ia

Su
rv
ey

an
d
b
al
an

ce
sh

ee
t
d
at
as
et
.
W
e
co

n
si
d
er

22
63

fi
rm

s
w
h
ic
h
ar
e
p
re
se
n
t
b
o
th

in
th

e
ei
g
h
th

an
d
th

e
n
in
th

su
rv
ey
.F

ir
st

fi
ve

co
lu
m
n
s
in
cl
u
d
e
st
at
is
ti
cs

at
ag

g
re
g
at
e
le
ve

l.
S.
D
.:
St
an

d
ar
d
d
ev

ia
ti
o
n
.E

xp
o
rt
er
:E

xp
o
rt
er
s

in
20

03
.
D
o
m
es
ti
c:

n
o
n
ex

p
o
rt
in
g

fi
rm

in
20

03
.
N
ew

-E
xp

o
rt
:
Ex

p
o
rt
in
g

fi
rm

in
20

03
,
b
u
t
d
o
m
es
ti
c
in

20
00

.
C
o
n
t.
D
o
m
.:

n
o
n
ex

p
o
rt
in
g
fi
rm

in
20

00
an

d
20

03



7 Export Activity and Firms’ Financial Constraints 217

References

Bank for International Settlements. (2006). International Convergence of Cap-
ital Measurement and Capital Standards: A Revised Framework – Compre-
hensive Version.

Beck, T. (2002). Financial Development and International Trade. Is There a
Link? Journal of International Economics, 57 (1), 107–131.

Beck, T. (2003). Financial Dependence and International Trade. The Review of
International Economics, 11(2), 296–316.

Bellone, F., Musso, P., Nesta, L., & Schiavo, S. (2010). Financial Constraints and
Firm Export Behavior. The World Economy, 33(3), 347–373.

Berman, N., &Héricourt, J. (2010). Financial Factors and theMargins of Trade:
Evidence from Cross-Country Firm-Level Data. Journal of Development Eco-
nomics, 93(2), 206–217.

Bernard, A. B., & Jensen, B. J. (1999). Exceptional Exporter Performance: Cause,
Effect or Both? Journal of International Economics, 47 (1), 1–25.

Bond, S., & Van Reenen, J. (2005). Microeconometric Models of Investments
and Employments. In J. J. Heckman & E. E. Leamer (Eds.), Handbook of
Econometrics. Vol. 6. Amsterdam: Elsevier.

Brealey, R., & Myers, S. (1999). Principles of Corporate Finance. Boston:
McGraw-Hill.

Caggese, A., & Cunat, V. (2013). Financing Constraints, Export Decisions and
Aggregate Productivity. Review of Economic Dynamics, 16 (1), 177–193.

Campa, J. M., & Shaver, J. M. (2002). Exporting and Capital Investment: On the
Strategic Behavior of Exporters. IESE Research Papers D/469. IESE Business
School.

Chaney, T. (2016). Liquidity Constrained Exporters. Journal of Economic
Dynamics and Control, 76, 141–154.

Das, S., Robert, M. J., & Tybout, R. (2007). Market Entry Costs, Producer
Heterogeneity, and Export Dynamics. Econometrica, 75(3), 837–873.

Fazzari, S.M., Hubbard,M.G., & Petersen, B. C. (1988). Financing Constraints
and Corporate Investment. Brookings Papers on Economic Activity, 19(1), 141–
206.

Forbes, K. (2007). One Cost of the Chilean Capital Controls: Increased Finan-
cial Constraints for Smaller Traded Firms. Journal of International Economics,
71(2), 294–323.

Greenaway, D., Guariglia, A., & Kneller, R. (2007). Financial Factors and
Exporting Decisions. Journal of International Economics, 73(2), 377–395.



218 E. Forlani

Guiso, L., Sapienza, P., & Zingales, L. (2004). Does Local Financial Develop-
ment Matter? The Quarterly Journal of Economics, 119(3), 929–969.

Hubbard, G. (1998). Capital Market Imperfections and Investments. Journal of
Economic Literature, 35, 193–225.

Kaplan, S. N., & Zingales, L. (1997). Do Investment-Cash Flow Sensitivities
Provide Useful Measures of Financing Constraints. The Quarterly Journal of
Economics, 112(1), 169–215.

Konings, J., Rizov, M., & Vandenbussche, H. (2003). Investment Constraints
in Transition Countries. Economics Letters, 78, 253–258.

Love, I. (2003). Financial Development and Financing Constraints: Interna-
tional Evidence from the Structural Investment Model. Review of Financial
Studies, 16 (3), 765–791.

Manole, V., & Spatareanu, M. (2009). Exporting, Capital Investment and
Financial Constraints. Review of World Economics, 146 (1), 23–37.

Manova, K. (2013). Credit Constraints, Heterogeneous Firms and International
Trade. The Review of Economic Studies, 80(2), 711–744.

Melitz, M. (2003). The Impact of Trade on Intra-industry Reallocations and
Aggregate Industry Productivity. Econometrica, 71(6), 1695–1725.

Minetti, R., & Zhou, S. C. (2011). Credit Constraints and Firm Export:
Microeconomic Evidence from Italy. Journal of International Economics,
83(2), 109–125.

Muùls, M. (2015). Exporters, Importers and Credit Constraints. Journal of
International Economics, 95(2), 333–343.

Onida, F. (2003).Growth, Competitiveness and Firm Size: Factors Shaping the Role
of Italian Productive System in the World Arena. KITeS Working Papers n.144.

Roberts, M. J., & Tybout, J. R. (1997). The Decision to Export to Colombia:
An Empirical Model of Entry with Sunk Costs. American Economic Review,
87 (4), 545–564.

Terza, J. V., Basu, A., & Rathouz, P. J. (2008). Two-Stage Residual Inclusion
Estimation: Addressing Endogeneity in Health Econometric Modeling. Jour-
nal of Health Economics, 27 (3), 531–543.

Van Beveren, I., & Vandenbussche, H. (2010). Product and Process Innovation
and Firms’ Decision to Export. Journal of Economic Policy Reforms, 13(1), 3–
24.

Vella, F. (1993). A Simple Estimator for Simultaneous Models with Censored
Endogenous Regressors. International Economic Review, 34(2), 441–457.

Wagner, J. (2014). Credit Constraints and Exports: A Survey of Empirical Studies
Using Firm-Level Data. Industrial and Corporate Change, 23(6), 1477–1492.


	7 Export Activity and Firms' Financial Constraints
	7.1 Introduction
	7.2 Data
	7.3 Methodology
	7.4 Empirical Specification
	7.4.1 Expansion to New Markets

	7.5 Endogenous Selection of Financial Score
	7.6 Conclusion
	A.1 Appendix
	References


