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Preface

The Italian Research Conference on Digital Libraries (IRCDL) is an annual forum for
the Italian research community to discuss the research topics pertaining to digital
libraries and related technical, practical, and social issues both on the computer science
and the humanities side. Since 2005, it has served as a key meeting for the Italian
digital library community. During these years, IRCDL has touched upon many of the
facets of digital library, adapting its topics of interest to the evolution of the research in
this domain and of the whole process of scholarly communication.

The theme of the 2020 edition of the conference was “Big Data and Data Science.”
This theme was motivated by the characteristics of data resources of many modern
digital libraries, requiring existing library services to use methods that are able to face
the main issues of big data: volume, variety, and velocity. This also paves the way to
new forms of data analysis from big digital libraries that go far beyond the classical
techniques of data analysis from digital libraries adopted in the last decade.

This volume contains 18 selected contributions accepted for presentation at the 16th
Italian Research Conference on Digital Libraries (IRCDL 2020), which was held at the
Department of Computer Science of the University of Bari Aldo Moro (Bari, Italy)
during January 30–31, 2020. These contributions touched a rich range of topics:
information retrieval, big data and data science in digital libraries, digital libraries for
cultural heritage, and open science. The papers were selected after a rigorous evaluation
of a Program Committee composed of 19 members, including representatives of the
most active Italian research groups on digital libraries.

We are proud to present a rich scientific program, including high-profile keynotes
and many technical presentations.

To conclude, we would like to express our gratitude to all our colleagues for
submitting papers to IRCDL 2020 and for helping to finalize this volume in due time.
We would like to thank those institutions and individuals who made the conference and
this volume possible. In particular, we would like to thank the Program Committee
members, the Steering Committee members, the Advisory Board members, and the
Organizing Committee. We would also like to thank Artificial Brain S.r.l. for
the helpful conference secretariat and the Department of Computer Science of the
University of Bari Aldo Moro for supporting and hosting the event.

January 2020 Michelangelo Ceci
Stefano Ferilli

Antonella Poggi
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Context-Aware Distributed Mobile Search

Fabio Crestani

Faculty of Informatics, Università della Svizzera Italiana

Abstract. Distributed Information Retrieval (DIR) has been around for a while,
yet in this talk I will present an approach to using uncooperative DIR in a mobile
environment. We called this Unified Mobile Search (UMS). I will present how
this concept extends that of DIR by considering fully the context in which the
search is carried out and present our first approach to target application selection
for mobile devices. I will then expand on this idea toward a conversational
assistant for context-aware distributed mobile search, providing a view on what
we should expect coming to our mobile phones very soon.

Short Bio. Fabio Crestani is a full professor at the Faculty of Informatics of the
Universita’ della Svizzera Italiana (USI) in Lugano, Switzerland, since 2007. Previ-
ously he was a professor at the University of Strathclyde in Glasgow, UK. He holds a
degree in Statistics from the University of Padua (Italy) and a MSc and PhD in
Computing Science from the University of Glasgow (UK). Prof. Crestani is an inter-
nationally recognized researcher in Information Retrieval, Text Mining, and Digital
Libraries. In these areas he has published over two hundred refereed papers on both
theoretical and experimental investigations. He has also served in the Organizing and
Program Committees of several conferences and the editorial boards of several
journals.



Aiuto – ho troppi dati! Digital Library Users
and Their Challenges With Big Data

Elke Greifeneder

Institut für Bibliotheks- und Informationswissenschaft,
Humboldt-Universität zu Berlin

Abstract. Digital libraries have many users: the repository holder, the reposi-
tories’ day to day managers, the users who provide big data for storage and use
in the digital library, the researchers as end-user who benefit from large data
sets, the industry firm who seeks large, free amounts of data for commercial
reuse, and many others. Yet, they all have something in common: the initial
enthusiasm for the simple availability of a magic thing called “big data” often
changes to an attitude of despair, frustration, and defense within months of
working with big data. This presentation uses a personal approach and explains
the various needs and practices of those user groups, and depicts their pain
points when it comes to operating with big data.

Short Bio. Prof. Elke Greifeneder is a full professor at the Berlin School of Library and
Information Science at Humboldt-Universitaet zu Berlin (Germany). She is currently
leading the research group on information behavior and focuses on methodological
questions, in particular on empirical research completed in digital environments. She
was tenured in Berlin in 2019 and was previously an assistant professor at the
University of Copenhagen (Denmark). She has been very active in the field as reviewer
and Program Committee member, as well as program chair of the iConference, ASIST
chair for International Relations, IFLA section member on library services to people
with special needs, and has been the co-editor of Library Hi Tech for 10 years.
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Reproducibility of the Neural Vector
Space Model via Docker

Nicola Ferro(B) , Stefano Marchesin(B) , Alberto Purpura(B) ,
and Gianmaria Silvello(B)

Department of Information Engineering, University of Padua, Padua, Italy
{nicola.ferro,stefano.marchesin,

alberto.purpura,gianmaria.silvello}@unipd.it

Abstract. In this work we describe how Docker images can be used to
enhance the reproducibility of Neural IR models. We report our results
reproducing the Vector Space Neural Model (NVSM) and we release a
CPU-based and a GPU-based Docker image. Finally, we present some
insights about reproducing Neural IR models.

1 Introduction

Reproducibility of models and systems is central for the verification of sci-
entific results ans it is one of the cornerstones of the system of sciences. In
the field of Information Retrieval, reproducibility has been the object of thor-
ough analyses and efforts; only in the last two years we have seen the rise of
many reproducibility-oriented events like the CENTRE evaluations at CLEF
[2], NTCIR [7] and TREC [8], the SIGIR task force to implement ACM’s policy
on artifact review and badging and the Open-Source IR Replicability Challenge
at SIGIR 2019 (OSIRRC 2019).

In this paper, we advocate OSIRRC 2019s vision that is to build Docker-
based1 infrastructures to replicate results on standard IR ad hoc test collections.
Docker is a tool that allows for the creation and deployment of applications
via images containing all the required dependencies. Relying on a Docker-based
infrastructure to replicate the results of existing systems, helps researchers to
avoid all the issues related to system requirements and dependencies. Indeed,
Information Retrieval (IR) platforms such as Anserini, Terrier, or text matching
libraries such as MatchZoo rely on a set of software tools, developed in Java or
Python and based on numerous libraries for scientific computing, which have all
to be available on the host machine in order for the applications to run smoothly.

We explore the use of Docker images for the reproducibility of Neural IR
(NeuIR) models, which is a challenging domain that has seen only a few repro-
ducibility efforts so far [1,5]. NeuIR models are particularly hard to reproduce
1 https://www.docker.com/.

The full paper has been originally presented at the OSIRRC@SIGIR workshop [3].

c© Springer Nature Switzerland AG 2020
M. Ceci et al. (Eds.): IRCDL 2020, CCIS 1177, pp. 3–8, 2020.
https://doi.org/10.1007/978-3-030-39905-4_1
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because they are highly sensitive to parameters, hyper-parameters, and pre-
processing choices. Also, these models are usually compatible only with specific
versions of the libraries that they rely on (e.g., Tensorflow) because these frame-
works are constantly updated. The use of Docker images is a possible solution
to avoid these deployment issues on different machines as it already includes all
the libraries required by the contained application.

For this reason, (i) we propose a Docker architecture that can be used as a
framework to train, test, and evaluate NeuIR models; and, (ii) we show how this
architecture can be employed to build a Docker image that replicates the Neural
Vector Space Model (NVSM) [9], a state-of-the-art unsupervised neural model
for ad hoc retrieval.

2 Background

Repeatability, replicability, and reproducibility are fundamental aspects of com-
putational sciences, both in supporting desirable scientific methodology as well
as sustaining empirical progress. These concepts have been discussed and ana-
lyzed in depth in [4], that focuses on the core issues and approaches to repro-
ducibility in several fields of computer science. Relevant to these concepts is
the Platform, Research goal, Implementation, Method, Actor and Data (PRI-
MAD) model, which tackles reproducibility from different angles. The PRIMAD
paradigm has been adopted by the IR community, where it has been adapted to
the context of IR evaluation – both system-oriented and user-oriented. In this
context, our contribution lies between replicability and reproducibility. Indeed,
we rely on the NVSM implementation available at [6] and described in [5] to
replicate the results of a reproduced version of NVSM.

NVSM is a state-of-the-art unsupervised model for ad hoc retrieval. The
model achieves competitive results against traditional lexical models and
outperforms state-of-the-art unsupervised semantic retrieval models, like the
Word2Vec-based models. NVSM jointly learns distinct word and document rep-
resentations by optimizing an unsupervised loss function which minimizes the
distance between sequences of n-grams and the documents containing them. Such
optimization objective imposes that n-grams extracted from a document should
be predictive of that document. After training, the learned word and document
representations are used to perform retrieval. Queries are seen as n-grams and
matched against documents in the feature space. Documents are then ranked in
decreasing order of the cosine similarity computed between query and document
representations.

3 Docker Image Architecture

We developed two Docker images reproducing NVSM, one CPU-based and
another GPU-based.

The CPU-based version of NVSM is written in Python and relies on
Tensorflow v.1.13.1. For this reason, we developed a Docker image based
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on the official Python 3.5 runtime container, on top of which we install the
Python packages required by the algorithm – such as Tensorflow, Python NLTK,
and Whoosh – we also install a C compiler, i.e. gcc, in order to use the official
trec eval package2 to evaluate the retrieval model during training. Since this
docker image still relies for some functions (i.e. random number generation) on
the host machine, despite being very similar, the results are not exactly the same
across different computers – while they are consistent on the same machine.

The GPU-based version of NVSM is based on Tensorflow, which is a
machine learning library that allows us to employ the GPU on the host machine
in order to perform operations more efficiently. There are many advantages of
employing GPUs for scientific computations, but their usage makes a sizable
difference especially when training deep learning models. The training of such
models requires in fact to perform a large number of matrix operations that can
be easily parallelized and do not require powerful hardware.

In our experiments, we observed that nvsm gpu does not produce fully con-
sistent results on the same machine. In fact, TensorFlow uses the Eigen library,
which in turn uses CUDA atomic functions to implement reduction operations,
such as tf.reduce sum etc. Those operations are non-deterministic and each
operation can introduce small variations. Despite this problem, we still believe
that the advantages brought by the usage of a GPU in terms of reduction of
computational time – combined with the fact that we detected only very small
variations in the Mean Average Precision at Rank 1000 (MAP), Normalized
Discounted Cumulative Gain at Rank 100 (nDCG@100), Precision at Rank 10
(P@10), and Recall – make this implementation of the algorithm a valid alter-
native to the CPU-based one.

4 Evaluation

To test our docker image we consider the Robust04 collection, which is com-
posed of TIPSTER corpus Disk 4&5 minus CR. The collection counts 528,155
documents, with a vocabulary of 760,467 different words. The topics considered
for the evaluation are topics 301–450, 601–700 from Robust04. Only the field
title of topics is used for retrieval. The set of topics is split into validation (V)
and test (T) sets. Relevance judgments are restricted accordingly. The execution
times and memory occupation statistics were computed on an 2018 Alienware
Area-51 with an Intel Core i9-7980XE CPU @ 2.60 GHz with 36 cores, 64 GB of
RAM and two GeForce GTX 1080Ti GPUs.

To train the NVSM model, we set the following parameters and hyper-
parameters: word representation size kw = 300, number of negative examples
z = 10, learning rate α = 0.001, regularization lambda λ = 0.01, batch size
m = 51200, dimensionality of the document representations kd = 256 and
n-gram size n = 16. We train the model for 15 iterations over the document
collection and we select the model iteration that performs best in terms of MAP.

2 https://github.com/usnistgov/trec eval.

https://github.com/usnistgov/trec_eval
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When comparing the nvsm cpu image and the nvsm gpu image, we observe is
that the CPU Docker image takes less space on disk than the GPU one. This is
because the former does not need all of the drivers and libraries required by the
GPU version of Tensorflow. In fact, these libraries make the nvsm gpu image
three times larger than the other one.

In Table 1, we report the retrieval results obtained with the two shared Docker
images. From these results, we observe that there are small differences, always
within ±0.01, between the runs obtained with nvsm gpu on the same machine
and with the ones obtained with nvsm cpu on different machines.

Table 1. Retrieval results on the Robust04 (T) collection computed with the two
shared Docker images of NVSM.

MAP nDCG@100 P@10 Recall

CPU (run 0) 0.138 0.271 0.285 0.6082

GPU (run 0) 0.137 0.265 0.277 0.6102

GPU (run 1) 0.138 0.270 0.277 0.6066

GPU (run 2) 0.137 0.268 0.270 0.6109

The MAP, nDCG@100, P@10, and Recall values obtained with the images are
all very similar, and close to the measures reported in the original NVSM paper
[9]. Indeed, the absolute difference between the reported MAP, nDCG@100, and
P@10 values in [9] and our results is always less than 0.02. As a side note, the
MAP values obtained by NVSM are low when compared to the other approaches
on Robust04 that can be found in the OSIRRC 2019 library – even 10% lower
than some methods that do not apply re-ranking.

In order to further evaluate the performance differences between the runs,
we begin computing the RMSE considering the MAP, nDCG@100, and P@10
measures. The RMSE gives us an idea of the performance difference between
two runs – averaged across the considered topics. We first compute the average
values of MAP, nDCG@100, and P@10 over the three nvsm gpu runs on each
topic. Then, we compare these averaged performance measures, for each topic,
against the corresponding ones associated to the CPU-based NVSM run we
obtained on our machine. These results are reported in Table 2. From the results
of this evaluation we can observe that the average performance difference across
the considered 196 topics is very low when considering the MAP and nDCG@100
measures, while it grows when we consider the top part of the rankings (P@10).
In conclusion, the RMSE value is generally low, hence we can confidently say
that the models behave in a very similar way in terms of MAP, nDCG@100, and
P@10 on all the considered topics.

In Table 3, we report the Kendall’s τ measures associated to each pair of runs
that we computed. This measure shows us how much the considered rankings
are similar to each other. In our case, the runs appear to be quite different from



Reproducibility of the Neural Vector Space Model via Docker 7

Table 2. RMSE between the NVSM CPU Docker image and the average of the 3 runs
computed with the NVSM GPU Docker image.

NVSM GPU (average)

RMSE (MAP) 0.034

RMSE (nDCG@100) 0.054

RMSE (P@10) 0.140

each other, since the Kendall’s τ values are all close to 0. In other words, when
considering the top 100 results in each run, the same documents are rarely in the
same positions in the selected rankings. This result, combined with the fact that
the runs achieve all similar MAP, nDCG@100, P@10, and Recall values, leads to
the conclusion that the relevant documents are ranked high in the rankings, but
are not in the same positions. In other words, NVSM performs a permutation
of the documents in the runs, maintaining however the relative order between
relevant and non-relevant documents.

Table 3. Kendall’s τ correlation coefficient values between the NVSM GPU and NVSM
CPU runs.

GPU (run 0) GPU (run 1) GPU (run 2) CPU

GPU (run 0) 1.0 0.025 0.025 0.018

GPU (run 1) 0.025 1.0 0.089 0.014

GPU (run 2) 0.025 0.089 1.0 0.009

CPU 0.018 0.014 0.009 1.0

5 Final Remarks

In this work, we performed a replicability study of the Neural Vector Space
Model (NVSM) retrieval model using Docker. First, we presented the architec-
ture and the main functions of a Docker image designed for the replicability of
Neural IR (NeuIR) models. Secondly, we described the image components and
the engineering challenges to obtain deterministic results with Docker using pop-
ular machine learning libraries such as Tensorflow. We also share two Docker
images of the NVSM model: the first, which relies only on the CPU of the host
machine to perform its operations, the second, which is able to also exploit the
GPU of the host machine, when available.

We observed some differences between the runs computed by the nvsm cpu
Docker images on different machines and between the runs computed by the
nvsm cpu and nvsm gpu Docker images on the same machine. The differ-
ences between nvsm cpu images on different machines are related to the non-
determinism of the results, as Docker relies on the host machine for some basic
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operations which influence the model optimization process through the genera-
tion of different pseudo-random number sequences. On the other hand, the differ-
ences between nvsm gpu images on the same machine are due to the implementa-
tion of some functions in the CUDA and Tensorflow libraries. We observed that
these operations influence in a sizeable way the ordering of the same documents
across different runs, but not the overall distribution of relevant and non-relevant
documents in the ranking. Similar differences, that are even more accentuated,
can be found between nvsm cpu and nvsm gpu images on the same machine.
Therefore, even though these differences may seem marginal in offline evalua-
tion settings, where the focus is on average performance, they are extremely
relevant for user-oriented online settings – as they can have a sizeable impact on
the user experience and should thus be taken into consideration when deciding
whether to use NeuIR models in real-world scenarios.
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Abstract. This paper presents a preliminary easy to explain and effec-
tive framework for supporting dynamic signature analysis in forensic
settings. The proposed approach is based on measuring similarities
among signatures by applying Dynamic Time Warping on easy to derive
dynamic measures. The long term goal of our research is to provide
forensic handwriting examiners with a decision support tool to perform
reproducible and less questionable inference.

Keywords: Dynamic signatures · Forensic analysis · Signature
verification · Decision support systems

1 Introduction

Traditionally, forensic handwriting examiners (FHEs) are asked to verify the
authenticity of a signature by relying on its static version, i.e. on an image of the
signature acquired after the writing process has already occurred. However, with
the increasing use of new technology, such as digitizing tablets, PDAs and smart
phones, FHEs are more and more often confronted with dynamic signatures,
i.e. the ones that can be acquired while the writing process still occurs [2].
Examples of application include information access and document analysis in
digital archives. A dynamic signature is characterized not only by the geometrical
position of the pen, but also by temporal, inclination and pressure information.
In addition, most of modern tablets capture pen movement not only when the
pen is on the pad surface, but also when the pen is in proximity of the surface, i.e.
“in-air”. While these new measures provide FHEs with a basis for quantitative
and semi-automatic examinations, they also pose new challenges mainly due to
a shift of paradigm from a qualitative analysis to a statistical and mathematical
one they may be not familiar with.

Historically, the field of signature verification is of interest also to the bio-
metric community. Excellent verification performance have been obtained in a
number of studies employing pattern recognition and machine learning strategies
to provide an automatic answer about the authenticity of a questioned signature
c© Springer Nature Switzerland AG 2020
M. Ceci et al. (Eds.): IRCDL 2020, CCIS 1177, pp. 9–14, 2020.
https://doi.org/10.1007/978-3-030-39905-4_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-39905-4_2&domain=pdf
https://doi.org/10.1007/978-3-030-39905-4_2


10 D. Mazzolini et al.

[1]. State-of-the-art methods have also been used in the forensic scenario [6,7].
However, the majority of these systems are characterized by complex solutions
and high dimensional data making them perfect “black-boxes” to FHEs. Unfor-
tunately, the use of these systems make difficult to FHEs to explain the rationale
behind their final evaluation, which is strictly required in a working setting.

Therefore, there is the need for an easy to explain yet reliable framework
for supporting dynamic signature verification in forensic scenarios. The present
paper aims at moving a step towards this direction: a preliminary framework is
proposed and the results of a simple case study are reported. Recent research
started to address this problem, raising limitations and opportunities [4]. Unfor-
tunately, especially in Italy, there is the lack of cross-fertilization between the
forensic and biometric community. The present research is the result of an inter-
disciplinary collaboration and it is thus aimed at promoting fruitful exchanges.

2 Proposed Method

The proposed method is intended to provide guidelines for the FHE to follow
for evaluating the authenticity of a questioned signature, given the time series
raw data sampled by the acquisition device. It is worth to remark that it is
inspired by the quantitative analysis recently proposed by Linden et al. [4]. The
main difference concerns the introduction of a majority voting decision scheme
to assist the FHE when multiple evidences arise. Moreover, as we will show in
the Next Section, the proposed method has been tested on completely legible
signatures instead of less complex initials.

The first main requirement is to have a meaningful set of genuine signatures
(around 20), against which to compare the questioned signature, otherwise no
convincing conclusion can be obtained.

The main attributes acquired by a digitizing tablet are the x and y coordi-
nates of the pen position and their time stamps. Moreover, pen tablets capture
pen pressure and pen inclination. The last measure is the so-called button sta-
tus, which evaluates 0 for pen-downs and 1 for pen-ups. Kinematic features of
the handwriting process can be calculated starting from the computation of the
pen displacement during movement: di =

√
(xi − xi−1)2 + (yi − yi−1)2, where

i = 2, . . . , N , N is the number of sampled points and d1 = 0. In other words, dis-
placement corresponds to the straight line distance between consecutive sampled
points. Given the typically high sampling frequency of the tablet, it provides a
good approximation of the pen trajectory. From displacement, the tangential
velocity and acceleration of the pen can be straightforwardly calculated as the
first and second derivative of displacement, respectively: vi = di

dt , ai = vi

dt , where
dt = ti − ti−1, i = 2, . . . , N , and t1 = v1 = a1 = 0. Our focus is on these kine-
matic features, together with pressure, as they are directly provided by most
of commercial software, such as Firma Certa Forensic (https://www.namirial.
com/it/), typically used by FHEs. Therefore, they do not require additional
derivations.

The guiding principle of this kind of analysis is that a high quality forgery
can either appear precise but not fluent, or it could have been written fluently

https://www.namirial.com/it/
https://www.namirial.com/it/
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while looking imprecise. However, difficulties arise because of the inherent within
writer variability, which makes signatures different even if produced by the same
writer. While the trajectory pattern of the pen as well as the velocity, acceleration
and pressure profiles can be easily plotted as scatter plots, these representations
provide only a qualitative way to perform the signature analysis. Much more
convincing conclusions can be obtained by performing a quantitative evaluation.

The comparison between a questioned signature and the given set of genuine
specimens can be carried out by measuring how the signature to be investi-
gated is positioned against the statistical distribution of the within writer vari-
ability of the genuine set. Of course, the classic Euclidean distance cannot be
used to compute the similarities among signatures, given the non-perfect align-
ment of the corresponding time series. To overcome this issue, we use the well-
known Dynamic Time Warping (DTW) algorithm. DTW has been extensively
described in the literature: its goal is to measure the similarities between tem-
poral sequences varying in speed. In the present study, we used the FastDTW
Python implementation [5].

The proposed method involves computing all distances, with respect to a
specific feature, among the N genuine signatures in the reference set. This results
in N(N−1)

2 distances which capture the within writer variability and can be
plotted as a box plot. Then, the mean distance from the questioned signature
and each specimen of the reference set can be calculated and plotted against the
previously obtained box plot. If the questioned signature places itself within the
main variation, i.e. between the first and third quartile, then it can be considered
as a genuine specimen. Otherwise, if it falls outside the main variation, i.e. below
or above the first or third quartile, it can be considered to some extent as a
suspicious signature. It is worth noting that different degrees of reliability of
the conclusion can be obtained depending on how far the questioned signature
is from the main variation. This approach is helpful for the FHE to analyze
how well the questioned signature is separated from the distribution of genuine
signatures. The same analysis can be performed for each of the time-dependent
features: velocity, acceleration, pressure. The final conclusion can be provided
as the most occurring outcome derived from the previous analysis. For instance,
if the questioned velocity and acceleration fall outside the main variation, while
pressure does not, the conclusion is that the signature can be a forgery. In other
words, a majority vote is taken.

3 Case Study

In order to evaluate the effectiveness of the proposed framework, we performed
a case study involving a genuine writer and a skilled forger. More specifically,
we asked a FHE to provide 20 signatures of an invented person, equally split
between two acquisition sessions in two different days for accounting for the
within writer variability. Then, we asked the same writer to provide 5 genuine
test specimens, performed in another day. Finally, we asked the daughter of the
main signer, i.e. one which shares some physiological characteristics with her,
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Fig. 1. Visual inspection of data. From top to bottom: a genuine signature; a genuine
test specimen; a test forgery. From left to right: the signature rendering; the pressure
profile; the velocity profile. Similarities between genuine samples and dissimilarities
between them and the practiced forgery are quite recognizable.

to perform several forgery signatures and to choose the best 5 signatures, after
practice, to be used as a test.

The samples were acquired through the Wacom STU-530 sign-pad, featuring
1024 pressure levels and 200 pps of report rate. It is one of the most common
and professionals pads used at the POS or at customer contact points.

3.1 Qualitative Analysis

The geometrical position of the pen and the main dynamic attributes lend them-
selves to a qualitative analysis performed by considering their visual represen-
tation as scatter plots. Figure 1 shows the rendering of the signatures (including
both on-surface and in-air trajectories) as well as the pressure and velocity pro-
files of a test genuine specimen and a test forgery. The solely visual inspection
can provide meaningful insights into the signature apposition process. However,
more reliable conclusions, especially in more ambiguous cases, cannot be drawn.
In fact, the solely visual inspection of the characteristics of a dynamic signature,
even if non-redundant with its static version, could provide less reliable evalu-
ations than those performed in the traditional way based on the composition,
direction, fluency, etc., of the signature.

3.2 Quantitative Analysis

This analysis involves the automatic comparison of time series using DTW. First
of all, it is interesting to note the pronounced variation between signatures pro-
vided by the same individual in the two different days (Fig. 2). Then, we collapsed
the overall reference set into a unique distribution against which to compare each
test signature. Figure 3 shows the verification comparison, with respect to veloc-
ity, of a test genuine sample and a test forgery: differences are pretty evident.
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Fig. 2. Variability of the reference set among sessions with respect to velocity.

Fig. 3. Illustrative outcome of the verification comparison between a test genuine spec-
imen (the blue dot on the left) and a test forgery (the red cross on the right). The first
one clearly falls within the normal range; the other one appears to be an outlier. (Color
figure online)

Table 1 reports the results obtained on the test set. They confirm the effective-
ness of the proposed majority voting strategy as, although the individual features
sometimes failed in providing the right answer, their combination improved the
verification accuracy. Indeed, only the third signature in the forgery set was mis-
takenly categorized as genuine. Interestingly, acceleration revealed itself as the
best predictor for verification, while pressure was the worst performing feature
in accurately classifying the forgery class.

Table 1. Verification performance of the proposed method. On the left, the results
concerning the test genuine (G) set; on the right, those concerning the forgery (F) one.
The � symbol indicates that, based on the corresponding feature, the method correctly
classified the given signature as genuine or forgery, respectively. The final decision is
taken has the majority vote of the individual features.

# Velocity Acceler. Pressure Decision
1 � � × G
2 × � � G
3 � � � G
4 � � � G
5 × � � G

# Velocity Acceler. Pressure Decision
1 � � × F
2 � � × F
3 � × × G
4 � � � F
5 � � � F
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4 Conclusion and Future Work

In this paper, we have proposed an easy to use yet effective framework for assist-
ing the FHE during the analysis of dynamic signatures. Since the proposed app-
roach is based on simple methods, provided by most of free statistical packages,
and easy to derive features, it can be well tolerated by non computer science
experts and can be easily explained to non professionals. Moreover, it provides
FHEs with an objective evaluation tool which is independent of the specific
examiner performing the analysis, resulting in reproducible and less questionable
inference. The long term goal of our research is to develop guidelines accepted
and used by the forensic community working with dynamic data. Our goal pro-
motes synergies between the forensic and biometric community, as they can
provide complementary and non mutually exclusive perspectives.

Several issues surely demand further research. First, the effectiveness of the
proposed method should be tested against a large sample of specimens, involv-
ing a large variety of writers. Second, more refined thresholds, other than the
first and third quartile, should be studied, based for example on outlier analysis.
Third, the results here reported only concern with global characteristics of the
signatures under consideration: future work should also take into account local
approaches based, for example, on the segmentation between on-surface and in-
air strokes. Fourth, more refined decision schemes could be investigated, weight-
ing the available features by their different discriminating importance. Finally,
device interoperability should also be taken into account, as it can strongly affect
the verification results [3].
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Abstract. In this paper, we present an InfoVis tool based on SanKey
diagrams for the exploration of large combinatorial combinations of IR
components – the Grid of Points (GoP).

The goal of this tool is to ease the comprehension of the behavior of
single IR components within fully functioning off-the-shelf IR systems
without recurring to complex statistical tools. In order to assess the
quality of the proposed SanKey-based InfoVis tool we conduceted an
initial user study that led to interesting conclusions, yet to be validated
in a future and more comprehensive study.

Keywords: Information Retrieval · Evaluation · Grid of Points ·
Information visualization · Sankey

1 Motivations

Information Retrieval (IR) systems are constituted of “pipelines” of components
such as stop lists, stemmers and IR models, which are stacked together in order
to process both documents and user queries and to match them returning a
ranked result list of documents in decreasing order of estimated relevance. The
performance of IR systems are evaluated in terms of effectiveness that can be
determined only after that the system has been built; indeed, no effectiveness
prediction about a specific component can be done before it has been tested
within a fully functioning IR system.

Currently, the only viable means to determine the contribution to the system
effectiveness of single components is to measure their impact on the overall
performances by testing all the different combinations of such components. This
leads to a very high number of cases to be considered, making the space of system
combinations large and complex to explore.

Besides requiring a great deal of effort and resources to be produced, these
combinatorial compositions constitute a challenge when it comes to explore, ana-
lyze, and make sense of the experimental results with the goal of understanding
how different components contribute to the overall performances and interact
together. Indeed, it is typically needed to resort to rather complex statistical
c© Springer Nature Switzerland AG 2020
M. Ceci et al. (Eds.): IRCDL 2020, CCIS 1177, pp. 15–25, 2020.
https://doi.org/10.1007/978-3-030-39905-4_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-39905-4_3&domain=pdf
http://orcid.org/0000-0003-4970-4554
https://doi.org/10.1007/978-3-030-39905-4_3


16 G. Rocco and G. Silvello

tools (e.g. multi-way ANalysis Of VAriance (ANOVA) models) requiring a care-
ful experimental design and producing results which call for a considerable extent
of expertise to be interpreted [6]. To this end, we developed an extensive set of
612 × 6 = 3, 672 systems – i.e. the Grid of Points (GoP)1 – arising from the
combinatorial composition of several open-source publicly available components
such as stop lists, stemmers, and IR models, and run against 6 different public
test collections shared by the Text REtrieval Conference (TREC) international
evaluation initiative. Thanks to this GoP, in [8] we presented the deep statistical
analyses we run and the insights we gathered about the individual contributions
of single IR components to the overall performances of fully working IR systems.

In this paper we present an InfoVis system based on SanKey diagrams – often
used in physics to represent energy inputs, useful output, and wasted output –
to allow the exploration of the GoP to quickly understand which combinations
perform best under specific criteria, how components behave across a wide range
of cases, and how they interact together. Our main goal is to give IR researchers
and practitioners a fast and easy way to understand and analyze the GoP without
recurring to demanding and complex statistical tools.

Hence, the InfoVis tool we present enables the analysis and comparison of
a complex set of measures associated with a large combinatorial space of IR
systems and the intuitive exploration and understanding of many component
configurations. It is thought to be simple to use and to favor interaction, thus
it provides functionalities as component filtering, measure selection and tooltips
presenting statistical information easy to interpret. We present a user study to
validate the presented tool.

The rest of the paper is organized as follows: Sect. 2 presents the related
works, Sect. 3 describes the experimental setup and the Grid of Points we are
considering for the visual tool, Sect. 4 describes the visual tool based on the
Sankey visualization detailing the main components and its use, Sect. 5 reports
the results of the user study which compared the present tool with another
state-of-the-art visual tool though for the same task and Sect. 6 draws some
final remarks.

2 Related Work

InfoVis techniques are typically exploited for the presentation and exploration
of the documents managed by an IR system [16]. Typical examples are: iden-
tification of the objects and their attributes to be displayed [9]; different ways
of presenting the data [13]; the definition of visual spaces and visual semantic
frameworks [15]. The development of interactive means for IR is an active field
which focuses on search user interfaces [10], displaying of results [4] and browsing
capabilities [11].

Less attention has been dedicated to the application of InfoVis techniques
to the analysis of experimental evaluation results. One example of a system

1 http://gridofpoints.dei.unipd.it/.

http://gridofpoints.dei.unipd.it/
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Fig. 1. The overall view of the CLAIRE visual analytics tool [1].

applying visualization to IR is Visual Information Retrieval Tool for Upfront
Evaluation (VIRTUE), a visual analytics tool supporting performance and fail-
ure analysis [2]. In the same vein, [3] presents an analytical framework trying to
learn the behavior of a system just from its outputs for obtaining a rough esti-
mation of the possible effects of a modification to the system. More recently, [12]
presented an InfoVis tool to explore pooling strategies.

However, to the best of our knowledge only one solution – i.e. the CLAIRE
tool [1], see Fig. 1 – exists for dealing with large sets of IR systems – the GoP [6,7]
– generated by many IR components which allows the inspection of both config-
urations and measures. CLAIRE is based on a totally different visual paradigm
since it uses tiles, parallel coordinates and boxplots to explore system configu-
rations. Combinatorial visuaL Analytics system for Information Retrieval Eval-
uation (CLAIRE) is composed of three main areas: (i) the Parameters Selection
area, dealing with the exploration coordinates; (ii) the System Configurations
Analysis area, enabling the performance analysis of the system configurations;
and, (iii) the Overall Evaluation area, where the system configurations perfor-
mances are evaluated.

The visual tool we present in this paper follows the same overall organiza-
tion, but it relies on a different visual paradigm allowing for an intuitive, yet
less deep comprehension of the evaluation results over the considered Grid of
Points. Indeed, CLAIRE has a strong focus on Visual Analytics, whereas the
SanKey-based InfoVis tool we present here is specifically tailored to Information
Visualization. The main difference is that visual analytics aims at exploiting
visual clues to actually inform or modify analytical or algorithmic tools working
over some data; on the other hand, information visualization aims at providing
visual tools to better understand complex and possibly high-dimensional data.
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Overall, CLAIRE is a more complex system than the SanKey-based Info-
Vis tool presented here, even though they are comparable for the information
visualization part since they both allow the user to select different evaluation
collections and measures. Both the systems aim at intuitively visualize multi-
dimensional data from different perspectives. Moreover, they both allow the user
to select different IR system components and understand how they interact with
one another also grasping the overall contribution of a single component over
the whole search pipeline.

3 Experimental Setting

The GoP data adopted by our InfoVis tool is based on three main components of
an IR system: stop list, stemmer, and IR model. We selected a set of alternative
implementations of each component and, by using the Terrier v.4.02 open source
system, we created a run for each system defined by combining the available
components in all possible ways. The selected components are:

– Stop list : nostop, indri, lucene, snowball, smart,terrier;
– Stemmer : nolug, weakPorter, porter, snowballPorter,
krovetz, lovins;

– Model : bb2, bm25, dfiz, dfree, dirichletlm, dlh, dph,
hiemstralm, ifb2, inb2, inl2, inexpb2, jskls, lemurtfidf, lgd, pl2,
tfidf.

Overall, these components define a 6×6×17 = 612 runs. The stop lists differ
from each other by the number of terms composing them; specifically, indri has
418 terms, lucene has 33 terms, snowball has 174 terms, smart has 571 terms
and terrier 733 terms. Stemmers can be classified into aggressive (e.g. lovins)
and weaker stemmers (e.g. porter).

The models we employ are classified into the three main approaches cur-
rently adopted by search engines: (1) the vector space model – e.g. tfidf and
lemurtfidf; (2) the probabilistic model – e.g. bm25 and the Divergence From
Randomness (DFR) models; and, (3) the language models – e.g. dirichletlm,
hiemstralm and lgd. We considered 6 standard and shared collections with 50
different topics each: TREC Adhoc tracks T07 and T08; TREC Web tracks T09
and T10; and, TREC Terabyte tracks T14 and T15. We evaluate the GoPs by
employing 8 evaluation measures: AP, P@10, Rprec, RBP, nDCG, nDCG@20,
ERR, and Twist.

Summarizing, the GoP we visualize with the proposed InfoVis tool consists
of 612 runs over 6 collections with 50 topics each and evaluated with 8 measures,
which amounts to almost 1.5M data points.

2 http://www.terrier.org/.

http://www.terrier.org/
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Fig. 2. The overall InfoVis system; on the top there is the parameter selection area
and on the bottom the dynamic SanKey diagram.

4 The InfoVis Tool

The InfoVis tool we realized, see Fig. 2 is composed of two main areas:

Parameters selection area: (top of Fig. 2) it allows the user to load the runs
relative to the desired experimental collection, to select the components s/he
wants to consider and the evaluation measure to be used.

System analysis area: (bottom of Fig. 2) it allows the actual analysis and
exploration of the various components and their evaluation on the basis of
the parameters selected above.

4.1 Parameter Selection Area

In Fig. 3 we can see a detailed view of the parameter selection area.
The first two parameters that can be selected (in the green box) are the

experimental collection and the evaluation measure of interest. On the left of
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Fig. 3. A detailed view of the parameter selection area (Color figure online)

these two drop down menus we can choose to visualize the system performances
topic-by-topic (if this option is selected a new drop-down menu appears allowing
the user to select the topic of interest) or on average (e.g. MAP). The “scaling”
option enables a normalized visualization of the SanKey diagram (only actual
min-max values or the whole range such as [0, 1] for AP). The blue box in Fig. 3
shows the control panel enabling the dynamic selection of component families to
be visualized in the SanKey diagram.

The three component families (stoplists, stemmers and IR models) can be
re-ordered by a simple drag-and-drop action, leading to a dynamic re-ordering of
the axes of the Sankey diagram; this is particularly useful when during the data
analysis phase we want to highlight the components interaction. The default
axes order better shows the interaction between stoplists and stemmers and
between stemmers and IR models, but by re-ordering the axes we can highlight,
for instance, the stoplists-models interaction.

Below the blue box we can see the legend of the SanKey diagram where three
chromatic variations are used to differentiate between the components of each
family and sub-family of components: fuchsia for stoplists, green for stemmers,
light blue for vector space models, purple for language models and dark blue for
probabilistic models. The fuchsia box highlights the link settings where we can
choose the shape of the SanKey curves and their color schema – i.e. based on
component selection or based on evaluation measure value selection.

Every single interaction with the parameter selection area produces an effect
on the SanKey diagram which is rendered dynamically and in real-time; this is
intended to ease the interaction with the system and the data analyses to be
performed.

4.2 System Analysis Area

On the bottom of Fig. 2 we can see the entire analysis space where all the avail-
able components are displayed by the SanKey diagram, whereas in Fig. 4 we
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can see a restricted analysis area where only some specific components have
been selected and highlighted for an in-depth analysis of their performances and
interactions.

Fig. 4. A detailed view of the system analysis area where some components have been
filtered out and some other are highlighted for an in-depth analysis of the interactions.
(Color figure online)

The rightmost column presents the evaluation measure values divided into 25
rectangles of equal size, each one representing a 0.04 value interval. The color of
each rectangle follows the red-yellow-green schema where reddish rectangles are
assigned to lower values and the greenish ones to higher values. By the means
of a drag-and-drop mouse action it is also possible to re-order the rectangles
representing family components. Each single link insisting on these rectangles
represents one of the 612 systems and their overall performance values.

A single system is represented by a path, i.e. a series of links connecting one
component with the next one. The user can select a set of components (left click
on one or more rectangles) to highlight the paths of interest as shown in Fig. 4
where we selected the indri stoplist and the krovetz stemmer.

The component columns present a number of rectangles equal to the compo-
nents selected in the parameter selection area and the size of the rectangle gives
a visual idea of the performances of the component it represents. This is done by
calculating the marginal arithmetic mean of the performance values obtained by
the systems using a specific component; the means are dynamically re-calculated
every time a component is filtered out or added to the visualization. In Fig. 4, we
can see that krovetz has a bigger rectangle than lovins and nolug (meaning no
stemmer) showing the positive effect of the krovetz stemmer when interacting
with the indri stoplist and the selected models.

The same idea is applied to the link size: the thicker the line the better the
interaction between the components it connects. For instance, in Fig. 4 we can
see that the stoplist-stemmer pair indri-krovetz has higher performances than
the pair lucene-krovetz.

With a mouse-over action on a rectangle or a link, a tooltip reporting the top
5 systems using the selected component (rectangle) or the selected components
pair (link) is visualized to the user. The InfoVis system also runs the Dunnett [5]
statistical test to determine if the reported means are statistically different one
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(a) Component tooltip (b) Link tooltip

Fig. 5. (a) The tooltip visualized with a mouse-over action on the indri stoplist com-
ponent and (b) the tooltip visualized with a mouse-over the nostop-nolug link.

from the other. In Fig. 5(a) we can see the tooltip visualized when the indri sto-
plist is selected: we show the average measure (AP in this case) of all the system
using this stoplist, the best system adopting the stoplist and the top group of
system adopting the indri stoplist that are not statistically different one from
the other. In Fig. 5(b) we see the tooltip reporting the statistical information
related to the nostop-nolug link.

5 User Evaluation

We did an initial user study with nine users (i.e., master degree students in
Information Engineering) with a basic knowledge and previous experience with
IR systems and experimental evaluation in the field; the study had a twofold
goal, to compare the SanKey-based InfoVis tool with the CLAIRE system and
to conduct an in-depth analysis of the newly proposed SanKey-based InfoVis
tool. Of course, CLAIRE is a more complex system providing a wide range
of functionalities, but we focused on the common features which regards the
exploration of the combinatorial space of IR system pipelines.

The test was organized in three phases: (i) in-depth description of the two
visual tools and hands-on phase to get to know them; (ii) comparative study:
execution of three tasks with both CLAIRE and the SanKey-based InfoVis
tool (in this phase we divided the users into two groups where one group used
firstly CLAIRE and then the SanKey-based InfoVis tool and the second group
did the opposite); (iii) in-depth analysis: execution of five tasks by using only
the SanKey-based InfoVis tool. The tasks were centered around core activities
enabled by the two visual tools such as the ability to determine the best IR sys-
tem, the best combination of components, the comparison between two or more
alternative components and so on. After the resolution of the first group of tasks
the users were required to fill closed questionnaire. After the resolution of the
second group of tasks the users were required to fill in an open questionnaire.
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The questionnaire relative to the first set of tasks required to get a pref-
erence between the SanKey-based InfoVis tool and CLAIRE, was composed of
two sets of questions; the first set with three questions: (Q1) How intuitive was
the SanKey-based InfoVis tool (CLAIRE) tool? (Q2) In your opinion how much
useful is the SanKey (CLAIRE) tool to understand the performances of IR sys-
tems? (Q3) How much effective was the SanKey (CLAIRE) tool to solve the
given tasks? Each question of the questionnaire had to be answered by using
an interval Likert scale ranging from 1 to 5 in which each numerical score was
labeled with a description: {1: not at all, 2: a little, 3: enough, 4: a lot, 5: quite
a lot}.

Fig. 6. Average answers for the first set of questions of the comparative study

In Fig. 6 we can see that both systems were evaluated as clear to use (Q2)
and effective (Q3) in both cases with a slight preference for SanKey; but SanKey
was considered more intuitive than CLAIRE (Q1).

The second set of questions for the comparative study was: (Q1) Which
system does represent better the experimental data? (Q2) Which system does
offer the most intuitive interface to interact with the data? (Q3) Which system
is more complete to solve the assigned tasks? (Q4) Which system did you prefer
to use? Each question of the questionnaires had to be answered by indicating a
strong preference (a “2” in our interval scale) or a mild preference (a “1”) for
CLAIRE or SanKey where a “0” value indicated equality between the systems.

In Fig. 7 we can see that on average SanKey was preferred by the users with
the only exception of Q3 where the systems were judged equivalent.

6 Final Remarks

The InfoVis tool we presented has the goal to ease the exploration and analysis
of large experimental GoP enabling IR researchers and practitioners to better
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Fig. 7. Average answers for the second set of questions of the comparative study

understand the performances of single components, their interactions and their
impact on off-the-shelf IR systems. The InfoVis tool we propose is highly inter-
active and remarkably simple as shown by the user study we conducted, yet
offering advanced statistical information and analytics functionalities. Note that
the user study has to be improved, thus the quality assessment of the SanKey-
based InfoVis tool is initial and has to be further investigated to lead to more
solid conclusions.

The presented tool is available on-line at the URL:

http://gridofpoints.dei.unipd.it/sankey/

and the source code is openly shared at the URL:

https://github.com/giansilv/sankey eval
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Abstract. This paper introduces a new measure for computing the sim-
ilarity among 3D objects as the average volume of the largest sub-cubes
matching in the objects. The match is approximate and only verified
within a neighbourhood from the position of the sub-cubes. Preliminary
tests performed on random and synthetic datasets prove the efficacy of
the similarity measure in capturing the visual similarity among the 3D
objects and a reduction in the execution time when the neighbourhood
is considered.

Keywords: 3D objects · Pattern matching · Image similarity

1 Introduction

In multimedia retrieval, a similarity measure is used on a digital library of 2D
images, 3D objects of medical imaging, and other data for finding the k-most
similar items to a query item. The problem of automatically computing the
similarity in the context of the digital libraries is still challenging, due to the
gap between the human perceived appearance of the data and their features
which are captured by the machine (semantic gap) [10].

In the last years, different approaches based on the concept of common
sub-matrix have flourished for similarity computation in image retrieval tasks,
whose advantages versus competing methods have been deeply investigated in
the literature [1,2,4]. Specifically, [3] introduced the Average Common Subma-
trix (ACSM) measure for computing the similarity of images represented as
matrices. ACSM computes the similarity between two images as the average
area of the largest sub-matrices matching in the two images. A more efficient
version of ACSM was proposed in [4] using a tree data structure for indexing
the sub-matrices. To avoid the time and space requirements of constructing the
tree index, [1] introduced an approximate version of ACSM, where the match
between two sub-matrices is only verified for a portion of pixels at regular inter-
vals, with any additional data structure. Finally, [2] framed ACSM within a new
framework laying the theoretical foundations of the common sub-matrix con-
cept and extending it. It noticeably reduced the temporal cost of computing the
similarity without using additional data structures or omitting the match of a
portion of pixels.

c© Springer Nature Switzerland AG 2020
M. Ceci et al. (Eds.): IRCDL 2020, CCIS 1177, pp. 26–32, 2020.
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The common sub-matrix -based methods have been introduced for 2D objects
so far, thus making not possible their usage in multidimensional contexts, includ-
ing video retrieval [6] where the semantic gap still remains an open problem,
medical image registration [11], and extensions in the context of multidimen-
sional network analysis [7–9]. Especially in medical image registration, the cor-
rect selection of a similarity measure is a key aspect for reliably monitoring the
time evolution of a patient’s state for critical pathologies (e.g. stroke lesions) [5].

In this paper, we focus on extending the concept of common sub-matrix
revisited in [2] for 3D objects, which is a brand new idea in the state-of-the-art.
In particular, we provide the following contributions: (i) the ACSM measure is
extended for objects in three dimensions, (ii) the match is verified in a neigh-
bourhood of the objects, (iii) the match is approximate and computed in terms
of the Hamming similarity extended in three dimensions. Accordingly, we aim
to provide in progress results of our research.

2 The Proposed Method

In this section, we present 3D Average Common Submatrix (3D-ACSM), a new
similarity measure for 3D objects extending the revisited version of ACSM intro-
duced in [2]. Specifically, we use this new measure for computing the similarity
between data in three dimensions, which can be represented as parallelepipeds.

2.1 3D Average Common Submatrix

Intuitively, let A, B and C be three parallelepipeds of volume v = n × p × m
defined on the same alphabet Σ. Then, A can be considered as more similar to
B than to C if the average volume of sub-cubes of A matching approximately in
B is larger than the same average volume in C [5].

More specifically, for each position (i, j, z) of A, 3D-ACSM finds the largest
sub-cube in A starting at that position and with edge length greater than or equal
to α approximately matching with a sub-cube in B within an ε-neighbourhood
from (i, j, z). Restricting the area of search makes the similarity evaluation more
efficient while it preserves the accuracy. The parameter α represents the mini-
mum edge length of the sub-cubes to consider for the match. The parameter ε is
related to the size of the neighbourhood with centre in (i, j, z) where a sub-cube
can be found. Two sub-cubes approximately match to each other if the num-
ber of identical elements at the same positions exceeds or is equal to a given
similarity threshold τ . From all aforementioned, 3D-ACSM between A and B is
computed as follows:

Sα(A,B) =
1
v

n∑

i=α

p∑

j=α

m∑

z=α

W (i, j, z), s.t. W (i, j, z) ≥ α (1)

where W (i, j, z) is the volume of the largest sub-cube starting at position (i, j, z)
in A of edge length greater than or equal to α approximately matching a sub-
cube of B within an ε-neighbourhood from (i, j, z) in B.
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Algorithm 1. 3D-ACSM algorithm
1: function compute3D-ACSM(A, B, α, τ, ε)
2: Wα(A, B) = 0;Wα(A, A) = 0; d = 0; k = 0;
3: for i = α . . . n do
4: for j = α . . . p do
5: for z = α . . . m do
6: k = min{i, j, z};
7: Wα(A, A) = Wα(A, A) + k3;
8: found = false;
9: while (k ≥ α ∧ ¬found) do

10: if matchApproximate(Ak
i,j,z, B, ε) ≥ τ then

11: Wα(A, B) = Wα(A, B) + k3;
12: found = true;
13: end if
14: k = k − 1;
15: end while
16: end for
17: end for
18: end for
19: return SNα(A, B) = Wα(A, B)/Wα(A, A);
20: end function

A value SNα(A,B) between 0 (minimum similarity) and 1 (maximum sim-
ilarity) can be obtained as the ratio of Sα(A,B) with Sα(A,A), which is the
similarity of A with itself.

2.2 Algorithm

The Algorithm 1 shows the steps for computing the 3D-ACSM similarity between
two parallelepipeds A and B, given the minimum edge length of the sub-cube α,
the similarity threshold τ and the ε size of the neighborhood. We denote with
Ak

i,j,z the sub-cube at position (i, j, z) in A whose edge length is k.
Firstly, for each position (i, j, z) (lines 3–5), the algorithm computes the

ideal matching at that position. This value, denoted by Wα(A,A), is given by
the volume of the maximal sub-cube matching itself, whose value is k3 (line 7).

The global match of parallelepipeds A and B is denoted by Wα(A,B) and is
computed by accumulating at each step the values of the matching between sub-
cubes of A and B, respectively. In particular, at each step, the algorithm looks for
the maximal sub-cube Ak

i,j,z in A, with size k and start position (i, j, z), having
a match with a sub-cube of B, with size k and start position in a neighbourhood
of position (i, j, z) of size ε (lines 8–15). To determine the maximal size of the
sub-cube k, it starts with a maximal size k = min{i, j, z} and, at each step,
if the matching value (computed by function matchApproximate) is not greater
than or equal to a given threshold τ , decrements the size of the sub-cube k.
If a feasible match is not found, the position (i, j, z) gives no contribution to
Wα(A,B).

Finally, the ratio of Wα(A,B) with Wα(A,A) is returned (line 19).
The core of Algorithm 1 is given by the method matchApproximate, which

finds the match of a sub-cube Ak
i,j,z in B. The match is verified in a neighbour-

hood with centre at (i, j, z) in B and extent of ε hops along the three dimensions
(where possible). Also, the match is approximate and resembles to the notion
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Table 1. CPU time of Algorithm 1 on the first dataset with m = {15, 20}. For ε =
{1, 3}, Δα is the average absolute time difference between α = 3 and 1, and α = 5 and
3. For α = {1, 3, 5}, Δε is the average absolute time difference between ε = 3 and 1

m 15 20

ε 1 3 1 3

(n = p)/α 1 3 5 1 3 5 1 3 5 1 3 5

4 0.02 0.01 – 0.06 0.03 – 0.02 0.01 – 0.08 0.06 –

16 0.44 0.24 0.19 1.06 1.02 0.92 0.34 0.37 0.34 1.67 1.62 1.47

64 4.28 3.41 4.07 8.22 8.13 7.92 6.91 6.19 6.23 16.24 17.02 15.32

128 15.40 16.44 16.35 24.30 23.98 22.86 41.32 31.54 31.57 50.88 49.09 48.60

256 68.20 65.67 64.39 78.49 77.12 74.93 146.58 140.04 129.75 161.07 158.35 151.89

512 273.83 261.29 255.56 278.01 269.51 262.20 565.34 549.59 538.24 570.80 554.49 551.86

Δα – 2.86 1.56 – 1.73 2.19 – 5.47 4.35 – 3.61 2.29

Δε 4.66 5.46 5.65 – – – 6.70 8.82 12.60 – – –

of Hamming similarity [2] and its direct extension to 3D objects. Specifically,
a match between two sub-cubes exists if their Hamming similarity (number of
identical elements at the same positions) is greater than or equal to a threshold
parameter τ , 0 ≤ τ ≤ 1.

3 Experiments

Preliminary experiments have been conducted for testing the performances of
3D-ACSM on two different datasets. The experiments have been performed in
Matlab R2017a on a computer laptop with CPU Quad-Core 2.30 GHz, 8 GB
RAM and Windows 7 (64 bit) operating system.

The first dataset includes a set of randomly generated numerical paral-
lelepipeds of size n = p varying from 4 to 512 and depth m varying from 5
to 20 with steps of 5. The size of the alphabet |Σ| is set to 2. This dataset is
used for testing the CPU time (in seconds) of Algorithm 1 at different values of
the input parameters ε = {1, 3}, α = {1, 3, 5}, and τ = 0.5.

The second dataset includes a set of synthetic parallelepipeds each composed
of three greyscale illusory and colour miscellaneous images of size 128×128 (n =
p = 128 and m = 3). The used images are extracted from the online database of
the Computer Vision Group, University of Granada1. They represent synthetic
objects with frequent patterns and shapes useful for assessing the effectiveness
of the similarity measure. The 3D-ACSM similarity is computed for each pair
of parallelepipeds at different values of the input parameters ε = {1, 2, 3}, α =
{1, 4, 8}, and τ = {0.5, 0.6, 0.7}. In the end, the obtained 3D-ACSM similarity is
compared with the visual similarity, which is the similarity as perceived by the
human eye.

1 http://decsai.ugr.es/cvg/dbimagenes/.

http://decsai.ugr.es/cvg/dbimagenes/
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Fig. 1. CPU time difference between ε = 3 and 1

Fig. 2. Sample parallelepipeds A, B and C from the second dataset. The size n, p is
128 with depth m equal to 3

Table 2. 3D-ACSM similarity computed among the sample parallelepipeds in Fig. 2

τ ε/α 1 4 8

SN1(A, B) SN1(A, C) SN4(A, B) SN4(A, C) SN8(A, B) SN8(A, C)

0.5 1 0.999 0.963 1.000 0.964 1.000 0.946

2 1.000 0.994 1.000 0.994 1.000 0.988

3 1.000 0.999 1.000 0.999 1.000 0.999

0.6 1 0.999 0.853 0.999 0.842 1.000 0.864

2 0.999 0.931 0.999 0.924 1.000 0.930

3 0.999 0.972 0.999 0.969 1.000 0.973

0.7 1 0.978 0.700 0.977 0.680 0.966 0.615

2 0.991 0.819 0.990 0.807 0.985 0.739

3 0.995 0.870 0.995 0.863 0.991 0.792

4 Results and Discussion

Table 1 reports the CPU time of Algorithm 1 on the first dataset of randomly
generated numerical parallelepipeds with m = {15, 20}. It is worth noting that
changing ε determines a higher time variation than changing α (the average
absolute time difference Δε is higher than Δα), which confirms the need of
restricting the match within a neighbourhood.
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Also, Fig. 1 shows the CPU time difference between ε = 3 and 1 for α =
{1, 3, 5}. It is worth noting as the time difference increases when the 3D objects
become larger (higher size n, p and depth m) regardless of the α value. It confirms
that restricting the neighbourhood can be time-saving especially for large 3D
objects for which the CPU time has the tendency to normally increase (see
Table 1).

Finally, Table 2 reports the 3D-ACSM similarity values for three sample par-
allelepipeds from the second dataset (see Fig. 2). From a visual inspection, it can
be observed that A is more similar to B than to C, since the first and second
slices of A and B are exactly the same. From Table 2, it is worth noting that
3D-ACSM similarity is compliant with the human perception of similarity, since
SNα(A,B) is higher than SNα(A,C) for all parameters’ combinations. It con-
firms that reducing the neighbourhood size still obtains reliable results with the
advantage of reducing the execution time.

5 Conclusions

This paper introduced the 3D-ACSM measure as an extension of the ACSM
similarity measure for 3D objects. Preliminary experiments were presented as
a part of an ongoing work employing 3D-ACSM in the medical context of CT
images. In such a context, an efficient 3D similarity measure is required in the
registration process for monitoring the correct evolution of a patient’s state
[5]. Also, a comparison of 3D-ACSM similarity is being performed with other
state-of-the-art measures. Finally, the Matlab code of the project is going to be
available in open source for the scientific community.

Acknowledgments. This work was performed during the student internship of the
first author at DIMES, University of Calabria.
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Abstract. Big data and data science are global, there is no alternative in our
connected, digital world. Yet, for a truly open and fair science, cultural biases
and different opportunities across different countries must be taken into
consideration.
English has become the international language for the scientific debate: a

single language is most convenient, moreover it is undergoing a process of
refinement and adaptation to the science register. On the other hand, laboratories
are populated by researchers from all over the world, and much research takes
place in non-English-speaking countries, where research tradition often develops
moving from different perspectives, influenced by the cultural context.
A fair and open science would miss an opportunity if it did not take into

consideration the multilingualism and multiculturalism of the researchers as
individuals and members of specific communities, and could also waste precious
time and energies, as language barriers prevent cooperation.
The paper will discuss the above-mentioned issues with examples and reflect

on the changing role of librarians and information specialists within a global
scientific community.

Keywords: Communication of data science in English � Multilingualism �
Decolonising digital libraries

1 Overview

Big data and data science rely on a large international scientific community; scientists
from different disciplinary fields, of multilingual and multicultural backgrounds share,
openly and fairly, data including “original scientific research results, raw data and
metadata, source materials, digital representations of pictorial and graphical mate-
rials and scholarly multimedia material” as in the Berlin Declaration [1].

In cyberspace, language is both a source of data and a tool to discuss them globally,
it is necessary to put them in context, reason about them and to create metadata and,
since researchers from different countries speak different languages, the need for a
common language is as strong as the one for a shared technical jargon. Even on
common disciplinary grounds, cultural differences remain, related to gender, prove-
nance, social and educational backgrounds: to work together effectively, a linguistic
and cultural mediation is needed.
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Last year at IRCDL the authors [2] had reasoned on the barriers to a truly open
access to science and the role of librarians. We will focus here on the predominance of
English as a language for international communication among scholars, though if “Our
mission of disseminating knowledge is only half complete if the information is not made
widely and readily available to society.” [1], the concept of cultural justice, as defined
by Ross [3], connected to citizen science and cultural context is in the background –

though it would deserve a treatment of its own, which is beyond our scope. An ethical
approach is needed if we share the view that “Everyone has the right freely to par-
ticipate in the cultural life of the community, to enjoy the arts and to share in scientific
advancement and its benefits” [4]. There is agreement that “the Internet now offers the
chance to constitute a global and interactive representation of human knowledge [1]:
in scientific communication, open to scholars and laymen, this implies different views,
languages and jargons, as well as resorting to different codes, as images and even
videogames [5]. Communicating to the general public research that may impact on
their lives entails choosing carefully the tools; moreover, being aware of cultural and
language barriers is beneficial to the multicultural community of scientists too. In this
respect, librarians and other information workers feel involved since, according to
IFLA Code of Ethics [6], their mission is to organize information and the services to
access it for their users – be they scholars or laymen.

The paper will discuss with examples these issues, reflecting on the role librarians
can play in a global scientific community and closing with some proposals.

2 Language Issues in the International Science Community

2.1 Discourse About Science: Language and Political Issues

The data collectively produced and analyzed are expressed in many formats, not
necessarily text. Real objects and visual formats may be self-evident, nevertheless, to
understand the deeper meaning of objects or the value they represent, a narration is
necessary, as Hans Rosling demonstrates, creatively unleashing the power of statistical
data [7] to popularize science. Data mapping the geopolitics of science show a definite,
political hegemony of English. The ensuing marginalization and scarce visibility of
other languages and cultures could be tackled effectively if we considered openness in
the wider, political sense described by Chan [8], one of the signatories of the BOAI
statement in Budapest [9].

Machine learning and Artificial Intelligence help analyze and understand the digital
universe of data that people produce everyday simply by living online. The span of
these fields of studies is increasingly multidisciplinary. A new, global science cannot
ignore that AI affects the way people build their selves in a digital world. As Cheney
Lipold suggests, “Who we are in terms of data depends on how our data is spoken for.
And in general, our data is spoken for with a language fashioned from these models.
[…] systems of classification algorithmically authenticate us online” [10]. Meaning
that data themselves might cause biases and that they need to be reinterpreted before
they can build the basis for scientific discoveries: reasoning about them implies lin-
guistic communication. Language in science requires a specific register and the sharing
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of a common jargon, crucial to success in international research environments, as is
awareness that the cultural background influences the meanings people read in words
and actions.

The globalisation of science through the internet means not only that it is possible
to communicate across continents: research data, technology - the digital revolution,
the internet of things – impact on the representation of our own selves and the world.
Floridi [11] underlines that “we do not make science by mere accumulation of data”, so
“the real epistemological problem with big data is small patterns. […] the pressure
[…] is to be able to spot where the new patterns with real added-value lie in their
immense databases. […] This is a problem of brainpower rather than computational
power”. Since there is no dedicated academic path ready yet, “philosophers might not
only have something to learn, but also a couple of lessons to teach” [11]. The Harvard
Business Review describes the data scientist “as a hybrid of data hacker, analyst,
communicator, and trusted adviser” [12]. To synthesize, different kinds of scientists are
already doing data analysis and a multidisciplinary approach is advisable.

At international conferences like IRCDL researchers from different fields exchange
views being displaced from their safe havens, obliged to explain anew issues that they
are used at taking for granted, starting from nomenclature. False friends such as library,
collection, archive evoke completely different images in the minds of a Library and
Information Science (LIS) professional and of a computer scientist. The translation
needed is not only to mediate between English and other languages, but also between
the language of science and that of the humanities, to cross a chasm which has been
perceived for a long time, at least since Snow defined it in his Reed Lecture [13] as a
“gulf of mutual incomprehension”. At a conference recently organised at the University
“La Sapienza” upon the lecture’s 60th anniversary, the theme of language surfaced in
the challenges of defining the object of study and communicating science. In this
respect, the name of Otlet [14] and the creation of the Universal Decimal Classification
were mentioned: born of the urge to supply science with a further tool for its progress,
his taxonomy was meant to assign a code number to disciplines, thereby helping
highlight the relations between sciences, so that new science could be developed by the
observation of the same object from different points of view. His idea was to overcome
misunderstandings by means of the numeric notation.

For all that, the issue remains of what language is to be used within the scientific
community, made increasingly global by the internet communication tools and the
changing habits with respect to the publication process. Publication formats such as
books and journal articles developed into preprints and raw data; their sharing happens
via social media or, alternatively, in journals, institutional repositories or large open-
access databases such as PubMed, ArXiv or the like. In any case, the language most
widely used is English. PubMed homepage states that the database comprises over 30
million citations, but a language search returns over 25 million English records,
whereas Chinese, Italian and Spanish score less than 400.000 records each, Russian
over 600.000, French over 700.000. To date, a Scopus search by language yields
65,417,222 results in English, 1,413,945 in French, 751,903 in Spanish, 1,026,903 in
Russian and 1,769,605 in Chinese. Though PubMed is US-based and open access,
Scopus is a proprietary database produced by a Dutch corporation with a long,
European history. Yet English rules in both cases.
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Open and fair data implies a cultural translation; using languages other than
English, also in contexts like citizen science, will promote cultural justice across
nations, ethnicities, social strata, gender, age (the elderly, for example), foster the
dissemination of the results of socio-relevant research, and hamper the potential
imperialism of the English language. An example is MeSH, the medical thesaurus of
the US National Library of Medicine, which, next to the medical jargon, enriches its
Spanish version with the common language terms for illnesses: plurality of languages
and registers.

2.2 Why English? English as a World Language

Pullum, co-author of the Cambridge English Grammar, while stating that the reasons
do not matter anymore, and that we should simply accept English as a lingua franca
and the advantages of having a common language at all, underlines that English did not
gain this position because it was the language best suited for the purpose and “it’s
rather important that people should realize, if they’re English speakers, that this is
their great piece of underserved good luck” [15]. Wiener complained that Latin had
failed as an international language, though it had once had the possibility of becoming
“an adequate international language far superior to the artificial ones as Esperanto”
[16]. English is here to stay, it works, therefore we are keeping the tool.

An effective strategy is a multilingual approach, as in the European Union “mother
tongue-plus-two” principle enunciated in Barcelona, aiming at enabling “citizens to be
fluent in two languages in addition to their mother tongue” and at raising “awareness
of the linguistic diversity of European society and turn it into an asset for intercultural
dialogue and competitiveness” [17]. This second goal is particularly meaningful in a
multicultural and interdisciplinary research environment, moreover the idea is relying
on the preceding UN choice of using more official languages - besides English also
French, Spanish, Russian, Chinese, Arabic. Other international organisations, as IFLA,
follow the example.

2.3 English as the Language for Science

Being an international language does not necessarily make English a language for
science. This further development is definitely rooted in the history of science around
World War II, the European diaspora of scientists first from the Nazi regime and later
from the Soviet bloc. It was the time of Big science, the time when Wiener criticized
the habit of certain classicists to freeze language in time and forbid its development into
an effective tool for communicating. He pointed out that “the Greek language of the
time of Aristotle was ready to compromise with the technical jargon of a brilliant
scholar, while even the English of his learned and reverend successors is not willing to
compromise with the similar needs of modern speech” [16], so English had a long way
to go. Gordin seems to agree with Pullum, that “There’s nothing about English that
makes it intrinsically better for science than any other language.”. He foresees that it
“could split into three languages: English, Chinese and another language, such as
Spanish, Portuguese or Arabic.” [18], yet, it is the common language now, and it “is
perfect for science: it’s precise and straightforward”, says Bosch Grau [19]. This is the
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result of a process: scientists adapted to using English and provoked a reverse process
of adaptation of the language to science, so that nowadays “English has acquired a
vocabulary for concepts and processes” [12].

Without the adaptive process there may be no English for international commu-
nication at all. Interestingly, it does not seem to be intrinsically more refined than other
languages; for example in French, German or Russian, the term “science” encompasses
“scholarship in a broad sense, including the social sciences and often also the
humanities” [18] while its meaning in English is narrower. Yet, “scientific activity is
communicated in a language. I do not simply mean ‘in words’; I mean in a particular,
specific language, shared by a community of speakers”. Gordin distinguishes between
identity – speaking of our inner feelings, in our native language, in different contexts -
and communication, when we speak to be understood by a specific audience. “If you
are a native speaker of English, your language of identity equals your language of
communication; your burden is reduced to the irreducible problem of saying what you
mean.” [18]. Non-native speakers face a harder task.

Nature published an article following an incident at a US University, when a
professor reproached some Chinese students for speaking their own language on
Campus. Seven scholars, selected for their personal or professional experience with
language barriers, offered their views on English as a lingua franca for science [19] and
referred of episodes which witness to the advantages and disadvantages of English for
scientific communication. Most agree that as a tool it is well developed: Chinese is a
rich language, but “it still lacks much of the vocabulary that’s needed to describe
physical science”, says Cheng, Physicist at Cornell University, for whom it would be
difficult to give a presentation on her research topics in her native language. Elsewhere
[20] she declares that it was precisely her English competence which allowed her to
“science” her way out of her country and of a limiting social background. She remarks
that a low English competence is often confused with a lack of skills or of clarity of
mind, and witnesses that Chinese researchers who are not fluent in English do not feel
like trying her path. The same happens for Spanish speakers, and, as Clarissa Rios
Rojas underlines, that it is not just a matter of reading and writing literature in English,
but of understanding the process and culture of science: this is why she founded a
mentoring program, Ekpa’palek, “that helps students from Latin America to navigate
academia” [19]. The same seems to be on the mind of Montserrat Bosch Grau, from
Spain, presently Director of in vitro studies at Sensorion in Montpellier, France, who
claims that to master the language means to advance both in research and on the job
market. She worked hard to raise her English competence to a good level while
studying 12 months in France when English was not in the syllabus. Vera Sheridan,
Language and intercultural relations researcher at Dublin City University, is of Hun-
garian origin and understands what it is like to learn a foreign language. She compiled a
list of resources for foreign researchers from all over the world and points out that
language skills need to be taught, they cannot be implicitly absorbed [19].

2.4 The Contribution of Multicultural Research Perspectives

Relying totally on English for scientific communication could cause open and fair
science to miss some opportunities in understanding the world diversity. The concept
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of open was asserted through the BBB Declarations between 2002 and 2003, the
concept of fair stands for Findable, Accessible, Interoperable, Re-usable, as synthe-
sised in 2011 by FORCE11 [21]. If open and fair have become the pivotal principles of
the Digital Libraries in our days, this is due to the redefinition of values brought about
by the Post-Modernist thought and particularly due to the kind of critical perspective
proposed by the Post-Colonial, Cultural and Gender Studies. A multicultural and
interdisciplinary community, as the one represented at IRCDL, will seize on these
values and integrate them in their technical choices.

Diversity. The perspective of the UN Millennium Goals regarding diversity is that
problems must be faced globally, whereas non-English research is more difficult to spot
and read out. When studying issues linked to local territories, the international com-
munity might miss out quite a few points. Irawan, hydrogeologist at the Bandung
Institute of Technology, following the example of the first-ever open world repository,
arXiv, founded INA-Rxiv [22] to increase visibility of papers in Indonesian – the
language of one of the countries with the highest biodiversity in the world - that
describe issues of geology, biodiversity, geography linked to that territory.

Tatsuya Amano [19], Zoologist at the University of Queensland, Brisbane, after
realising that 36% of over 75,000 biodiversity conservation papers published in 2014 in
PLoS Biology were in languages other than English, therefore less accessible, started a
research for non-English literature in the field, struggling to have it translated into
English. In other words, “Just because something’s not in English doesn’t mean you
should ignore it” [23], says Bond, a senior conservation scientist at the Royal Society
for the Protection of Birds in Sandy, UK.

Field research would benefit from a multilingual approach. Shena Dharwadkar, from
the Centre for Wildlife Studies in Bengaluru, India, is a herpetologist and remarks that
scientists from Western countries prefer to hire English-fluent guides to carry out field
research in her area, yet, she underlines, “locals understand the problem better” [19],
no matter whether they speak English or not. Moreover, as she points out, science
should reach out to residents and be beneficial to everyone. Wildlife researcher Owen
Bidder [23] explains that, being proficient in German, he can get precious information
from German hunters during his field research.

Managing Interaction and Career. Much research is led globally, in large labora-
tories, involving international, multicultural and multilingual research groups, where
every member has different tasks. To work well together, they must feel comfortable:
Chen [19] observed that normally European researchers speak in their native language,
whereas Chinese and South-Koreans just do not feel comfortable at doing the same.
Conversely, Clarissa Rios Rojas seems to feel that being from abroad has some
advantages, as she, being a native Spanish speaker, is able to relate easily with other
Spanish, Portuguese and Italians. Having people build a community definitely facili-
tates working together and exchanging views, but it requires either a good level of
English or a diffused multilingualism in the group and certainly an open attitude.

For non-English speakers, tasks such as writing papers and applying for fellowships
are harder. Amano pointed out that “The dominance of English has created consid-
erable bias in the scientific record” [19]. A difference in perspectives is enriching to the
scientific discourse, and a low competence in English – though it might still allow to be
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speakers at conferences - makes it harder to network, which is the main point of
attending conferences, after all.

Moreover, submitting articles in English opens the path to core journals, the ones
indexed in large databases, Scopus and WoS, and consequently to the highest evalu-
ation, impact factor and worldwide visibility. The language issue is but one ring in a
whole chain of research assessment and publication policies, regardless of the outlet:
journals, proprietary databases and open access repositories, so an issue which might
look simply language-related refers instead to the stabilization or to the rethinking of a
whole system of values.

Cultural Context and Exchange. The physical and linguistic position of a digital
collection is not irrelevant, suggests Castellucci [24]: ArxiV “tastes” of Los Alamos
and New Mexico, its history can be read as part of the cultural context it developed
into. Moving from the assumption that there is a materiality inherent in digital
resources, one of the main concerns of policies for the development of Digital libraries
nowadays regards the decolonization of electronic archives - in other words, a con-
scious effort in the selection of languages, collections, corpora as well as literary and
aesthetic canons other than those mediated through English language [25]. “English
speakers have become the gatekeepers of science. By keeping those gates closed, we’re
missing out on a lot of perspectives and a lot of good research” [19], says Vera
Sheridan. Research needs to be led from different viewpoints, “If you’re a non-native
speaker, you can bring a diversity of opinion and approach to the international
community” [19], says Tatsuya Amano.

Even the father of Cybernetics, Norbert Wiener, is extremely aware of the relevance
of the cultural context, and often refers to the one he works within, the USA in the
Fifties. A look at some quotes clarifies what that time and place “tasted” of: “The
education of the average American child of the upper middle class is such as to guard
him solicitously against the awareness of death and doom.”; “It is possible to believe in
progress as a fact without believing in progress as an ethical principle; but in the
catechism of many Americans, the one goes with the other”; “To the average American,
progress means the winning of the West.” [16]. There would be much to say on these
statements from an historical and social point of view, and it would be beyond our
scope to go deeper, but it might be surmised at least that, at the time, the education of
the average German or Japanese child was based on totally different experience.
Moreover in Wiener we find the same taste of American society in the concept of
information itself - “The fate of information in the typically American world is to
become something which can be bought or sold.” – and in the idea of research as Big
science, when he says “The skill by which the French and English do great amounts of
work with apparatus which an American high-school teacher would scorn as a casual
stick-and-string job, is not to be found among any but a vanishingly small minority of
our young men.” [16]. Wiener tells us of a society where research is supported by large
funds because it is a product for the market. In fact, he laments the lack of artistic
creativity and proper training in the practice of science, the subservient attitude of
research to the market, and feels that big laboratories are over-structured for a future
where he does not “foresee that the next generation will be able to furnish the colossal
ideas on which colossal projects naturally rest.” [16]. Moreover he reflects the “taste”
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of a time when the scientist was male (him; young men), and American was synony-
mous with from the USA, when the perception in terms of gender and post-colonial had
not settled yet – though even recently Isabel Allende was very surprised when an
immigration clerk in the USA insisted that she should qualify herself as coloured and
not American [26].

In a world of Big data we need all the different perspectives that we can use. Wiener
defines himself as a “scientific artist” [16], because science is the language he chose to
have his say, and he is most aware of the role of art and the humanities in the progress
of human knowledge. We saw above that tasks and skills necessary for data analysis
require creativity, since this is a completely new field we are still striving to understand.
In a perspective of open, fair science the predominance of English should become less
crucial, in order to prevent missing valuable publications and points of view only
because the people expressing them do not master the language.

3 The Role of the Librarian and of the Humanist

Much boost to research is given by the possibility to access to raw data, pre-prints and
publications in an open and fair way from wherever, and to be able to share views with
researchers from different cultures. The contribution of specialists from different dis-
ciplinary backgrounds to perform specific tasks is beneficial to the work of a research
team. Among them there is information curation and organization – something library
and information specialists have been taking care of for a long time.

A digital library is defined by IFLA as “an online collection of digital objects, of
assured quality, […] created or collected and managed according to […] principles
[…] and made accessible in a coherent and sustainable manner[which] forms an
integral part of the services of a library” [27]. The traditional mission of the librarian
transposed into the digital environment implies collection curation, organization and
access to materials for the specific communities served. The role of a librarian within an
academic organization or a research team is exemplified by the experience of Luisella
Goldschmidt-Clermont, who was for ten years Senior Scientific Information Officer at
the European Organization for Nuclear Research (CERN) within the community of
high-energy physicists [28]. She remarked that scientists, absorbed by their research
duties, struggled to keep up with literature updates and with external communication of
their results and suggested that some members on the research team should be
specifically in charge of that. Differences are perceivable between scientist and
humanist: Goldschmidt-Clermont observes that physicists are not keen on allocating
more funding and staff to information management and communication. This might be
a mark of the difference perceived between STEM and humanities scholars, especially
in the digital world, where mathematicians and the like are at home, and where the
humanists arrived later, as guests [24].

The competences of librarians and information specialists mediate between hard
sciences and the humanities; LIS curricula combine the world of printed items with
Information Science and Technology. It could not be otherwise, since the organization
of documents passes through their translation into records, granular [29] representa-
tions of real materials, whatever their format. It was not by coincidence that CILIP, the
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UK professional association, sprung in 2002 from the merger of the Library Associ-
ation and the Institute of Information Scientists. Since the librarians’ mission is to
“organize and present content in a way that allows an autonomous user to find the
information s/he needs” and “to provide the best possible access for library users to
information and ideas in any media or format.” and that “This includes support for the
principles of open access, open source, and open licenses.” [6], they would naturally
be interested in any format of information. As a result, if the information goes digital,
they need to become more proficient in IT.

After the digital revolution, being able to organize information in the best way has
become crucial to the survival of science itself. Big data challenge libraries “to adopt
new service models to assist with the transformation of data into information” […].
“Today data science is seen as the blending of competencies in computer program-
ming, software engineering and statistics, combined with a particular domain exper-
tise” [30]. The data librarian is supposed to be able to work closely with researchers,
yet the tasks and skills of this professional figure are still being defined. Library
associations and academia are behind in preparing standards for the job – the exception
is CILIP, stating that data librarians are “engaged in managing research data, using
that data as a resource and supporting researchers in these activities, and to that
purpose they are likely to be involved in developing or implementing an organization’s
Web data management plan, storing and managing data and determining retention and
disposal periods” [31]. Among qualifications, apart from a LIS degree, “understanding
of current technologies and standards such as institutional repositories, encoding
standards (e.g. XML) and metadata” are recommended.

Apparently, as in the case of the data scientists, specialists are already out there
doing the job, but specific education is not ready. Moreover, tasks are all but defined.
Recently, a research on “What is a data librarian” [32] analyzed job ads in the USA
and found that the most required skill is research assistance, followed by a critical
thinking/problem solving attitude. Apparently, the main task envisioned for the data
librarian is instructional support, including copyright, intellectual property, licensing of
data, embargoes, ethics and reuse, data literacy and privacy.

Data librarians are used at speaking “multiple disciplinary languages” [30], and
therefore can play a role as connectors in a multicultural research environment;
moreover, they are familiar with classification systems, which serve as multidisci-
plinary links, as Otlet [14] pointed out. Nevertheless, such a role in an international
environment demands language competence. The right attitude, therefore, might be to
raise awareness on the fact that English is a tool for communicating, while bearing in
mind the value of vernacular, local literature. Librarians, who manage collections by
standards, languages of their own, could help communicate internationally the products
of research in local languages and the cultural diversity they represent. Moreover,
learning a language is not about finding different labels for the same boxes, as in
different contexts it is the boxes and their contents that change. Learning technical
English and discussing the terminology for library services in another language “en-
hances the librarians’ perception about their role” and helps them remain “inventive
and creative to match the transformations in the nature of information and society.”
[33], states Fontanin, who has been teaching English to librarians for the past twenty
years. Foreigners coming to the libraries might range from refugees to visiting
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researcher: the variety in meanings, contexts, social scenarios is as large as science, as
diverse as society.

4 Attitude for Solutions

Access to multilingual, multi-register and multidisciplinary information fosters the
development of a free science, but it is not always available. As Hibert [34] recently
reasoned, in countries where funding is low and English proficiency not that high,
Shadow Libraries [35] thrive, a bottom-up solution to the access to knowledge. Piracy
according to some, resistance to others, they witness a critical issue in an apparently
universal digital era: across embargoes, Internet blocks and expensive subscriptions,
looking at the world from a non-Western perspective shows a not-so-fair landscape.

Probably the best approach is to start small, from practical solutions to single
problems. Some examples are proposed by the interviewees on Nature [19]. First,
English language should be taught at University level, specifically for those who are
undergoing a research path. In addition, mentoring should become a habit: Vera
Sheridan claims that writing experts are not enough to turn a PhD thesis into an article,
as the process demands specific competence in the discipline. Extending the embedded
approach – librarians and teachers working side by side to reach course goals - to larger
research groups could prove beneficial.

International organizations should provide specific allocations to language support
in the projects they finance. Shena Dharwadkar proposes that hiring locals to assist
researchers in field research should be made a criterion to privilege project funding, and
the same could be said for the mediation and dissemination of research in local lan-
guages with the help of libraries, data librarians and scientists.

5 Conclusion

All in all, though English is a very useful tool to exchange views in a global scientific
community, a multilingual approach would not only facilitate conversations, but also
envision different points of view. Learning a language is about experiencing a different
worldview, it is a transformative experience, as is research.

In a research group diverse points of view enrich the final product: local per-
spectives, individual views, multidisciplinary approaches may open up new visions,
therefore the role of women, of minority languages and cultures, of digital humanities
contributes to creativity. Wiener was the father of cybernetics and defined himself as a
scientific artist. Provided the art offered is aligned with the spirit of global science and
with people’s needs, provided it is striving to convey a message, it does not matter what
language or alphabet is used to express it, be it text, visual, or else. An art installation
by Dormino [36] used art to make a point on Web information: between 2015 and
2017, four chairs were placed in various locations. Three controversial figures - Edward
Snowden, Julian Assange and Chelsea Manning - were standing on them, a fourth was
left empty for whoever had got “anything to say”. It is another language, but it is
effective.
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We could close in the words of a scientist and a humanist. Albert Einstein stated:
“Man tries to make for himself in the fashion that suits him best a simplified and
intelligible picture of the world; he then tries to some extent to substitute this cosmos of
his for the world of experience, and thus to overcome it. This is what the painter, the
poet, the speculative philosopher, and the natural scientists do, each in his own
fashion. Each makes this cosmos and its construction the pivot of his emotional life, in
order to find in this way peace and security which he cannot find in the narrow
whirlpool of personal experience”. Looking for answers requires a multi-faceted
approach and a multitude of languages. This richness would be lost in translation - in
the words of Roman Jakobson, founder of modern linguistics - if it were channeled
through a single language code.
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Abstract. New technologies for storing and handling knowledge provide
unprecedented opportunities for enhanced fruition of digital libraries and
archives. Going beyond document retrieval based on lexical content or
metadata, using the context of documents, and/or of their content, may
provide very new ways to put them in perspective and grasp a deeper
understanding thereof, also for non-technical users.

Several components are needed to support this new perspective: suit-
able ontological resources to describe such variated knowledge, collab-
orative tools to collect the precious knowledge scattered across many
scholars and practitioners spread all over the world, and to store it in a
knowledge base, fruition tools to make the collected knowledge available
to all interested stakeholders (scholars, researchers, but also common
people).

This paper proposes the GraphBRAIN environment as a possible
infrastructure. It is a general-purpose tool that allows its users to design
and populate knowledge graphs, to collaboratively enrich them, and to
exploit advanced fruition tools, consultation and analysis tools. Its func-
tionality may also be provided as a set of Web services to end-user appli-
cations. An initial version of the ontology and knowledge graph for digital
libraries and archives are also presented and discussed in the paper.

1 Introduction

While there has been a traditional focus on digital libraries and archives from the
collection and consultation perspective, the current availability of new technolo-
gies for storing and handling knowledge provides unprecedented opportunities to
handle further, high-level functionalities. One such functionality is an enhanced
fruition that goes beyond ‘simple’ document retrieval based on lexical content
or on the available metadata. For scholars and practitioners, but also for non-
expert end users, a very relevant component, full of interesting information, may
be the context of the document as a whole, and/or of its content, that allows
to put it in perspective and grasp a deeper understanding thereof. For instance,
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it might be interesting to know that a novel was first cited in a document that
was found in a certain place of a certain country, and that a character in that
novel was inspired to a real person, who was a friend of the author, who lived
in a city, where an event took place that inspired him to write the novel. And,
maybe, that the novel was used as the screenplay for a movie, which was shown
for the first time in a certain theatre of a famous town, at the presence of some
very important public persons. And so on.

Of course, collecting, storing and using such information is not trivial, for
several reasons. First, the knowledge to be represented spans through a wide
range that goes beyond the typical expertise of researchers and scholars, also
involving amateurs, collectors, and enthusiasts. Also, the available knowledge
may be scattered and spread across many persons, each perhaps knowing just
part of the story, or specialized only on some aspects of it. Moreover, satisfactory
usage of the available information might involve complex information patterns
and aggregates, that might be domain-dependent and different for the different
kinds of users involved. In short, a switch from data bases to knowledge bases
is needed, so as to allow a shared understanding of the involved concepts, to
improve the reuse of the available information, and to enable reasoning tasks
on it that return additional higher-level, non-trivial information. Leveraging the
enthusiasm of practitioners in this field, a possible solution would be to adopt a
collaborative approach for the building and enrichment of the knowledge base.
In a wiki approach, the motivation to share knowledge would be the possibility
of using also the information contributed by other people.

However, a collaborative approach in which many people, with different
expertise, culture, background and perspectives contribute small pieces that
together make up the big picture, requires suitable schemes to represent and
organize the knowledge in this field. From a traditional database perspective,
these schemes are the table definitions. From the knowledge base perspective,
these schemes are typically in the form of ontologies. Since this paper aims at
merging both perspectives, we need a solution that may serve both as a database
schema and as an ontology. Unfortunately, due to the very different traditional
approach to data management in digital libraries and archives, the currently
available resources, developed in the cultural heritage landscape, are unsuitable.
Hence, a need for a new scheme, to be shared and reused by all the stakeholders
involved in this area of interest, which is one of the contributions of this paper.

Handling the functionality described above requires an appropriate infras-
tructure, made up of advanced data representation and storage facilities, as well
as of advanced information handling tools and algorithms. This paper proposes
a solution based on the Web application GraphBRAIN, an on-line tool to col-
laboratively design, build and maintain knowledge bases. It was used to define a
first version of the scheme/ontology describing the contextual information about
digital libraries and archives, to serialize it in Web Ontology Language (OWL),
and to build a first version of the knowledge graph.

This paper is organized as follows. The next section quickly recalls some
related works. Then, after describing the features and interface of GraphBRAIN
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in the Sect. 3. Section 4 provides the ontology for the ‘contextual’ description of
digital libraries and archives, and Sect. 5 briefly overviews its current content.
Section 6 reports a sample case study and, finally, Sect. 7 concludes the paper
and outlines future work issues.

2 Related Work

Concerning the ontology development functionality, several tools have been pro-
posed in the literature, each one with specific targets as regards the construction,
editing, annotation and merging of ontologies [1]. Among them, the most popu-
lar and mature tool is protégé1, based on the OWL-API, which is fully compliant
with the OWL specifications by W3C2. GraphBRAIN adopted the same OWL-
API for its ontology export functionality, so that the generated ontologies are
fully compliant with the standard and may be edited using protégé. We devel-
oped a specific ontology definition and handling tool for several reasons. First,
it had to be embedded into GraphBRAIN’s interface, so that the administra-
tors could seamlessly and collaboratively build and refine the ontologies. Second,
while existing tools are mainly aimed at defining formal ontologies starting from
an RDF knowledge base model, our motivation was in the need to define a
schema for the graph DB, and the translation in standard ontology format was
a consequential objective in order to enable OWL reasoning capabilities.

On the methodological side, some works exist that analyze the possibilities
of cooperation between ontologies and graph DBs. In [3] the potential of apply-
ing graph DBMSs to an ontological context in order to create essentially an
ontological tensor, e.g. the algebraic counterparts of the combinatorial multi-
layer graphs, is outlined, and its complexity is assessed. [9] discusses technical
issues that might limit the impact of symbolic Knowledge Representation on the
Knowledge Graph area, and summarizes some developments towards addressing
them in various logics.

Another stream of related work is the development of ontologies and/or
knowledge graphs. While standard ontologies used for describing resources in
the library/archive domain do exist (e.g., the Dublin Core Metadata Initiative,
or DCMI [8]), to the best of our knowledge, nothing exists for the specific objec-
tive of expanding its area of interest, from the strictly scholar approach to a
broader, ‘contextual’ one that may be attractive also for non-specialized users.
However, other resources are available for closely related topics. For instance,
focusing on cultural heritage, and on the Italian landscape, Cultural-ON (Cul-
tural ONtology) [11]. Very close to our perspective are also [10,14], concern-
ing the development of a database relating movies to the places in which they
were shot. Like GraphBRAIN, they adopt a collaborative approach, and aim at
describing more than just the formal or technical aspects of filmography, also in
a touristic perspective. These initiatives might be connected to GraphBRAIN to

1 https://protege.stanford.edu.
2 http://owlcs.github.io/owlapi.

https://protege.stanford.edu
http://owlcs.github.io/owlapi
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enrich its knowledge base and provide a more effective and varied service to its
users.

3 GraphBRAIN

GraphBRAIN3 is a general-purpose knowledge base management system aimed
at covering all stages and tasks in the lifecycle of a knowledge base, from knowl-
edge acquisition, to knowledge organization, to (personalized) knowledge fruition
and exploitation. The knowledge base is implemented as a graph database, using
the Neo4j [13] DBMS. Nodes and arcs may have associated attribute-value maps;
nodes (representing individuals) may be labelled with one or many labels (usually
representing classes), while each arc (representing a relationship) may be labeled
with one type only. No schema handling is provided for by Neo4j, meaning that
the user is totally free to use any type and/or attribute name for any single
node and arc. While ensuring great flexibility, this does not allow to associate
a clear semantics to the graph items. For this reason, GraphBRAIN requires
its users to work according to pre-specified data schemes, expressed in the form
of ontologies. Thus, a characterizing feature of GraphBRAIN is its bringing to
cooperation a database management system for efficiently handling, mining and
browsing the individuals, with an ontology level that allows it to carry out formal
reasoning and consistency or correctness checks on the individuals.

The administrators of the knowledge base may build and maintain the gen-
eral and domain-specific ontologies by specifying the types of entities and rela-
tionships to be considered, each with its attributes and associated datatypes.
The universal class is implicit, so the user must start the ontology description
from the top-level classes, which are automatically considered as disjoint by
the system. Each top-level class may be the root of a hierarchy of subclasses,
for which no assumption about disjointness is made. Some classes and relation-
ships may appear in different ontologies, possibly with different attributes, in
order to reflect different perspectives on them. In particular, GraphBRAIN pro-
vides a top-level ontology, defining very general and highly reusable concepts
(e.g., Person, Place) and relationships (e.g., Person.wasIn.Place). It plays
a crucial role to interconnect the domain-specific ontologies, ensuring an overall
connected knowledge graph. Indeed, there is a single, shared graph underlying all
the domains. Thanks to the classes shared across different domains, this allows
the system to reuse knowledge across domains, and thus to reach a wider range
of outcomes for satisfying the user information needs. So, if an individual is used
by different ontologies, it acts as a bridge among those ontologies, allowing the
users of a domain to obtain additional information coming from other domains.

The ontologies are saved in an internal format, used as a schema for the
graph database. The tool may also export them into standard Semantic Web
formats, to make them publicly available for reuse. Currently, it can serialize
them to Ontology Web Language (OWL)4 format, with namespace prefix lam,
3 A demo of the system can be found at http://193.204.187.73:8088/GraphBRAIN/.
4 http://www.w3c.org/owl.

http://193.204.187.73:8088/GraphBRAIN/
http://www.w3c.org/owl
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so that it can be published and exploited for ensuring semantic access to the
knowledge base and make it interoperable with other resources. The tool models
the particular case of different collection types by declaring some specific OWL
classes and sub-properties. For example, object property lam:belongsTo has
concept lam:Collection as the range, but several disjoint classes as domain
(e.g., lam:Person and lam:Document). The tool defined one sub-property of
lam:belongsTo for each of these domain classes. In this way, instead of having
a generic property:

(lam:Person or lam:Document) lam:belongsTo lam:Collection

one may assert instances of either relationships:

lam:Person lam:personBelongsTo lam:PersonCollection
lam:Document lam:documentBelongsTo lam:DocumentCollection.

GraphBRAIN uses the ontologies to drive and support knowledge base cre-
ation and enrichment, plus all other functionalities, including a set of advanced
tools for searching and browsing the knowledge base, and a set of mining, anal-
ysis and knowledge extraction tools that may be used interactively by end users
or provided as services to other systems for obtaining selective and personalized
access to the stored knowledge.

Information is fed into the knowledge base by interaction with users or by
automatic knowledge extraction from documents and other kinds of resources
(e.g., the Internet). The interactive interface, shown in Fig. 1, consists of two
form-based tabs, one for entities (Fig. 1, bottom-left) and one for relation-
ships (Fig. 1, bottom-right), allowing the user to insert/update/remove instances
and their attribute values. The forms are automatically generated by the sys-
tem from the internal format specification of the ontologies. For this reason,
albeit GraphBRAIN may handle several ontologies, each specifying a different
domain, the form-based interface for data management and querying requires the
user to select one of the available domains in order to load the corresponding
scheme/ontology to be used (Fig. 1, top-left). While the knowledge base con-
tent may be published as linked open data (LOD) [7], it is not available in its
entirety as LOD. Indeed, it is accessible only through the querying and graph
browsing facilities in the on-line interface, or through pre-defined tools exposed
as services, that, based on their input parameters, return relevant portions of
the graph serialized as RDF.

Additional functionality is also provided. First, users may manage (add,
show, delete) attachments for each instance. In this way GraphBRAIN goes
beyond knowledge management tools, becoming a full-fledged digital library,
whose content is indirectly organized according to formal ontologies, and thus
may foster interoperability with other systems. Second, users may add comments,
or approve/disapprove, each entity or relationship instance, and even each single
attribute value thereof. This can be used to ensure some kind of ‘distributed’
quality assurance on the content of the knowledge base, and to establish a trust
mechanism for the users. Using the comments, the users may also provide useful
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suggestions to improve and extend the ontologies. Also, users are encouraged to
provide high-quality knowledge, because using a combination of their number of
contributions and trust they are assigned ‘points’ that they may spend in using
advanced features provided by GraphBRAIN.

The same form-based interfaces can be used to query the knowledge base for
instances of entities and relationships. The retrieved instances may be graphi-
cally displayed in another tab, as nodes and arcs in the graph (see Fig. 1, top-
right). This allows the user to continue his search in a less structured way, by
directly browsing the graph (by expanding or compressing node neighbors). This
is useful to explore the available knowledge without a pre-defined goal in mind,
but letting the data themselves drive the search. Thus, serendipity in informa-
tion retrieval is supported, and the users may find unexpected information that
is relevant to their information needs.

Fig. 1. GraphBRAIN interface for managing and consulting the knowledge base.

Moreover, several analysis, mining and information extraction functionalities
are provided, such as:

– assess relevance of nodes and arcs in the graph, and extract the most relevant
ones;

– extract a portion of the graph that is relevant to some specified starting points
(nodes and/or arcs);

– extract frequent patterns and associated sub-graphs;
– predict possible links between nodes.
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Some of the underlying algorithms are reused from the literature; others have
been purposely extended to improve their ability to return personalized outcomes
that may better satisfy the user’s information needs. This would ensure that
each user obtains tailored information, which is another novelty introduced by
GraphBRAIN. For instance, since the graph is too large to be entirely displayed,
when opening the graph tab, the neighborhood (computed by a modified version
of the Spreading Activation procedure) of the most relevant nodes (based on
PageRank, betweenness and harmonic centrality, etc.) is shown. If a user model
is available, based on statistics collected about his previous interaction with the
system, the starting nodes may be those more related to his interests, preferences,
aims, background, etc. Of course, the displayed portion of the graph may also
be the result of a specific user query.

4 Ontological Schema for the Knowledge Base

At the time of writing, the ontology for the ‘contextual’ description of digital
libraries and archives includes 75 classes, 51 relationships and 75 attributes.
Some are domain-specific, while some others are borrowed from other (general
or domain-specific) ontologies already present in the system. The latter are cru-
cial for allowing us to link domain-specific knowledge to contextual one and to
knowledge belonging to other domains, providing information that usually would
not be present in library- or archive-specific systems, but might be useful to bet-
ter understand the library/archive items and to indirectly relate them to other
library/archive items. In the following we will describe the main components of
the ontology in an informal and intuitive style. For the sake of brevity, relation-
ships and attributes will not be described. Of course, each class or relationship
may have its own attributes, and inherits those of its super-classes (if any).

The top-level classes, and their immediate subclasses (if any), are the follow-
ing (a short description is provided when not obvious).

– Award: any kind of recognition that can be awarded to, or record that can
be marked by, persons, companies, devices, documents, or components. It has
3 subclasses:
• Education: associated to (more or less formal) educational levels (e.g.,

B.Sc., M.Sc., PhD, etc., but also certifications, etc.).
• Prize: awards formally granted (usually by some institution);
• Record: the recognition of being the first or the best in doing something;

– Collection: any conceivable grouping of items. This ontology currently pro-
vides for 2 specific kinds of groupings, corresponding to subclasses:
• Persons (e.g., families, teams, etc.).
• Documents (e.g., series, archives, etc.).

– Category, with 2 subclasses:
• Concept, useful to tag documents;
• Subject, useful to categorize content.

– Company, currently used to represent both companies and institutions, cor-
responding to 2 subclasses of this class.
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– Document, in its most general definition as “something that serves as evi-
dence or proof”. As such, it is not limited to printed documents (or documents
that might in principle be printed, such as a PDF or word-processor file), but
also includes audio-video recordings. It has currently 14 subclasses:
• Advertisement, AudioRecording, Book, Booklet, Card, Deed,

Leaflet, Letter, Magazine, Manual, Movie, Picture, Postcard,
Poster

– Event (5 subclasses),
• Conference: a meeting with mainly research or educational purposes.
• Fair: a convention mainly oriented towards selling products and com-

merce.
• Show: a convention mainly oriented towards showing new products.
• Lecture
• Historical Event: any significant event that should be recorded (e.g.,

the presentation of a book, etc.).
– IntellectualWork: the original result of an intellectual effort, relevant for

methodological or practical purposes (9 subclasses)
• Algorithm (e.g., Quicksort);
• Approach (e.g., Step-Wise Refinement for algorithm design);
• Invention (e.g., the Microprocessor);
• ProgrammingLanguage
• Subject (e.g., Information Theory, started by Shannon, or Graph Theory,

started by Euler);
• Technology
• Theorem
• TheoreticalModel (e.g., Turing’s machine);
• WorkOfArt (e.g., a novel).

– Item: a specific, identifiable specimen of a (mass-produced) object, in our
case a Document (e.g., a signed or numbered copy of a book).

– Package: a specific packaging of documents (e.g., a set of books sold
together);

– Person: reporting personal data about persons;
– Place: It is the root of a hierarchy currently made up of 27 subclasses, of

which its direct subclasses are:
• Administrative, Building, Geographic, Mansion

– Software with 19 subclasses, its direct ones being:
• Development, Educational, Embedded, OfficeAutomation, Oper-

atingSystem, Videogame

Domain-specific classes are Award, Category, Company, Document,
IntellectualWork5. Classes borrowed from the general ontology are Event,
Person, Place, Collection, and Item (the set of subclasses of Collection and

5 Due to the pervasive use of documents in our lives, most elements in this ontology
might be regarded as belonging to the general ontology. However, because of its
specific focus, this ontology provides much more detailed and richer descriptions for
them (in terms of subclasses, attributes and relationships).
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Item is extended by defining additional domain-specific subclasses). Classes bor-
rowed from other domain-specific ontologies are Package and Software (useful
to represent digital media often packaged with books, magazines, etc.).

The most relevant relationships in the ontology are:

– Person.developed.Document (authors, editors, etc.),
– Company.produced.Document (publishers),
– Document.belongsTo.Collection (series, collections, etc.),
– Company.produced.Collection,
– Company.wasIn.Place,
– Document.wasIn.Place,
– Document.concerns.Category.

Also, other relationships were included to connect classes belonging to different
partial ontologies, e.g.:

– Software.packagedWith.Document, Document.requires.Software.

5 Current Content of GraphBRAIN

A prototype of GraphBRAIN is currently in use as part of a larger ongoing
project [5], in which GraphBRAIN will act as the knowledge base management
platform underlying an integrated system under development, aimed at sup-
porting all stakeholders involved in touristic activities (tourists, entrepreneurs
and institutions). The library/archive domain-specific ontology perfectly fits this
overall system, given the central role that documents play in the touristic per-
spective (e.g., books or movies describing or showing places or cultural heritage
artifacts or collections, documents stored in certain places or institutions, etc.).
Ontologies for the following domains are currently present in the system (ontol-
ogy names are the same as the domain names):

general including very general concepts and relationships that are expected to
be present in almost all domains;

tourism concerning history, cultural heritage items, points of interest, logistics
and services, etc.;

food especially concerning the perspective of typical dishes and beverages from
specific touristic regions;

computing concerning computing devices and their history6 [6];
libraries&archives the ontology described in the previous section.

6 It is included as a kind of cultural heritage, with the aim of integrating it with
more traditional kinds of cultural heritage, both from a scholarly perspective and for
fostering its fruition in a touristic perspective. E.g., a tourist interested in the history
of computing, while in Bari, might be spotted the chance to visit the collection at
the Department of Computer Science, in order to see a specimen of the Olivetti
Programma 101 computer.
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where ‘general’ may be considered as a top-level ontology, while the others are
domain-specific ontologies purposely developed for the project. Albeit (partly
or fully) reusing existing standard vocabularies, they also extend them for the
project’s specific needs. Table 1 reports overall structural statistics and a com-
parison among the three most populated ones.

Table 1. Statistics on some ontologies in GraphBRAIN

Ontology Main classes Subclasses Attributes Relationships Attributes
Libraries&Archives 12 63 51 51 24
General 17 27 79 88 23
Computing 15 97 111 117 21

The available ontologies share some classes and relationships, by which
knowledge items from different domains can be related to each other, extending
in this way the available scope of search beyond the single perspectives. In par-
ticular, the general ontology acts as a hub to inter-link the other ontologies, and
allow specific information from one domain to be connected to specific informa-
tion from other domains. It has significant overlapping with the library/archive
ontology described in the previous section, specifically as regards: Category,
Document, Person, Place, Series.

Particularly interesting is class Category, aimed at hosting items from dif-
ferent taxonomies. Currently, it is filled with the WordNet lexical ontology [4,12]
(under subclass Concept for its conceptual part, and under class Word for its
lexical part) and with the standard part of the Dewey Decimal Classification
(DDC) system [2] (under subclass Subject). The latter is fundamental for the
library domain, because it provides labels to classify the documents. Also the
former may play a significant role, allowing us to tag the documents with rel-
evant concepts and words that are, in turn, related to each other, allowing to
find non-trivial paths between documents. Specifically, words may be used for
lexically tagging other items, while concepts may be used to semantically tag
them. Note that the classes in these taxonomies are reified, becoming individuals
in the knowledge graph. This allows to handle them within the graph, instead
of formalizing thousands of classes in the ontology. So, the categories and words
may be linked to individuals of other classes (e.g., documents, persons, places)
and used as tags to express information about them (e.g., ‘Alan Turing’ might
be linked with ‘Computer Science’, ‘World War II’, etc.).

The current content of the GraphBRAIN knowledge base is summarized in
Table 2. For each ontology, the number of instances (Inst) and attributes (Attr),
for both classes and relationships, is shown, along with the average number of
attributes (A/C) and relationship instances (R/C) per class instance. Column
A/C+R/C reports the average amount of information (i.e., the sum of number of
attributes and number of relationships) associated to each class instance. Obvi-
ously, the vast majority of knowledge items is in the general ontology, includ-
ing items automatically loaded from WordNet and the DDC taxonomy, plus
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Table 2. Statistics on the current content of the GraphBRAIN knowledge base

Ontology Classes Relationships

Inst Attr A/C Inst Attr A/R R/C A/C + R/C

Libraries&archives 9 902 31 615 3.19 13 649 10 614 0.78 1.38 4.57

General 333 020 1 744 116 5.24 488 639 39 186 0.08 1.47 6.71

Tourism 250 1173 4.69 318 54 0.17 1.27 5.96

Food 181 405 4.01 65 0 0.00 0.36 4.37

Computing 551 2 096 3.80 739 343 0.46 1.34 5.14

Total 343 904 1 779 405 5.17 503 410 50 197 0.10 1.46 6.63

Total knowledge items 2 123 309 553 607

other items manually entered by the users. Next comes the libraries&archives
ontology, also mostly automatically loaded from the records of a private col-
lection, including 4.266 different books, mostly concerning general knowledge,
linguistics, literature, history, folklore, and computer science. Then, with much
less items, come the ontologies whose knowledge items were manually entered
using the on-line collaborative interface: the computing ontology, which was the
first domain-specific ontology built in GraphBRAIN, and the tourism and food
ontologies, that are the most recently added (and thus the less populated).

There are usually (except for the food ontology) less class instances than
relationship instances, indicating a quite connected graph, which is important
for interlinking the knowledge and providing the users with information based
on graph browsing. The R/C parameter reveals that the general subgraph is the
most connected, followed by the libraries, food and computing subgraphs and
finally by the tourism subgraph. As expected, the average number of attributes
per instance is larger for class instances than for relationship instances. Indeed,
relationships are by themselves information carriers. Comparing A/C and A/R,
we see that the ‘information density’ is different between classes and relationships
for the various domains. For classes, the richest information is in the general
subgraph, while the poorest is in the libraries domain, suggesting the much
information was missing in the records. For relationships, the richest domain
is the library one, while the poorest is food. This shows that much relevant
information in the library domain is in the relationships rather than in the
attributes, which makes sense considering the strict interplay among several
entities (documents, authors, publishers, places, categories, series).

6 Sample Case Study

Since the system is already on-line, no specific evaluation or validation is foreseen
for it, except for the exploitation in the tourism-related project, that is indeed
contributing in highlighting and fixing problems, refining the ontologies and
feeding knowledge graph, and identifying the aspects of the approach to be
extended and improved. Also, the on-line system allows any user to provide
feedback, comments and suggestions, that will be carefully taken into account
in the future versions of GraphBRAIN.
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Instead, we provide in the following a sample case study. Due to space limi-
tations, we can only provide very simple examples of use of GraphBRAIN, that
hopefully suggest its potential in supporting the users.

User stefano logs into the system, and selects the libraries&archives ontol-
ogy/schema. Then it moves to the Entities tab, and using the search facilities
selects the following instances (for the sake of readability, their distinguishing
attributes will be used instead of their graph id):

– Person:(Stefano Ferilli)
– Company:(Commodore)
– Company:(Apple)

He reads the available information (attribute values) for them, adds some missing
information and fixes some errors. This automatically raises his interaction score
in the ‘hall of fame’, and decreases the trust of the users who provided the
wrong information. Also, stefano sends these instances to the graph, and sends
(Commodore) to the Relationships tab, as the object.

Then, he moves to the Relationships tab, where Company:(Commodore) is
now selected as the object, and presses the Search button, that returns the list
of all relation instances (triples) having (Commodore) as the object instance.
Among these triples, he selects:

Person:(Chuck Peddle).wasIn.Company:(Commodore)

He reads the associated information, and decides to know more about (Chuck
Peddle). He sends it to the graph as well, and then sends it to the Entity tab.

Fig. 2. Portion of GraphBRAIN’s knowledge base.
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He now turns to the Entity tab, where Person:(Chuck Peddle) is now selected.
He reads the associated information, sees his picture in the attachments, and then
moves to the Graph tab. There, he finds the list of instances he previously sent to
this tab, and a portion of the graph (see Fig. 2) specifically selected starting from
these instances and expanding them based on his preferences (e.g., he is more
interested in entities Company and Document, and in relationships wasIn
and developed), including7:

– Person:(Chuck Peddle).wasIn.Company:(Commodore)
– Person:(Chuck Peddle).wasIn.Company:(MOS Technology)
– Person:(Chuck Peddle).wasIn.Company:(Apple)
– Person:(Chuck Peddle).developed.Document:(6800 disclaimer)
– Person:(Stefano Ferilli).wasIn.Company:(UniBA)
– Person:(Stefano Ferilli).wasIn.Place:(Bari)
– Person:(Stefano Ferilli).wasIn.Event:(VCFI2019)
– Person:(Stefano Ferilli).developed.Document:(UAsCdB)
– Person:(Stefano Ferilli).developed.Document:(ACotE translation agreement)
– Document:(UAsCdB).wasIn.Collection:(Biblioteca F-Messito)
– Document:(ACotE translation agreement).wasIn.Collection:(Archivio Apulia

Retrocomputing)
– Document:(UAsCdB).wasIn.Event:(VCFI2019)
– Document:(UAsCdB).concerns.Company:(Commodore)
– Document:(UAsCdB).concerns.Person:(Chuck Peddle)
– Company:(Apulia Retrocomputing).produced.Document:(UAsCdB)
– Company:(Apulia Retrocomputing).wasIn.Place:(Bari)
– Company:(Apulia Retrocomputing).owned.Collection:(Archivio Apulia

Retrocomputing)

Note the occurrence of many instances of the entities and relationships in which
stefano is more interested. Figure 2 shows the selected portion of the knowl-
edge graph, where the starting nodes (instances) are indicated by arrows. Green
nodes are documents, which allows stefano to easily spot further documents he
might be interested in, obtained by indirect relationship with his initial inter-
ests. In particular, one can note potentially interesting aggregates of documents
(indicated by circles in the figure).

stefano browses the graph (e.g., by looking at the owners of interesting docu-
ments and to the place where they can be found), and spots Event:(VCFI2019).
He expands its neighbors, obtaining more information about it (e.g., its venue,
other participants, and documents on show there). He asks for the centrality
score of node Person:(Stefano Ferilli) based on the PageRank algorithm, obtain-
ing 0.21375000000000002. He also asks for link prediction based on the Resource
Allocation algorithm, obtaining 27 suggestions. Then he logs out the system.

This example shows how the proposed system can be used for describing and
exploiting the contextual information of a specific digital library or archive, in
ways that other traditional systems currently used by specialised users do not
provide.
7 For the sake of compactness, the book title ‘Commodore - Un’azienda sulla cresta...
del baratro’ was reported as the acronym ‘UAsCdB’.
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7 Conclusions and Future Work

The current availability of new technologies for storing and handling knowledge
provides unprecedented opportunities for enhanced fruition of digital libraries
and archives, that goes beyond ‘simple’ document retrieval based on lexical con-
tent or metadata. For any kind of users, the context of the document as a whole,
and/or of its content, may provide very interesting information, that allows to
put it in perspective and grasp a deeper understanding thereof.

This new perspective requires, on one hand, suitable ontological resources to
describe such variated knowledge, and, on the other, collaborative tools to collect
the precious knowledge scattered across many scholars and practitioners spread
all over the world, and to store it in a knowledge base, to make it available to
all interested stakeholders (scholars, researchers, but also common people).

These solutions are provided through GraphBRAIN, a general-purpose tool
developed to design and populate knowledge graphs, and to allow collaborative
enrichment thereof, in addition to advanced fruition, consultation and analysis
tools, that may be used as an intermediate layer to provide services to end-user
applications aimed at personalized fruition of cultural heritage, also in a touristic
perspective.

There are several directions for ongoing and future work. On the ontolog-
ical side, we are currently extending the number and content of ontologies in
GraphBRAIN, and specifically we are refining the ontology for digital libraries
and archives, based on the feedback emerging from actual use of the system dur-
ing the tourism-related project development or obtained by standard users of
the on-line prototype. Concerning the knowledge base, we plan to contact pilot
users and associations willing to contribute their knowledge. As to the platform,
we are continuously improving the interface, also adding functionalities and fea-
tures. The analysis and mining algorithms, in particular, will be extended and
adapted for providing ever more advanced tools and services aimed at supporting
researchers, scholars and other stakeholders in tailored fruition of the knowledge
base.
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Abstract. Text-to-Image Synthesis refers to the process of automatic
generation of a photo-realistic image starting from a given text and is
revolutionizing many real-world applications. In order to perform such
process it is necessary to exploit datasets containing captioned images,
meaning that each image is associated with one (or more) captions
describing it. Despite the abundance of uncaptioned images datasets,
the number of captioned datasets is limited. To address this issue, in
this paper we propose an approach capable of generating images start-
ing from a given text using conditional generative adversarial network
(GAN) trained on uncaptioned images dataset. In particular, uncap-
tioned images are fed to an Image Captioning Module to generate the
descriptions. Then, the GAN Module is trained on both the input image
and the “machine-generated” caption. To evaluate the results, the per-
formance of our solution is compared with the results obtained by the
unconditional GAN. For the experiments, we chose to use the uncap-
tioned dataset LSUN-bedroom. The results obtained in our study are
preliminary but still promising.

Keywords: Generative Adversarial Networks (GANs) · StackGAN ·
Self-Critical Sequence Training (SCST) · Text-to-Image Synthesis

1 Introduction

Text-to-Image Synthesis, also called Conditional Image Generation, is a process
that consists in generating a photo-realistic image given a textual description. It
is a challenging task and it is revolutionizing many real-world applications. For
example, starting from a Digital Library of adventure books it could be possible
to enrich the reading experience with computer-generated images of the locations
explored in the story, while a Digital Library of recipe books may be enriched
with images representing the steps involved in a given recipe. In addition, such
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images may be used to exploit Information Retrieval systems based on visual
similarity. Due to its great potentiality and usefulness, it raised a lot of interest
in the research fields of Computer Vision, Natural Language Processing, and
Digital Libraries.

One of the main approaches used for the text-to-image task involves the use
of Generative Adversarial Networks (GAN) [6]: starting from a given textual
description, GANs can be conditioned on text [24,25,35] in order generate high-
quality images that are highly related to the text meaning.

To condition a GAN on text, captioned images datasets are needed, meaning
that one (or more) captions must be associated to each image. Despite the large
amount of uncaptioned images datasets, the number of captioned datasets is
limited. For example, LSUN [33] dataset, which consists in more than 59 mil-
lion labeled images for each of 10 scene categories and 20 object categories [33].
The LSUN-bedroom dataset contains images from LSUN dataset tagged with
the “bedroom” scene category. It contains around ∼3,000,000 images [33], but it
does not contain the associated captions. This may lead to a difficulty in train-
ing a conditional GAN to generate bedroom images related to a given textual
description, such as “a bedroom with blue walls, white furniture and a large
bed”. In this paper we propose an innovative, though quite simple approach to
address this issue as shown in Fig. 1.

Fig. 1. Our pipeline: captioned images are used to train the Image Captioning Module;
uncaptioned images are then captioned through the Trained Image Captioning Module
and both the image and the generated captions are used to train the GAN Module;
finally, the Trained GAN Module is used to generate an image based on an input
caption.

First of all, a captioning system (that we call Image Captioning Module) is
trained on a generic captioned dataset and used to generate a caption for the
uncaptioned images. Then, the conditional GAN (that we call GAN Module) is
trained on both the input image and the “machine-generated” caption. A high-
level representation of the architecture is shown in Fig. 2. To evaluate the results,
the performance of the GAN using “machine-generated” captions are compared
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with the results obtained by the unconditional GAN. To test and evaluate our
pipeline, we are using the LSUN-bedroom [33] dataset.

Fig. 2. Pipeline: images are fed to a captioning system that outputs its captions. The
generated captions and the images are then given as input for training the conditional
GAN.

The results obtained in the experiments are very preliminary yet very promis-
ing. According to our study, the GAN Module does not learn how to produce
meaningful images, with respect to the caption meaning, and we hypothesize
that this is due to the “machine-generated” captions we use to condition the
GAN Module. The Image Captioning module is trained on the COCO dataset
[17], which contains captioned images for many different classes of objects and
intuitively this should lead the Image Captioning Module to learn how to pro-
duce captions for bedroom images as well. Despite being able to produce the
desired captions, we notice that the “machine-generated” captions are often too
similar and not detailed for different bedroom images. The last section of the
paper proposes some approaches that can deal with these problems.

2 Related Work

In 2014, Goodfellow et al. introduced Generative Adversarial Networks (GAN)
[6], a generative model framework that consists in training simultaneously two
models: a generator network and a discriminator one. The generator network
has the task of generating images as real as possible, while the discriminator
network has to distinguish the generated images from the real ones. Generative
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models are trained to implicitly capture the statistical distribution of training
data; once trained, they can synthesize novel data samples, which can be used
for example in the tasks of semantic image editing [38] and data augmentation
[1].

GANs can be trained to sample from a given data distribution, in such case
a random vector is provided as input to the generator. Otherwise, as in the
case of text-to-image synthesis, they can be trained conditionally, meaning that
an additional variable is provided as input to control the generator output. In
certain formulations, the discriminator observes the conditioning variable too,
during training. In the literature, several possibilities were tested for the variables
used to condition a GAN: attributes or class labels (e.g. [2,20]), images (e.g. for
the tasks of photo editing [38] and domain transfer [11]).

Several methods have been developed to generate images conditioned on text.
Mansimov et al. [18] built an AlignDRAW model trained to learn the correspon-
dence between text and generated images. Reed et al. in [26] used PixelCNN
to generate images using both text descriptions and object location constraints.
Nguyen et al. [19] used an approximate Langevin sampling approach to generate
images conditioned on text, but it required an inefficient iterative optimization
process. In [25], Reed et al. successfully generated 64 × 64 images for birds and
flowers conditioning on text descriptions. In their follow-up work [24], they were
able to generate 128 × 128 images by using additional annotations on object
part locations. Denton et al. in [5] proposed the Laplacian pyramid framework
(LAPGANs), which is composed of a series of GANs. A residual image is condi-
tioned at each level of the pyramid on the image of the previous stage to produce
an image for the next stage. Also in [13], Kerras et al. use a similar approach
by incrementally adding more layers in the generator and in the discriminator.
[34] and [35] suggest the use of a so-called sketch-refinement process, where the
images are first generated at low resolutions using a GAN conditioned over the
textual description, and then refined with another GAN conditioned on both the
image generated at the previous step and the input textual description. [9] and
[15] infer a semantic label map by predicting bounding boxes and object shapes
from the text, and then synthesize an image conditioned on the layout and the
text description. A recent work by Qiao et al. [21] uses a three-step approach
where it first computes word- and sentence-level embedding from the given tex-
tual description, then it uses the embeddings to generate images in a cascaded
architecture, and finally starting from the image generated at the previous step
it tries to regenerate the original textual description, in order to semantically
align with it. Although several different state-of-the-art architectures may be
chosen for the task, such as HDGAN [36] and AttGAN [32], in our pipeline we
decided to use StackGAN-v2 [35] as the conditional GAN component, given the
availability of its code on GitHub.

Recently, several impressive results [16,27,37] were obtained for the Image
Captioning (or image-to-text) task, which deals with the generation of a caption
describing the given image and the objects taking part to it. It is an important
task that raises a lot of interest in the Computer Vision and Natural Language
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Processing research fields. A recent and comprehensive survey about the task
is provided by Hossain et al. in [10]. Some of the approaches used for this task
involve the use of Encoder/Decoder networks and Reinforcement learning tech-
niques.

The encoder/decoder paradigm for machine translation using recurrent neu-
ral networks (RNNs) [3] inspired [12,30] to use a deep convolutional neural net-
work to encode the input image, and a Long Short-Term Memory (LSTM) [8]
RNN decoder to generate the output caption. Given the unavailability of labeled
data, recent approaches to the image captioning task involve the use of rein-
forcement learning and unsupervised learning-based techniques. [37] and [16]
use actor-critic reinforcement learning methods, where a “policy network” (the
actor) is trained to predict the next word based on the current state, whereas
a “value network” (the critic) is trained to estimate the reward of each gen-
erated word. These techniques overcome the need to sample from the policy
(actors) action space, which can be enormous, at the expense of estimating future
rewards. Another approach, used by Ranzato et al. in [22], consists in applying
the REINFORCE algorithm [31]. A limitation of this algorithm consists in the
requirement of a context-dependent normalization to tackle the high variance
encountered when using mini-batches. The approach we are following uses Self-
Critical Sequence Training (SCST) [27] which is a REINFORCE algorithm that
utilizes the output of its own test-time inference algorithm to normalize the
rewards it experiences: doing so, it does not need neither to estimate the reward
signal nor the normalization.

3 Our Approach

We propose a pipeline whose goal is to generate images by conditioning on
“machine-generated” captions. This is fundamental when image captions are not
available for a specific domain of interest. Thus, the proposed solution involves
the use of a generic captioned dataset, such as the COCO dataset, to make the
Image Captioning Module capable of generating captions for a specific domain.

To do so, we want to explore the possibility of using an automatic system
to generate textual captions for the images and use them for the training of a
Generative Adversarial Network. For achieving our goal, we built a pipeline com-
posed by an Image Captioning Module and a GAN Module, as shown in Fig. 1.
First of all, the Image Captioning Module is trained over a generic captioned
dataset to generate multiple captions for the input image. Then, real images are
given as input to the Trained Image Captioning Module, which outputs multiple
captions for each image. The generated captions together with the images are
then fed to the GAN Module, which learns to generate images conditioned on
the “machine-generated” captions. By feeding the GAN with multiple captions
for each image, the GAN can better learn the correspondence between images
and captions.

In the following sections, we detail the two modules used in our pipeline: the
Image Captioning Module and the GAN Module.
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3.1 Image Captioning Module

The goal of the Image Captioning Module is to generate a natural language
description of an image. Good performance in this task are obtained by learn-
ing a model which is able to first understand the scene described in the image,
the objects taking part to it and the relationships between them, and then to
compose a natural language sentence describing the whole picture. Given the
complexity of such a task, it is still an open challenge in the fields of Natural
Language Processing and Computer Vision. The task of open domain caption-
ing is a challenging task. It requires a fine-grained understanding of the whole
entities, attributes and relationships in an image. In our pipeline, we are imple-
menting our Image Captioning Module in a similar way as the one proposed in
[27], meaning that we also use a captioning system based on FC models. It has
been built using an optimization approach that is called Self-Critical Sequence
Training (SCST).

Typical deep learning models used for the Image Captioning task are trained
with the “teacher-forcing” technique, which consists in maximizing the likelihood
of the next ground-truth word given the previous ground-truth word. This has
been shown to generate some mismatches between the training and the inference
phase, knows as “exposure bias”. Moreover, the metrics used during the testing
phase are non-differentiable (such as BLEU and CIDEr), meaning that the cap-
tioning model can not be trained to directly optimize them. To overcome these
problems, Reinforcement Learning techniques such as the REINFORCE algo-
rithm have been used. SCST is a variation and an improvement of the popular
REINFORCE algorithm that, rather than estimating a baseline to normalize the
rewards and reduce variance, utilizes the output of its own test-time inference
algorithm to normalize the rewards it experiences. This means that it is forced
to improve the performance of the model under the inference algorithm used at
test time. Practically, SCST has much lower variance than REINFORCE and
can be more effectively trained on mini-batches of samples using SGD. Moreover,
it has been shown that SCST system has achieved state-of-the-art performance
by optimizing their system using the test metrics of the MSCOCO task. Prac-
tically, it has been found that SCST has much lower variance, and can be more
effectively trained on mini-batches of samples using SGD. Since the SCST base-
line is based on the test-time estimate under the current model, SCST is forced
to improve the performance of the model under the inference algorithm used at
test time. In addition, this encourages training consistency like the maximum
likelihood-based approaches except it optimized sequence metrics.

3.2 GAN Module

The GAN Module has the major role of learning to generate images by condition-
ing on the “machine-generated” captions. In particular, we are using StackGAN-
v2 [35] as our GAN Module.

StackGAN-v2 consists of a multiple stage generation process, where high-
resolution images are obtained by initially generating low-resolution images
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which are then refined in multiple steps. It consists in a single end-to-end net-
work composed by multiple generators and discriminators in a tree-like structure.
Different branches of the tree generate images of different resolutions: at branch
i, the generator Gi learns the image distribution pGi

at that scale, while the
discriminator Di estimates the probability of a sample being real. The frame-
work of StackGAN-v2 has a tree-like structure, that takes as input the noise
vector z ∼ pnoise. The noise z is transformed in hidden feature layer by layer.
The hidden features hi for each generator Gi are calculated by a non-linear
transformation

h0 = F0(z); hi = Fi(hi−1, z), (1)

where hi represents hidden features for the ith branch, m is the total number
of branches, and Fi are modeled as neural networks. The noise vector z is con-
catenated to the hidden features hi−1 as the inputs of Fi for calculating hi.
The generators produce samples at different scales (s0, s1, ..., sm−1) based on
the hidden features at different layers (h0, h1, ..., hm−1).

si = Gi(hi), i = 0, 1, ...,m − 1, (2)

where Gi is the generator for the ith branch. Since we are more interested in the
conditional case, we are not reporting the loss function used by the generator
and the discriminator in the unconditional setting, for which more details can
be found in [35].
The discriminator Di takes a real image xi or a fake sample si as input and is
trained to classify them as real or fake by minimizing the cross entropy loss:

LDi
= −Exi∼pdatai

[logDi(xi)] − Exi∼pGi
[log(1 − Di(si))]

︸ ︷︷ ︸

unconditional loss

−Exi∼pdatai
[logDi(xi, c)] − Exi∼pGi

[log(1 − Di(si, c))]
︸ ︷︷ ︸

conditional loss

(3)

where xi is an image from the true image distribution pdatai
at the ith scale, si

is from the model distribution pGi
at the same scale. While StackGAN-v2 [35]

follows the approach of Reed et al. [23] to pre-train a text encoder to extract
visually-discriminative text embeddings of the given description, in our case we
use Skip-Thought [14], that works at the sentence level, to generate the text
embeddings (c in the Eqs. 3 and 4). Sentences that share semantic and syntactic
properties are mapped to corresponding vector representations [14].

The multiple discriminators are trained in parallel each one for a different
scale, while the generator is instead optimized to jointly approximate multi-
scale image distributions pdata0 , pdata1 , ..., pdatam−1 by minimizing the following
loss function:

LG =
m

∑

i=1

LGi
, LGi

= −Esi∼pGi
[logDi(si)]

︸ ︷︷ ︸

unconditional loss

−Esi∼pGi
[logDi(si, c)]

︸ ︷︷ ︸

conditional loss

(4)
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where LGi
is the loss function for approximating the image distribution at the

ith scale. The unconditional loss is used to determine whether the image is real
or fake, while the conditional loss is used to determine if the image and the
condition match.

4 Experimental Results

In this section, we present the preliminary results of the experiments involving
the proposed pipeline. The Image Captioning Module was trained on the COCO
dataset [17], which contains 120, 000 generic images tagged with categories and
captioned by five different sentences each.

The uncaptioned dataset that we considered is the LSUN [33] dataset, which
consists in more than 59 million labeled images. From the LSUN dataset, we
first select the ∼3,000,000 images tagged with the “bedroom” scene category
and from that set a subset of the first 120, 000 images is selected: 80, 000 are
then used to train the GAN and 40, 000 as test set. Later on in this paper, the
selection of the ∼3,000,000 images tagged with the “bedroom” scene category is
called “LSUN-bedroom”.

A typical metric used to evaluate both the quality and the diversity of gener-
ated images is the Inception Score [28]. Unfortunately, the type of image of the
LSUN dataset is very different from those used by ImageNet [4,35], therefore it
has been shown that the Inception Score is not a good indicator for the quality
of generated images [35]. So we decided not to report the obtained scores.

We performed three experiments over the considered dataset.
The first experiment consists in training the GAN Module on the whole

LSUN-bedroom dataset (∼3,000,000 images). This is done because of two rea-
sons: first, it serves as a baseline for the next experiment; second, we compare
the results obtained by our computing facilities with the results obtained in [35],
since with our graphics card we are limited to a lower batch size of 16. Figure 4
shows some examples of generated images, and it is possible to see that the
quality of the generated images is similar to those shown in Fig. 3 [35].

Fig. 3. Examples of images generated by the StackGAN Module trained on the whole
LSUN-bedroom dataset.

To reproduce the results reported in the paper, we used an NVIDIA GTX
1080 8 GB machine. It took us around one month to train the GAN Module on
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Fig. 4. Examples of images generated by the GAN Module trained on the whole LSUN-
bedroom dataset.

the whole LSUN dataset. Because of this, we decided to explore and understand
how the GAN Module performs with less training images. In the second experi-
ment, the training of the GAN Module without conditioning is done on a subset
of LSUN-bedroom, consisting of 120, 000 images. Some of the results obtained
in this experiment are showed in Fig. 5. Although the quality of the generated
images is slightly reduced, it is possible to see that the semantic content is still
clear and defined.

Fig. 5. Examples of images generated by the GAN Module trained on a part of the
LSUN-bedroom dataset.

Finally, to test our pipeline, we used the Image Captioning Module to gen-
erate captions for the images contained in the considered subset of the LSUN-
bedroom dataset. Then, the GAN Module was trained on these same images and
conditioned by the “machine-generated” captions. About the preliminary results
that we obtained, some examples are shown in Fig. 6. We suspect the problem is
due to the similarity of the “machine-generated” captions: the LSUN-bedroom
dataset does not come with captions and thus the Image Captioning Module is
trained on a generic dataset (COCO) and not for that specific dataset. Because
of this, the Image Captioning Module is unable to produce detailed and varied
captions for different bedroom images. In addition, Usually GANs used noise
vector to generate images which always different from each other [6]. In our
experiment, the noise vector is taken as input by the model and used to gener-
ate an image. Then, the captions are used to yield the embeddings, which are
also used as noise by the generator. The fact that the noise is almost always the
same could be the cause of the observed problem.

We found that the scores for the LSUN-bedroom dataset seem to not fully
correlate with the quality of the generated images. As explained in [35], this may
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Fig. 6. Examples of images generated by the GAN Module trained on a part of the
LSUN-bedroom dataset and conditioned on “machine-generated” captions.

be due to the inception score being trained on the inception dataset, and thus
it does not work well on datasets with specific types of images. Also, it has to
be considered that different datasets get inception scores in different ranges. For
this reason, inception scores must not be compared across different datasets.

5 Conclusion

We explored the problem of conditional image generation using Generative
Adversarial Networks with machine-generated captions. For this task, we built
a pipeline to first generate captions for uncaptioned datasets and then to use
the “machine-generated” captions to condition a GAN. To test our pipeline, we
run experiments on the LSUN-bedroom dataset, which is a subset of the LSUN
dataset containing uncaptioned images of bedrooms, and then compare the gen-
erated images in the unconditional setting and in the conditional setting where
“machine-generated” captions are used. The results observed in the experiments
do not achieve success in the task of conditioning with “machine-generated”
captions. So we identify, analyze, and propose possible solutions to the obstacles
that need to be overcome.

The Image Captioning Module that we trained on the COCO dataset seems
to generate captions too similar to each other. Moreover, The captions we gen-
erated lack details and contain some errors. This is probably related to the fact
that more diverse and detailed captions are needed during training in order
to achieve significant improvements. During a subsequent review of works on
captioning, we found a work from Shetty et al. [29], that promises to generate



72 M. Menardi et al.

more different captions, instead of variations of the same caption. This result
is achieved by using GANs for image captioning instead of other traditional
methods. An open question is whether with a bigger dataset the GAN could
learn the image-captions correspondence, even when captions are very similar
for each image. We believe improving the quality of the generated caption is the
main challenge for our method. An hybrid approach could make our proposed
method work by making humans write captions on a subset of the dataset, then
use the obtained captions to train a captioning system. For generating human
captions, crowdsourcing platforms like Amazon Mechanical Turk (AMT) could
be used. We are currently working on this idea because it’s likely that it will
lead to improvements in the quality of generated bedroom images, given that
AMT could make it possible to have high-quality and more diverse captions.
Moreover, we are also considering the use of the Fréchet Inception distance [7]
to evaluate the generated captions and images.
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Abstract. Searching in a library or book catalog is a recurrent task
for researchers and common users alike. Thanks to semantic enrich-
ment techniques, such as named-entity recognition and linking, texts
may be automatically associated with entities in some reference knowl-
edge graph(s). The association of a corpus of texts with a knowledge
graph opens up the way to searching/exploring using novel paradigms.
We present a pipeline that uses semantic enrichment and knowledge
graph visualization techniques to enable the semantic exploration of an
existing text corpus. The pipeline is meant to be ready for use and con-
sists of existing free software tools and free software code contributed by
us. We are developing and testing the pipeline on the field, by using it
to access the catalog of a bookstore specialized in ancient Rome history.

Keywords: Semantic enrichment · Knowledge graph · Book catalog ·
Semantic web · Linked data · Pipeline

1 Introduction

Searching in a library or book catalog is a recurrent task for researchers and
common users alike. The search tools, once cumbersome physical file cabinets
organized by author, topic, etc., are now usually web-based interfaces that allow
more search flexibility and are globally accessible from any web-connected device.
Nevertheless, the adopted search paradigm is still mainly the same one, albeit
with the important addition of free-text search.

In the last years, knowledge graphs gained broad adoption as a way of orga-
nizing and exploring a domain of knowledge. They organize information around
concepts, which are connected to each other through semantic relationships. If
these concepts are interpreted as topics, a knowledge graph is a rich way to orga-
nize a set of texts (or other media) by topic. The relationships between concepts
(topics) are preserved and can be used to explore/search the corpus in ways that
can go beyond the simple classification of media by topics.

This work is partly supported by the project ARCA (POR FESR Lazio 2014–2020 -
Avviso pubblico “Creatività 2020”, domanda prot. n. A0128-2017-17189) and by the
Centro di Eccellenza DTC Lazio through the project EcoDigit.
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We propose a lightweight system that takes advantage of existing technologies
to organize a library or book catalog through a knowledge graph with little
upfront effort. A visual user interface allows the user to search and explore the
graph as a way to access the book corpus. The pipeline is being experimented
on the book catalog of an editor specialized in ancient Rome history.

The rest of the paper is organized as follows. Section 2 analyses the related
work, while Sects. 3 and 4 describe respectively the proposed system and used
data models. Section 5 describes the implementation details and the concrete use
case. Finally, Sect. 6 concludes and anticipates future work.

2 Related Work

There has been a large amount of work in literature about visual information
seeking [6,13]. Nevertheless, most of the work focus on how to explore and filter
items classified by a homogeneous set of properties. For unstructured information
like books, exploring and filtering by basic metadata (i.e., author, title, etc.) can
be useful but it is often not sufficient. There has hence been recently a lot of
research on how to attach semantics to unstructured data [11], through processes
like named-entity recognition and linking (NERL) [9,12].

Several software tools and research works deal with the issue of such semantic
enrichments. Yewno Discover [2] is an integrated system that addresses similar
challenges but does not offer flexibility, requiring the development of ad-hoc
adjustments to build a specific pipeline. The GLOBDEF system [10] works with
pluggable enhancement modules, which are dynamically activated to create on-
the-fly pipelines for data enhancement, but it does not provide the management,
integration, and visualization of the generated metadata. Apache Stanbol1 is a
set of components able to offer various services for semantic enrichment, visu-
alization of knowledge graph and the management of metadata. It is extremely
useful and can be integrated with our system, but on itself, it does not offer a
ready to use pipeline. Multiple user interfaces for visualization and exploration
of knowledge graphs have been researched [1,4,8], but the question on how to
effectively use these extracted semantics is still open.

Although existing work deals with aspects of the pipeline proposed here, our
system is novel in being designed from the ground up to offer knowledge graph-
based access to an arbitrary corpus of texts. The mechanism of integration of
semantic enrichment services, crucial for the adaptivity of the pipeline, is also
novel, by being based on simple, actionable, semantic descriptions of the services.
Finally, the user interface is novel in adopting visual linked data exploration as
a means to search in a corpus of content, rather than just as an end in itself.

3 Scenario and System

In the considered scenario, the responsible of a catalog of books (e.g., an editor
or a library) wants to facilitate the search and exploration of its corpus through
1 https://stanbol.apache.org/.

https://stanbol.apache.org/
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a specialized knowledge graph. The knowledge graph needs to integrate existing
metadata, concepts associated with texts through semantic enriching processes,
and relationships between the concepts. Both generic users and domain experts
will be able to interact with the knowledge graph via a visual user interface or
via programmatic interfaces which will enable advanced queries, transformations,
and integration with further data sources.

The proposed pipeline is shown in Fig. 1. In case of having access only to
printed versions of some texts, those are first scanned and go through an OCR.
The content of all the books is then stored in electronic form (e.g., PDFs),
along with the relevant metadata, in a repository that supports the linked data
container API, a standard RDF-based REST API [15]. This repository can be
maintained by the catalog maintainers (e.g., editors or librarians) through a
dedicated frontend application. It can also be directly connected with existing
databases/systems for automatic content/metadata insertion/update.

Editor/Librarian

CMS-like
Front End

Service Integration
Engine

Linked Data
Container

Integration
Configuration

Triple Store

KG Search/Explore
Front End

PDFs + metadata

PDFs

metadata as RDF

PDFs

configuration
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semantics as RDF

KG as RDF KG as RDF

KG interaction KG interaction

Semantic Web Tools

External Triple Stores

queries and manipulation

Service Descriptions

Semantic Enrichment
Services

service descriptions
as RDF

Data Expert

configuration service descriptionservice description

Legacy
Systems

PDFs +
metadata as RDF

PDFs +
metadata as RDF

Service Provider

Generic User Domain Expert (e.g., Researcher)

Fig. 1. The proposed pipeline

The content stored in that repository is analysed by some, possibly remote,
semantic enrichment services (as NERL) that give as output some knowledge
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extracted from the content, possibly represented using existing models and
knowledge graphs. To allow plugging diverse services, a component called ser-
vice integration engine manages calling and integrating the desired web services
based on a global integration configuration, which describes which services need
to be called, and for each service a specific service description, which describes
how to adapt it. While the integration configuration is maintained by experts
for the specific pipeline, service descriptions are adapters of existing web services
that could be developed by the maintainers of this pipeline as well as the service
providers or third parties, favouring scalability of the system.

Both the metadata coming from the repository (linked data container) and
the extracted knowledge coming from the service integration engine are stored
in a triple store, where they can be accessed either through the front end or
directly through a SPARQL endpoint. The front end offers a multi-paradigm
user interface, in which the knowledge graph visual exploration is coupled with
a tabular exposition of the metadata of texts in the corpus (Fig. 2 shows a
mockup). Offering the data in RDF format through SPARQL, enables advanced
and unanticipated use of the data, through semantic web standards and tools.

Fig. 2. A mockup of the user interface

4 Data Models

RDF [3], the basic data model for linked data, is used to represent all the data
items in the pipeline, adopting specific vocabularies or ontologies for each type
of managed data. The standard query language for RDF, SPARQL [5], is used
as a basis to define views and mappings. The structure of the PDF repository is
represented thanks to the linked data platform vocabulary [15]. Basic metadata
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about the books are represented through the Dublin Core Metadata Element
Set2.

For the description of external services and basic mapping of the
inputs/outputs, the actions descriptors from the schema.org3 vocabulary are
used, as proposed in [14], augmented by the use of the SPARQL Generate lan-
guage4 [7] to define non trivial mappings of the output. The semantic anno-
tations (output of the semantic enrichment services) are represented using the
Web Annotations Vocabulary5, which allows to associate properties to the anno-
tation itself (e.g., reliability score) and to identify the exact portion(s) of text
an annotation refers to. The annotations associate the text to concepts in some
knowledge graph which may be topics (after named entity recognition and link-
ing), moods (after sentiment analysis), etc. The knowledge graphs may adopt
different data models.

5 Implementation and Case Study

We are in the phase of implementing the whole pipeline. For each step, there
are existing solutions we adopted or new components that we are developing.
For the triple store we are using Blazegraph6, while for the content repository
supporting LDP containers we use Fedora Commons7. The service integration
engine is based on the SPARQL Generate engine8, which maps the JSON output
of each web service to RDF. The web front end is developed using the React
framework9 for modularity, using the JS library Ontodia10 for the knowledge
graph visual user interface. For books that do no exist natively in electronic for-
mat, the scanned pages go through the OCR of the software ABBYY FineReader
Pro 1511. For semantic enrichment, we are using the external entity extraction
(NERL) web service offered by the Dandelion API12, which relates segments of
the input text to resources in DBpedia, along with a confidence value. Never-
theless, given the flexibility of the service integration mechanism, the system is
not tied to this specific service.

The practical case study considered is to implement the idea for “L’Erma
di Bretschneider”, an Italian editor with around two thousands publications.
“L’Erma” specializes in ancient history, especially ancient Rome history, and it
is well-known in the field. The system is being tested on a selected catalog of 198
books, each of them containing from around two hundreds to seven hundreds

2 http://purl.org/dc/elements/1.1/.
3 http://schema.org/.
4 An extension of SPARQL designed to map JSON or XML content to RDF.
5 http://www.w3.org/ns/oa.
6 https://www.blazegraph.com/.
7 https://duraspace.org/fedora/.
8 https://github.com/sparql-generate/sparql-generate.
9 https://reactjs.org/.

10 https://www.ontodia.org/.
11 https://www.abbyy.com/en-eu/finereader/.
12 https://dandelion.eu/.
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pages and measuring from around one megabyte to 180 megabytes as PDFs.
The user interface to the knowledge graph will be publicly available, in order to
support the exploration of the catalog of books. The expected users falls in two
main categories: casual users willing to explore the catalogue and knowledge on
ancient Rome history; expert users that do research in the field and need support
to explore and find books relevant to their research topic.

6 Conclusions

This paper presented a concrete lightweight pipeline for enhancing access to
a catalog of books through knowledge graph based exploration. The system
is based on free software components and meant to be easily deployable for
small-medium sized organizations that may not have the technical know-how
and resources needed to build and maintain a specifically designed knowledge
graph and software system. The development is still in progress but the design
analysis and tests carried on so far indicate that the pipeline works without the
need for custom coding and it appears useful to the target users. The presented
case study will offer a context to thoroughly and formally evaluate the software.
The evaluation will include a task oriented analysis as well as a holistic analysis of
the impact of the tool on creative processes of research and personal enrichment.
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14. Şimşek, U., Kärle, E., Fensel, D.: Machine readable web APIs with schema.org
action annotations. In: Proceedings of SEMANTiCS 2018, pp. 255–261. Elsevier
(2018)

15. Speicher, S., Arwe, J., Malhotra, A.: Linked data platform 1.0. W3C Recommenda-
tion 26 February 2015 (2015). http://www.w3.org/TR/2015/REC-ldp-20150226/

http://www.w3.org/TR/2015/REC-ldp-20150226/


Re-implementing and Extending Relation
Network for R-CBIR

Nicola Messina(B), Giuseppe Amato , and Fabrizio Falchi

ISTI-CNR, Pisa, Italy
{nicola.messina,giuseppe.amato,fabrizio.falchi}@isti.cnr.it

Abstract. Relational reasoning is an emerging theme in Machine Learn-
ing in general and in Computer Vision in particular. Deep Mind has
recently proposed a module called Relation Network (RN) that has
shown impressive results on visual question answering tasks. Unfortu-
nately, the implementation of the proposed approach was not public.
To reproduce their experiments and extend their approach in the con-
text of Information Retrieval, we had to re-implement everything, testing
many parameters and conducting many experiments. Our implementa-
tion is now public on GitHub and it is already used by a large com-
munity of researchers. Furthermore, we recently presented a variant of
the relation network module that we called Aggregated Visual Features
RN (AVF-RN). This network can produce and aggregate at inference
time compact visual relationship-aware features for the Relational-CBIR
(R-CBIR) task. R-CBIR consists in retrieving images with given rela-
tionships among objects. In this paper, we discuss the details of our
Relation Network implementation and more experimental results than
the original paper. Relational reasoning is a very promising topic for
better understanding and retrieving inter-object relationships, especially
in digital libraries.

Keywords: Relation Network · Image retrieval · Deep Learning ·
Visual features

1 Introduction

In the growing area of Computer Vision (CV), state-of-the-art Deep Learn-
ing methods show impressive results in tasks such as classifying or recognizing
objects in images. Several recent studies, however, demonstrated the difficulties
of such architectures to intrinsically understand a complex scene to catch spatial,
temporal and abstract relationships among objects.

One of the most prominent fields of Deep Learning applied to CV within
which these ideas are being tested is Relational Visual Question Answering (R-
VQA). This task consists in answering to a question asked on a particular input
image. While in standard VQA the question usually concerns single objects
and their attributes, the R-VQA questions inquire about relationships between
multiple objects in the image.
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R-VQA is considered a challenging task for current state-of-the-art deep
learning models since it requires a range of different reasoning capabilities. In
fact, in addition to finding and classifying objects inside the image or understand-
ing the meaning of each word of the input question, it is necessary to understand
what are the relationships connecting visual objects and it is required to link
together learned textual and visual representations.

This work is about implementing and training the Relation Network architec-
ture (RN) [17]. Our final goal was to extend the RN to extract visual relationship-
aware features for a novel task that we called Relational Content-Based Image
Retrieval (R-CBIR). The R-CBIR task consists in finding all the images in a
dataset that contains objects in similar relationships with respect to the ones
present in a given query image.

Specifically, in [13] and [14] we introduced some extensions to the original RN
module, able to extract visual relationship-aware features for efficiently charac-
terizing complex inter-object relationships. We trained our RN variants on the
CLEVR R-VQA task and we demonstrated that the extracted visual features
were suitable for the novel R-CBIR task.

The high-level relational understanding could become a fundamental build-
ing block in digital libraries, where multi-modal information has to be processed
in smart and scalable ways. Furthermore, R-CBIR encourages the development
of solutions able to produce efficient yet powerful relationships-aware features,
capable of efficiently describing the large number of inter-object relationships
present in a digital library. A digital library, in fact, is composed of a large
amount of multi-modal objects: it contains both multimedia elements (images,
audio, videos) and text. One interesting challenge in digital libraries is finding
relationships either between cross-domain data (e.g., a newspaper article with
the related video in the newscast) or between the individual objects that are
contained in a single multimedia element (e.g., the spatial arrangement of furni-
ture in a picture of a room). This is a must for constructing strong and high-level
interconnections between inter- and intra-domain data, to efficiently collect and
manage knowledge.

The first step was re-implementing the RN architecture and training it on
the CLEVR dataset, using the same setup detailed in the original work [17].
This was a necessary step since the original code was not published. RN was
originally proposed by Deep Mind, a company owned by Google and our code is
the first public working implementation of RN1 on the CLEVR dataset. Thus,
it is already largely used.

We found different issues during the replication process. Hence, in this paper,
we give many details about the problems we addressed during the implementa-
tion of the original version of RN. In the end, we were able to successfully train
this architecture reaching an accuracy of 93,6% on the CLEVR R-VQA task.

1 https://github.com/mesnico/RelationNetworks-CLEVR.

https://github.com/mesnico/RelationNetworks-CLEVR
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2 Related Work

R-VQA. R-VQA comes from the task of VQA (Visual Question Answering).
Plain VQA consists in giving the correct answer to a question asked on a given
picture, so it requires connecting together different entities coming from hetero-
geneous representations (text and visuals).

Some works [20,22] proposed approaches to standard VQA problems on
datasets such as VQA [1], DAQUAR [11], COCO-QA [16].

Recently, there is the tendency to conceptually separate VQA and R-VQA. In
R-VQA, in fact, images contain difficult inter-object relationships, and question
are formulated in a way that it is impossible for deep architectures to answer
correctly without having understood high-level interactions between the objects
in the same image. Some datasets, such as CLEVR [5], RVQA [10], FigureQA
[8], move the attention towards this new challenging task.

In this work, we address the R-VQA task by employing the CLEVR dataset.
CLEVR is a synthetic dataset composed of 3D rendered scenes. It contains simple
yet photorealistic 3D shapes, and it is suitable for testing out, in a fully controlled
environment, the intrinsic relational abilities of deep neural networks.

On the CLEVR dataset, [17] and [15] proposed a novel architecture special-
ized to think in a relational way. They introduced a particular layer called Rela-
tion Network (RN), which is specialized in comparing pairs of objects. Objects
representations are learned by means of a four-layer CNN, and the question
embedding is generated through an LSTM. The overall architecture, composed
of CNN, LSTM, and the RN, can be trained fully end-to-end, and it is able to
reach superhuman performances. Other solutions [4,6] introduce compositional
approaches able to explicitly model the reasoning process by dynamically build-
ing a reasoning graph that states which operations must be carried out and in
which order to obtain the right answer.

To close the performance gap between interpretable architectures and high
performing solutions, [12] proposed a set of visual-reasoning primitives that are
able to perform complex reasoning tasks in an explicitly interpretable manner.

R-CBIR. On the R-CBIR task there was some experimentation using both
CLEVR and real-world datasets. [7] introduced a CRF model able to ground
relationships given in the form of a scene graph to test images for image retrieval
purposes. However, this model is not able to produce a compact feature. They
employed a simple dataset composed of 5000 images and annotated with objects
and their relationships.

More recently, using the Visual Genome dataset, [21] implemented a large
scale image retrieval system able to map textual triplets into visual ones (object-
subject-relation inferred from the image) projecting them into a common space
learned through a modified version of triplet-loss.

The works by [2,13,14] exploit the graph data associated with every image in
order to produce ranking goodness metrics, such as nDCG and Spearman-Rho
ranking correlation indexes. Their objective was evaluating the quality of the
ranking produced for a given query, keeping into consideration the relational
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content of every scene. In particular, our previous works [13,14] analyzed two
architectures for extracting relational data by exploiting knowledge acquired
through R-VQA.

2.1 Original Setup

The overall architecture and the initial hyper-parameters we used in our code
come from the original paper. Following, we briefly review this original setup.

The Relation Network (RN) [17] approached the task of R-VQA and obtained
remarkable results on the CLEVR dataset. RN modules combine input objects
forming all possible pairs and applies a common transformation to them, produc-
ing activations aimed to store information about possible relationships among
input objects. For the specific task of R-VQA, authors used a four-layer CNN
to learn visual object representations, that are then fed to the RN module and
combined with the textual embedding of the question produced by an LSTM,
conditioning the relationship information on the textual modality. The core of
the RN module is given by the following:

r =
∑

i,j

gθ(oi, oj , q) , (1)

where gθ is a parametric function whose parameters θ can be learned during
the training phase. Specifically, it is a multi-layer perceptron (MLP) network.
oi and oj are the objects forming the pair under consideration, and q is the
question embedding vector obtained from the LSTM module. The answer is
then predicted by a downstream network fφ followed by a softmax layer that
outputs probabilities for every answer:

a = softmax(fφ(r)) . (2)

Fig. 1. Relation Network (RN) architecture.

During our implementation, we followed the guidelines and the hyper-
parameters configuration by the authors. In particular, we setup the architecture
as follows (Fig. 1 depicts the overall architecture):
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– the CNN is composed of 4 convolutional layers each with 24 kernels, ReLU
non-linearities and batch normalization;

– gθ and fφ are multilayer perceptrons. They are composed of 4 and 2 fully-
connected layers of 256 neurons each. Every layer is followed by the ReLU
non-linearity;

– a final linear layer with 28 units produces logits for a softmax layer over the
answers vocabulary;

– dropout with 50% dropping probability is inserted after the penultimate layer
of fφ;

– the training is performed using the Adam optimizer, with a learning rate of
1e−4.

We took some decisions that probably brought our code to differ substantially
from the original authors implementation. Concerning question processing, we
built the dictionaries by sequentially scanning all the questions in the dataset.
The zero index was used as padding during the embedding phase. We assumed
uni-directional LSTM for question processing. Also, in the first place, we did not
consider learning rate schedules nor dataset balancing procedures.

3 Preliminary Results

When training using the original configuration, we reached an accuracy plateau
at around 53% on the validation set, while the authors claimed an accuracy of
95,5%.

We broke down the accuracy for the different question types, to have a better
insight of what the network was learning. The validation accuracy curves are
reported in Fig. 2.

Fig. 2. Validation accuracy curve during the initial training.
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This plot shows that the trained model was completely blind to the concepts
of color and material since their accuracy was perfectly compatible with uniform
random outcomes. However, even considering the other question types, the model
was not performing as expected.

These results motivated us to concentrate on some implementation-level
details that could help the network convergence.

In particular, we collected a list of some critical implementation details that
may have played a role in the network training failure:

– punctuation-level tokenization: initially, we did not consider the punctu-
ation as separate elements in the dictionary, so that sentences like “There is
a small cube behind the red object. What is its color?” generated words like
“object.” and “color?”. Instead, one possibility was to break them down into
four different entries: “object”, “.”, “color”, and “?”.

– training regularization: in order to regularize training, we thought of
adopting standard regularization procedures, like weight-decay and gradient
clipping.

– question inversion: even if this trick applies to sentence translation models
[19], it has been observed that feeding the LSTM with the reversed sentence
often brings to an overall higher accuracy.

– SGD optimizer: the SGD optimizer is overall slower but asymptotically
often performs slightly better than Adam.

– answers balancing: the answers distribution is not uniform in the CLEVR
dataset. This could have caused problems during the training since less likely
examples were penalized. One possible solution was trying to build batches
in which all the answers were equally likely.

– CNN pretraining: to help the whole architecture to converge faster, we
though of initializing the CNN parameters independently, by employing an
easier non-relational task. In particular, we trained the CNN using a multi-
label classification task, whose aim was to find out the attributes of all the
objects inside the CLEVR scene. We aimed to bring the CNN parameters in
a zone of the parameters space suitable for the downstream R-VQA task.

– learning rate and batch size schedulers: according to some detailed
research on neural network parameters optimization, schedulers have a key
role during training. We managed to try different schedulers to see if they
could move the network parameters away from local minima.

4 Improvements

Following, we report our findings after experimenting with different variations
of the original implementation.

Punctuation-Level Tokenization. First of all, we implemented the punctuation-
level tokenization for processing the input questions. However, we immediately
measured a strong drop in the validation accuracy, from 53% to 20%. This could
be due to the fact that the network was effectively using the word-punctuation
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tokens (e.g. “color?”) for easily discerning the question type and better attending
to the key question details.

Training Regularization. Gradient clipping and weight decay helped to stabilize
the training. However, they did not change the accuracy in any significant way.

Question Inversion. We tried feeding the questions to the LSTM in reverse
order. With these changes, accuracy moved from 53% to around 66%. It turned
out that the question inversion was a key implementation detail.

To understand how the network outputs were distributed after these changes,
we prepared the confusion matrix measured on the validation accuracy (Fig. 3).

Fig. 3. Confusion matrix after question inversion.

In CLEVR scenario, there are 28 possible answers and they are clustered
in 6 classes: numbers, size, color, material, shape, exists. In the confusion plot,
there are 6 diagonal blocks corresponding to these classes. Empty entries outside
the squared diagonal blocks show that answers falling outside their class were
extremely unlikely. This was an important finding: the network was perfectly
able to understand what kind of answer should be given in output (e.g. a binary
yes/no answer rather than a color), but it was not able to figure out the correct
label within that class.

SGD Optimizer. We tried training the network using the SGD optimizer, using
the same learning rate employed with Adam (1e−4). Unfortunately, the training
process using SGD was too slow to collect some useful insights. In particular,
during the first 50 epochs the architecture remained completely unable to solve
the number and the color classes. Also, the model trained with SGD was not able
to understand the 6 different question types, while with Adam this happened
already during the first 5–7 epochs.
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CNN Pretraining. Although the CNN pretraining sped up the overall conver-
gence during the first epochs, it did not improve the overall validation accuracy.
This made us formulate the hypothesis that the problem could be not in the
perception module, but rather in the reasoning one, probably in the core of the
relation network. In fact, the multi-label classification task reached a mean aver-
age precision of 0.99, meaning that the CNN was perfectly able to attend to all
the object attributes. The multi-label classification task was trained using 5000
and 750 training and validation images respectively.

Answers Balancing. We wrote a custom batch sampler to ensure a uniform
distribution among the answers. In this scenario, we obtained a better accuracy
distribution among the different answer classes, w.r.t. the initial validation curves
in Fig. 2. In particular, we observed that the model was no more color blind.
However, once converged, the overall mean accuracy remained the same as in
the initial experiment.

Schedulers. Initially, we tried standard learning rate schedulers, such as
CosineAnnealing [9], Exponential, Step-Exponential, and ReduceOnPlateau.
Unfortunately, none of them resulted in an accuracy boost, even trying different
hyper-parameters such as the step size (in epochs) and the step multiplier.

Fig. 4. Validation accuracy - increasing learning rate policy.

Accuracy started growing when we adopted the findings by [18], which sug-
gested increasing the batch size instead of decreasing the learning rate. Our pol-
icy consisted in doubling the batch size every 45 training epochs, starting from
32 up to a maximum of 640. We experimented on the state description version of
the dataset, in which the scene is already encoded in a tensor form suitable for



90 N. Messina et al.

the relation network so that the perception pipeline (the CNN module) is tem-
porarily kept apart. During this experiment, the learning rate remained fixed.
With this batch size scheduling policy, we obtained an accuracy of 85%.

The best result, however, was reached using a warm-up learning rate schedul-
ing policy similar to the one used in [3]. In particular, we doubled the learning
rate every 20 epochs, from 1e−6 to 1e−4. When experimenting on the state
description version of CLEVR, we were able to reach an accuracy of 97,9%. We
repeated the same experiment on the full CLEVR, training end-to-end from pix-
els and words to answers, and we finally obtained an accuracy of 93,6%. This
value is fully compatible with the accuracy claimed by the authors of 95,5%.
Validation curves from this training setup are reported in Fig. 4.

The final confusion matrix in Fig. 5 highlights the answers for which there
are still problems. Overall, the only remaining issues reside in the number class.
In fact, the network has still some difficulties when the objective for a particular
question is counting many object instances (the number 9 is almost never output
as answer).

Fig. 5. Final confusion matrix.

5 Conclusions

In this work, we re-implemented the Relation Network architecture [17]. After
a few experimentations, we were not able to reach the accuracy claimed by the
authors for the R-VQA task on the CLEVR dataset. For this reason, we con-
ducted multiple experiments testing different architectural and implementation
tweaks to make the network converge to the claimed accuracy values. In the
end, we discovered that the learning rate warm-up scheduling policy was the
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main missing component. We were able to reach an accuracy of 93,6%, perfectly
compatible with the one reached by the Deep Mind team.

We used these results to develop some extensions of the original Relation
Network, capable of producing relationships-aware visual features for the novel
task of R-CBIR. We noticed that slight modifications to the original architecture
to achieve our R-CBIR objectives did not affect the network convergence when
using the described learning rate scheduling policy. In particular, in [13] the two-
stage RN (2S-RN) reached almost the same accuracy as the original architecture.

Instead, the introduction of the in-network visual aggregation layer in the
Aggregated Visual Features RN (AVF-RN) architecture [14] made the perfor-
mance drop to around 65%. This was due to the strong visual features compres-
sion needed. However, we demonstrated that AVF-RN was still able to produce
state-of-the-art relationships-aware visual features suitable for R-CBIR.
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Abstract. The aim of this paper is to propose a new quantitative metric that can
be used to measure the total actual researcher contribution (ARC) to a body of
knowledge. The proposed ARC metric is a fair measure that is needed to address
the abuse of research collaboration and issues arising from honorary authorship,
which both lead to the inflation of the total number of published articles by a
researcher. This inflation can provide misleading information about a
researcher’s expertise and competence based on their perceived contribution.
Research ranking agencies, database indexes, universities, and other decision
makers can rely on the ARC metric to rank and evaluate university and
researcher contributions to a body of knowledge and thus make more informed
decisions and allocate research resources more efficiently.

Keywords: Actual researcher contribution � Publishing � Contribution �
Metrics � Research collaboration � Honorary author

1 Introduction and Background

Writing and publishing academic research papers is one of the key activities that
faculty members perform while working in the higher education environment. In fact,
publications are one of the key areas considered when evaluating a faculty member’s
contribution to the scientific body of knowledge. They play an important role in the
decision making for the hiring, funding, rewarding, or promoting of a faculty member.
Research and publications are an important factor for evaluating an instructor’s pres-
tige, promotion, and pay (Borry, Schotsmans and Dierickx 2006 Mitcheson, Collings,
and Siebers 2011). Increases in salary are dependent on the quantity and quality of the
research papers produced by an instructor (Bergen and Bressler 2017). Furthermore,
publishing in peer-reviewed journals is considered as prestigious because it provides
proof of academic competence, and it is thus considered a key criterion for the ranking
of top research universities and has become one of the main criteria for university
accreditation by local and international agencies (Bergen and Bressler 2017). There-
fore, it is essential for a faculty member to have many and high-quality publications.
This sometimes pressures instructors to concentrate more on research rather than on
teaching or other responsibilities (Bergen and Bressler 2017). More importantly, this
pressure might encourage the publication of scientifically insignificant papers or raise
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issues of gifted, guest, or honorary authorship (Bergen and Bressler 2017; Fong and
Wilhite 2017; Kaushik 2013) where faculty members are listed as article authors even
when they have not contributed significantly to the research. A critical need to publish
research has created authorship abuse. This is evidenced by the many empirical studies
that have provided surveys of past co-authors indicating that their names had been
included on articles in which they did nothing or made only a minor contribution to the
research work (Al-Herz, Haider, Al-Bahhar and Sadeq 2014; Bavdekar 2012; Borry
et al. 2006; Seeman and House 2010). For example, Seeman and House (2010) sur-
veyed 600 faculty members in the United States and found that 25% of them dis-
covered their names listed on research papers only after they had already been
submitted to a journal. Another survey study conducted by Al-Herz et al. (2014) also
showed that 33.4% of 1246 corresponding authors admitted that they had added
authors who did not deserve authorship credit. Empirical research has also shown that
academic articles with more than five authors are more likely to have “honorary
authors” than those with fewer than three authors (Bavdekar 2012). Undoubtedly,
honorary authorship is a misrepresentation that leads to the perception of an extensive
intellectual contribution that was not actually made by an author, making the publi-
cation record a less reliable measure of research productivity (Bergen and Bressler
2017). There are three reasons why honorary authorship should be considered as an
unethical practice (Bergen and Bressler 2017):

• A publication credit that is not genuinely earned may falsely represent an indi-
vidual’s expertise.

• Due to the gift authorship, the credited individual is perceived as being more skilled
than colleagues who have not been published or published fewer times. This gives
the individual an unfair advantage professionally over their colleagues when
applying for jobs or promotion.

• Such individuals are also falsely perceived to have a higher level of competence and
may be expected to accomplish tasks that are outside the range of their expertise.

Honorary authorship occurs for many reasons. For example, in some countries,
cultural norms cause writers to show respect to department heads, senior researchers, or
PhD supervisors or advisors by including their names on papers despite their not being
involved. In other cases, scholars will sometimes perceive that adding more guest or
honorary authors, especially if they have a reputation in the field, will increase the
likelihood of a paper being accepted. Then sometimes, senior faculty members will
help junior faculty members achieve tenure by adding their names to research papers
(Bergen and Bressler 2017). In other cases, authors might cultivate a mutual rela-
tionship where they add an honorary author to their own paper with an agreement that
the beneficiary will return the favour on their own paper in the future (Feeser and
Simon 2008; Marusic, Bosnjak and Jeroncic 2011). In addition, at some universities,
there is a research policy (i.e. cash-per-publication policies) that financially rewards
faculty members who publish papers that included the university name. Some guest or
honorary authors might abuse these policies by making agreements with friends or
colleagues from other universities. If the friends include the guest author’s name on
their work, the guest author will share the reward money with them, so it becomes a
win-win relationship. In all of the above cases, there is an increase in the number of
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faculty member publications without actually making real contribution to the body of
knowledge. In fact, research collaboration has increased the number of publications for
authors and the number of authors for each paper, which further opens the opportunity
for honorary authorship. This leads to the question of what constitutes an author and
what is an author’s role, which has not yet been standardized across fields and is still
unclear for many (Bergen and Bressler 2017; Papatheodorou, Trikalinos and Ioannidis
2008). Nevertheless, various scientific associations have indicated that an author needs
to have provided substantial or significant contributions to the conception or design of a
study, formulated its problems or hypothesis, analysed and/or interpreted its data,
drafted the work, or revised it critically, and they be held accountable for all of the
work’s accuracy and integrity (International Committee of Medical Journal Editors
(ICMJE) 2018; the Council of Science Editors (CSE) 2016; Publication Manual of the
American Psychological Association 2001). Those who have only provided funding,
general supervision, general administrative support, writing assistance, editing, or
proofreading should not be considered as contributing authors but may be given
acknowledgment in the article (ICMJE 2018).

Indeed, research collaboration raises the issue of the allocation of credit for sci-
entific work (Ackerman and Brânzei 2014). Two specific problems emerge: first,
exploiting the rational for collaboration by adding guest or honorary authors who make
no or trivial contributions to a research paper and this may not be known by the
research community, and second, problems caused by the order of author names on a
research paper (even for those who have made actual contributions). In this paper, we
do not address the problems of research collaboration as there are many, but our focus
is on the issue of authorship and the actual contributions and allocation of credit for
authors. For example, counting an article as one paper for each co-author is too gen-
erous and unfair (Mesnard 2017) when compared to a paper written by only one author.
In fact, there is no commonly accepted metric for assessing the actual contribution of
an author to a particular article, and the standards for determining the order of author
names vary from one field to another (Efthyvoulou 2008; Lake 2010). In certain fields,
researchers use alphabetical ordering, but this favours those whose last names start with
letters that appear earlier in the alphabet. It is also common to assume that the more
established authors deserve more credit even though their names appear last in the list
(Efthyvoulou 2008; Einav and Yariv 2006). Others list the authors’ names according to
their contribution in descending order where (the sequence determines the contribution)
the first/leading author name indicates the author who has made the greatest contri-
bution (Tscharntke et al. 2007). Nevertheless, if the second or last author listed is a
well-known scholar, then there might be a perception in the research community that
this author should receive more credit than the others despite the fact that others have
made greater contributions. Sometimes research collaborators who work on big
research project agree to rotate the first author on all resulted research papers regardless
of their actual contributions (Ackerman and Brânzei 2014). Hence, the interpretation of
author sequence seem like “a lottery” as one does not really know for sure if being the
first or last author reflects whether the overall contribution was the most or least
important (Tscharntke et al. 2007). As an alternative solution, some journals have a
policy that requires authors to declare their contributions in a checklist form (i.e. a
contribution statement, for an example, see the Author Contribution Form from the
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European Endodontic Journal (2020) at http://eurendodj.com/author_contribution.pdf).
However, these contribution statements are sometimes primarily descriptive and very
subjective. In this regard, the American Mathematical Society (2004) has indicted that
“Determining which person contributed which ideas is often meaningless because the
ideas grow from complex discussions among all partners… mathematicians tradi-
tionally list authors on joint papers in alphabetical order.” This means that the authors
have all made equal contributions, but again, those whose names are listed first will
benefit, especially if the paper is written by a large number of authors. Dance (2012)
has also pointed out that the credit allocation for collaborative works today is highly
subjective, open to abuse, and often determined by the research centre’s politics or
seniority rather than by actual effort or contribution. Recent studies (for examples, see
Boyer et al. 2017; Mesnard 2017) have proposed metrics or indexes that quantify the
actual contribution to each paper or per author, but these proposed metrics have a major
limitation in that they depend mainly on data, such as contributions percentages and
other variable values, provided by the authors themselves when submitting the paper to
a journal, which are unavailable for articles and authors published in the past, so the
metrics cannot be universal and generalized to evaluate the actual contributions made
by all past authors. Kaushik (2013) also proposed a quantitative metric (formulae that
calculates the total contribution per author) that basically gives weight to each paper
written by an author depending on the position of the author’s name. For example,
more weight (1 point) is given if the author is the first or corresponding author, while
half a point is given to the authors who appear later in the list of authors. Although this
measure can be used to calculate the total contribution of past and future authors, it is
still subjective in assigning weight because it is unknown if the first author is actually is
the lead author or made the greatest contribution or if the authors’ names are sorted in
alphabetically. In this case, the first author will perhaps gain an undeserved 1 point
advantage over others. Furthermore, giving more weight to the corresponding author is
also questionable. It is unknown to the research community or evaluation committees if
the corresponding author really made the greatest contribution. In summary, as we have
seen, no previous study has provided a fair generic and objective measure to calculate
the total actual contribution made by a researcher, which is what this paper aims to
propose.

2 Proposed Metric (ARC)

The proposed metric was developed with the following assumptions in mind:

1. There is a logical assumption that when a group of scholars have decided to col-
laborate on a research project, they understand from the start that each one of them
will make a major contribution without which the work will be incomplete and
unable or difficult to complete. Thus, the collaboration is seen as teamwork where
one cannot claim to have contributed more than others, and it becomes a subjective
matter as to which part is the most difficult and important, especially when research
tasks are interdependent. For example, in a study, the person who gathers or pro-
vides the data might claim that this is the most important element, while another
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might claim that analysing the data is the most crucial part. A third person might say
that conceptualizing the basis of the paper is the most important element and
without it, the paper would be impossible to publish. Therefore, it remains a sub-
jective matter as to which task is the most important. In fact, performing research
collaboratively is teamwork, like a football team working together in order to
achieve the common goals of scoring and wining that cannot be claimed by only
one player. In addition, we cannot always evaluate the exact level of contribution in
terms of time and effort for each individual performing the research tasks. For
example, a collaborator who is an expert at quantitative data analysis might be
perceived to have a made great expenditure of time and effort by an inexperienced
contributor who has no idea what is required to perform the data analysis. In
addition, the arrangements made between the contributors are unknown to the
research community. Therefore, it is better to consider of the all contributors as
equal. If certain authors have agreed to add honorary authors to their paper, then it
should then be their choice and responsibility for reducing their own credit and
share of the contribution as their accumulated points will be fewer when more
author names are added to the paper. The advantage of this is that the honorary
authors will get a percentage share (in any instance, it will be � 0.5 assuming at
least one honorary co-author name was added to a genuine author name) rather than
a 100% authorship contribution for each paper carrying the honorary author name,
thus this reduces free rider scores.

2. Most importantly, there is need for a universal generic metric that measures the
actual total contribution of an individual author for past and future published
research, not only for a particular paper, but collectively. Existing metrics have not
developed a standard measure that tells us the total actual contributions per author
including past articles. As we have unknown data (except when past authors did
declare a contribution percentage) for millions of articles published in the past (in
2009, the estimated total scholarly research articles passed 50 million since the first
journal articles appeared in 1665 (Jinha 2010), the fairer measure would be to
consider the contribution of the collaborators as equal so that the measure can be
applicable for future and past articles. The data showing the amount of input by
each collaborator has sometimes been provided by the authors of past articles
because of a request by the journal or provided voluntarily, but these are limited
cases, and in some other instances, they were descriptive statements not quantitative
measurable data.

3. For the reasons mentioned previously regarding the unethical and misleading
information on the total number of publications produced by faculty members
(perceived contribution through an honorary gift or having a minimal contribution),
the number of publications should not be used as an criteria for promotions, hiring,
or increases in salary. Rather, using the actual total contribution collectively for all
articles would be a fairer measure. Although it might not be completely accurate, it
is the best way to reflect actual contributions and minimize free rider scores. It is
unfair to consider one paper written by one author the same as one written by two or
n authors. Simply put, more credit should be given to a paper by a single author as
more time and effort has been allocated than if two or more authors were collab-
orating. If two collaborate, the contribution share is reduced to half as the effort is
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reduced by half. Furthermore, the work of authors who have published 10 papers as
the fourth author should not be treated as equal to an author who has published 10
papers as a single author or with one co-author.

The following provides a clear definition for ARC:
Actual Researcher Contribution (ARC) is the total of the percentages of the con-
tribution shares accumulated from each published paper that carries an author’s name.
The percentage share for each paper is calculated based on the assumption that all
authors have made an equal contribution for the reasons mentioned above (i.e. team-
work, interdependent research work, need for an objective and not subjective metric,
fair and applicable for past and future articles).
Perceived Contribution (PC) is the total number of published papers that carry the
author’s name regardless of the order in which the name appears or the exact level of
contribution made by each author, including an honorary contribution.

ARC can be calculated using the following formula:

ARC for Author X ¼
XT

n¼1

1
Pn # of Authors

ð1Þ

P: Published refereed paper
T: Total number of papers that carry the author name

ARC for University X ¼
PT

n¼1
ARCn

# of affiliated Authors
ð2Þ

T: Total number of published authors affiliated with university X

Sharing credit among co-authors by percentage or by dividing by n (“1/n rule”) is
fairer, though it may be considered harsh (Mesnard 2017). However, knowing the
percentage of one paper does not provide much information unless it is aggregated with
the entire author’s other publications, which is a new perspective addressed by this
paper. The ARC value allows for comparisons between the total contributions of
authors and universities.

Let us assume that we have three authors (A, B, C) who have published the number
of papers shown in Table 1 and supposing that they have all published good papers
with the same level of quality. According to PC, authors A and B are considered as the
best as each has published three papers. However, ARC provides the actual contri-
bution made in all papers collectively per author. Given the number of published papers
carrying a particular author name and the number of authors who worked on each
article, it can be found that authors B and C have made greater contributions than
author A. In addition, both of them (B and C) have same level of ARC despite that
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author B’s name has appeared on three papers, while author C’s name has appeared on
only two.

ARC for Author A ¼ 1
3
þ 1

2
þ 1

3
¼ 1:16

ARC for Author B ¼ 1
2
þ 1

2
þ 1

1
¼ 2

ARC for Author C ¼ 1
1
þ 1

1
¼ 2

3 Discussion and Implications

ARC reflects the actual aggregated contributions of an author as an alternative to the
perceived contributions that focuses on counting the papers that carry the author name,
which can be misleading or reflect unfairly on the competency and capability of authors
and their contributions to the body of knowledge. Therefore, university administrators
and the directors of research institutions should use this metric to make more effective
and efficient decisions for allocating research resources and funding and for promotions
and salary increases, and do so according to actual contributions made without giving
credit to a person that does not deserve it.

We suggest that this metric be used as a standard practice for all journals, where
authors should be asked to include the percentage of their contribution on the title page
beside their names and affiliations (self-reported percentage). If a group of collaborators
who have worked on a research project have decided not to include this percentage,
they will by default be considered to have made an equal contribution.

ARC can also be used to calculate the total actual research contributions for each
university by aggregating all ARC values for its researchers (past, present, and future),
so it can be used for ranking a university’s contribution to the body of knowledge.
From the above example, if we assume that the three authors are all working at one
university, then the ARC for that university will be 5.16 (1.16 + 2 + 2, the sum of the

Table 1. Calculating ARC

# of
Published
papers

PC # of authors for
each paper (P)

Percentage of
paper
contribution

ARC Rank as
per
ARC

Author A 3 3 P1: 3 authors
P2: 2 authors
P3: 3 authors

0.33
0.50
0.33

1.16 2

Author B 3 3 P1: 2 authors
P2 2 authors
P3:1 author

0.50
0.50
1

2 1

Author C 2 2 P1: 1 author
P2: 1 author

1
1

2 1
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ARC values for all of the published authors affiliated with the university). However,
because the size of the universities (number of researchers/faculty members) is different
from one to another (range from tens to thousands), the comparison and ranking
becomes unfair (with regards the actual total contribution to the body of knowledge) as
a large university might get a higher score than a small school. Therefore, we suggest

adjusting that by dividing the value of
PT

n¼1
ARCn by the number of affiliated authors

(see above formula 2) in order to get the ratio of total actual contributions to the total
number of university’s authors, which provides a fair measure for rankings and com-
parisons with other universities. Back to the above example the ARC for the above
university (has 3 three authors) should be 1.72 (5.16/3), taking into consideration the
size of the university (i.e. only total number of authors not total number of the uni-
versity’s staff).

Adopting this ARC metric will make authors more responsible and accountable
when working on a collaborative research project as they will know that adding gift or
honorary authors to the paper will decrease their contribution percentage share for that
paper, and thus, their ARC score will be lower, which will discourage accepting
honorary authors.

Research ranking agencies and databases such as Scopus and Google Scholar can
adopt this metric as the required data (i.e. the total number of papers that carry the
author’s name and the total number of co-authors for each paper) is available, and so it
is easy to calculate for the past and future research of an author. This universal standard
metric can also be used for comparing faculty member competence. Other measures,
such as the total number of published papers or h-index, fail to address the issue of
honorary authors, which is unfair. Honorary authorship leads to more publications
being attributed to an author and more self-citations that increase when many authors
are added to paper, so there will be more chances for manipulating and inflating the h-
index value as well. ARC can give more reliable data about researcher productivity
than the h-index.

We also suggest using ARC-5, which uses a time window of the previous five years
to calculate ARC for authors and universities to avoid concerns regarding unfair
comparisons between senior and junior researchers and scientists or newer and older
universities. Thus, ARC-5 can inform research communities how active a researcher or
university has been in the last five years in regard actual contributions to the literature.

As a limitation of ARC, it does not consider the quality of a paper when calculating
the percentage share. For example, assume that author A has published two papers with
a second author, and the first paper has been published in a highly ranked journal
indexed by Scopus and the second has not yet been indexed or has been published in a
low ranked journal. The contribution percentage share (0.50) from the first paper is
considered as equivalent to the second paper (0.50). However, the issue of quality can
be tackled depending on the database or agency doing the ranking. For example,
Scopus might calculate ARC only based on the prestigious journals that are listed in
Scopus database. However, this might create inconsistent values if used along with
Google Scholar, which might consider any author published paper regardless of journal
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rank or quality. In fact, this inconsistency is the same as with the h-index or total
citation values, which are also not identical in Google Scholar and Scopus.

4 Conclusion

ARC is fair, universal, and standard metric that can be used to measure the actual
intellectual contributions made by authors and universities. ARC can be calculated and
used for any discipline, at any time, and for both past and new publications without any
restrictions. The development of such a metric is very important as existing metrics are
either inaccurate, unfair, or impractical and difficult to implement for academic and
research universities and ranking agencies. ARC is easy to calculate because it relies on
data that is readily available. It is easy to calculate, but it is also a powerful metric that
can provide a great deal of information and assist in ranking and comparing between
authors and universities to allow the more efficient use of research resources. It also
discourages honorary authorship and provides the ability to give fair credit to collab-
orative authors and universities. In the case of unethical activities through guest or
honorary authorships, ARC does not allow these authors to receive more than a per-
centage of the share of the contribution to a particular paper as it does not provide
100% authorship for each co-authored paper. Thus, it provides a more reliable measure
for the total research contribution of a particular author or university.
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Abstract. This paper presents a preliminary investigation aimed at
developing a tool for visual link retrieval and knowledge discovery in
painting datasets. The proposed framework is based on a deep convolu-
tional network to perform feature extraction and on a fully-unsupervised
nearest neighbor approach to retrieve visual links among digitized paint-
ings. Moreover, the proposed method makes it possible to study influ-
ences among artists by means of graph analysis. The tool is intended to
help art historians better understand visual arts.

Keywords: Cultural heritage · Deep learning · Computer Vision ·
Visual link retrieval · Knowledge discovery · Paintings

1 Introduction

The cultural heritage, in particular visual arts, have invaluable importance for
the cultural, historic and economic growth of our societies. One of the building
blocks of most analysis in visual arts is to find similarity relationships, i.e. link
retrieval, among paintings of different artists and genres. These relationships can
help art historians discover and better understand influences and changes from
an artistic movement to another. Traditionally, this kind of analysis is done man-
ually by inspecting large collections of human annotated photos. Unfortunately,
manually searching over thousands of pictures, spanned across different epochs
and painting schools, is a very time consuming and expensive process.

In the last years, large-scale digitization efforts have been made, leading to a
growing availability of digitized fine art collections (e.g., WikiArt1 and the MET
collection2). This has opened new opportunities for computer science researchers
to assist the art community with automatic tools to further understand visual
arts. Automated painting analysis, in fact, is becoming increasingly important
for several tasks, ranging from object detection [5] to artistic style classification
[15]. The purpose of our research is to develop an automatic tool to be used to
retrieve visual links within large digitized collections of paintings by using simple
1 https://www.wikiart.org.
2 https://www.metmuseum.org/art/collection.
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image queries. Relying only on visual patterns makes the approach desirable
when difficult to collect textual metadata are either scarce or unavailable.

The ability to recognize artistic styles and similarities in fine art paintings
inherently falls within the domain of human perception. Understanding semantic
attributes of a painting, such as content and meaning, in fact, originates from
the composition of the shape, colour and texture features visually perceived
by the human expert. Recent breakthroughs in Computer Vision, particularly
in Convolutional Neural Networks (CNNs), proved to be very effective to tackle
the problem of learning meaningful representations from the low-level colour and
texture features (e.g., [3,14]). For this reason, the proposed tool is mainly based
on visual attributes automatically learned by a well-known CNN architecture, i.e.
VGG. The resulting high dimensional representation is then embedded in a more
compact feature space through the use of Principal Component Analysis (PCA).
Finally, similarities among paintings, i.e. visual links, are obtained through a
distance measure in a completely unsupervised nearest neighbor fashion. The
proposed method not only provides the nearest neighbors for each query image,
i.e. those images more similarly linked to the input query, but it also allows the
user to study historical patterns by means of graph analysis.

2 Proposed Method

The method we propose is partly inspired by the research presented in [11]
and [12]. In both works, a deep learning-based approach is followed to retrieve
common visual patterns shared among paintings and to discover near duplicate
patterns in large collection of artworks, respectively. In both cases, the authors
used a supervised approach in which the labels to be predicted are manually pro-
vided by human experts. Conversely, our method works in a fully unsupervised
fashion, making the laborious acquisition of annotations unnecessary.

An overall scheme of the proposed framework is depicted in Fig. 1. The
method assumes to have a large collection of digitized paintings of different
artists and genres, as those nowadays collected in several museum Websites. The
goal is to transform the raw pixel images into a new, numerical feature space in
which to search for similarities among paintings. In order to obtain meaningful
representations of visual attributes of paintings, we used transfer learning from a
pre-trained deep Convolutional Neural Network. This practice is common and it
is now usually preferred over classic approaches based on hand-crafted features
in several perceptual domains. For example, it has been recently applied to the
problem of Parkinsonian handwriting classification [7].

The input to our system is thus represented by a 224 × 224 three-channels
painting image, normalized within the range [0, 1]: this is the typical input
expected by the CNN we used. In fact, each input image is propagated through a
VGG16 architecture [13], pre-trained on the very large ImageNet dataset [6]. The
main assumption is that if the original dataset is large and general enough, then
the weights learned by the network on this set of data can be used to new, even
completely different image datasets. VGG16 is a well-known CNN architecture
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Fig. 1. Workflow of the proposed method.

which adopts 3× 3 convolution and 2× 2 max pooling throughout the network.
All hidden layers are equipped with the ReLU activation function. To achieve
transfer learning, we used the common practice to ignore the fully-connected lay-
ers stacked on top of the convolutional base and to extract the output features
from the last convolutional layer. The network is able to construct a hierarchy
of visual features, starting from simple edges and shapes at the earlier layers
to higher-level concepts at the later layers. This approach is thus apt to obtain
useful, semantic representations for the problem at hand.

Once the features extracted by the deep network are flattened, they have still
too high dimensionality (i.e., 25, 088 dimensions) to make the use of distance
measures feasible. For this reason, we need to transform this high dimensional
feature space into a more compact low dimensional representation given by the
application of PCA. Dimensionality reduction techniques are tailored to this
goal (e.g., [2]); PCA, in particular, minimizes the mean �2 distance between
data points and their linear projections [8]. For instance, the first two principal
components span the plane that is closest, in terms of average distance, to the
data points provided as input. In our case, to achieve a good compromise between
representation power and dimensionality, the original 25, 088 dimensional feature
space is projected onto a reduced space of 50 features.

The final search for visual links among paintings is performed in the reduced
feature space in a fully unsupervised nearest neighbor fashion. In other words,
for each query point q the methods returns the k data points closest to q. “Close-
ness” implies a metric that, as in PCA, corresponds to the usual �2 distance:√∑N

i=1 (qi − pi)
2, being qi and pi the query point and each other data point,

respectively, with N their dimensionality. In our case, we set k to 3, i.e. for
each query, the three most similar paintings are provided by the system. Clearly,
when searching for a particular artist’s query, the other paintings from the same
artist are excluded from the research, otherwise obvious, self links are likely to be
retrieved. As previously stated, relying on a completely unsupervised approach
makes the proposed method simple and practical, as it excludes the necessity to
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acquire labels of visual links or similarities of local parts of paintings, which are
very difficult to collect.

3 Experimental Evaluation

We preliminarily investigated the effectiveness of the proposed method on a
dataset collecting paintings of 50 very popular painters. More precisely, we used
data provided by the Kaggle platform,3 scraped from an art challenge Website.4

Artists belong to very different epochs and painting schools, ranging from Giotto
di Bondone and Renaissance painters such as Leonardo da Vinci and Michelan-
gelo, to Modern Art exponents, including Pablo Picasso, Salvador Daĺı, and so
on. Painting images are non-uniformly distributed among painters for a total of
8, 446 images of different sizes.

Experiments were run on an Intel Core i5 equipped with the NVIDIA GeForce
MX110, with dedicated memory of 2 GB. As deep learning framework, we used
TensorFlow 2.0 and the Keras API. It is worth to note that we did not perform
an execution time analysis. In fact, one advantage of the proposed method is
that its most expensive part, i.e. the VGG-based feature extraction, can be done
completely offline, thus making the visual link retrieval, i.e. the search over the
reduced feature space, only dependent on the collection size.

Some image queries together with their corresponding three output neighbors
are provided in Fig. 2. In the first row, we asked for paintings visually linked
with the Romanticist “Fort Vimieux” by William Turner, depicting a classic
red sunset of the author. It can be seen that the system was able to retrieve
paintings similar in their content. In the second row, we searched for paintings
visually linked with the Impressionist “Confluence of the Seine and the Loing”
by Alfred Sisley. It can be noticed that the given neighbors, i.e. two artworks by
Camille Pissarro and a work by Claude Monet, share the same painting style.
Finally, the third sample query was the more classic “Virgin and Child with Six
Angels and the Baptist” by the Renaissance artist Sandro Botticelli. As it was
expected, the visual features provided by the deep network were able to retrieve
paintings similar in composition (holy family) and shape (tondo).

Finally, it is worth remarking that by collecting the nearest neighbors of all
painters’ artworks and by retaining only the most occurring linked painters, the
proposed approach makes it possible to build a graph, possibly showing influ-
ences among artists. In other words, also historical knowledge discovery can
be done. As depicted in Fig. 3, three connected components can be observed
together with some hubs, represented by very influencing painters, such as Vin-
cent Van Gogh and Edgar Degas. As expected, painters belonging to the same
school appear to be close to each other.

3 https://www.kaggle.com/ikarus777/best-artworks-of-all-time.
4 http://artchallenge.ru.

https://www.kaggle.com/ikarus777/best-artworks-of-all-time
http://artchallenge.ru


A Tool for Visual Link Retrieval and Knowledge Discovery in Paintings 109

Fig. 2. Sample queries (on the left) and corresponding output neighbors (on the right).

Fig. 3. Famous painters graph.

4 Conclusion and Future Work

In this paper, we have presented our preliminary research aimed at developing a
tool for finding visually linked paintings among large digitized collections. The
tool is based on a deep convolutional neural network as a feature extractor and on
a fully-unsupervised nearest neighbor approach as image retrieval system. The
proposed method provides the users with a very simple approach, as it requires
only a sample image as a query; moreover, it does not need very difficult to
collect human annotated labels. The proposed method may be helpful not only
to historians for studying school paintings’ evolution across centuries, but also to
practitioners, for navigating through very large painting databases, as well as to
forgery experts, for detecting suspicious plagiarism. Automatized tools can play
a crucial role in managing large digitized collections and their use is receiving a
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lot of attention in the field of cultural heritage, for example also in the document
layout analysis domain [4].

As future work, we plan to develop an easy-to-use user interface and to
involve art historians to evaluate the effectiveness of the system. Finally, also a
more refined graph analysis needs further work. Network analysis, in fact, is a
powerful framework to study network systems and their interactions and several
successful applications have been reported in the literature (e.g., [1,9,10]).
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Sapienza Università di Roma, Rome, Italy

{fantoli.1467336,deodati.1488696}@studenti.uniroma1.it

Abstract. The use of graphic symbols in documentary records from the
5th to the 9th century has so far received scant attention. What we
mean by graphic symbols are graphic signs (including alphabetical ones)
drawn as a visual unit in a written text and representing something
other or something more than a word of that text. The Project NOTAE
represents the first attempt to investigate these graphic entities as a his-
torical phenomenon from Late Antiquity to early medieval Europe in any
written sources containing texts generated for pragmatic purposes (con-
tracts, petitions, official and private letters, lists etc.). Identifying and
classifying graphic symbols on such documents is a task that requires
experience and knowledge of the field, but software applications may
come in help by learning to recognize symbols from previously anno-
tated documents and suggesting experts potential symbols and likely
classification in newly acquired documents to be validated, thus easing
the task. This contribution introduces the NOTAE system that, in addi-
tion to the aforementioned task, provides non expert users with tools to
explore the documents annotated by experts.
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1 Introduction

With the gradual introduction of signature and the increasing use of papyrus
from the 4th century, the presence of graphic symbols became widespread in
legal documents as it already was in other written records, and continued in
post-Roman kingdoms as part of the same historical process of reception of the
late antique documentary practice. The sources of this practice - records written
both in greek and latin, on diverse supports as papyrus, wooden tablet, slate,
parchment - are expression of the so called “pragmatic literacy”, defined in [8]
as the “literacy of one who has to read or write in the course of transacting any
kind of business”.

A new approach to studying documents meant as complex systems of written
texts and graphic devices was introduced in the 1990s by Rück [10,12]: morphol-
ogy, semantics, syntax, pragmatic function and changes over time of the symbolic
elements of a document were explicated involving results and concepts of other dis-
ciplines, e.g., archaeology, numismatics, semiotics, anthropology. The well-studied
subjects in the new field of Diplomatics promoted by Rück have been however the
striking graphic features of the charters issued by rulers and elites or written by
public notaries of high medieval Europe (10th–12th century), and the few com-
parative analyses have so far been conducted mainly on high and late medieval
western sources. Recent years have seen a renewed interest in the graphic aspects
of early medieval written sources, and some works have shown also the connec-
tion between Late Antiquity and early Middle Ages; they have dealt, however,
only with some specific signs (crosses, christograms and monograms) selected in
advance as graphic signs of identity, faith, and power, disseminated in diverse
media, but not in documentary records. The project NOTAE represents there-
fore the first attempt to conduct a research on graphic symbols in documentary
records from Late Antiquity to early medieval Europe from a novel perspective: in
the long historical period in question, drawing symbols had a major social impact,
because, provided it was done in one’s own hand, it placed on the same footing pro-
fessional scribes, basic literates and illiterates. For illiterates, it certainly meant,
both in the late Roman state (a Greek-Latin graphic and linguistic community)
and in the post-Roman kingdoms (as long as Latin functioned as language of ver-
tical communication) a way of taking an active part in the writing process. A thor-
ough investigation of this ‘other side’ of the written world can therefore provide
precious insights about the spread of literacy as a whole.

In this novel perspective graphic symbols are meant as graphic entities (com-
posed by graphic signs, including alphabetical ones or signs of abbreviation [11])
drawn as a visual unit in a written text and representing something other or
something more than a word of that text. The message they carry on is to be
discovered, because there is no intrinsic prior relationship between the message-
bearing graphic entity and the information it conveys. Examples of frequently
employed graphic symbols are shown in Fig. 1.

Identifying and classifying graphic symbols on documents is a task
that requires experience and knowledge of the field; specific software appli-
cations may support this task, by learning to recognize symbols from
previously annotated documents and suggesting experts potential symbols and
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Fig. 1. Examples of graphic symbols. (a) graphic symbol in a complex structure at the
end of the autograph subscription of a greek notary. (b) autograph symbol (greek cross
and diagonal cross crossing each other) of an illiterate seller. (c) graphic symbol in a
complex structure at the end of the autograph subscription of a witness. (d) staurogram
and χμγ-group at the end of the final datation written by a notary. (e) autograph
diagonal cross (or letter χ) of an illiterate man. (f) graphic symbol in complex structure
at the end of the autograph subscription of a bishop. (g) autograph greek cross of an
illiterate clerk.

likely classification in newly acquired documents to be validated. This contri-
bution introduces the NOTAE system that, in addition to the aforementioned
task, provides non expert users with tools to explore the documents annotated
by experts. The system is part of the NOTAE project [5], which broadly studies
the employment of graphic symbols in documents, in relation to historical and
geographical contexts.

The paper is organized as it follows. Section 2 relates this work in the wider
area of digital paleography and digital humanities. Section 3 initially describes
the approach with a bird-eye view, and then specifically describes each com-
ponent of the system. Section 4 finally concludes the paper also describing the
ongoing validation and future research directions.

2 Related Works

Paleography is the study of ancient and historical handwriting. Included in
this discipline, it is the practice of deciphering, reading, and dating historical
manuscripts, and the cultural context of writing.
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The approach proposed in this paper falls into the category of computing
systems applied to paleography [6], which are part of the digital paleography [3]
area belonging to the wider field of digital humanities [1]. Digital humanities
represent a field of study that raised a growing interest from the research com-
munity and funding agencies as witnessed by the number of project recently
funded at national and European level (e.g., D-Scribes1, NEPTIS [7], etc.).

In the field of digital paleography, our task is to identify and classify graphic
symbols. At the best of our knowledge, this represents a completely new research
area. This task is much different from handwritten text recognition, which is
the goal of many recent works such as [4] and of research projects like the
above mentioned D-Scribe, whose aim is to make papyrologists able to look for
similar, or identical, handwritings to a given papyrus and for typical samples of
writing for a given period. Anyway, symbols have indeed several characteristics
making them different than words. For example, it is impossible to employ row
spacing and spaces between words to identify them, being usually placed in
casual position with respect to the text, overlapping to it and covering several
lines.

Commonly to many other tasks in digital humanities, a prior step for graphic
symbols identification and classification is preprocessing the digital reproduction
of the documents and, in particular, binarizing it. The binarization of documents
is a particularly hot topic as witnessed by the availability of challenges such as
DIBCO [9]. In the case of the NOTAE system, the binarization is particularly
difficult as physical supports varies both in terms of material (e.g., papyrus,
slate) and preservation conditions.

3 Proposed Approach

Figure 2 depicts the approach proposed in this paper. Documents considered in
the NOTAE project are available either in museums’ showcases or, more and
more frequently, through digital reproductions in public web repositories and
aggregators2. An expert who wants to identify and study graphic symbols in a
specific document, usually inspects its digital reproduction together with asso-
ciated bibliography. Visual inspection is, generally, an hard task, especially if
executed on several documents in a working session, due to the state of conser-
vation of the document, the color of the background, and the possible overlapping
between graphic symbols and normal text.

The NOTAE system simplifies the work of experts in the NOTAE project
by providing a Web app that assists them by providing useful functions to ease
their job by leveraging on previously acquired annotations.

When a NOTAE expert, also referred to as curator, is studying a document,
s/he can upload a digital reproduction (see step (1) in Fig. 2), taken from a
public repository, in the NOTAE Curator Web app. The Web app communicates
with the intelligent core of the NOTAE system, the Symbol Engine, through
the Classification API. The Symbol Engine is a python service which exploits
1 See https://d-scribes.philhist.unibas.ch.
2 See, for example, https://papyri.info/.

https://d-scribes.philhist.unibas.ch
https://papyri.info/
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Fig. 2. The proposed approach.

OpenCV [2] for image processing tasks. Once a document has been uploaded,
the curator Web app shows five different possible binarizations of the document
(steps (2) and (3), see Sect. 3.1. At this point, the curator chooses the binarization
version that preserves more the original content (step (4)). Once a binarization
has been selected, the Symbol Engine returns a picture containing all the graphic
symbols contained in the document (step (5), see Sect. 3.2).

The symbols identified by the Symbol Engine are not supposed to be perfect,
as the main goal is to provide experts with potential symbols, leaving to them and
to their expertise the burden of classifying symbols. As a consequence, curators
send a feedback about identified and classified symbols (step (6, see Sect. 3.3). As
a last step, expert classification of symbols is stored inside the NOTAE Graphic
Symbol DataBase (step (7)).

The NOTAE Graphic Symbols DataBase stores information about graphic
symbols contained in the documents within the scope of the project. Documents
are referenced by using identifiers that are globally recognized in the research
community. Information does not only include their presence in a specific doc-
ument, but also additional details such as comments about their usage. In the
NOTAE system, one of the goal of the NOTAE Graphic Symbols DB is to be
used as a reference to detect symbols in newly uploaded documents. At the boot-
strap, this database is empty and, as a consequence, the very first identification
tasks simply provide no results to the expert user. With experts continuously
introducing new classifications of symbols, the database is progressively popu-
lated (step (7)) with graphic symbols, and this allows to increasingly refine the
identification and classification skills of the Symbol Engine.

Beyond providing a mean to identify and automatically classify symbols in
documents, the Symbol Engine also serves as a search engine. The final users of
this engine are researchers (this category includes the NOTAE curators them-
selves), who will access through the NOTAE Public Web app This one employs
a specifically designed API, called Search API, to navigate the content of the
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Fig. 3. Color clusters obtained from selected documents. (Color figure online)

NOTAE Graphic Symbol DB by performing the research activity using symbols
category or event drawing (see Sect. 3.4).

3.1 Binarization

As previously stated, the binarization of documents of interest for NOTAE cura-
tors is hard due to issues related to the nature of the physical supports and their
conservation status. A standard way to binarize an image is to choose a thresh-
old and to convert every pixel of the image to 1 if a specific combination of the
components of the color of the pixel is above/below the threshold, to 0 otherwise.
The choice of the threshold depends on the specific document and is not possible
to find a one-fits-all solution. As the approach followed by the NOTAE system
consists in involving the curators in a man-in-the-loop process, we decided to fol-
low an approach that leaves the choice of the threshold to the curator. Instead of
allowing him to choose any value though, we applied an approach that computes
five possible thresholds based on the employment of K-means. It is a centroid-
based clustering algorithm that, given a set of points in a coordinate space, the
RGB color space in our case, groups them into K sets, where the parameter K is
given as an input to the algorithm according to some distance function, usually
the euclidean distance. The output of the algorithm is a set of K centroids pro-
viding the center of each group in the coordinate space. These centroids will be
in our case specific colors. Figure 3 shows the result of the execution of K-means
with K set to 4 on four different documents. Colors are ordered from left to right
according to an increasing red component.

Once the clustering step has been executed, the five thresholds are computed
as (i) the red component of the first color extracted which is different from
black, (ii) the red component of the second color extracted which is different
from black, (iii) the average value between the first two threshold values, (iv)
the average between the first and third thresholds, and (v) the average between
the second and third thresholds.

Once the thresholds have been determined, we move on to the effective
removal of the background and generation of the binary images. To this aim,
we compare the red component of every pixel in the image to a specific thresh-
old. If the value is above the threshold we turn the pixel to white, leaving the
value unchanged otherwise. At this point a very simple filtering, i.e., erosion, is
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Fig. 4. The proposed binarization options.

applied to bring to the foreground the marginal components of the writing. At
this point, we turn every pixel different from 1 into 0. As shown in Fig. 4, the
obtained results are five different versions of the document, among which the
curator will choose the best one for detecting symbols.

One issue with binarization is that digital reproductions of documents in
public repository are usually at very high resolution. This makes the above
described process very slow, as clustering must be applied to millions of pixels.
To limit the binarization time, we decided to resize the original image, working
with a small-sized version of the document and the original-sized version. The
small-sized version is obtained by downsizing the original reproduction to 10% of
its size. This version is employed for clustering and choosing the threshold. The
original-sized version is instead used for actual binarization, which is instead a
quick task.

3.2 Symbol Identification and Classification

Once the curator has chosen the best binarization of the document, the NOTAE
Symbol Engine can identify symbols. In order to perform this task, we apply
template matching. This is a method for searching and finding the location of a
template image in a larger image. It simply slides the template image over the
input image and compares the template with the current part of the original
image. Several comparison methods are possible. Template matching returns a
grayscale image, where each pixel denotes how much the neighborhood of that
pixel matches the template. Template matching is performed using all different
symbols available in the NOTAE System DB.
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Fig. 5. Results of symbol identification without clustering.

As the size in terms of pixels of the symbols in the NOTAE System DB
depends on the original document, applying template match to a single version
of a document would likely return several false negatives. As a consequence, we
apply template matching to several different scales of the document, keeping
track of the best match, and after looping over all scales, we take the global best
match as our matched region. At each step, we collect the coordinates of each
match for each template used, and we use these coordinates to draw different
rectangles on the image.

The result on an example document is shown in Fig. 5. As can be easily
understood, the obtained result is not satisfying, as it contains too many rect-
angles and too many false positives. To solve this issue, we used DBSCAN -
Density-Based Spatial Clustering of Applications with Noise.

DBSCAN, differently from K-means employed for binarization, finds clusters
of similar density, thus allowing to obtain clusters of any shapes. We fed all the
centers of the symbols identified at the previous steps into DBSCAN. DBSCAN
takes as input two parameters min samples and ε, the first one representing the
minimum number of points that form a cluster, and the second one representing
the maximum distance between two samples for one point to be considered as
in the neighborhood of the other. DBSCAN also returns points that were not
included in any clusters. Then, iterating on the previously populated array of
coordinates we have checked if the corresponding center was part of one of the
clusters obtained thanks to the aforementioned function, and if this happens the
user will see that rectangles on the image related to the papyrus.

As shown in Fig. 6, in this way the search for symbols returns the most
plausible ones. Clearly, the more symbol templates the NOTAE System DB
contains, the more accurate the search will be. This fits very well with a system
intended to operate with a human-in-the-loop approach, as curators can provide
feedback about the performed identification, making the system smarter and
smarter.
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Fig. 6. Results of symbol identification with DBSCAN clustering.

As in the case of binarization, the bottleneck of this method is certainly the
dimension of the digital reproduction of the document. Thus, the search of the
symbols is performed on a version of the document scaled to 20% of the size.
The result is instead shown on the original-sized version of the document.

Noteworthy, the very same mechanism employed for graphic symbol identifi-
cation can be employed for symbol classification. As discussed, the identification
of symbols is performed by looking for all symbols available in the database
inside the digital reproduction of the document. For each symbol in the symbol
database, a classification, provided by the experts as described in Sect. 3.3, is
available reporting the type of symbol. By computing the type with the majority
of occurrences in a DBSCAN cluster, the system assigns a class to each identified
symbol. This class will be then confirmed or refused by the experts.

3.3 Manual Symbol Classification

Identification and classification results are shown to the expert using the win-
dow shown in Fig. 7, where identified symbols are marked with red boxes. This
window provides the user with different functionalities.

In particular, given an identified and classified symbol, the expert can tell
the system whether a box really contains a symbol and if the classification was
correct, suggesting the system a different classification. Symbols validated by
the expert are marked with a green box.

The curator can also select, using drag and drop, an area of the document
where a symbol is present but nothing has been detected by the system. At
this point, the symbol engine returns, for the given selection, the most likely
classification that can be confirmed or corrected by the expert.

Noteworthy, the involvement of the expert in the process is deep. The system
is initially dumb and becomes smarter and smarter thanks to the corrections
and the labelling performed by the user. This allows us to overcome the lack of
labelled datasets in the field of graphic symbols.
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Fig. 7. The manual classification window. (Color figure onine)

3.4 Searching Symbols

Experts are not the only users of the NOTAE system. The aim of the NOTAE
project is to provide researchers in the area of paleography with a useful tool to
explore the world of graphic symbols and their usage. This consideration involves
the necessity for implementing advanced query interfaces for search and analysis.

Fig. 8. The manual drawing input window.
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At the current state, two search mechanisms have been implemented: search
by type and search by drawing. Search-by-type is implemented as a simple query
inside the database of symbols. In this case, the Symbol Engine retrieves from
the database all the symbols labeled from expert users with the required category
(notably, not using any image processing technique but simply by taking into
account the classifying labels previously assigned).

The search-by-drawing mechanism is instead intended for less expert users.
In this case, the user can draw through the window shown in Fig. 8 a symbol,
maybe casually seen in a document, and search for it inside the symbol database.
This feature allows the user to draw a symbol, with the trackpad or with the
mouse on a canvas and to receive from the system the classification of what has
been drawn. This classification is implemented likewise the identification and
classification mechanism seen in Sect. 3.2. Here, instead of matching available
symbols within an entire document, the comparison is performed against the
user drawing.

4 Concluding Remarks

In this paper, we have presented the NOTAE system as the component of the
NOTAE project in charge of automatically identify and classify graphic sym-
bols in Late Antique and Medieval documents. The contribution, in particular,
introduced all the different components of the system.

At the actual stage, the system is in use to the NOTAE project members
who are conducting the evaluation of the system. In particular three experts are
involved in evaluating the ability of the system at (i) identifying symbols in doc-
uments with respect to the amount of documents already labelled, (ii) classifying
identified symbols, (iii) searching symbols by manual drawings. Evaluation will
be also performed against the DIBCO challenge [9] in order to globally assess
the performance of binarization.

The public Web app will be made available in the following months from the
web site of the NOTAE project: www.notae-project.eu.

The current version of the system suffers from some limitations including
the fact that negative feedbacks from experts, i.e., the fact that an expert mark
an identified symbol as a false positive or wrongly classified, are not taken into
account in the identification and classification process. A future research step
will consist in including these negative feedbacks in the classification task, e.g.,
by including negative matching scores. Additionally, as the identification and
classification process involves the comparison of all symbols in the database,
this task is supposed to become slower and slower while the size of the symbol
database grows.

Other future research directions include the possibility to automatically ana-
lyze symbols category by (i) highlighting geometric shapes patterns, i.e., rec-
ognizing the component shapes and their arrangement in graphic symbols cat-
egories, (ii) produce heat maps of the positions of graphic symbols categories,
and (iii) define visual analytic tools to correlate the employment of symbols with
the historical and geographical context.

www.notae-project.eu
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Abstract. In this paper an Android application called TindArt is pre-
sented. It has been developed to investigate a way to profile the user in
cultural contexts, through the application of Recommender Systems for
museum visits in the future. The purpose of the research also includes the
study of the User Experience with TindArt to understand how it could
be used in a real museum context. Two pilot studies are also presented.

Keywords: Recommender System · User profiling · User experience ·
Mobile application · Museum · Cultural heritage

1 Introduction

One of the most important institutions of our society are museums. Since the
foundation of the first museum more than 2500 years ago, this entity gave a
fundamental contribution to the preservation, conservation and communication
of the Cultural Heritage. Thanks to museums we can enjoy artworks, find ruins
of the human and natural past and many other examples of items that are the
bearer of human knowledge. There is an uncountable number of museums in the
world, Italy alone hosts nearly five thousand museums covering all the aspects
of culture – from archaeology, to art, from music to industrial heritage. In 2017,
Italian museums attracted 57.8 millions of tourists which increase to 73.2 millions
if archaeological sites are included)1.

Despite this richness and the fact that Italy is one of the most important
tourist destination in the world, there is no Italian museum inside the top ten
visited museums2. There are a number of reasons to explain this apparent con-
tradiction. Probably the main reason is that museums are not so attractive for

1 ISTAT, I musei, le aree archeologiche e i monumenti in Italia. Anno 2017, https://
www.istat.it/it/files//2019/01/Report-Musei 2017 con loghi.pdf.

2 Global Attractions Attendance Report, Themed Entertainment Association (TEA)
and the Economics practice at AECOM, 2018, https://www.aecom.com/content/
wp-content/uploads/2019/05/Theme-Index-2018-5-1.pdf.

c© Springer Nature Switzerland AG 2020
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tourists and citizens because they are seen like boring places3. It is related to the
generalized problem of transmission of the cultural message, which may become
specially crucial for art and archaeological museums. Museums plays a double
role, enabling both the study and the dissemination of cultural heritage, and in
many cases they are not able to communicate with all the variety of their poten-
tial users. For instance, a panel with a very long technical text is particularly
useful for scholars and experts but may be difficult to understand for normal
visitors without a training in the subject.

To tackle these problems, the aim of this paper is to propose a methodology
and an experiment to connect visitors preferences with museums items. The
approach is based on the creation of personalised museum visits, and its starting
point is the problem of user profiling from a cultural standpoint. The general
idea is to use Recommender Systems (RSs) to adapt the presentation and the
enjoyment of museum items to the visitor, while maintaining the quality and
the depth of the content that is communicated. The approach regards both the
itinerary that touches the most relevant items for the user and the manner in
which the cultural message is transmitted to visitors.

The research work presented in this paper is part of a larger project on the
design and development of a RS and represents the initial step on collecting user
choices and preferences. To this end, we developed a tool for Android to collect
users preference in a fun way. The app, called TindArt because it mimics the
interaction of a famous dating application, presents a sequence of pictures of
artworks and asks users to express their preference with a binary choice between
“like” and “nope”. TindArt is a stand-alone application but it can also be embed-
ded in a larger software application, for instance the one that visitors use while
in line before entering a museum. The items included in TindArt were gathered
during a pilot study, which allowed us to obtain a first sample of user preferences
regarding art works. We present an analysis of the initial results on user usage
and preferences.

2 Related Works

As discussed in the previous section, the application of RSs to enrich the visitor’s
experience is still far from being widely applied to real case scenarios. User pro-
filing, collaborative filtering, content-based analysis are essential components of
modern content-delivery platforms. It is a common experience to receive recom-
mendations about books by Amazon [6], music by Spotify, or videos by Netflix
– just to mention the most prominent players in the respective areas – but the
access to cultural heritage is still mediated through the traditional approach:
written guides, panels, audio-guides, panels.

Yet there are a number of researchers that are addressing the problem of
enriching the visitor experience in museums, exhibitions and archaeological sites.

3 European Report CULTURAL ACCESS AND PARTICIPATION, 2013: http://ec.
europa.eu/commfrontoffice/publicopinion/archives/ebs/ebs 399 en.pdf.

http://ec.europa.eu/commfrontoffice/publicopinion/archives/ebs/ebs_399_en.pdf
http://ec.europa.eu/commfrontoffice/publicopinion/archives/ebs/ebs_399_en.pdf
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For instance, a mobile application to personalize museum guides have been pro-
posed in [8] with the aim to improve visitors’ experience. Education is the main
aspect of the work presented in [5], which is aimed at attracting new visitors [11]
a goal shared by most of the institutions involved in this kind of projects.

A key component of many approaches to recommendations regards the rec-
ollection of visitors’ preferences and tastes. A number of approaches have been
tested: from direct interaction with visitors [2] to indirect feedback [1] during the
development of a narrative, to the use of virtual characters that interact with
the visitor [9]. Evaluation is a key aspect in the development of any automatic
system, and it has been the subject of a number of research papers like [4], which
directly collected users data during an exhibition and evaluated the effectiveness
of the system on this dataset, and [7] that addressed the impact on novel tools on
user experience. User experience and satisfaction has been addressed also by [12]
and [10]. One interesting aspect in recommending visit paths [3] in a museum is
given by the number of constraints that have to be taken into account, including
the lengths of the visit, the effect of fatigue, the mandatory items that everybody
has to be see in any museum.

3 The Project

The aim of the proposed project is to design and develop a RS to be used in a
real museum context. Let us imagine a visitor who is waiting in a (perhaps long)
queue at the entrance of an art museum. In order to kill time, the visitor is very
likely to resort to his/her smartphone looking for some entertainment. TindArt
could be the app he/she decides to play with. The simple interaction, discussed
in Sect. 3.2, is designed to record visitor preferences expressed by simple gestures
while providing some entertainment with a slide show of art works. The gathered
information can be exploited to provide users with personalized visits, either by
classifying the user interest in a group of predefined visit routes or by simply
suggesting potentially interesting items while the user freely visits the museum.

The set of images that are displayed by TindArt has been gathered during
a pilot study that involved a group of students. We analyzed their choices to
investigate the presence of common patterns that could be used to cluster user
in groups with similar interests. The results of the pilot study are presented in
Sect. 3.1. After collecting and normalizing the images, we involved a group of test
users, monitoring their interaction with the application. The initial outcomes are
described in Sect. 3.2.

3.1 Pilot Study

The pilot study has been carried out involving 61 undergraduate students attend-
ing the course in History and Conservation of the Artistic and Musical Heritage
of the University of Padua. Their assignment was to choose five artworks from
the Heilbrunn Timeline of Art History4, the online archive of the Metropolitan
4 https://www.metmuseum.org/toah/.

https://www.metmuseum.org/toah/
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Museum of New York which contains images and bibliographical records of hun-
dreds of artworks. In particular, records are well structured and include a rich
set of tags that describe the content in detail. Students were asked to choose
freely the artworks according to their interest, with the only requirement that
the chosen element were classified as Painting (the digital collection contains
also images of sculptures, photographs, furniture, and furnishing). Once chosen
the artworks, the participants had to download the corresponding digital image
and copy the metadata, which were both uploaded to a web-based platform.
After this step, 305 annotated images were available.

3.1.1 Pre-processing
The majority of participants accurately followed the assignment, although we
needed to carry out some cleaning. A small subsets of uploaded artworks did
not met the constraint and were chosen from others categories like Prints, Pho-
tographs, Drawings and so on. Moreover, some students misspelled the website
URL and chose the artworks from the official site of Metropolitan Museum5

instead of the Heilbrunn Timeline of Art History. After manually aligning the
metadata, we maintained all the elements because they were all part of a larger
category of bi-dimensional artistic representations.

We added two extra fields to the metadata, using as a reference the informa-
tion provided by the above cited Heilbrunn Timeline of Art History combined
with WikiArt6.

– Artistic movement.
– Artistic genre.

The classification in artistic movement and genre was carried out in different
steps. Starting from 35 artistic movements and 25 artistic genres, we merged
similar categories obtaining respectively 21 and 11 classes. Grouping allowed as
to improve the overlap between student choices, and was carried out through a
process of generalization; for instance the artistic movements Informal Art and
Dadaism were put together in Abstract Art group.

3.1.2 Results
As a first step, we analyzed the consistency of individual participants in selecting
the artworks, that is how they were distributed across the artistic movement
and artistic genre classes. Afterwards, we investigated the possibility to cluster
participants according to their artistic preferences.

3.1.2.1 Consistency of Participants
Our interest was to find out whether participants consistently chose artworks
from a limited group of artistic movements and genres or they had wider inter-
ests. From Table 1, which reports the two trends, it can be seen that the majority

5 https://www.metmuseum.org/art/collection/.
6 www.wikiart.com.

https://www.metmuseum.org/art/collection/
www.wikiart.com
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Table 1. Distribution of participants according to the amount of chosen artistic move-
ment or genre

Amount of different choices Artistic movement Artistic genre

1 3 1

2 6 10

3 13 26

4 23 19

5 16 5

of participants chose artworks belonging to four different artistic movements and
that only 15% chose artworks belonging to one or two movements. As regards
the artistic genre, the majority of students chose artworks belonging to three or
four different genres.

3.1.2.2 Grouping Participants
Our goal was to check the possibility to profile participants by assigning them
to a limited number of groups. The main assumption is that participants chose
the artwork according to their artistic taste. In this paper our intention is not
to investigate the intrinsic meaning of what artistic taste could be, but to inves-
tigate the possibility to grouping users starting from their preferences in an
artistic context. We carried out a cluster analysis according to either the artistic
movement or the artistic genres. Similarity between participants was computed
using the cosine distance. Results of cluster analysis are shown in Figs. 1 and
2. As it can be seen from the two dendrograms, there are three main clusters
for the artistic movement and four clusters for the artistic genre, showing that
participants can in principle be profiled according to their choices. Clearly this
initial positive result should be confirmed by experiments with a larger set of
participants.

Fig. 1. Cluster analysis of students by the similarity of chosen artistic movements
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Fig. 2. Cluster analysis of students by the similarity of chosen genres

Still using the cosine distance as a measure of similarity, we carried out
multidimensional scaling in order to highlight how participants can be organized
on a bi-dimensional space. Results of multidimensional scaling are shown in Fig. 3
and in Fig. 4 for artistic movement and genre respectively. Even if in this case the
representation is quite sparse, a number of small groups (highlighted in the two
figures) can be seen. Extending multidimensional scaling to a third dimension
did not improve the results.

Fig. 3. MDS by movement Fig. 4. MDS by genre

Results obtained in these first preliminary experiments show that there can
be some common trends in the choices made by the participants, and thus users
can be profiled according to their choices.
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3.2 TindArt

As stated in Sect. 1 there are two motivations for the development of the mobile
application TindArt. The first is to create a tool that can be used to profile
users from a cultural point of view and the second is to study the interaction
and user experience with an app that can be used in a museum pre-visit. It
is important for our research to investigate both if this approach is a suitable
method to obtain a user profile aimed at providing effective recommendations,
and if it is appealing for users in a real setting.

3.2.1 How TindArt Works
TindArt is developed for Android devices and it can be downloaded in beta
version from Google Play7. The application mimics the dating app Tinder8 in
the way it uses the swipe gesture to express preferences according to the swipe
direction. As it is well known, swipe represents a linear motion of fingers over
a screen in order to move onto the next page, choose something, and so on.
This gesture is used in Tinder to express preferences about persons appearance,
while it is used in TindArt to express preferences about artworks. Our choice
is motivated by the idea of giving the user an intuitive and fan tool so he/she
can immediately learn how it works. In opposition to Tinder, that shows several
information about the people, in our App we show the user only the name of
the artwork, in order to make the choice more spontaneous possible and not
linked to other aspects (such as if an artist is more famous than others). After
download, the user creates an account using his/her email9 and so a session is
created. In the main screen (see Fig. 5) there are four buttons and one that is
implicit:

– Logout: it is used to disconnect from actual session;
– Guida: a small tutorial of the application;
– Progetto: it shows information about the project;
– Inizia: it starts the artworks evaluation;
– PERSONAL INFORMATION (implicit): it’s the logo in the centre of the

upper task bar and now it is only used for the preliminary study described
in Sect. 3.3.

Figure 6 shows the main screen of the application. The application randomly
shows an artwork from a set of artworks, taken from collections of The Heilbrunn
Timeline of Art History and The Metropolitan Museum of New York as described
in Sect. 3.1, and the user can only rate it positively or negatively. There are two
ways to express a preference:

– using the green button for LIKE or the red button for NOPE ;
– using swipe gesture, left to right for LIKE, right to left for NOPE.

7 https://play.google.com/store/apps/details?id=tindar evo.meeple.tindart.
8 https://play.google.com/store/apps/details?id=com.tinder.
9 The user account management is relegated to Google Firebase, https://firebase.

google.com/.

https://play.google.com/store/apps/details?id=tindar_evo.meeple.tindart
https://play.google.com/store/apps/details?id=com.tinder
https://firebase.google.com/
https://firebase.google.com/
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Fig. 5. Home screen of TindArt (Color
figure online)

Fig. 6. Main screen of TindArt (Color
figure online)

There is also a button in the high right corner named Chat, but it is reserved
for future experiments. A rating session can be stopped anytime by the user
and it is possible in a second time to restart it. An artwork can be rated more
than once. The total number of artworks are not known by the user and when
he/she completes all of them an appropriated screen is shown. Unlike Tinder,
the swipe gesture is not visually simulated, so when a user expresses a choice it
is immediately recorded and a visible feedback is shown.

3.2.2 Shown Items
The items have been selected starting from a subset of the artworks provided by
the 61 students who participated to the pilot experiment. We kept only paintings,
removed duplicate items and images with low quality on a standard mobile
phone. The final number of artworks that are presented by TindArt is 352.

3.2.3 User Experience with TindArt
An important issue of the research is to understand if an application like TindArt
could be used in a real museum context and, at the same time, could investigate
the user behaviour when interacting with this tool. To this end, a set of variables
are stored into a database during the application use.

These variables are reported for every single rated artwork:

– Swipe: a boolean flag that represents if user rated using buttons or swipe
gesture.

– Date: the information about date could be used to analyse the number of votes
that a user gives in a specific period of time. It also could be a measure of
how many times a user uses the app, representing a evidence of the reliability
of a choice.

– Time of choice: the timing spent by user for a single vote.
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– Resolution of smartphone: We included this passive information to investigate
if different devices could influence the user’s choice.

The number of artworks on which a user gives his preferences before dismissing
the application is another information that will be considered in a future release.

3.3 Initial Study with TindArt

Once collected the set of artworks, we tested whether the user preferences could
be collected using the smartphone app TindArt. Data were gathered from a fixed
period of time since after the application release on Play Store. Although still in
beta version, the app can be installed and used freely by anyone with a Google
Play account under the Play Store testing policy10.

We asked a second group of undergraduate students, attending the course
in Design and Management of Cultural Tourism of the University of Padova, to
use the app. There was no particular assignment, because students were free to
express their choice for any number of artworks. The interaction is straightfor-
ward and did not require any explanation to the students.

The experiment lasted for about one month. During this period 54 users
downloaded and tested the app, for an amount of 9882 choices. By inspecting
their Gmail accounts, we estimate that about 60% of users were students of
the mentioned course, while the remaining are common people that found and
tried the application. We were not interested in demographic or personal data
because the main goal was to obtain an initial set of preferences to analyse. Thus
users could start playing with the application without providing any personal
data or filling any questionnaire. It has to be noted that we proposed TindArt
to students just to promote the application and to obtain potential feedback
easily. Yet students of Design and Management of Cultural Tourism are a good
representative of potential users of this kind of application in a museum context.

3.3.1 Pre-processing
It is likely that some of the interactions were just random or interfered with
other activities on the smartphone. So we decided to remove choices that were
either too fast or too slow. The following thresholds were applied to the time of
choice t:

tmin = 0.5 s

tmax = 20 s

We assumed that choices outside this interval had no significance and could
be removed because either completely random (tmin < 0.5 s) or distracted by
other activities (tmax > 20 s). We removed about 7% of the choices, obtaining
9196 preferences that were analyzed.

10 https://developers.google.com/actions/deploy/release-environments.

https://developers.google.com/actions/deploy/release-environments
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3.3.2 Analysis of the Interaction
After applying the threshold, the average time for a choice was:

tmean = 2.39 s

with variance tvar = 3.68 s. In Fig. 7 we reported the histogram of time choices,
which has the shape of an F-distribution.

Fig. 7. Histogram of time choice

Swipe was used for 26.6% of preferences, thus there was a clear preference for
using the buttons. About 50% of users used the swipe for less than 10% of the
preferences, only the about 19% for more than 70%. This result was somehow
surprising because swipe seemed to be more engaging than pressing buttons. We
intend to investigate if this trend is maintained also in future experiments. The
mean time of choice using swipe was:

t mean swipe = 2.64 s

whilst with buttons the average time was lower:

t mean button = 2.30 s

The overall number of LIKE, considering swipe and buttons, was 4615
(50.2%), the overall amount of NOPE was 4581 (49.8%). Using swipe the number
of LIKE and NOPE were, respectively:

Nlike swipe = 1349 (55.1%)

Nnope swipe = 1101 (44.9%)
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Using buttons they were:

Nlike button = 3266 (48.4%)

Nnope button = 3480 (51.6%)

An item has been rated on average 26.1 times, the minimum is 16, the max-
imum 34. Figure 8 shows the histogram about the number of items rated, while
Fig. 9 shows the trend of choices from the most appreciated item to the least one.
It is interesting to see trend is linear and do not follow the typical power-law
that is seen on user preferences.

Fig. 8. Histogram of items rated Fig. 9. Trend of the choices

4 Conclusions and Future Work

In this paper we described the preliminary results of a larger project about
the design and development of a recommender system for the tourism area, in
particular for museum visits. We ran an experiment to gather a collection of
images, taking advantage of the experiment by testing the possibility to profile
users according to their choices on artistic movements and genres.

An application, called TindArt, which collects information about user cul-
tural preferences has been presented. The information obtained from the first
analysis of user experience shows that it could be a useful tool to gathered infor-
mation about user in a pre-visits museum scenario. For the user profiling we
conducted a pilot study without using the application, but focusing on the prob-
lem to cluster user using a small collection of preferences about artworks. The
results indicate that this can be a viable approach, but a deeper analysis on the
different ways to use the metadata associated to the items have to be done. The
next step is to increase the dataset of the choices made by users with TindArt
and proceed with their analysis in order to create a system that allows us to
cluster and profile users. When we will complete this step the aim will be to use
this information gathered to create different kinds of visits for a real museum
case.
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Abstract. We describe a system for the automatic transcription of
books with concordances. Even if the recognition of printed text with
OCR tools is nearly solved for high quality documents, the recognition
of structured text, where dictionaries and other linguistic tools can be
of little help, is still a difficult task. In this work, we propose to use sev-
eral techniques for correcting the imperfect text recognized by the OCR
software by taking into account both physical features of the documents
and the redundancy of information implicit in concordances.

1 Introduction

One of the primary aims of digital libraries is to collect and organize information
which can be accessed all over the world. Clearly digital information requires less
space than paper based information reducing the library costs. Another obvious
advantage is the reduction of the access time to the information. Digitization
is also a way to preserve historical documents from the damage and wearing
effect of time. Having digitized documents it is clearly possible to use automatic
techniques to analyze and extract structured information.

When a word list is an index to a limited body of writing, with references
to each passage, it is called a concordance [9]. In general, constructing concor-
dances has been very difficult and time consuming. The term concordance orig-
inally applied just for indexing the Bible. Its root (i.e., concord) means unity
and the term seemingly arose out of the school of thought that the unity of
Bible should be reflected in consistency between the old and new Testaments
and could be demonstrated by concordances. The 1960s and 1970s saw another
uprising of concordance made possible by the ease with which indexes could be
constructed with the use of computers. Concordances then came into being for
all types of literature, from Charlotte Bronte to Dylan Thomas. More recently,
it has become possible to accomplish this task effectively by the use of Optical
Character Recognition [12].

In this work we deal with one digitized volume which is stretched from the
Concordances of the writings of S. Antonio M. Zaccaria [1], which consists of
the verbal concordances that refer to the holy volumes Letters, Sermons and
c© Springer Nature Switzerland AG 2020
M. Ceci et al. (Eds.): IRCDL 2020, CCIS 1177, pp. 135–147, 2020.
https://doi.org/10.1007/978-3-030-39905-4_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-39905-4_14&domain=pdf
https://doi.org/10.1007/978-3-030-39905-4_14


136 S. Marinai et al.

Fig. 1. Example of concordances in Concordances of the writings of S. Antonio M.
Zaccaria.

Constitutions. The document is 442 scanned pages long and each one has a
regular structure containing a given number of entries of the concordances. To
better illustrate the concordances in general and in particular for this volume we
describe in the following the example shown in Fig. 1 that is extracted from one
page. As we can notice, the five lines correspond to five occurrences of the verb
“ottenere” or different verb tenses. For each occurrence (printed in bold), the
text line in the left shows its context (the words around the given occurrence).
On the right part we can find the position of the occurrence; this part can be
considered as an inverted index for this information: the first column corresponds
to the book (L: Letters, S: Sermons, C: Constitutions), the first number to the
page, and the last to the textline in the page.

By closely inspecting the example, we can notice some features of the problem
that can help understand the motivations for designing the tool described in this
work and some of its main peculiarities. First of all the scanning resolution is
rather low and therefore a state-of-the-art Optical Character Recognition (OCR)
tool leads to some errors. These errors are particularly difficult to detect and to
correct especially in the case of numbers in the right part of the page. However,
one important peculiarity of concordances (printing the context of the indexed
word) can help us since in most cases the same textline is indexed several times
and we can exploit this feature in the recognition as detailed in Sect. 2.

1.1 Previous Work

Page segmentation is performed on document images to extract homogeneous
components from one page image. Physical layout analysis is a combination of
page segmentation and classification. Important applications of layout analysis
are text-line or word segmentation from printed documents. Several techniques
have been presented to address text line segmentation on historical handwrit-
ten documents [2,5], however, one widely adopted solution to detect textlines in
printed documents relies on projection profiles [3]. State of the art text recogni-
tion is on the other hand achieved with optical character recognition (OCR) tools
like Tesseract [10] which includes line finding, features/classification methods,
and an adaptive classifier.

Automatic table of content (ToC) recognition is another related task in doc-
ument image analysis research. One example is [7] where the authors propose a
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Fig. 2. One example page (a), the resulting image after cropping and noise removal
(b), and after skew correction (c).

tool to recognize and extract ToC from PDF making navigation of book content
easier. In order to extract the ToC from printed documents, one solution has
been proposed in [6] to support the indexing of documents in a digital library.

In this work we describe a system designed to extract information from one
digitized book of concordances. To improve the results achieved by a standard
OCR tool we integrate specific methods to extract and recognize specific features
of the document (e.g. bold words) and take into account the mutual relationships
of context textlines for different entries of concordances.

2 The Proposed Method

To better illustrate the proposed method we show in Fig. 2(a) one example page
where we highlight the main components of the structure: the text, indices, and
some features of pages, like empty spaces between paragraphs, and noise in the
page border. After cleaning the page with suitable pre-processing (Fig. 2(b)) the
page is also slightly skewed and is rotated (Fig. 2(c)) to make the subsequent
OCR process easier.

2.1 Pre-processing

The aim of pre-processing is to improve the quality of document images in order
to produce an enhanced page for further analysis [4]. The pre-processing is auto-
matically performed on each page and is composed by four main steps.

Initial Crop. The first naive process is to crop the input image with a specific
dimension. The aim is to remove the noise occurring in some page edges and
mainly due to the document scanning. Among other items it is important to
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remove the page number (on the bottom-right of Fig. 2(a)) that could harm the
de-skew and segmentation. The final size for each page is 1400 × 1660. The crop
is approximately 200 px wide and 600 px high. The initial image crop is made
with a standard projection profile based method. The cropped image is shown
in Fig. 2(b).

Noise Reduction. Noise reduction is a filtering transformation, which leads to
the removal of most noise. First of all the image is converted in binary [8] and
connected components are computed together with their total area. Then, small
dotted regions (corresponding to noise) are filtered out.

Skew Correction. Skew correction is a geometrical transformation, which leads
to an improvement for the OCR phase. Firstly, the image is projected vertically
to get an histogram of the pixels. This process is repeated for various angles. The
best angle leads to the maximum sum of the squared differences between con-
secutive histogram values. Once we obtain this angle, the image is then rotated,
as shown in Fig. 2.

Blank Spaces Removal. Blank spaces that may occur between paragraphs
are removed to allow the location of a single text block in the page. The result
is shown in Fig. 3(a).

2.2 Text Block Finding

Text blocks are located by using standard techniques that take into account their
regular shape. To find a text block in a page, we need the following steps:

1. Canny edge detector: that uses a multi-stage algorithm to detect edges in
images (the colors are inverted by its execution);

2. Rank filter: which is needed to remove the borders. It essentially replaces a
pixel value with the median of the ones to its left and right. A border pixel
is then easily noticed by their new value;

3. Removal of possible noise: finding the contours in the border of the image
(contours with a large bounding box) and cleaning everything outside them.

Finally, we look for a crop that is maximizes the number of white pixels
inside it and is as small as possible. A standard way to solve this problem is to
optimize the F1 score, which is the harmonic mean of Precision and Recall [11].

This is the pipeline used to improve the pages before segmenting the textlines
and performing the recognition of text and indexes in each page.

Texline Segmentation. To extract textlines we first convert the image in black
and white and its colors are inverted. Then, we compute the mean vector of all
rows. For each element of the vector, a comparison between a threshold and



Recognition of Concordances for Indexing in Digital Libraries 139

Fig. 3. Left to right, page after removing blank spaces, separation between text and
index, identification of texlines.

both the considered item and the next one is made. To perform the textline
segmentation we look for the upper and lower border of each text line. We have
an upper line when the considered item is lower or equal than the threshold
and the next one is greater than this threshold; there is a lower line when the
opposite situation occurs. To illustrate the output of this process, we show the
segmentation lines in Fig. 3(c) where upper and lower lines are drawn in green
and white respectively. Even if in this Figure we show the segmentation only for
the text part of each page, it is made also for the index part.

2.3 Text Recognition

Text recognition is performed by using Tesseract that is an OCR engine with
support for Unicode and the ability to recognize more than 100 languages out
of the box. It is an open source project developed over the past 20+ years at
HP and Google and it can be trained to recognize other languages. In this work
we mostly used the Tesseract version 4.00, except for the index identification
where we used the 3.04 version because of implementation reasons. Before using
Tesseract, we divide the image into two different parts: the text and the index
as shown in Fig. 3(b) where the separation is marked with a white line.

In a preliminary implementation of the system we attempted to use the layout
analysis algorithms implemented in Tesseract to recognize the whole page.
Unfortunately, this approach does not provide satisfactory results especially for
the index part of the page. To recognize the page content we therefore need to
first identify and segment each textline in the main text and then segment each
index entry.
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Fig. 4. Example of textline (top) and the corresponding index (bottom).

Main Text. The text extraction is simpler than the extraction of the index.
We first compute the distance between closer horizontal upper and lower, lines.
If this distance is above a specific threshold, we hypothesize the presence of a
text line. To better identify the text areas we need to enlarge the textline area
before recognizing it with the OCR. In particular, for the first and last lines we
increase the upper and decrease the lower positions by 10 pixels, respectively.
For the other textlines, these values are modified growing the area half of the
difference between the previous horizontal lower and the actual horizontal upper
for the upper side, and half of the difference between the next horizontal upper
and the actual horizontal lower for the bottom side.

To make the OCR task easier, we copy the detected text in a new empty
image, leaving out some edge pixels for each side. Furthermore, we apply a
morphological dilation to make the text thicker, using a cross-shaped kernel
and apply Gaussian blur to smooth the image.

Finally, using Tesseract, we convert the image to string. As an additional
control, we check if the text length is above a certain threshold because it may
happen that some lines are not real text lines, but just noise. A text line sample
is shown in Fig. 4 with the respective result extracted by the Tesseract OCR
engine.

Index. As mentioned in the introduction, in the concordances the index refers
to three values, separated by commas. We first have a letter describing the
referenced book and three values are possible in this case: [L, S, C] (Letters,
Sermons and Constitutions); the page number ∼ [0, 200]; and the line number
∼ [0, 60]. The identification method for index lines is analogous to the one used
in the text extraction. For better recognition, also in this case the index is
copied into a new image, larger than the original one. Since the index structure
is regular, we make a vertical segmentation for separating each element of the
index: this leads to a better accuracy than performing the OCR in the whole line.

For each element, to avoid OCR errors due to the mis-identification of com-
mas as letters or numbers, for each connected component we compute the number
of black pixels above half of the index image. If this number is larger than a spe-
cific threshold, the component is considered as a letter or number. To improve the
recognition, for each element we apply a Gaussian blur filter. Since the optimal
kernel dimension changes for different index entries, we consider different kernel
dimensions in a range between 1 and 19, considering only odd numbers. For each
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blurred image, we get the Tesseract result, taking into account the expected
type of output (a letter for the first element and numbers for the following ones).
At this point for each blurred image (ten in total) we consider the OCR output:
a max-voting process will identify which one has the maximum occurrence that
is most likely to be the correct one. There might be some problems:

– the “1s” in the index are not well recognized. We solve this problem computing
the distance between vertical upper and lower of each element: if the distance
is below a threshold it will be a 1 and the Tesseract process will not be
performed. In case we are considering the first element, we change the 1 with
an L;

– the distance between related upper and lower is too large. This means that
the textline segmentation failed, not separating the elements in the correct
way. In this case wee repeat the same process increasing the segmentation
threshold until it reaches a maximum value: in this case we replace the result
of the considered element with a blank space;

It may happen, in a few cases, that a text line has no index. In this case we
just apply Tesseract for the whole line, without separating it in index and text
part.

3 Corrections

In this section we will introduce some techniques that have been adopted to
correct the OCR output and improve the results.

3.1 Dictionary

This technique is related to word correction regarding the OCR performed on
the Main Text. To this purpose we consider an Italian dictionary1 and a list of
proper names. In addition, we created a python dictionary featured by bigrams
as keys. For each bigram we define four lists that contain:

1. the words in which this bigram appears;
2. the occurrences of each word as detected by the OCR
3. the page referred in the index for the sentence containing the word
4. the line referred in the index for the sentence containing the word.

In order to populate the bigram dictionary we need to clean the Tesseract
results that present some noise, like random punctuation or special characters.
We first replace underscores and apostrophes with blank spaces and remove
the other punctuations except for dots and commas, that might indicate an
abbreviation. We therefore consider only dots and commas that have a character
to their left and a white space to their right, but remove dots and commas that

1 https://github.com/napolux/paroleitaliane/tree/master/paroleitaliane.

https://github.com/napolux/paroleitaliane/tree/master/paroleitaliane
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could be an abbreviation, but have to their left a word that is actually in the
Italian dictionary.

After recognizing and indexing the whole text we can use the overall infor-
mation to correct erroneous recognitions. For each phrase, we look only for non-
dictionary words that are neither abbreviations or numbers (to avoid to mod-
ify correct words, numbers and abbreviations). For each selected word W , we
select the words containing some bigrams of W , and compute the Edit distance
between W and the words. The word with the lowest Edit distance is considered
as a replacement for W . In case we have more than one word, we consider the
one which has the maximum occurrences in the whole document. At this point,
we replace the word to be corrected with the found one.

3.2 Punctuation

As already mentioned in the previous section, the OCR introduces some random
punctuation while reading the images. What we tried to achieve is to remove
this random factor with respect to the grammar rules: considering a punctuation,
there will always be a character to its left and a space to its right. However, we
tolerate two consecutive types of punctuation if one of them is an abbreviation
dot (or an erroneous abbreviation comma when the OCR fails to recognize a dot
properly). The random punctuation is then removed replacing it with a blank
space. In addition, special characters are removed, except for the asterisks, which
are needed for volumes comprehension. In Fig. 5, we can see the results of the
two previous corrections. In particular, in blue we highlight the words corrections
and in red the punctuation removal.

3.3 Index Correction

It is clear that for the correction of the index there is little information, if any,
that can be provided by dictionaries, since any combination of numbers is in
principle possible in an index. On the other hand, in the case of concordances it
is not even possible to take into account the consistency of page numbers (that
are usually increasing in table of contents).

The unique support to index correction is the main peculiarity of concor-
dance where the context around the indexed word is printed as well. Taking into
account this feature it is possible to adjust the page index looking for similar
phrases in the rest of the book.

It is easy to notice that often the phrases contain abbreviations and therefore
an exact match is not possible. We therefore consider trigram indexing to capture
as best as possible similar textlines.

To this purpose, we first compute the trigrams in each textline. We then
compute the hash address of the trigram in a space with 216 slots and consider
a vector representation of the textline where the vector contains values different
from zero in positions corresponding to the trigrams in the textline.

Given this representation, we attempt to correct only the index entry for
sentences with a wrong index structure. Let S be one of these sentences, with
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Fig. 5. Text and punctuation corrections in two pages. In blue words corrections, in
red the punctuation removal. (Color figure online)

index I. We first compute the Jaccard index between the vectorial representation
for S and all those of the other sentences in the document. The Jaccard index
is used for computing the similarity of sets, that can be expressed using this
formula, considering A and B as two hash vectors:

J(A,B) =
|A ∩ B|
|A ∪ B| (1)

We take the first 50 sentences (with a syntactically correct index structure)
having the highest Jaccard index. Afterwards, we compute the edit distance
between S and the 50 sentences. The sentences S′ with the minimum edit dis-
tance is selected, in case there are more than one sentence we choose the one
with the highest Jaccard index. Finally, we can fix the wrong index I for sentence
S on the basis of the information provided by the index I ′ for sentence S′. To
this purpose we can distinguish three cases where we denote the three parts for
index I as I.L (for the letter), I.1 (for the first number), and I.2 (for the second
number):

– If I.L is missing then we copy this value from I ′ (I.L = I ′.L);
– If I.1 is missing or is out of range then I.1 = I ′.1;
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Fig. 6. Word segmentation (left) and identification of bold words: on the center we
show one bold word and the results of the erosion on the right.

– If I.2 (the line number) is out of range, it is replaced with I ′.2, but only if
|I.2 − I ′.2| > 2. The latter condition applies to line numbers because similar
phrases can have a close line number if some text wrap up.

It is interesting to notice that GPU has been used for index correction because
the execution time for the Jaccard index computation would have been too long
in CPU.

3.4 Identification of Bold Text

For each sentence in the concordances the index word is usually printed in bold.
Extracting this feature is important for a good index reconstruction. The idea to
find bold words is to first separate each word and then compute a morphological
erosion of the word. The erosion is performed using an elliptical kernel. Therefore,
considering NE as the number of pixels in the not eroded image and E as the
number of pixels in the eroded one, the pixel ratio (PR = NE

E ) will be smaller for
bold words because the erosion will leave out some pixels for them with respect
to non-bold words that will be master erased.

In Fig. 6 we show the bold word in both not eroded and eroded version. We
can notice that in the eroded image of bold words we can still distinguish some
black pixels, while for other words the result would have been almost empty. We
use three different kernel size for making the algorithm more robust. Eventually,
it may happen in very few cases that a phrase contains more than one bold
word. In this case, after finding this latter, we check if there are any another
pixel ratios, which are close to the one of the bold word. If so, also these words
are marked as bold.

Document Transcription. The final step consists in the transcription of all
document information to a final docx file. This process contains an intermediary
step, which produces a PDF file as output. This is accomplished in the following
way: for each page we transcript the text and indices in an HTML file, with a
specific structure that divides the page in two main columns, one for the text
and the other one for the indices. The index column is also divided in three
columns. After merging the PDF files, using an online tool, we convert the PDF
file to a final docx one, which can be modified if needed.
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4 Experimental Results

In this section we describe the experimental evaluation that is performed on 20
random pages that have been manually annotated. In particular, we analyze the
results from two different perspectives:

– recognition of indices and bold words without any correction;
– evaluation of text and punctuation correction.

The results concerning bold words and indices are very good, as shown in
Table 1: the algorithms for identifying these two information were already robust
and there were no needs for deeper corrections. As described in Sect. 3.3 we
implemented one algorithm for indices, but the improvement was very marginal.
For each information (bold words, indices, punctuation, text) we define E as the
number of errors and N as the total number of that kind of information. The
accuracy is then calculated as Accuracy = 100 − E

N · 100.
Regarding the text correction we considered 3 different values of a threshold

(α) which indicates the maximum allowed edit distance for word retrieval. Con-
cerning the punctuation results, the correction leads to an improvement because
the algorithm removes most of the random punctuation. Finally, increasing the
text threshold, there are more words that can be chosen and also more chance
to get an erroneous one. Accordingly, this behavior leads to a lower accuracy for
α = 4. Using α = 3 or 2 instead, we get an improvement of 2%.

Table 1. Accuracy of the proposed method after different corrections.

Accuracy

Information Before After

Bold – 98.50%

Indices – 99.86%

Punctuation 86.06% 89.81%

Text (α = 2) 93.44% 95.38%

Text (α = 3) 93.44% 95.31%

Text (α = 4) 93.44% 93.39%

Table 2. Execution times for different steps.

Phase Time (s/page)

Pre-processing 11,9

Segmentation 5,85

OCR 154,2

Text correction 2,84

Indices correction 105,2

Bold extraction 6,6
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In Table 2 we report the execution times of the various steps. As we can
notice the most expensive phases are the OCR (performed by Tesseract) and
the index corrections. The computer used in these experiments has a CPU Intel
i7 7700HQ (Quadcore) and a GPU Nvidia GTX 1050 (4 GB) with 16 GB of RAM
and a Samsung SSD 970 EVO Plus.

5 Conclusions

In this paper we presented a system for the recognition and indexing of a con-
cordances book. Despite the good recognition of printed text by means of off-the
shelf OCR tools the recognition of structured text containing short sentences
with abbreviations and numbers is not perfect. We addressed the problem by
considering specific correction techniques like punctuations and bold typefaces.
For index correction we considered on the other hand the rendundancy of infor-
mation of concordances.

For further studies, it would be good to focus also to non-italian words that
appear in the document, like Latin ones, that may improve the text accuracy.
Another idea is to correct the words depending also on the text context, because
we noticed that several Tesseract errors concern the distinction between the
letters o and a.

This approach can be extended also to deal with other indexes in books
belonging to digital libraries, like table of contents that are the next target of
this research.
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Abstract. Most repository platforms used to operate Institutional Repositories
fail at delivering a complete set of functionalities required by institutions and
researchers to fully comply with Open Science publishing practices. This paper
presents RepOSGate, a software that implements an overlay application capable
of collecting metadata records from a repository and transparently deliver
search, statistics, upload of Open Access versions functionalities over an
enhanced version of the metadata collection, which include: links to datasets,
Open Access versions of the artifacts, links to projects from several funders,
subjects, citations, etc. The paper will also present two instantiations of
RepOSGate, used to enhance the publication metadata collections of two CNR
institutes: Institute of Information Science and Technologies (ISTI) and Institute
of Marine Sciences (ISMAR).

Keywords: Institutional repository � Open Access � Open Science � Scholarly
communication � OpenAIRE

1 Introduction

Open Science [3] publishing principles demand for a scholarly record that (i) is per-
sistently stored into repositories and features all kinds of products, not only scientific
literature, (ii) makes use of persistent identifiers for all scholarly entities (e.g. authors,
organizations, scientific products, thematic services), (iii) keeps track of the semantic
relationships between such objects in the metadata (e.g. citations, supplement material,
versions), (iv) keeps an up-to-date record of science evolution, by continuously pub-
lishing such links within the metadata of the objects in the repositories, and (v) allows
the deposition of multiple versions of a publication, each with its own access rights, to
make it clear when a publication is also Open Access. Unfortunately, most institutional
repository platforms (e.g. Eprints, DSpace, Invenio) are today unable to fulfill all such
requirements at once [1, 2, 4, 6, 12]. Old releases, still broadly in use due, simply fail to
provide support for PIDs and links, or in some cases make a difference between an
Open Access and a Closed version of a publication; more recent releases, which may
take these into account, fail instead to keep an up-to-date linking record as they do not
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offer APIs to collect updates to the metadata records coming from trusted third-party
sources.

This paper presents RepOSGate, a general-purpose software conceived to provide
an Open Science view of a repository collection by transparently generating an
intersection between the repository metadata collection and other public scholarly
communication data sources. RepOSGate fetches the “pivot” metadata collection as
exposed by a repository and performs an entity linking procedure based on publication
DOIs to enrich such collection with properties and links from other sources: (i) the
OpenAIRE Research Graph [7, 11] for collecting up-to-date information on publica-
tions metadata, and (ii) the OpenAIRE’s Scholexplorer [5] for collecting up-to-date
links between publications and dataset objects. As a result, repository users can access
the RepOSGate portal, a gateway that transparently offers discovery and statistic
functionalities to an enhanced version of the original repository metadata, including for
example abstracts, links to Open Access versions, subjects, bibliographic references,
links to datasets, links to software, links to projects, and, when missing, ORCID
identifiers of the authors. The Gateway offers also OAI-PMH APIs [9], to expose the
enriched metadata collection to third-party consumers.

We will also describe the deployment of RepOSGate to deliver the ISTI Open
Portal1, a gateway developed to promote the scientific publications of the Institute of
Information Science and Technologies (ISTI)2 - an institute of the Italian National
Research Council (CNR) - by leveraging access to their open access versions. The ISTI
Open Portal offers an Institutional Repository web-based user interface for discovery
and statistics on top of an aggregation of multiple sources around the “pivot” collection
of ISTI’s publication metadata. Another installation of RepOSGate supports a gateway
for another CNR’s institutes, namely ISMAR, the Institute of Marine Sciences3.

2 RepOSGate Architecture

RepOSGate has been conceived to make sure that scientists of an institution which
already operates an institutional repository whose underlying platform cannot meet
Open Science demands, can quickly, and at low cost, meet such demands. For example,
the European Commission requires funded researchers to deposit in an Open Access
repository, with links to project in the metadata, every article accepted for publication.
Many repository platforms offered by institutions to researchers do not meet this basic
requirement and researchers end up depositing in open shared platforms, such as
Zenodo.org or Figshare. As a consequence, virtuous scientists deposit in two reposi-
tories, while others simply deposit once following their most urgent obligation. On a
different aspect, but with similar drawbacks, such platforms do not leverage the good
practice of providing links between datasets and articles, or of providing ORCID
identifiers. For institutions this means they cannot support their researchers with the

1 ISTI Open Portal https://openportal.isti.cnr.it/.
2 Istituto di Scienza e Tecnologie dell’Informazione, https://www.isti.cnr.it/.
3 Istituto di Scienze Marine, https://openportal.ismar.cnr.it/.
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tools to comply with funders mandates and cannot provide their scientists with func-
tionalities to keep their local collection of publications interlinked with the evolving
scholarly communication infrastructure.

RepOSGate was designed to deliver an overlay platform capable of enhancing
content in a repository with up-to-date metadata information regarding their inter-
linking with projects, datasets, ORCID IDs, Open Access versions, and more. More-
over, repository managers can upload Open Access versions of repository articles via
admin interfaces; to facilitate the adoption of RepOSGate, the Open Access files are
kept locally to RepOSGate, independently of the repository platform at hand. Ideally,
the resulting overlay repository makes the repository OpenAIRE compliant, hence
fitting with the OA mandate of the European Commission, and Plan-S compliant4,
since all publications will be equipped with an Open Access version, if it exists.

RepOSGate’s software builds on top of a D-NET Toolkit [10] instance. D-NET is a
framework where designers and developers can find the tools for constructing and
operating so-called aggregative infrastructures, namely systems for aggregating
(meta)data sources with heterogeneous data models and technologies. Designers and
developers can select from a variety of D-NET data management services, can con-
figure them to handle data according to given data models, and can construct auto-
nomic workflows to obtain personalized aggregative infrastructures. As shown in

Fig. 1. High-level functional architecture.

4 Coalition S, https://www.coalition-s.org/.
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Fig. 1, RepOSGate adopts D-NET to deliver an aggregation system capable of:
aggregation of metadata records from the repository collection, performing entity
linking to build richer records, and index the records to expose them via a web portal or
via OAI-PMH APIs that are compatible with the OpenAIRE Guidelines 4.05.

2.1 Aggregation

The repository must expose the publication metadata records as an OAI-PMH col-
lection of Dublin Core metadata records, where dc:identifier should contain the
DOI of the record. A D-NET aggregation workflow will be scheduled to harvest the
records and transform them into the RepOSGate core metadata schema - the setting up
of a D-NET workflow is described in detail in [10] and is not in the scope of this paper.
The transformation includes standard harmonization rules to convert country codes,
dates, DOI URLs/codes, author names, into a common representation; they can be fine-
tuned to match peculiarities of the given repository, for example to include new
dc:subject or dc:resourcetype terms into the vocabulary provided by
RepOSGate.6

2.2 Entity Linking

The entity linking process is based on publications DOIs. The basic methodology is to
send requests to external metadata source APIs so as to collect information required to
enrich the records. Specifically, RepOSGate has been customized to collect information
from three main sources:

• OpenAIRE Research Graph: entity linking collects abstracts, links to projects from
28 funders (including MIUR, the European Commission, NSF, Wellcome Trust,
and others world-wide), links to other versions of the publication into other sources
(possibly Open Access), ORCID identifiers, subjects according to standard
vocabularies (e.g. MeSH, DEWEY, Arxiv, ACM, etc.), list of citations in the
bibliography;

• OpenAIRE Scholexplorer: entity linking collects links from the publication to any
dataset referring to it.

The degree of potential enrichment of the “pivot” collection is remarkable con-
sidering that:

• The OpenAIRE Research Graph aggregates today, November 2019, around 450Mi
metadata records with links, which after deduplication and fine-grained classifica-
tion narrow down to *100Mi publications [11], *8Mi datasets, *200K software
research products, 8Mi other scientific products, with 480Mi semantic links
between them. Such products are in turn linked to 7 research communities, orga-
nizations, and projects/grants from *30 funders worldwide. The Graph aggregates

5 OpenAIRE Guidelines for Content Providers, http://guidelines.openaire.eu.
6 Note that RepOSGate’ vocabularies are the ones of OpenAIRE, which today has a complete
coverage of transformation rules for more than 10,000 data sources world-wide.
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sources such as CrossRef7, DataCite8, Microsoft Research Graph9, Unpaywall,
thematic repositories (e.g. ArXiv, RePEc, UK PMC, etc.), all known publishers,
journals, data centers, research software repositories, research infrastructure
archives/repositories, and all known registries (e.g. ORCID10, GRID.ac, re3data.
org, OpenDOAR11, etc.). The graph is refreshed with new content every two weeks.

• The OpenAIRE Scholexplorer aggregates article-dataset and dataset-dataset links
from publishers and data centers world wide, for a total of 480Mi links (a dump of
Scholexplorer is available at [8]); its APIs are used by Scopus and tens of data
centres and publishers to resolve DOIs to the relative linked objects. The
Scholexplorer citation graphs is being kept refreshed every hour, with sync actions
with DataCite and CrossRef EventData.

Each record in the repository with a DOI is enriched by the knowledge stored in the
sources above, to build a richer record with up-to-date information.

2.3 Provision

The final step of data provision is that of indexing the enriched records and deliver an
OAI-PMH API and Full-Text Index API with a web portal. This is performed by
integrating in the D-NET workflow of aggregation and entity linking a final step of
ingestion into the D-NET services designed for this specific purpose, namely the OAI-
PMH Publisher (based on MongoDB12) and the Index Service (based on Apache
Solr13). The RepOSGate portal is a general purpose UI, which can be configured to
include custom branding and text in static pages, which offers search and browse
functionalities and statistics on Open Access and Open Science, including integration
with Altmetrics to show social media citations to the article DOIs. The user interface
allows the upload of Open Access versions of the original PDFs.

The following section will showcase the portal as deployed for the CNR institutes
ISTI and ISMAR, whose publication collection is available via People, the central
institutional archive of CNR.

3 ISTI Open Portal

ISTI is the Institute of Information Science and Technologies of the National Research
Council of Italy, counting around 250 members of staff. CNR researchers are
mandatorily requested to yearly report their scientific publications, by depositing
metadata and files into the central CNR archive called People. People stores and

7 CrossRef, http://crossref.org.
8 DataCite, http://datacite.org.
9 Microsoft Academic, http://www.microsoft.com/en-us/research/project/academic/.

10 ORCID Researcher Identifiers, http://orcid.org.
11 OpenDOAR Repository Registry, http://opendoar.org.
12 mongoDB, https://www.mongodb.com/.
13 Apache Solr, https://lucene.apache.org/solr/.
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exposes bibliographic metadata according to an internal qualified Dublin Core, where:
(i) CNR author enroll numbers are kept with author CNR names, in turn kept separated
from non-CNR author names (strings); (ii) grant names are kept in special fields as
strings, with no reference codes; (iii) for each article the system can acquire multiple
files, but no access rights are provided. People is only used for CNR and National
research assessment programs, hence does not offer public search, browse, statistic
portals nor public OAI-PMH APIs. This means that, unless the CNR will establish and
embrace a roadmap to upgrade the current system, the institutes will not be capable of
implementing Open Access and Open Science practices at the level required today by
research organizations.

Luckily enough, CNR’s People APIs are available on request. In order to offer a
traditional institutional Open Access repository portal and OAI-PMH APIs, we have
deployed an instance of RepOSGate to deliver the ISTI Open Portal14. A twin
installation15 has been made available for the ISMAR institute, the Institute of Marine
Sciences. In the following we shall present the aggregation and entity linking workflow
implemented by RepOSGate for ISTI but also show the numbers for ISMAR Open
Portal, to demonstrate the gain in information enrichment.

3.1 Aggregation

RepOSGate collects from People OAI-PMH APIs only the metadata of publications
provided by ISTI researchers, via a dedicated OAI-PMH Set. The transformation makes
sure that:

• CNR authors: CNR Author information, which is properly structured, is included
into the DataCite author metadata in such a way CNR enrollment number appears as
author identifier;

• non-CNR authors: non-CNR Author information follows the same restructuring,
but applying a case-driven function that attempts to transform the name into an
“Surname, N.” structure.

• ISTI Laboratories: Thanks to a custom author-laboratory map, CNR authors are
also associated to their ISTI Laboratory, the information being kept into the affil-
iation field of the author structure.

Records from People are not clear in terms of Access Rights. This information is
key to deliver an Open Access repository or view over the scientific production of ISTI
and will be identified via the Entity Linking below.

3.2 Entity Linking

The entity linking process fetches from OpenAIRE Research Graph and Scholexplorer:
links to projects, links to other versions of the publication into other sources (possibly
Open Access), links from the publication to any dataset referring to it, bibliographic

14 ISTI Open Portal http://openportal.isti.cnr.it.
15 ISMAR Open Portal http://openportal.ismar.cnr.it.
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references, and subjects according to standard vocabularies (enrichment with ORCID
IDs is in the roadmap).

More specifically, by the 22nd of September 2019 the system collected 9329
publication records, out of which 2872 have DOIs (the majority of publications does
not necessarily bear a DOI, for example technical reports, presentations, software, etc.).
The administrator has uploaded 360 Open Access versions of non-OA articles. The
entity linking phase enriched a total of 590 records by querying the OpenAIRE ser-
vices, the numbers shown in Table 1. Of all information enrichments above, of great
interest to the Open Access and Open Science mission of ISTI is in particular:

• The number of Open Access publications: such number could not be identified from
the records in People and they are key to offer Open Access analysis and
monitoring.

• Identification of Open Access rights: as long as an Open Access version of a non-
Open Access publication in ISTI Open Portal will be collected by OpenAIRE, this
version will also appear in the ISTI Open Portal as part of the publication metadata:
researchers can freely deposit in EC compliant repositories like Zenodo.org to
comply to the EC Open Access mandates and this version will be first collected by
OpenAIRE and then fetched by ISTI Open Portal;

• Identification of links to funding: for the same reason, the projects funding the
publication will be fetched from OpenAIRE by the ISTI Open Portal and will
appear as part of the publication record.

Table 2 shows the numbers for ISMAR Open Portal. The 26th of September 2019
the system collected 5891 records, out of which 1898 have a DOI. Interestingly, the
marine context features a richer set of datasets if compared to the Computer Science.

Table 1. ISTI Open Portal: metadata enrichment statistics.

Properties and links Original
metadata

Enriched metadata Difference

Articles with Open
Access version

0 757 (360 added by administrator by
depositing OA files)

757

Subjects 10752 12744 1992
Bibliographic
references

0 6306 6306

Other versions 8146 9270 1124
Project links 610 770 160
Dataset links 0 54 54
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For both ISTI Open Portal and ISMAR Open Portal the aggregation and entity
linking process is scheduled every night, thereby keeping the ISTI collection always up
to date with the latest scholarly links and properties collected by OpenAIRE services.

3.3 Provision

RepOSGate’s web portal offers a number of services including: (a) a per-publication
page offering augmented information with respect to that natively stored in the insti-
tutional archive; (b) browsing options taking into account the ISTI authors and the
research laboratories they belong; (c) a rich array of statistics including scholarly
production indices, open access indices, and visits and downloads. It is worth high-
lighting that by aggregating content coming from several sources the portal is also
conceived to provide its managers/curators with statistics and indicators on both
information completeness and consistency to use to improve what’s natively stored in
the CNR archive as well as in the rest of providers. Static pages have been added to
provide links to the Institute Open Access policy and curators of the site. The envisaged
solution is suitable for any CNR institute as well as for any institution/community
willing to build a repository by augmenting the content of its native repository(ies)/
archive(s).

Figure 2 shows the home search page and the result list page with details on
multiple versions of the article, access rights for each version, best access right for the
article (following the ordering: Open > Restricted > Embargo > Closed), Altmetrics
numbers, and links to projects in OpenAIRE.

Table 2. ISMAR Open Portal: metadata enrichment statistics.

Properties and links Original
metadata

Enriched metadata Difference

Articles with Open
Access version

0 417 (no OA file deposited by
administrator)

417

Subjects 7090 10454 3364
Bibliographic references 0 10038 10038
Other versions 4770 6068 1298
Project links 45 189 144
Dataset links 0 128 128
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Fig. 2. ISTI Open Portal: home page and search result list.

Fig. 3. ISTI Open Portal result details page: author identifiers, ISTI laboratories, and links to
datasets.
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Figure 3 shows the detail page of the publication “Data Journals: a survey”. This
record, which originally featured only the minimal metadata available from the People
archive, includes today the link to the related ISTI laboratory, the link to ISTI authors,
one DOI link to a dataset returned by OpenAIRE Scholexplorer, and the EC projects
funding this work, with links to the detail project pages on the OpenAIRE web site.
Figure 4 shows the statistics about the scientific production of ISTI over time, by
access rights and by year, both in graph and tabular forms. Other statistics, by
year/typology and by laboratory/typology, are shown in Fig. 5.

The increase in open access versions in 2018 and 2019 is primarily due to the
emission of the ISTI Open Access Policy since January 2018. From the date of entry
into force of the Policy, each ISTI Author must deposit the metadata and a digital
version for open access purposes in the CNR institutional archive. The import of the
previous digital versions and their access rights is in progress. It should sharply limit
the number of “Unknown rights.”

Fig. 4. ISTI Open Portal Open Access statistics by access rights/year: graph and table view.
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4 Conclusion and Prospects

RepOSGate has been developed to provide repository managers with a lightweight
solutions easiying the development of their repository with respect to open science
practices. This solution benefits from the large amount of knowledge that exists in the
scholarly communication web to augment the information accompanying every
repository artifact.

The adoption of this solution was instrumental for ISTI to develop and implement
an Open Access policy. From 2018 on (the year the open access policy was signed) the
Institute managed to make available more than 70% of its scholarly production.

The adoption of RepOSGate is currently being taken into consideration by other
CNR institutes. Several enhancements are in the roadmap, such as exploiting entity
linking to collect ORCID IDs and, most importantly, the possibility for authorized
researchers to upload the Open Access version of an article rather than delegating one
administrator of all the work.

Acknowledgments. This work was possible and co-funded by the EC H2020 project
OpenAIRE-Advance (grant agreement 777541).

Fig. 5. ISTI Open Portal Open Access statistics by Laboratory/Year and Year/Typology of
publications.
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Abstract. “Fair Research Data Management” Summer School in Parma
focused on the skills gap in Italy for data stewards. A distinct feature of the
Summer School was its aim to bring together participants from different back-
grounds and from different countries. The paper is a reflection on the organi-
zation of the Summer School and the evaluation received by the participants.
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1 Introduction: Research Data Management Skills Gap

1.1 A Profile for Data Stewards

An understanding of the role defined by “data stewards”, and the formal titles with
which they typically operate (such as data librarians, data scientists, curators of
research data, etc.), can vary considerably over time, between different institutional
contexts and across international borders.

Research data must be managed and preserved for the long term. The support service
for the management of research data, however, is not a simple “restyling” of preser-
vation for new types of dynamic documents, but implies a role of the data steward that
extends to all phases of the research cycle, starting with design and implementation of
the research project. The most important feature of “data curation” is that it represents a
socio-technological system: new partnerships of librarians and support staff with
teachers and researchers are needed along with the technological infrastructure and
institutional organization. The necessary approach is the systemic one defined by
Borgman (2015) as a socio-technological system. We must not start from the granularity
of the collection, but from the needs of users (scholars and re-users) and from the
political and organizational context of the institution (Corrall 2012).

The vision of the academic libraries’ service was clearly designed by ARL: “In
2033, the research library will have shifted from its role as a knowledge service
provider within the university to become a collaborative partner within a rich and
diverse learning and research ecosystem” ARL (2015).

A definition of data librarian proposed by the Project of the Library Theory and
Research Section of IFLA is the following (Tammaro et al. 2019): “Data librarians are
supporters of data re-users, in the process of production, storage and access of data”.
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The activities characterizing the role and cited by the interviewees from the
IFLA LTR Project, in order of decreasing importance, are in the first place activities in
close contact with researchers such as training (70%), orientation (66%), communica-
tion (61%), followed by access (58%) preservation (58%), policy preparation (54%),
data management plan (51%), information systems (44%), statistics (21%), copyright
(18%), knowledge of the subject (26%). Most IFLA Project respondents work in uni-
versities (78%) and academic libraries (10%), a minority work in research centers (6%),
public offices (5%), public libraries (1%) and other organizations. The majority of data
librarian positions are for qualified roles and require a Master (35%) or even a PhD (6%).

Data stewardship is defined as “the process and attitudes that make one deal
responsibly with one’s own and other people data throughout and after the initial
scientific creation and discovery cycle” (Mons 2018). Initially, the idea was that a
domain expert had the responsibility of qualifying and documenting the data from their
professional point of view. In fact, Data stewards share some responsibilities with data
curator and data librarian.

1.2 Research Data Management in Italy: The Skills Gap

The mandate of the European Commission for Open Science states: “As open as
possible, as closed as necessary”. In practice, the European Commission asks the
professors and researchers involved in projects for which public funding is requested
and obtained to deposit research results, including scientific publications, in open
access repositories and to produce a Data Management Plan for the data.

In Italy, after Law No. 112/2013 which launched a first political initiative for Open
Access to scientific publications, a bill (called “Gallo” from the name of the speaker) is
now being discussed in Parliament, which includes the research data among its topics
of interest, as the first legal basis of a national policy for the research data infras-
tructure, starting from the existing network of institutional repositories.

Even in Italy, some research data management pioneering experiences are born,
many linked to the IOSSG group. The characteristic that distinguishes the service of
these Italian universities has been defined as: “single point of entry”. This model of
open data support services, developed by the IOSSG Group, highlights the social role
of the data librarian, who must work with the other University offices involved in the
research cycle. However, adequate skills are lacking in Italy, and moreover new roles
are needed for support services. Only two training experiences have been carried out at
the Universities of Bologna and Padua, where the Library Systems have trained staff
involved in support services.

Most of the professional literature believes that the librarian’s background includes
fundamental skills for the data librarian, but often does not describe them. During the
Stelline Conferences in 2018 and 2019 two Seminars were held on the Data Librarian
profile to understand the needs of Italian universities that pioneered the research data
management service. The organizers of the two Seminars were DILL (International
Master in Digital Library Learning) together with IOSSG, OpenAire and RDA. The
good practices of some of the major Italian universities were illustrated during the
seminar by Elena Giglia (University of Torino), Paola Galimberti (University of Milan),
Elena Bianchi (University of Padua), Marialaura Vignocchi (University of Bologna).
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The questions on which the organizers wanted to start the discussion were: What
are the activities necessary for research data management? and what skills are conse-
quently necessary for the training and updating of the data librarian? Before the first
Seminar in 2018, a questionnaire was distributed on the skills of the data librarian.
A conversation before and after the Seminar took place online, and helped to clarify the
different opinions of librarians.

The questionnaire that preceded the Stelline Seminar allowed to highlight the
opinions of 165 librarians who responded to the survey (Tammaro 2018). The com-
petencies listed in the questionnaire had to be classified by the respondents as: fun-
damental (core identity of the librarian), specialized (emerging competencies of the
data librarian), important (common to librarians in different roles) and not important.
The objectives that had been set were:

• Understand the skills that require specialized training for the data librarian;
• Highlight the core skills that each librarian curriculum should propose.

The results of the questionnaire for the first macro-area of the support activities
highlight as core skills in order of importance: cataloging (59%) including classifica-
tions and ontologies (28%), evaluation and selection of resources (28%) and preser-
vation (28%). It is interesting to note that the management of research data (35%) is
considered both a core competence and an emergent competence: librarians believe that
the management of research data is part of the professional profile.

Technological skills are also considered important for all librarians. In particular, in
order of importance we highlight: institutional repositories (35%), user experience
(33%), interoperability (41%), semantic web (46%), information architecture (40%).

All management skills are considered important: research methods for user studies
and service evaluation (50%), support for institutional services policies (49%), resource
management (47%), legal aspects and ethical (42%), costs and business plans (39%). It is
interesting to note that many librarians consider the business plan a specialist competence
of the data librarian (44%). Even the organizational culture is a competence of common
importance and considered fundamental: as an aptitude to work in a group (72%) and
ability to network (68%), orientation to problem solving (68%), multiculturalism (55%).

Other skills that have been added by respondents concern aspects that had been
neglected in the questionnaire such as: statistics, humanistic skills to understand the
social value of research results, knowledge of international good practices, information
literacy, empathy, ability to delegate and to ask questions if something is not known.

2 FAIR Research Data Management Summer School

The planning of the “Fair Research Data Management” Summer School in Parma
began during a management meeting of the ROMOR Project in Brighton (16–18
January 2019) with an initial discussion of the learning objectives from the partner
institutions. Since the Summer School would take place in the last year of the ROMOR
project (http://romor.iugaza.edu.ps), the partners agreed on the dual objective of con-
solidating the knowledge of Open Access Institutional Repositories (OAIR) topics and
developing the data stewards skills on more advanced topics. From the Stel-line
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Seminars survey on learning needs and from documentary research, it was highlighted
that currently no training offer is available in Italy on the management of research data.
In agreement with the ROMOR Project coordinator, it was decided to open the Summer
School also to external participants.

The purpose of this paper is to evaluate what has been done for the Italian participants
and discuss how to improve the curriculum of the Summer School in the next experience.

2.1 Learning Objectives

In developing the Summer School program, there were some actions that had a
prominent role, both as a process of self-learning of the Parma team and as an outcome
of the ROMOR project (Awadallah et al. 2019), where the Parma team had the
opportunity to collaborate with the most experienced European and Palestinian partners
in the management of research outputs.

One of the first activities was an applied documentary research (benchmarking) on
the teaching of “data management” and “FAIR principles”, together with conversation
with experts involved in teaching in ROMOR (Peter Burnhill, Janet and David
Anderson, Susanna Mornati, Joseph Torn, Ilaria Fava, Marialaura Vignocchi, Marisol
Occioni, Emma Lazzeri) and together with Paola Gargiulo, Elena Giglia: all of them
allowed us to identify different education and training proposals on the management of
research data, which was a key point for analysis of the needs and the planning phase of
the program.

The broad context of the Summer School at the University of Parma covered the
FAIR principles relating to interoperability and re-use of research data.

FAIR data are data which meet standards of findability, accessibility, interoper-
ability, and reusability. The expected learning outcomes were:

– Planning a management campaign of research results
– Re-use of research data for the entire research life cycle.

2.2 Learning Material

The materials and the bibliography of the Summer School were selected from various
sources: the reference materials of the previous training courses of the ROMOR Project
and the presentations used for the lessons that were regularly taught. A variety of
educational material has been used for the study schools, such as videos, links, doc-
uments to adhere to the learning objectives and the expected outcomes.

Copyright was taken into consideration, providing all the material that the students
of the Summer School could be used in open access with a CC-By license. All teaching
material was available from the FAIR RDM Study School website (http://fair-rdm.
unipr.it).

2.3 Course Content

A combination of frontal and laboratory lessons has been planned. The first day was an
introduction to the FAIR principles for the quality of research data together with a
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focus on the user of the data and the needs for re-use and interoperability. The second
day was dedicated to the new generation of institutional repositories and OpenAire with
practical exercises for evaluating different types of needs. The third day focused on the
legal issues of copyright and privacy together with policy impact on the organization of
support services. A “Data Carpentry” laboratory was planned and managed in col-
laboration with Data Carpentry team in the last two days (http://datacarpentry.org).

Other mobility activities included visits to the libraries of Italian Universities of
Bologna and Venice (the latter visited virtually) to learn about the management of
research data.

The final assignment (group activity) was based on the planning of an information
website for accessing from a single point the support service for the management of
research data.

The course structure is reported in the Appendix.

2.4 Selection of Participants

Data stewards are support staff and subject-specific experts and often have different
skills and knowledge that they bring to the research data management team. However,
this also means that data stewards may have varying degrees of understanding of
general needs and expectations in the field of research and Open Science data man-
agement. However, the Summer School focused on an intensive training program on
topics of common interest for different backgrounds.

The Summer School was planned for a total of 40 Palestinian participants and a
maximum of 20 external participants. Meeting rooms and facilities have been planned
based on the expected size of the class. Three tutors (Computer Engineering students
with personal interest in the School topics) were also recruited to support laboratory
activities, as recommended by the Data Carpentry laboratory methodology.

The criteria for the selection of the participants in the School of Study were the
following. Staff and researchers from the Palestinian institutions affiliated with
ROMOR were selected by the ROMOR partners based on their previous involvement
in the project, the role within the university and their knowledge of OAIR issues.

The criteria for Italian candidates were based on their background and role (li-
brarians, researchers, IT staff, etc.) declared in their online application, together with
their motivation to participate. The applications were accepted according to the order of
the applications received. The window for the application of participants remained
open for 10 days.

A total of 63 qualified applications were received (40 Palestinian participants and
23 Italian participants). All candidates were admitted with an official invitation, as the
total number was close to the maximum expected and all candidatures showed ade-
quate motivation and background.

2.5 Attendance

The duration of the Summer School was 5 days, from 1 to 5 July 2019. Participation in
the lessons was very constant, despite the hot temperature of the Italian summer and the
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very dense Summer school program. Participants enthusiastically participated in all the
lessons, engaged in discussions, mixed in working groups, were stimulated to active
and proactive interactions between them and with the teachers.

2.6 Institutional and Media Coverage

The Summer School was opened with a welcome speech by the Vice-Chancellor for
Research of the University of Parma. In the coming days, it included brief statements
by the Vice-Chancellor for International Relations and the Director of the Center for
International Cooperation at the University of Parma.

The Summer School was advertised on the University of Parma website and in
specialized mailing lists. The Summer School has also been marked with interviews,
photos and articles from local newspapers and TV.

3 Summer School Final Evaluation

At the end of the Summer School, two types of assessment were carried out with the 63
participants with differentiated questionnaires for Palestinian participants and Italian
participants.

All participants were asked to evaluate the general programme structure and
organization of the contents on the various aspects of the Summer School to gather
their opinions, as well as their advice for future editions of the School.

3.1 Evaluation of Summer School Programme

Many Italian participants declared that they were very satisfied with the open format of
the School. As for the relevance of the contents, a great degree of satisfaction has been
reported, which allows us to affirm that the topics have been well selected (Figs. 1 and 2).

Fig. 1. Satisfaction for the Summer School programme.

168 A. M. Tammaro and S. Caselli



Fig. 2. Satisfaction for the different topics of the Summer School.

The contents (Fig. 2) that received the highest satisfaction (69% very satisfied)
were in the second day in the Next Generation repositories and OpenAire, together with
the fourth day (60% satisfied) in Data Carpentry using Open Refine. Both of these
sessions were based on practical exercises following a theoretical introduction.

The contents proposed in all other days of the Summer School satisfied on the
average about 50% of the participants, including the Introduction to FAIR and
Copyright and privacy.

Some problems can be noticed on the last day, devoted to the application of R, in
which satisfaction fell to 24% and very satisfied to 31%, with 31% partially satisfied.
This session was somehow more technical and perhaps not fully suitable for all
attendees, in the short time available.

The Summer School organization received the highest percentage (70%) of satis-
faction, together with classroom and accommodation (61%).

About the mastering of the subject by the speakers, 60% of the participants stated
that they were very satisfied. The pedagogical approach of all the teachers and tutors
was highly appreciated. Also the learning material obtained the following evaluation:
very satisfied by 46% and satisfied by 36% of respondents, partly satisfied by 15% of
respondents.

In general, it can be concluded that the School had many positive elements and that
it can be repeated making some adjustments, mainly in the distinction between theory
and practice.

Open comments and suggestions from participants include:

– A more practical focus on the long term preservation of digital objects, with
example of software and formats to be used.

– Other platforms and tools (open and free if possible) for data repository.
– More practical applications of RDM on a technical point of view, for instance

through case studies, working groups and labs.
– Keep technical sessions separated from the rest of the training for those really

interested in hands-on training.
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– Software and tools for data management as lecture on a handful programmes
focusing on the concept and tasks or assignment that those tools can accomplish.

4 Conclusions

Courses with classes of this size generate many expectations in the participants, who
can interact and share experiences and establish contacts with colleagues from different
institutions at national and international level. The development of the FAIR RDM
Summer School provides the following conclusions, which should be taken into
account in other education and training projects of this style:

– The role of the data steward is truly international, with FAIR principles and
homogeneous organizational criteria that can be applied to various contexts. The
multicultural aspects of the Summer school were very gratifying, for both Pales-
tinian and Italian participants.

– Another important aspect is the need to include flexibility in the programme. In a
course open to participants with different backgrounds and from different institu-
tions, the times, beyond their programming, should allow and give attendees the
opportunity to develop assignments and do exercises at different times, although
such an organization involves a greater demand for teachers and tutors.

– In a study school developed with different teachers and tutors there must be a
permanent communication and coordination effort in order to guarantee homo-
geneity in delivering content and provide full support to participants.

Appendix

Data Stewardship and FAIR principles - Monday 1st July

9.30-11.00 Welcome, Introduction to the Study School, Data stewardship core

Stefano Caselli, Anna Maria Tammaro, Janet and David Anderson

11.30– 
13.00

Data Stewardship (1): Introduction and Overview of FAIR

Peter Burnhill

14.00– 
15.30

Data Stewardship (2): Focus on the Data User. Provision for Access. 
Relationship to Articles, Books and Web resources

Peter Burnhill

15:30-
16:30

Group work

Group task and to be presented in class by end of the School
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Next Generation repositories - Tuesday 2 July

9.30–
11.00

Behaviours and Technical Recommendations of the COAR Next 
Generation Repositories Working Group - Part 1 - Behaviours

Behaviours and Technical Recommendations of the COAR Next 
Generation Repositories Working Group - Part 2 - Technologies and 
Implementations

Susanna Mornati

11.30–
13.00 

OpenAIRE and RDA: community driven tools and support for research 
data access and reuse

Emma Lazzeri
14:00-
16:30

Library system organisation for RDM: Visit to the University of Bologna

Marialaura Vignocchi

Copyright, CC and Privacy - Wednesday 3 July

9.30–
11.00

11.30-
13.00

Copyright, creative commons, privacy issues for research output 
management

Janet Anderson and David Anderson

Data stewardship (3). Use, preservation and citation of 'web 
resources': a look into the future 

Peter Burnhill
14.00–
15:00

15:00-
16.30

Single point of entry: RDM management at University of Venice

Marisol Occioni (Videoconference)

Group work
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Data carpentry - Thursday-Friday 4–5 July

Data carpentry Laboratory and Group work

Marianne Corvellec, Nilani Ganeshwaran

Day 1:

9:30 am-1 pm : Introduction to data, and best practices in using spreadsheets

2 pm-4:30 pm : Cleaning data with Openrefine

Day 2:

9:30 am - 1 pm : Introduction to R for data analysis

2 pm - 4:30 pm : Using R for data visualization and generating reports
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Abstract. The Art. 2 of the EU Council Conclusions of 21 May 2014 on
cultural heritage as a strategic resource for a sustainable Europe (2014/C
183/08) states the existence of the new Digital Cultural Heritage (born digital
and digitized). Starting from this assumption, we must rethink digitization,
digitalization and digital transformation as recording and representing the pro-
cesses of contemporary life cycles, no longer as simple tools to improve access
to reality. So, we must define clear and homogeneous criteria to validate and
certify what among contemporary digital magma we can identify as Digital
Cultural Heritage (DCH). This paper outlines a proposal in such way starting
from the extension of the R: Reusable requirement of FAIR Principles to R5

adding the requirements: Readable, Relevant, Reliable and Resilient. These
requirements should lead the design and creation of descriptive metadata in open
format for indexing and managing digital cultural resources. The Terra delle
Gravine between sharing economy and experiential tourism project was a case
study for testing this proposal. Three digital libraries of the municipal libraries of
Massafra, Mottola and Grottaglie were designed and implemented by creating
an open data schema for indexing and describing the digital resources.

Keywords: Digital Cultural Heritage � Born digital � Digitization � R5 �
Reusable � Readable � Relevant � Reliable � Resilient � Metadati descrittivi

1 Introduction

The art. 2 of EU Council Conclusions of 21 may 2014 on Cultural Heritage as a
Strategic Resource for a Sustainable Europe (2014/C 183/08) states:

“cultural heritage consists of the resources inherited from the past in all forms and aspects -
tangible, intangible and digital (born digital and digitized), including monuments, sites,
landscapes, skills, practices, knowledge and expressions of human creativity, as well as col-
lections conserved and managed by public and private bodies such as museums, libraries and
archive”.1

Starting by this assumption, we must necessarily change our approach to digital and
digitalization starting to consider them representations that identify the digital trans-
formation that characterizes the contemporary age. So, we need to identify and classify

1 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52014XG0614%2808%29.
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among the massive digital resources we produce, either they are single computational
artefact or complex digital libraries or 3D systems, those that we can recognize as the
new Digital Cultural Heritage (DCH).

However, the current approach to digital creation does not concern the evolution of
digitization, which today has become a complex process driven by defined and shared
rules. The quality of the digital data is also completely undervalued in relegating their
function to mere mediation tools for fostering the fruition of analogical artefact by their
virtual representation. This instrumental use still negatively direct the creation of digital
data and, above all, the structuring of metadata schemes for indexing digital artefacts
and of their composition and descriptions of elements, that are formulated as merely
codes for searching and retrieving data on the web. On the contrary, we should identify
the digital data as records by recognizing the transformation of their function linked to
their reuse over time, giving them some essential requirements for their sustainability.

Therefore, the metadata and descriptions associated with them needs to be focused
with special care, since they are the only source that can record and represent in an
intelligible way the digitization, digitalization and digital transformation processes that
characterize the data life cycle, and to preserve the information necessary to know them
and qualify them as digital resources with cultural functions for future generations.

The essential function of metadata for the management and use of digital data is the
focus of the FAIR Guiding Principles for Scientific Data Management and Steward-
ship2, the guidelines for the management of scientific data published in 2016. This is
one of the major topics interest in the wider debate on the possibility to apply data
science methodologies to the creation and management of data humanities3.

A workshop on the effectiveness of the FAIR Principles with regard both to the
scenarios that digitization today poses, and that are already imminent was held at the
CIDOC Conference 20184. This paper summarizes some reflections matured by that
fruitful comparison, related to the need to provide for an extension of the requirement
R: Reusable of the FAIR to the requirements R5: Reusable, Readable, Relevant, Reli-
able and Resilient. This extension aims to facilitate the applicability of the Principles to
data humanities and, consequently, to foster the identification and certification as
Digital Cultural Heritage of the data meeting these requirements in the formless digital
magma in which today we float.

2 From FAIR to FAIR5

The starting assumption of this reflection is that digital data are records, that is: Digital
data are dynamic and diachronic resources that record and preserve in their com-
position and descriptions the processes of their creation and the information about
their life cycle.

2 https://www.go-fair.org/fair-principles/.
3 https://www.rd-alliance.org/open-consultation-fair-data-humanities-until-15th-july-2019; https://ww
w.go-fair.org/implementation-networks/overview/co-operas/; https://operas.hypotheses.org/.

4 http://www.cidoc2018.com/sites/default/files/CIDOC2018-BookOfAbstracts-Final-v-1-2.pdf.
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Therefore, descriptive metadata become fundamental and inseparable for full
identification and intelligibility of digital artefacts, since the accuracy and quality of
their descriptions qualify them as records and make them digital resources designed
and created for diachronic use and reuse by both contemporary and future users, and all
of them should understand what the data represents.

We think that an approach to data humanities adopting the FAIR Principles in their
state of the art has some issue. First of all, we are not entirely convinced that Find-
ability, Accessibility (this one absolutely cannot be identified with Open) and Inter-
operability are suitable requirements to qualify metadata and data as records and digital
resources.

A findable, accessible and interoperable data does not provide any guarantee of
quality, completeness and reliability of the information that it contains. Moreover, the
findability and, consequently, the accessibility and interoperability that originate by the
one, mean when a data interests the users. The interest in a data is today strictly linked
not to its function as access key to a simple or complex digital artefact, but to its role of
cognitive and informational resource due to the correct quantity and quality of
descriptive contents of metadata that it provides to users.

We think that the FAIR requirement that give meaning to first three, and by which
those depend, is Reusability. The non-stop use and reuse of data are the requirements
that guarantee their sustainability over time and, therefore, their survival, as Reusability
is characterized by dynamism and diachrony which imply transformations of the
functions of digital artefacts: to get an idea using an analogical paradigm, we have to
think to Coliseum and to its life cycle.

The descriptive metadata become essential to guarantee quality and persistence of
digital resources, when their contents are based on balanced quantitative/qualitative
relation and respond to further requirements which, in our opinion, are just as essential
as Reusability. In fact, this one does not constitute in itself a guarantee of the quality of
data and of their value as information and cognitive resource. Indeed, the variability of
data due to their reuse could become a cause for distortion and discrepancy of the
contents, whose informative and cognitive value can therefore no longer be certified as
reliable.

So, we propose to extend the R of Reusable into R5 by adding the following
requirements:

– Readability: this has not the semantic meaning of legibility, but the conceptual one
of intelligibility of digital data for all the possible user targets who are interested in
using them; this requirement is based on the well-balanced quantitative/qualitative
relation among the descriptive metadata elements and formal, stylistic and linguistic
accuracy of their content, and it is essential for giving metadata the informative and
cognitive functions needed to qualify them as records and cultural resource;
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– Relevance: this requirement is linked to users interest for the informational and
cognitive contents recorded in the metadata; it is closely linked to reuse and to the
functional transformations of data recorded in the descriptions over time; therefore,
this requirement is indispensable so that we can recognize and identify the form and
descriptive structure of data usually created with no cultural purposes even when
their functions vary over time, evolving them into a source of knowledge about the
processes recorded in descriptions and, therefore, in Digital Cultural resources;

– Reliablility: this requirement is related to the quality certification and validation of
digital resources detected by their recorded descriptions throughout their life cycle,
as related to all the functional transformations they can have; therefore, it is closely
connected to recording and preserving in metadata descriptions the contents which
can guarantee their informative and cognitive quality, also in the variation and
evolution of their functions and forms over time;

– Resilience: this is a fundamental requisite for giving digital resources the new
cultural dimension; stating the definition commonly used in information technol-
ogy5, it is “the ability of a digital resource to adapt to use and reuse, to resist wear,
to be flexible in case of transformation or evolution of its functions, in order to
guarantee its cognitive and informative potential over time”; therefore, it is indis-
pensable to guarantee the sustainability and reuse of digital resources in the long
term, providing to preserve both the information useful to know the processes of
their creation, and those on their original function, and, finally, the recordings of
functional transformation and evolution that characterized their life cycle.

The Terra delle Gravine project for creation of digital libraries in open data, below
illustrated, has been the case study to test application of R5 requirements in drafting
descriptive metadata.

3 The Terra delle Gravine Project

Terra delle Gravine tra sharing economy e turismo esperienziale6 is a project for
creation of digital libraries of different kind of cultural heritage carried out in 2018 by a
consortium of twelve municipalities in land of Taranto, Puglia, thanks to a grant from
the Regione Puglia.

As project activities, D.A.BI.MUS. Ltd. and the Department of Humanities –

DISUM of University of Bari Aldo Moro carried out the design and implementation of
three digital libraries in open data for enhancement of book collection preserved in the
libraries of the Municipalities of Massafra, Mottola and Grottaglie.

The metadata schema and datasets were designed referring to national standard of
ICCU and ICCD and according to the schema defined for the national project dati.gov.

5 https://it.wikipedia.org/wiki/Resilienza.
6 https://terradellegravineprogettazioneperlacultura.wordpress.com/il-progetto/.
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it7 and by the Regione Puglia for its Puglia Digital Library8. The project engaged the
students of some high schools of the three Municipalities in creation of contents related
to the original resources treated to fill descriptive metadata elements.

Previously, students were trained on:

– methods and techniques for cataloguing and for digital description of books;
– open data ontologies and metadata standards used by ICCD9 and ICCU10 for their

digitization projects;
– methods and techniques for structuring metadata schema using open data.

Then, the students were engaged in the creation of metadata schema for description
of both original books and of the digital objects produced by their scanning.

The activities included the following phases:

1. transferring to students know-how for creation of metadata schema in open data;
2. supporting the students for design and creation of their metadata schema in open

data following rules and standards used at national and regional level;
3. creating cataloguing contents and inserting descriptions within metadata elements;
4. editing digital libraries on CKAN platform.

The monitoring of project progress and interaction with student teams was achieved
by activating specific groups through Telegram messaging app, that is fast, secure,
simple and free.

The digital libraries with their open data and descriptions are currently published on
the regional platform Terra delle Gravine11 and on the national platform dati.gov12.

4 DesigningDigital Libraries inOpenData forCreation ofDCH

The open data schema used for indexing the digital resources was developed inte-
grating and rationalizing elements extracted by ICCU and ICCD metadata standards.
The descriptive contents were elaborated according to R5 requirements with the aim to
create digital resources that can be identified as DCH.

To this goal, we preferred to distinguish the descriptive metadata relating to the
digital objects from cataloguing descriptions of the books reproduced in the images
carried out by the scanning.

We used elements of Dublin Core13 standard for descriptive section both of the
books reproduced and of the digital objects, integrated with elements taken from other

7 https://www.dati.gov.it/.
8 http://www.dataset.puglia.it/.
9 http://dati.beniculturali.it/altre-ontologie-utilizzate/.

10 http://dati.culturaitalia.it/.
11 http://www.terradellegravine.eu:3389/dataset.
12 https://www.dati.gov.it/dataset/digital-library-biblioteca-comunale-comune-massafra; https://www.

dati.gov.it/dataset/digital-library-biblioteca-comune-mottola; https://www.dati.gov.it/dataset/digital-
library-biblioteca-comunale-comune-grottaglie.

13 https://www.dublincore.org/resources/glossary/application_profile/.
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standards, in particular as reported in the rules defined by the ICCU for Cultura Italia
project. Some other elements were taken from the ontologies of the ICCD Linked Open
Data project, in order to create a schema that represents both the full process of creation
and the life cycle of each digital resource integrating the R5 requirements necessary to
validate them as digital cultural entities.

The sequence of elements was organized focusing on the goal to provide infor-
mation as intelligible as possible to both user operators in charge of entering
descriptions in each element, and to any future users who, accessing to the metadata,
will look for information on the creation process and on the life cycle of the digital
resource they managed.

As an example of the solution used for the three digital libraries, the DL layout of
the Municipality of Massafra is reported as Table 1.

The correct format in XLS or CSV can be viewed online at the URL indicated in the
above note to the text.

The project is currently undergoing and open data sustainability is constantly
monitoring to define, by this way, if digital resources can effectively maintain the
requirements that allow their identification as Digital Cultural Heritage in their dia-
chronic evolution.

Table 1. Digital Library Biblioteca Comunale di Massafra – Open Data schema

Titolo della risorsa 
digitale

Iden fica vo 
risorsa digitale

Genere 
risorsa 
digitale

Livello di 
descrizione

Sogge o 
responsabile 
della 
digitalizzazione

Stato della 
digitalizzazione

Proge o di 
digitalizzazione

Descrizione 
risorsa 
digitale

Genere_1 Argomento_1 Argomento_2 Argomento_3

P. Catucci, Massafra 
sue epigrafi, 
Tecnografica 1986 

TA0012_M_00001 Text Monografia Biblioteca 
Comunale di 
Massafra

In corso Terra delle 
Gravine

DigitalObject Storia e 
monumen

F. Ladiana, La pietra 
della fame, Stampa 
Sud 1984

TA0012_M_00002 Text Monografia Biblioteca 
Comunale di 
Massafra

In corso Terra delle 
Gravine

DigitalObject Massafra -
stroria 1901-
1922 

C. D. Fonseca, 
comprensorio civiltà 
rupestre, Stampa Sud 
(1985?!) 

TA0012_M_00003 Text Monografia Biblioteca 
Comunale di 
Massafra

In corso Terra delle 
Gravine

DigitalObject Massafra - 
cultura e 
storia

P. Ladiana, Uomini, 
fa  e cose della 
vecchia 
Massafra,Tipolitografia 
B.M. s.n.c. - Massafra 
1995

TA0012_M_00004 Text Monografia Biblioteca 
Comunale di 
Massafra

In corso Terra delle 
Gravine

DigitalObject Massafra -
cultura e 
storia

Categoria_1 Categoria_2 Titolo della risorsa 
analogica 
rappresentata

Autore Contributore_1 Contributore_2 Contributore_3

Libro a stampa Libro moderno Massafra e le sue 
epigrafi – fra cronaca e 
storia - 

Paolo Catucci

Libro a stampa Libro moderno La pietra della fame - 
Massafra/ borghesia e 
popolo tra o ocento e 
novecento

Fernando Ladiana

Libro a stampa Libro moderno Il comprensorio della 
civiltà rupestre 

Cosimo Damiano Fonseca

Libro a stampa Libro moderno Uomini, fa  e cose 
della vecchia Massafra

Paolo Ladiana Vito Serio

(continued)
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Table 1. (continued)

Data Editore e Luogo 
di edizione

Descrizione 
fisica

Sogge o_1 Sogge o_2 Sogge o_3 Note Genere risorsa 
analogica

Materiale Localizzazione 
logica della 
risorsa analogica

1986 Tecnografica, 
Massafra

247 pag ; 25 
cm

Storia-
Monumen -
Massafra

Storia-
Personaggi 
Illustri-
Massafra

In calce al front.: Amministrazione Comunale di 
Massafra, Assessorato alla Cultura

PhysicalObject Carta Biblioteca 
Massafra CRSEC 
TA/50 I B 16

1984 STAMPASUD 
Posa, Mo ola

219 pag. ill ; 
26 cm

Massafra Storia In calce al front.: Regione Puglia Assessorato alla 
Cultura C.S.P.C.R. Massafra

PhysicalObject Carta Biblioteca 
Massafra CRSEC 
TA/50 I B 09

1985 
(?!)

STAMPASUD 
Posa, Mo ola

91 pag. ill ; 29 
cm

Massafra Insediamen  
rupres  - 
Massafra

In calce al front.: Regione Puglia Assessorato alla 
Cultura C. S. P. C. R. Massafra 

PhysicalObject Carta Biblioteca 
Massafra XV 4 21

1995 Tipolitografia 
B.M. s.n.c.,
Massafra

241 pag. ill ; 
24 cm

Massafra Monumen  e 
personaggi

PhysicalObject Carta Biblioteca 
Massafra XVII B 6

Thesaurus PICO 4.3_1 Thesaurus 
PICO 4.3_2

Descrizione del contenuto Lingua Ambito cronologico Sogge o conservatore

h p://www.culturaitalia.it/pico/thesaurus/4.3/thesaurus_4.3.0.s
kos.xml#h p://culturaitalia.it/pico/thesaurus/4.2#libri

Tes monianze degli avvenimen  che le epigrafi 
ricordano: un richiamo alla conservazione della 
memoria storica, di cui gli studiosi locali, come l’autore, 
sono con la loro opera diligente e appassionata, i vigili 
custodi.

Ita decennio 1980 - 1986 Biblioteca comunale-
Paolo Catucci- 
Massafra

h p://www.culturaitalia.it/pico/thesaurus/4.3/thesaurus_4.3.0.s
kos.xml#h p://culturaitalia.it/pico/thesaurus/4.2#libri

Il volume racconta la dramma ca realtà vissuta della 
popolazione massafrese negli anni a cavallo tra i due 
secoli (dalla fine dell' O ocento all'avvento del 
Fascismo) , quando la fame, la miseria è l'incertezza 
occupazionale erano dominan . Addiri ura c'era chi, 
durante un breve intervallo di lavoro nei campi non 
aveva non un tozzo di pane per colazione e si appartava 
per la vergogna, nascondendo nel suo fazzole o una 
pietra per camuffare il desco : La pietra della fame 

Ita decennio 1980 - 1984 Biblioteca comunale -
Paolo Catucci - 
Massafra

h p://www.culturaitalia.it/pico/thesaurus/4.3/thesaurus_4.3.0.s
kos.xml#h p://culturaitalia.it/pico/thesaurus/4.2#libri

Tra gli aspe  specifici e per tan  versi appariscen  che 
definiscono l'iden tà categoriale della "Pugliesità" e 
senza alcun dubbio quella della " Vita in Gro e", ormai 
entrata in pieno tolo nella le eratura storica, dopo gli 
studi del prof. Cosimo Damiano Fonseca, con il 
sugges vo nome di "Civiltà Rupestre". Infa  l'elemento 
di con nuità che lega dalla preistoria all'età moderna la 
vita delle popolazioni pugliesi è la pietra: dal Gargano 
allo Ionico, dalla Linea Ofan na sino al Salento, pur con 
differen  pologie, l'escavazione degli invasi gro ali si 
ripete con una impressionante seriazione.

Ita Biblioteca comunale - 
Paolo Catucci - 
Massafra

h p://www.culturaitalia.it/pico/thesaurus/4.3/thesaurus_4.3.0.s
kos.xml#h p://culturaitalia.it/pico/thesaurus/4.2#libri

Raccolta del materiale dove vede protagonis  
monumen  e personaggi della vecchia Massafra, 
distre o diocesano con i suoi vescovi e con il suo clero 
e le chiese. 

Ita 1500-1950 Biblioteca comunale - 
Paolo Catucci - 
Massafra

Regione Provincia Comune Indirizzo La tudine Longitudine Formato 
della risorsa 
digitale 
pubblicata

Data e ora di 
creazione 
della risorsa 
digitale

Dimensioni 
della risorsa 
digitale

Profilo ICC Profondità di 
colore

Livello 
qualita vo

MIME Type

Puglia Taranto Massafra Via Lopizzo 
n.38 

40.58711 17.11152 

Puglia Taranto Massafra Via Lopizzo 
n.38

40.58711 17.11152

Puglia Taranto Massafra Via Lopizzo 
n.38

40.58711 17.11152 

Puglia Taranto Massafra Via Lopizzo 
n.38

40.58711 17.11152

Accessibilità Direzione di 
lettura

Numero di 
immagini

Sequenza delle 
pagine

Versione SW di 
produzione

Detentore dei 
diri  della 
risorsa digitale

Licenza per la 
risorsa digitale

Collezione 
digitale

Iden fica vo 
collezione 
digitale

Scheda Puglia 
Digital Library

Uso pubblico Sinistra - Destra 1 Da 1 a 247

Uso pubblico Sinistra - Destra 76 Da 1 a 219

Uso pubblico Sinistra - Destra Da 1 a 91

Uso pubblico Sinistra - Destra 30 Da 6 a 249
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5 Conclusions

The adoption of the FAIR Principles requirements with the extended R in R5 is an
indispensable prerequisite for the creation of digital resources and their metadata, to
characterize them as the new DCH by making them sustainable, permanent, reliable,
resilient sources of knowledge about process and transformations that characterize their
evolution over time.

Not the data itself, in fact, but the interest of present and future users in the data as
informative and cognitive resources must become the assumption on which we have to
base the entire process of design, creation, publication and preservation of digital
cultural entities. Therefore, we must focus on the application of the R5 requirements
already from the analysis and design phase of both digitization and of creation of
metadata schema for indexing and managing digital objects.

By this way, the identification of DCH among the massive data that today overlaps
in the web can start in the medium term and, at the same time, homogeneous and shared
guidelines for the creation of digital resources can be defined having clear from the
beginning how we can give them the value of cultural entities.

We think this is the way to create and recognize over few years the DCH as defined
by the 2014 EU Conclusions. Otherwise, we will continue to consider digitization,
digitalization and digital transformation only as different and captivating instruments
for enjoy the tangible and intangible heritage, losing sight that all of them are already
today the humus that, at different levels, identifies the contemporary Digital Age.
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Abstract. Nanopublication is a data publishing model which has a
great potential for the representation of scientific results allowing inter-
operability, data integration and exchange of scientific findings. But this
model suffer of the lack of an appropriate standard methodology to pro-
duce complete and interoperable citations providing both data identifi-
cation and access. In this paper we introduce nanocitation, a framework
to automatically get human-readable text-snippet snippet and machine-
readable citations of nanopublications.

Keywords: Nanopublication · Data citation · DisGeNET

1 Introduction

We have recently witnessed a transition to the data-intensive scientific research
paradigm – i.e. the fourth paradigm [8] of science – which led to a change in
the nature of scientific discovery and publication. This paradigm shift has made
it necessary to adapt the infrastructure for managing the growing amount of
scientific data, led to the definition and adoption of open access policies for the
access to scholarly data, to new concepts of data scholarship [3] and sanctioned
the transition to data-intensive research where data are as essential as scientific
publications [8].

One of the grand challenges of data-intensive science is to ease knowledge
discovery, evaluation, propagation and reuse. To this end, international initia-
tives together with academia, industry and publishers designed the so-called
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FAIR (Findability, Accessibility, Interoperability and Reusability) principles to
be followed when producing and storing data.

In this scenario, the nanopublication model has been proposed as a means
to represent and publish individual scientific claims or statements together with
their provenance specification and publication information. This model allows
individual scientific results to be uniquely identifiable, accessible, attributable,
citable and reusable [7,11].

Alongside the improvement of scientific data management and infrastructure,
another problem has gained importance: data citation [15]. Citations are one of
the main “driving force” for scientific progress and, since data has gained the
same scholarly status of traditional publications, even data citation has become a
“driving force” for scientific progress as well. Data citation is central to enable: (i)
credit attribution to database creators and curators not only to papers authors;
(ii) connection between scientific papers and used data; (iii) identifiability, reach-
ability and accessibility of data; (iv) knowledge sharing and propagation; (v)
evaluation of the impact of the data; (vi) reproducibility of the experiments. To
date, two are the facets of data citation which have been studied: the definition
of data citation principles and the development of solutions for computational
problems related to the automatic or semi-automatic generation of citations. Two
main international initiatives (CODATA [1] and FORCE 11 [6]) have defined
core principles and criteria for data citation which are: (i) through the citation
data should be identifiable on variable granularity; (ii) both citation metadata
and cited data should be persistent and accessible; (iii) every citation should
come with a citation reference (text-snippet) which describes the cited data and
should be complete enough to attribute credit and to interpret the data con-
tent; (iv) citations should be flexible and both machine- and human-readable.
Moreover, data citation and the design of systems for the automatic creation
of data references are considered a computational problem [4]. Some solutions
to automatically generate data citations have been proposed in the literature,
mostly to create citations of subsets of relational and graph databases [14,16].

Nevertheless, up to now there is no automatic solution to create complete,
consistent, interoperable textual citations to single nanopublications. Thus, we
introduce a framework to automatically create a citation text-snippet and a
machine-readable citation given a single nanopublication and a landing page
where all the information within the nanopublication is shown to the user.

The rest of the paper is organized as follows: Sect. 2 introduces the concept of
nanopublication, Sect. 3 presents the nanocitation framework to obtain citation
of a single nanopublication and Sect. 4 draws some conclusions and presents an
outlook to future work.

2 Background

A nanopublication is a granular-level publication containing an individual sci-
entific claim (an atomic statement in the form of subject-predicate-object, e.g.
malaria is transmitted by mosquitoes together with its provenance (its origin and
generation process) and publication information.
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The nanopublication model makes use of Linked Data W3Cs Resource
Description Framework(RDF) specification representing its contents (scientific
statement, provenance and publication information) within three graphs in the
form of RDF triples (two entities/resources with a certain relation) where each
element or ontology term is represented through an Internationalized Resource
Identifier (IRI). The potential of the nanopublication model is that each scien-
tific claim can be individually represented, linked to its evidence and can be
independently addressed allowing fine-grained citation metrics on the level of
individual claims and enable article-data connections [7].

Today, over 10M nanopublications are freely accessible and hosted on a
nanopublication network1 [9] and other 200M are available as independent pri-
vate datasets. Published nanopublications represent data and scientific claims
extracted from datasets from several domains, mostly from Life Science domain
dataset including DisGeNET [13], neXtProt [10] and WikiPathways [12], but
also smaller nanopublication datasets from digital humanities domain (philoso-
phy, archaeology and music) have published.

Nowadays all the solutions to cite nanopublications (through their identifiers
or citing the data papers or the whole dataset where they are stored) guaran-
tee only up to two data citation requirements, i.e. the accessibility of data and
persistence of data. But these solutions do not guarantee completeness and inter-
operability requirements, they do not provide necessary information or provide
partial information to attribute the credit to all contributors nor provide content
information as well as they raise up issues about the loss of specificity. We tackle
these problems by proposing a citation framework which meets all the citation
criteria.

3 The Nanocitation Framework

We design nanocitation, a framework to automatically obtain citations of nanop-
ublications as illustrated in Fig. 1. This framework concerns the creation of cita-
tions for single nanopublications (see violet and blue components in Fig. 1).

The nanocitation framework is composed of four main components, as input
it receives the identifier of the nanopublication to be cited (i.e. the URI) and a
set of citation policies and produces three outputs:

1. a text-snippet citation to be included in reference lists;
2. the nanopublication citation metadata in machine-readable formats (i.e. XML

and JSON);
3. a landing page where the user can explore the content of the nanopublication

in a human-readable form.

Dereferencing and Enrichment – The first module of the framework aims at
dereferencing all the identifiers of the resources and entities within the nanop-
ublication RDF triples of the nanopublication and aims at searching for all the
1 http://npmonitor.inn.ac/ accessed on 09/25/2019.

http://npmonitor.inn.ac/
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Fig. 1. Framework schema for nanopublication citation. Violet and blue nodes rep-
resents the components involved in citation creation, whereas green and blue nodes
concern citation creation for a set of nanopublications. (Color figure online)

relevant information related to them from external sources. At the end of the
process, the module produces a human-readable and enriched version of the
nanopublication, i.e. the enriched nanopublication.

Metadata Mapping – Human-readable information within the enriched nanopub-
lication are structured as metadata. For data citation, several metadata formats
are proposed by the literature. The most recent and widely recognized metadata
format for citing data, DataCite [2] needs to be extended in order to represent
the nanopublication citation metadata since several data within the enriched
nanopublication do not find any correspondent metadata fields and some meta-
data fields would need to be overloaded. Thus, we define the semantics and
constraint of the metadata by defining an ad-hoc metadata schema as a Dublin
Core Application Profile. Once the metadata has been created, this can be used
as a machine-readable serialization of the content of the nanopublication.

Reference Builder – The reference builder module performs the creation of the
citation text-snippet according to some citation policies, which has to be defined
by the database administrator in the form of selection, ordering of the fields of
the metadata and fields operations (e.g. concatenation).

Landing Page Builder – Moreover, the enriched nanopublication is the input of
the landing page builder component which is employed to create the landing
page. The landing page is provided to the user to better and fully explore the
content of the nanopublication. Through the landing page the user can browse
all the content information and, throughout provided links, get to the original
sources used to build the nanopublication. The landing page provides a user-
friendly interface and human-readable visualization of the complete and specific
information about the nanopublication together with the possibility to get the
machine-readable form of the landing page content and citation serialization.

We implemented the nanocitation framework as a web application freely
accessible at nanocitation.dei.unipd.it and we provide also a RESTful API which

http://nanocitation.dei.unipd.it/
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enables programmatic requests of text-snippet citations, landing pages and cita-
tion metadata serializations in JSON and XML format.

4 Discussion

The requirements which a data citation system has to meet: (i) identification of
the cited data; (ii) persistence and accessibility of both cited data and citation
metadata; (iii) complete and understandable citation text-snippet; (iv) interop-
erability of the citation in both human- and machine-readable format. Unlike
existing solutions to cite nanopublications, our framework satisfies all the above
requirements. The identification of the nanopublication is guaranteed by its
unique identifier which is reported in the landing page, in the citation meta-
data and text-snippet. The data is persistent due to the nature of the nanopub-
lication and by the nanopublication network and specification [9], besides, the
citation is persistent due to the one-to-one correlation between a given nanopub-
lication and its citation metadata and landing page (a nanopublication is always
associated to the same metadata). Moreover, the citation completeness is guar-
anteed by the presence of all the information relative to the nanopublication
in the citation metadata as well as in the landing page, which provides all the
information needed to attribute the credit to whom was committed to the cre-
ation of the nanopublication and its scientific claim. Furthermore, the human-
and machine-readable citations provided as outputs of the framework ensure the
interoperability requirements.

To date, our implementation of the framework allows a user to cite single
nanopublications, but we are committed to extending the framework to han-
dle the creation of citations of sets/aggregations of nanopublications. Thus, we
have to face several problems which are the following: (a) ensure the presence of
information of the overall content of the set of nanopublications in the citation
even on a situation of heterogeneous content of the single nanopublications; (b)
guarantee the completeness of the citation and the creation of a text-snippet
concise enough to be integrated in a reference list, which is threatened by the
volume of information contained in the set; (c) ensure the presence of the iden-
tifiers of all the nanopublications of the set in the citation. To solve all these
problems we plan to extend the framework by considering some improvements
as shown in Fig. 1 (green and blue nodes). Each nanopublication in the given
set undergoes a dereferencing and enriching process and then is mapped into a
separate metadata schema. Afterwards, the set of separate metadata are aggre-
gated to form single metadata containing citation information common to all the
nanopublications in the set. This cannot be done by performing a mere concate-
nation of the metadata, but by performing some operations at field-level in the
set of metadata. As for the citation policies, the operations to be executed are
defined by the system administrator. Then, by applying citation policies to the
metadata of the overall set the text-snippet is created. Additionally, the landing
page provides complete and understandable information about the content of
the nanopublications in the set, alongside the link to the access to landing pages
and citations of the single nanopublications.
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