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Preface

During the 18th International Federation of Information Processing (IFIP) Conference
on e-Business, e-Services, and e-Society (I3E), which was held in Trondheim, Norway,
during September 18–20, 2019, we made efforts to offer the opportunity for discussing
up-to-date topics under the broad umbrella of e-Business, e-Services, and e-Society.
Nonetheless, there are specific topics that require increased attention. This was
accomplished by hosting several workshops in parallel with the main conference.

The workshops allow the researchers to present their working ideas and ongoing
projects, while at the same time offer the opportunity to discuss research ideas with a
highly focused audience. Based on the feedback received during the presentations and
the workshops activities, the authors had the opportunity to edit the workshop articles
for the current publication.

Four workshops took place during the 18th IFIP I3E 2019 conference. We were
proud to host DTIS, TPSIE, 3(IT), and CROPS. Each workshop focused on different
topics, with all being connected to the main theme of the I3E 2019 conference “Digital
Transformation for a Sustainable Society in the 21st Century.” They focused on Digital
Transformation for an Inclusive Society (DTIS), Trust and Privacy Aspects of Smart
Information Environments (TPSIE), Innovative Teaching of Introductory Topics in
Information Technology (3IT), and CROwd-Powered e-Services (CROPS). A message
from the chairs of each workshop is included below.

We would like to express our gratitude to everyone who made the I3E 2019
workshops successful. First of all, our workshop chairs, the members of the workshop
Program Committees, authors of submitted papers, invited speakers, and finally all
workshop participants.

November 2019 Ilias O. Pappas
Patrick Mikalef

Yogesh K. Dwivedi
Letizia Jaccheri
John Krogstie

Matti Mäntymäki
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DTIS 2019 Workshop - Message
from the Chairs

The use of Information and Communication Technologies for promoting involvement
of minority groups (gender, race, etc.) in specific working fields as well as for inclusion
of people with special needs (i.e. people with disabilities, people in risk of social
exclusion, elderly people) is growing year after year. According to recent studies, by
2024 the assistive technologies market will surpass $24 billion.

The inclusion of people with special needs can be understood as a sequence of
stages:

1. diagnosis
2. education
3. self-achievement

Many professionals are involved in this process, such as psychologists, teachers, or
occupational therapists. In the recent years, technologies of support are becoming more
and more popular, and results and approaches from technology fields can be applied at
the different stages.

From a demographic point of view, there is a huge difference in gender between the
professionals involved in the process and researchers/developers involved in the design
and development of technologies of support. Historically, the professions involved are
related to knowledge areas where women have had a dominant position, while tech-
nology has been historically a men dominated area. This arises the motivation of
promoting women participation in ICT for inclusion. Even though women make up
half of the total gaming population, their place and role in gaming culture and industry
is not well understood.

We wanted to share best-practice experiences of successful initiatives, as well as
discuss empirical outcomes and novel designs to build up and strengthen the com-
munity of interest in inclusion and the impact of gender. Besides building an inter-
national community, the workshop aimed to identify challenges and opportunities
related to digital transformation to promote inclusion and reduce the gender gap;
presented research and experiences related to the following questions:

– How can we improve the inclusion of people with special needs by digital trans-
formation (DT)?

– How can we make DT so flexible and adaptable that people with special needs can
participate and make use of it?

– How can we arise the position of women in the process of shaping DT? Tradi-
tionally, software is designed by men to men. But female contributions, preferences,
and approaches should be included, shared, and promoted as well.

In this workshop, we invited researchers and practitioners to discuss why and how
DT for a sustainable society in the 21st century should be shaped in order to improve



inclusion of people who do not participate or participate less in DT processes than
mainstream user groups.

The workshop received 11 submissions, and the Program Committee selected 4 for
presentation at the workshop. The session also included three invited presentations,
from three expert researchers in the area, as well as a panel discussion.

September 2019 Javier Gomez
Letizia Jaccheri
Özlem Özgöbek

Gunnar Hartvigsen
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Everybody Rock Your Equity:
Experiences of Organizing a Women

in Computing Event with Role Models
for Diversity and Inclusion

Virginia Grande1(B) , Clara Benac Earle2 , Cristina Manresa-Yee3 ,
Elena Gómez-Mart́ınez4 , Laura M. Castro5 , Patricia Pons6 ,

and Raúl Corobán7

1 Uppsala University, Uppsala, Sweden
virginia.grande@it.uu.se

2 Universidad Politécnica de Madrid, Madrid, Spain
cbenac@fi.upm.es

3 Universitat de les Illes Balears, Palma, Spain
cristina.manresa@uib.es

4 Universidad Autónoma de Madrid, Madrid, Spain
mariaelena.gomez@uam.es

5 Universidade da Coruña, A Coruña, Spain
lcastro@udc.es

6 Universitat Politècnica de València, Valencia, Spain
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7 Vrije Universiteit, Amsterdam, The Netherlands
r.coroban@student.vu.nl

Abstract. This paper describes the experiences of organizing an event
to celebrate women in computing in Spain. We present how the idea of
the event was conceived and what the aims with its organization are
from its conception, including providing a network and role models for
the participants based on role model theory. We then explain how these
aims have been implemented for each of the four editions of the event,
and we include data for them. Finally, we compile recommendations for
readers interested in launching an event of these characteristics and we
reflect on the work to be done in the future.

Keywords: Gender · Events · Role models

1 Introduction and Background

One of the current concerns in computing education in the Western world is the
underrepresentation of certain groups among students and faculty. In the case
of women, enrolment tends to be low and progress to improve this situation is

c© IFIP International Federation for Information Processing 2020
Published by Springer Nature Switzerland AG 2020
I. O. Pappas et al. (Eds.): I3E 2019 Workshops, IFIP AICT 573, pp. 5–16, 2020.
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slow [10]. Recruiting processes have been studied in order to address this issue
and one of the drawn conclusions is the need of role models [24]. Researchers in
computing education have worked on the implementation and analysis of this
strategy, e.g. [12,14,17,23], particularly to broaden participation [9,11,21].

Besides interventions aimed at the education system such as the ones men-
tioned above, other initiatives have been launched to address the lack of diversity
in the area. In the US these initiatives were created in the 80’s–90’s [19]. These
women wanted to support their younger counterparts and the focus was on how
to keep one’s identity as a woman while being in a male–dominated environ-
ment. From the numbers above we see that this uneven ratio in gender is still
ongoing in the West, and indeed the initiatives continue in different countries.
Some of the motivations for the volunteers’ participation in this kind of project
are providing a support network and positive role models in the same group to
others [15].

The term role model is loosely defined and thus used in different ways [13].
While it is often used in computing education research, there is little work in how
the phenomenon of role modelling works, what it involves, etc. Here we follow
Grande’s model [16], where a role model in engineering is defined as “a person
who embodies a seemingly attainable achievement and/or an aspect (compe-
tency, character attribute, or behaviour) which, through its imitation or avoid-
ance, may help another individual achieve a goal.” A role model that represents
an achievement is an example of reaching one of the goals that the person emu-
lating them desires to achieve. The completion of this goal comes from outside of
the role model themselves, it is given by others, e.g. winning an award. If what
the role model represents is a goal achieved that is inherent to the role model,
such as their being an honest person or having a particular skill, they represent
an aspect. In events to celebrate women in computing, as concerns this paper,
we should find both types of role models. And, following the definition, their
achievement or aspect needs to seem attainable by those observing them.

It is important that there is diversity among the potential role models, as
aspects as gender and ethnicity increase the positive effect of the role model
[22,25], and we need different role models depending on the different stages we
can be at in our careers [13]. Another kind of diversity refers to the professional
identities that potential role models represent. Peters has studied how students in
computing may narrow along their studies their view of how it is possible to be a
part of the computing community, by favouring those identities that seem more
accepted by others [20]. It is crucial then that role models represent different
areas in computing and that those with influence support the role models that
represent identities less dominant in computing [18].

This paper describes the experiences of organizing an event that has the aim
of creating a local community that celebrates women in computing in Spain.
In the next section we present how the idea of the event was conceived and
what the aims with its organization are from its conception, including providing
participants with different kinds of role models. We then explain in Sect. 3 how
these aims have been implemented for each of the four editions of the event,
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and we include data for them. Finally, we compile recommendations for readers
interested in launching an event of these characteristics and we reflect on the
work to be done in the future.

The view of gender used in this paper is as non-binary. According to this view,
it is not possible to describe the gender of the participants by using just “male” or
“female”. Moreover, only each individual can say with which gender they identify.
We did not deem necessary to request gender as part of the participation form
for either audience nor speakers. Thus, when we refer to a particular gender in
this paper we are assuming this gender based on the gender that is traditionally
assigned to names in Spanish culture, which in turn the participants provided in
the registration form. Note that when we say e.g. women we use it as short for
“those who identify as women”. We would also like to emphasize that we show
data related to gender, and focused on the female participants, to analyse the
actual inclusion of members of all genders. This analysis is limited due to the
reasons just stated.

2 Origin and Aims of the Event “Informática para
tod@s”

The Association for Computing Machinery (ACM) is a well-known computing
society, the goal of which is “to bring together computing educators, researchers,
and professionals to inspire dialogue, share resources, and address the field’s chal-
lenges” [5]. Within ACM, the ACM Women’s Council (ACM-W) “supports, cele-
brates, and advocates internationally for full engagement of women in all aspects
of computing” [1]. One key activity of ACM-W are the ACM-W Celebrations of
Women in Computing, local conferences targeted at students and professionals.
Each celebration is unique and adapts to the local culture and environment, but
common activities include poster sessions, presentations about work in comput-
ing, career fairs, and industry and graduate school panels. ACM Women Europe
(ACM-WE) is “a standing committee of ACM Europe and works to fulfill the
ACM-W mission in Europe” [3]. ACM-W supports the creation of new celebra-
tions and provides financial and conference services support to these conferences.
The main ACM-WE Celebration of Women in Computing is called womEncour-
age. It is an annual event targeted at individuals in Europe. The location for each
year is chosen so that different areas of Europe are reached. The first womEn-
courage celebration took place in Manchester (UK) in 2014, followed by Uppsala
(Sweden), Linz (Austria), Barcelona (Spain) and Belgrade (Serbia). The 2019
womENcourage celebration will take place in Rome (Italy). In addition to the
womENcourage celebrations, ACM-W supports local (country or regional level)
similar celebrations. Celebrations are tracked on an annual basis from July to
the same month the following year. For the 2018–2019 period, 23 local celebra-
tions have taken place or are scheduled around the world, in countries such as
Azerbaijan (with the official language of the event being Azerbaijani), Serbia
(in Serbian), Chile (in Spanish), Canada (in English), Turkey (in Turkish) and
Ukraine (in Ukranian and English) [2].
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One of the authors, Virginia Grande, has been involved in the ACM for over
a decade. She started as a volunteer in her local ACM Student Chapter [4] at the
Universidad Politécnica of Madrid (UPM). From here she was part of a commit-
tee to support chapter members across Europe, which included a collaboration
with ACM-WE. In 2015, she was one of the two Chairs of the womENcourage
celebration in Uppsala. She contacted another of the authors, Dr. Clara Benac,
a lecturer at UPM, to be part of that womENcourage celebration, which she
did as Posters’s Co-chair. After the success of womENcourage 2015, Grande
approached Benac with the idea of starting a local Spanish ACM Celebration of
Women in Computing. Benac then contacted another of the authors, Dr. Laura
Castro from the Universidade da Coruña (UDC) who had collaborated with
Benac in some European research projects. To maximize exposure to students of
the event-to-be, Grande proposed to contact the ACM-W Student Chapter from
the Universidad Politécnica de Valencia (UPV). The students Patricia Pons,
Raúl Corobán and Carolina Maŕın readily joined the team, and proposed Valen-
cia as the first location for the celebration. Thus, the first “Informática para
tod@s (IPT)” took place the first of July 2016 at UPV. Lecturer Dr. Silvia
Terrasa was the local organizer, closing the first IPT team. In the following
section we explain the growth of the team and the evolution of the conference
organization in general terms. Here we want to emphasize that from its origins
the IPT organizing committee has been formed by professionals and students
from different regions in Spain. This is important because, as a celebration at a
national level, different regions should be represented. Notice that we put special
care in saying that this is a celebration in Spain but not of Spanish people: our
target audience includes any individual who is located in Spain and/or speaks
Spanish (so that they can follow the event), regardless of their country of origin,
citizenship, cultural background or gender. As for the different stages of career
development, besides contributing to better quality for the organization due to
more varied representation, this aligns with the role model theory that diversity
in this aspect is important too [13].

As organizers, we wanted to send a clear message that diversity is impor-
tant for us. Thus, as mentioned above the name chosen for the celebration was
“Informática para tod@s” (IPT). In Spanish, most words have a gender, i.e.,
are either “feminine” or “masculine”. The plural masculine is used to refer to
a set which may contain masculine and feminine words. “Todos” means every-
one, while “todas” is used for a group of only female individuals. In Spain, it has
become common to use the “@” symbol to include feminine and masculine words
(among other inclusive language practices, none of them yet to be recognized by
the Spanish Language Academy or RAE by its acronym in Spanish [7]). Thus, by
using “tod@s” we stress the inclusion of all genders. But gender is not the only
aspect considered in terms of diversity. Besides the cultural aspects mentioned
above, we target attendees and organizers from different educational and profes-
sional backgrounds, from all areas of computing, from young people to retirees,
and always asking for all kinds of food restrictions to accommodate for those
with varied belief systems and needs. We also aim to take care of accessibility for
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both the venue and the website of the celebration, including support for parents,
e.g. lactation rooms. In terms of topics covered, the decision is to organize a mix
of presentations about work in computing and activities that address awareness
of gender-related issues. The topics in computing should be carefully selected to
foster the view that many professional identities are welcome in this community
and are represented by different role models.

While ACM provides funding for the celebrations (half from ACM itself and
half from Microsoft Research), our aim is to find other sources of funding when-
ever possible and recognize the support given by these sources. As an example,
one of the higher expenses tends to be the venue, which may be covered by a pub-
lic institution, e.g. for the first edition, the hosting university kindly supported
the event by letting us use their facilities, and financing some of the expenses.
We featured them as a supporter of the event in the merchandising materials.

This effort in looking for more funding comes from the goal of having free
registration for all attendees. Our believe is that this is particularly important for
students (and it is encouraged by ACM-W). We have also included professionals
and others who may not have a financial situation that allows them to afford
a regular conference fee. For the same reason, there is a goal to establish and
maintain a travel grant system aimed at students, particularly those presenting
posters, so that those who want to present their work (or listen to others) may
have the financial means to participate in IPT.

3 Evolution of IPT

In this section we present how we have worked to reach the aims stated above
during each of the four editions of IPT and data to support these claims. The
aims listed were:

1. regional diversity in terms of event location and location of members of the
organizing team

2. role models in different career stages
3. variety in areas of computing represented
4. send a message of inclusion, that the event is open to everyone regardless of

gender, country of origin, needs, beliefs, etc.
5. accessibility of venue and website
6. financial support for participants: free registration and some travel grants
7. to support the previous aim, find sources of funding other than ACM when-

ever possible

Thanks to the enthusiasm of the IPT community, it has been possible to
address aim 1 in terms of venue location with participants from an edition
that volunteer for local arrangements of the next one. This is crucial to facil-
itate attendance to the event from different regions in Spain. Spain is politi-
cally and administratively organized in 17 regions referred to as “Comunidades
Autónomas”. Since 2016 each IPT edition has taken place in a different “Comu-
nidad Autónoma”. IPT2016 was in Valencia, followed by IPT2017 in Palma de
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Fig. 1. Map with IPT locations as of 2019.

Mallorca (Universidad de les Illes Balears, UIB), IPT2018 was held in Madrid,
and IPT2019 in A Coruña (Universidade da Coruña, UDC). Figure 1 depicts the
four locations IPT has had in its four editions so far.

As for the volunteers in the organizing committee, an example of the variety
of institutions can be found in the list of affiliations in this paper, which are
a subset of the actual volunteer team. Notice that location in Spain is not a
requirement. Grande is a PhD student in Sweden, while other organizers have
been doing their exchange studies, internships or work in different countries,
such as student Corobán (in charge of graphic design for all editions) in the
Netherlands or Google engineer Alma Castillo (2019 Co-chair) in the UK. This
can be seen as another take on how the event is targeted at those with some
connection to Spain and/or the Spanish language, and not necessarily Spanish
citizens located in Spain. It also shows an aspect of aim 2 for role models in
different areas and career stages.

The organizing committee of each new IPT edition combines experienced
members (participants from previous editions) with new organizers. From the
beginning there have always been two General Chairs. After the first edition,
it was decided to choose two Chairs whose background and experience came
from academia and industry respectively, to encourage the participation of edu-
cators, students, researchers, and professionals and offer different perspectives of
computing and better address aims 2 and 3 regarding different role models and
professional identities represented through them. Table 1 shows the names and
affiliations of the Chairs for each edition, classified as academia (university) or
industry (company).

In the first three editions, all of the general Chairs had experience in orga-
nizing conferences and/or related competencies gained during their professional
careers. This changed in the 2019 edition when one of the Chairs, (now Dr.)
Patricia Pons, was a PhD student. She has been a member of the IPT organiz-
ing committee from the beginning. Pons started as a student by coordinating the
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student volunteers in 2016, later took charge of the poster track and in general
showed skills and attitudes that led the organizing team to invite her to co-chair
the 2019 edition while she approached her PhD graduation. As the rest of the
Chairs before her, Pons’s work was excellent and an example of what can be
achieved when non-senior volunteers are trusted with responsibility.

In every year of IPT there have been different kinds of role models, of which
we name a few here. While Pons is another example of a role model showing
her development through different stages (in this case, of her PhD), she also
represents the two kinds of role models that Grande’s model [16] includes. Pons
is an achievement role model, as IPT participants can see her achievements in
IPT as her roles in the organization that have been posted for every edition
on the event website [8]. She is also an aspect role model, as she is a concrete
example of competencies, behaviours and attitudes that can be emulated by both
professionals and students, e.g. her presentation skills showed in her different
roles as a speaker in IPT, her proactiveness inspiring other members of the
organizing team. Corobán’s outstanding contribution to IPT, described below,
is an example of how men can be part of a team that aims to celebrate women,
regardless of the gender of the volunteer themselves. Lobo, who we also mention
again below, exemplifies that people in computing do not necessarily have a
background solely in the area: she is a student in Computer Science and Business,
currently in Dublin. As for examples of skills related to being in computing
but not exclusively of the area, PhD student Nerea Luis has been mentioned
in Spanish media often for her impact in local policies and in general abilities
to discuss computing with those who are not trained in the field. There were
also five pregnancies along the editions during which parents and the rest of
the committee adapted the work when needed so that everyone continued to
participate (not only in the organization but attending the event itself).

As described in Sect. 1, the success of a role model needs to seem attainable.
Observers need to be able to understand how they could get there themselves.
Thus, for all editions of IPT we made sure that there were plenty of networking
opportunities that involved contact with potential role models, in this case the

Table 1. IPT chairs

Chairs University Company

IPT2016 Clara Benac UPM

Laura Castro UDC

IPT2017 Paloma Moreda UA

Susana Morcuende People are not resources

IPT2018 Cristina Manresa UIB

Inés Huertas Datatons

IPT2019 Patricicia Pons UPV

Alma Castillo Google
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examples described here but also speakers and others. In 2019 we made more
emphasis in presence in media, which included interviews to the organizing com-
mittee expressing their views on gender and computing, why there were part of
IPT, etc. Other interviews were conducted with speakers and other participants.
Since 2018 we have recorded talks with the permission of the speakers, so that
they can be watched after the event by the participants and those interested
who could not make it to that year’s edition.

The participation in the event and the format chosen for the program of each
edition illustrate efforts towards aims 3, 4, and 6, i.e. all areas of computing are
deemed as relevant, and everyone should feel welcome and supported financially
if needed and possible. The oral presentations every year have included topics
such as artificial intelligence, human-computer interaction, working in computing
with a social sciences background, and reflections on issues related to gender in
the field, such as a presentation on the challenges of working as an engineer and
motherhood. From the first edition of IPT, students have been invited to submit
posters about their work in any area of computing and not necessarily finished
projects, so that they can receive feedback and recognition. Initially it was a
poster session with posters hanged in the corridor panels and discussed during
the breaks, but in later editions we chose to have lightning talk presentations for
each poster as part of the only track of the event, to increase the visibility of the
work and their authors. For this reason, and the addition of a career fair from
the 2018 edition, the event has been extended from one to two days in length.

Table 2 shows the evolution of IPT regarding the number posters, oral pre-
sentations and the inclusion of a round table or a career fair. The round tables
themes have been: “What would I be doing tomorrow? Job opportunities for all”
(Valencia), “Reinventing yourself in computing” (Palma), “Factors and options
for professional and personal development” (Madrid) and “Initiatives for women
in STEM” (A Coruña). The career fair was added as the organizing team grew,
and has featured both local and international organizations, for profit and NGOs.

IPT has grown year-on-year, with each edition delivering higher numbers
of oral presentations (including keynotes), attendees and sponsors. While IPT
is open to everyone interested in celebrating the role of women in computing,
female participation has been predominant in all editions, as shown in Table 3.

Table 2. IPT program evolution in numbers

Place Posters Oral
presentations

Round
table

Career
fair

IPT2016 Valencia (Valencian Community) 5 3 Yes No

IPT2017 Palma (Balearic Islands) 12 4 Yes No

IPT2018 Madrid (Community of Madrid) 8 6∗ Yes Yes

IPT2019 A Coruña (Galicia) 12 12† Yes Yes
∗One invited keynote
†Two invited keynotes
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Table 3. IPTs’ participation

Attendees Women Travel grants to students

IPT2016 40 30 4 (3 women)

IPT2017 50 39 7 (5 women)

IPT2018 70 50 7 (6 women)

IPT2019 101 70 7 (6 women)

Fig. 2. IPT 2019 poster.

We have always managed to achieve our goal 6 of financial support for the
registration: it has always been free for all participants. The funding received
(through ACM or by Spanish companies) was mainly used to cover (i) travel
expenses (number of grants given in each edition, see Table 3) of speakers, poster
presenters, organizers and students, (ii) other costs like catering or printed mate-



14 V. Grande et al.

rial, e.g. accepted posters were printed at the venue as additional support to the
students who may not have the chance to print them themselves. The travel
grants have been mainly given to individuals in Spain but we have also granted
one for a person in Tunisia and another in Peru.

As sources of funding other than ACM, the universities involved in each
edition (UPV, UIB, UPM, UDC) were very supportive. They let us use their
facilities and/or cover some of the expenses. Note that the Madrid edition was
the only one which did not take place at a University. A more central facility
provided by the Madrid city council was used instead. From 2019, a committee
member had the specific role of sponsors outreach. Student Marta Lobo was very
successful in attracting external funding that allowed us to improve the financial
support for participants aforementioned. Sponsors were featured in the material
promoting the event, including the website.

All the graphical material has been created by Corobán with a focus on inclu-
sion. For instance, Fig. 2 shows the poster used to announce IPT2019. Here and
in material such as different Calls for Participation (CFP), Corobán included
depictions of participants of different gender expressions, skin colour, body type
and age, among others. He also took the chance to include parents of small chil-
dren mingling with other participants as another example of sending a message
of inclusion represented in aim 4. Not forgetting those with different impair-
ments, besides the depictions in the graphical material (a complete compilation
of which can be found in [6]), the website [8] followed accessibility guidelines
and the venues were chosen considering appropriate access for different levels of
mobility and well-connected for easier travel.

4 Conclusions and Future Work

In this paper we have presented our experience during the last four years orga-
nizing an event for women in computing with an interdisciplinary approach that
uses role models of different kinds to inspire the computing community in Spain.
This section compiles several recommendations for those interested in organizing
a similar event, based on the lessons learned during the four editions of IPT.

The different role models that participate in the event may have a positive
impact not only on the participants but also on the organizers, as shown previ-
ously with the example of Patricia Pons. While among the participants we have
had people from different countries, unfortunately so far, the citizenship repre-
sented in the organizing committee is only Spanish. Bringing other perspectives
to the table, such as the one provided by someone from a different country or
culture, is something for which to aim. Another initiative to refine our selection
of role models and their characteristics will be to compile more precise data on
demographics: at the moment we are aware of the participation in IPT of atten-
dees and speakers from different career stages and paths, regions, ages, genders,
etc. because these individuals themselves mention it in our registration form or
in exchanges with the organization. We are planning on a formal compilation of
data for IPT 2020 so that we can better study how the community we target the
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event to looks and with what kind of role models we can aim to provide them.
A similar approach will be included in a feedback form after the event to better
evaluate the impact of IPT again in terms of the specific case of our demograph-
ics and role modeling (at the moment there is a common generic feedback form
for all ACM Celebrations).

The hosting institution and organizations that collaborate with the event
may gain visibility, which can translate into new members. This has happened,
for example, for local groups in the 2019 edition. The event can also foster
collaborations between groups that are not in the same geographical area but
meet there.

The program aims to provide a learning experience for the participants
mainly in two ways. The activities about gender and computing encourage the
attendees to reflect on the role of women in computing, particularly in Spain, and
learn about opportunities for female students and professionals, such as grants
and other networks and events. The presentations about work in computing aim
to be informative for all kinds of participants: speakers are informed of the audi-
ence being partly students, partly professionals from industry and academia, and
the content is adapted accordingly.

There are several points we consider for future editions. One of our aims
is to keep a controlled size: we deem important to keep the balance between
providing our attendees with an interesting network while maintain the total
amount of participants within a range that fosters interaction during breaks and
networking activities.

Overall, our experience has been that an event like IPT has a positive effect
on not only participants (due to the learning opportunities that the program
offers plus the chances to meet roles and other contacts) but also organizers. We
recommend to both professionals and students that they investigate how they
can get involved in a similar initiative in their region.

Acknowledgements. The authors would like to thank the members of the organizing
committees of all the editions of IPT, and all of the people who made these events
possible by participating as audience, speakers, sponsors and other roles.
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Abstract. Alenta is a special education school in Madrid, Spain that
is pioneer on the use of digital technologies to provide solutions for
some of the educative issues of individuals with cognitive disabilities.
In this paper we describe the trajectory of the center and its approach,
which came to be at the vanguard of technological solutions for chil-
dren, teenagers and adults with cognitive impairment. We also describe
the main systems that Alenta has helped validate and provided design
assessment, in order to portray an example in which practitioner’s role
goes beyond pure final testing.

Keywords: Assistive technologies · Collaborative design · Cognitive
impairment

1 Introduction

Alenta started its trajectory in 1967 as a special education school for people
with intellectual disabilities with the aim to provide support to achieve social
inclusion and the fulfillment of their rights. As the school started growing and the
number of students increased, Alenta started developing services and creating
special centers focused on the particular needs of the adult life. Thus, Alenta has
currently a Daycare center for adults with strong support needs, an Occupational
center in which they are trained in labor activities and a Service of Housing
Entrepreneurship that includes a residence and two supervised apartments where
they have developed a pioneer experience in terms of employability of people with
cognitive disabilities. Furthermore, they built a Special Employment Center that
provides job positions to people with cognitive disabilities in several services
such as gardening, maintenance, cleaning or cooking. For this purposes, Alenta
has been including several methodologies, programs and innovative experiences
sin their activities by means of continuous training of their staff, participation
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in professional forums and collaborations with other entities, companies and
universities. Using technology as a personal support tool has been the central
aspect of specialized intervention in Alenta, and their professionals have worked
on it from different perspectives: internal endowments, project management,
professional formation, research collaboration and software development.

1.1 Most Common Issues and Technological Solutions

The starting point of any technology-based solution that aims to support the
activities in the center is always the very individual with cognitive disabilities.
Since they are the very target of the intervention, the support they need is
designed and built in order to improve their relationship with the environment,
their learning capacities and self-awareness. The philosophy of the center relies
on the premise that every individual has a great potential that can be developed,
so in order to do that, every available tool should be studied, every market niche
identified and every possible adapted proposal that might help achieve a certain
goal developed. Digital technology offers many answers due to their multimedia
and interactive features, which allow adaptation to individual needs, displaying
information in a way that can be more accessible and adjusted to several inter-
action styles. Some usual needs in which digital technology has proven to be
helpful for this purposes are:

Communication: There is a considerable number of individuals that have not
developed oral communication skills or not at a sufficient level to ensure ade-
quate conversational interaction with their peers nor the exercise of their
right to express themselves. Information technologies opened a major way
of assistance by means of systems based on Alternative and Augmentative
Communication (AAC) [6]. AAC software relies on the use of pictures and
adapted text that, unlike Hand Signed Language (HSL), are universal and do
not require the interlocutor to learn specific codes. Regarding analog commu-
nication systems based on images, AAC software offer a handful of advantages
such as the amount of language that can be stored and processed or and the
speech synthesizing, which allows more functional, practical uses in several
contexts.

Understanding of environment, tasks and time: Cognitive impairment
is often invisible in society, but it implies a lack of comprehension of the
context and of the expectations that other people put on an individual, that
is to say, what are they supposed to do in certain contexts. Compensation
strategies for these purposes include anticipation or explanation (signage,
visual indications, captions, etc.), which have a predominantly static nature
that hinders its application to extended contexts and diverse situations.

Autonomy and self-management: Besides understanding the environment
and the activities that are carried out in it, autonomy is another desirable
feature. Regarding cognitive disabilities such as intellectual impairment or
autism spectrum disorders, there is a clear need of support that help these
individuals guessing what to do and which strategies ought to be employed at
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a certain moment. Some examples of technological support in these matters
are alerts, sequences of activities that show the steps that belong to a task or
guiding applications to provide wayfinding. Communication facilitators are
also included in this category.

Self-regulation: Many individuals in the autism spectrum or with other intel-
lectual disabilities manifest high anxiety levels. Causes such as lack of envi-
ronment and social situation understanding, high requirements or personal
frustration may lead to this inner state. Cognitive challenges related to the
executive function are also relevant regarding self-regulation due to the diffi-
culty to inhibit socially inadequate behaviors. Emergent technologies such as
wearable devices offer several possibilities to detect anxiety episodes [1]. This
devices can also help individuals with cognitive disabilities regain calmness
by means of relaxation strategies that are presented in a normalized manner
and using similar devices than those used in the mainstream, hence reducing
social stigma.

Access to academic learning: The last aspect in which people with cog-
nitive disabilities require significant support is their access to learning. For
this purpose, school materials and methods have to be adapted in order to
improve their comprehension and management. These adaptations consist of:
(a) better presentation to achieve better accessibility, (b) individualization
of contents and (c) adjusted time patterns via adapted intervals and repeti-
tions to ensure the acquisition of knowledge. Some existent applications and
digital materials allow selection of resources that are adapted to individual
need [7]. Additionally, authoring tools allow the generation and customization
of didactic materials that include methodological aspects that ease learning
processes for these individuals 4.

2 Technology and Cognitive Accessibility

If there is a field in which digital technology has made a positive impact on the
lives of people with cognitive disabilities and ASD, that is cognitive accessibility.

Cognitive accessibility can be defined as the right to understand the informa-
tion available in our own environment, to dominate the communication that is
established within it, and to be able to participate and engage with the activities
that are carried out in it without discrimination on grounds of age, language,
emotional state or cognitive abilities. The concept of environment in this context
means the space, surrounding objects, services and activities [10].

Technology and cognitive accessibility go hand in hand regarding several sce-
narios. First, web services can ease the access to information by means of diverse
strategies that, in our case, would be centered on the simplification of informa-
tion, the use of easy reading standards, usable interface design and including
visual support.

On the other hand, technology can enhance cognitive accessibility in other
environments such as spaces and activities, becoming a paramount support to
improve the relationship with the mentioned environment and to increase per-
sonal autonomy. This can be achieved through mobile technologies that allow
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users carry adapted and understandable information that allows them to inter-
pret what happens in their surroundings. Augmented reality and wearable tech-
nologies stand as innovative elements that can help to a high extent this sort of
accessibility.

3 Alenta and Technologies for Personal Support

Although the usefulness of technology for special intervention and personal sup-
port has proven to be significant, it is necessary to emphasize the fact that they
cannot be used nor implemented in an arbitrary manner, but included in larger
intervention frameworks that involve methodological and functional approaches,
as well as technological tools to develop them.

In Alenta, this is not only implemented through specific projects but taking
individuals with cognitive disabilities as reference for the creation of apps and
tools, and ensuring their participation in the implementation process.

Building on this, Alenta has established collaborations with the Escuela
Politécnica Superior of the Universidad Autónoma de Madrid and the Escuela
Técnica Superior of the Universidad Rey Juan Carlos, which crystallized in the
following actions:

– Show to undergraduate students the impact of their work on society aiming
to motivate the development of applications and systems targeting cognitive-
disabled populations.

– Spread the concept of ‘Universal Design’ as an approach to build new envi-
ronments, products, technologies, information services and communication
possibilities that are more accessible, understandable and easy to use. Desir-
ably, this goal is to be achieved in the most natural, general and independent
way possible, not having to turn to adapted or specialized solutions [2].

– Collaborate in the testing of apps and systems developed by the students
of the aforementioned universities in order to validate the efficacy of their
proposals in terms of the existent needs of support.

– Offer ideas of new apps and web services in order to provide solutions to the
needs of the individuals with cognitive disabilities that are detected in the
daily activity of children, teenagers and adults in the center.

– Participate actively in the development of such apps and technological
resources contributing with the professional perspective about people in need
of special support in the cognitive area, allowing their very participation in
the design, development and testing.

– Contribute actively in research centered on the use of technology on disability
with the participation of students, users and professionals in order to provide
use evidence and proper practices that are reproducible in other environments
and entities.

These are some of the specific collaborations that have been carried out in
Alenta with the mentioned universities:
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– Universidad Autónoma de Madrid
• Active participation in the testing of AssisT-Task [4], an application for

support in daily-life tasks and AssisT-In [9], an application for support
in indoors wayfinding.

• Active participation in the validation of Leo con Lula, an application for
the support of the acquisition of global reading skills for students with
autism [3].

• Participation in the design, implementation, evaluation and testing of
Taimun-Watch [8], a smartwatch system for the emotional self-regulation
of individuals with autism, funded by Fundación Orange.

– Universidad Rey Juan Carlos
• Active participation in the testing of Hoy te cuento, a system developed to

ease creative thinking with the creation of stories and comics in tablets [5].
• Active participation in the testing of DEDOS, a system for interactive

tables for the creation of digital content for people with special needs.
• Participation in the design, implementation, evaluation and testing of
Blue Thinking, a programming environment assessed with cognitive acces-
sibility criteria focused on the development of the executive function of
individuals with autism, funded by Fundación Orange.

4 Conclusions

After years of experience and joint collaboration, there is evidence of the need
of interdisciplinary collaboration in the design and development of technological
resources that allow the integration of several approaches in order to provide
personal support for people with cognitive disabilities.

Knowing the cognitive accessibility needs of this population is the funda-
mental starting point for technology development, since that is the way in which
functional and pragmatic designs that respond to their actual needs.

Moreover, the participation of individuals with cognitive impairment in the
several project phases has an undeniable value due to the contribution they make
and the detailed information they provide in terms of interaction and usability.
Developing technology with people instead of for people has proven to be the
better way to ensure successful results in our center.
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Abstract. Finland is known as a welfare state, which has small income gap and
good ICT infrastructure. In recent decades, Finnish society has aimed to transfer
public administration through digital services. They are nowadays available for
different purposes including the social services such as unemployment benefits
or housing allowance. However, digitalization have not yet expanded to all
types of social services and one area of development is the services for people
with disabilities. People with disabilities cannot be seen homogenous group of
citizens; instead it includes people in different ages, and having different diag-
noses. This study focuses only on one age group, the children, and on one type
of diagnosis, the autism spectrum. While the children are the prime beneficiaries
of the social services, their parents (or other care givers) are the ones responsible
for applying and transferring these services to them. Hence, the unit of analysis
in this study is the parents of children on the autism spectrum. Interviews with
them represent the citizens’ viewpoint through which the digitalization of social
services is evaluated.

Keywords: Digitalization � Digital services � Social services � Social sector �
e-Government

1 Introduction

Finland is one of the North European welfare states, where digitalization had advanced
in private and in public sector. Digital services have expanded to social sector, where
they cover different purposes such as applying accommodation support, unemployment
benefits or child care services. However, all spheres of social sector have not advanced
at the same rhythm and local differences exists. One example is the services for people
with disabilities which are going through digital transformation. In this study, digi-
talization of social services for people with disabilities is evaluated from the viewpoint
of the citizens. Citizens’ viewpoint is represented by the parents of children with
disabilities.

International studies have revealed that being a parent for children with disabilities
is a challenging responsibility for multiple reasons. For example, caring for a child with
disabilities requires more physical, emotional, social, and financial resources than
caring for a child without disabilities [18]. In addition, parents must coordinate med-
ical, developmental, and educational interventions of their child [23], and they are
responsible for carrying out exercises with their child as part of these interventions
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[21]. They also experience lack of information and they sometimes need to struggle for
achieving suitable public services for themselves and for their child [2, 17].

Research about the parents of children with disabilities living in the Nordic welfare
states show that similar types of challenges also apply to Nordic context. According to
Gundersen [5], parents of children with disabilities face different or greater challenges
than other parents to give their children a dignified life. Studies in Finland demonstrate
that situation varies greatly in families, where at least one child has disabilities. Some
families have found successful ways of coping [26] while others have problems with
applying services [22] and caring for their child [28].

As these examples reflect, parents of children with disabilities face problems related
to the social services they or their children need. Thus, this study aims to investigate
further social services to support children with disabilities and their parents and their
digitalization in Finland. While the social services have already been studied from the
viewpoint of families, where at least one child has disabilities, the role of information
systems within this service structure has got little attention from academia. Hence, the
research question is: how parents of children with disabilities have experienced digi-
talization of social services? The answer to this question derives from qualitative study
among the parents. Preliminary findings show that parents of children with disabilities
are willing to use digital services for different purposes but the selection of digital
services in the field of social sector is very limited.

2 Citizen’s Perspective on e-Government

As a research topic, digitalization of social services fits in the field of e-government.
e-Government is interested in the use of ICT to enhance the access and the delivery of
public services for the benefit of citizens, business, governmental agencies and other
stakeholders [1, 25]. Common theme for e-government research has been to study the
intention to use and the utilization of e-government services and websites [1] while
future re-search should place citizens at the center of e-government [24]. Helbig et al.
[6] encourage researchers to ask, who benefits from e-government and how different
groups are influenced.

Citizens’ access to e-government relies heavily on their ability to access internet. In
countries such as Philippines, citizens’ access to e-government is hindered by the
disparities to access ICT [29]. It is also important to study the accessibility of the
available e-government services. Because e-government services are meant for the
whole population, they should be designed according to the principles of universal
access. The experiences citizens have for using e-government affect, how they interpret
the behavior of public sector agencies [24]. Another aspect is the availability of e-
government services. Fisher et al. [4] analyzed governmental websites targeted for
people with intellectual and developmental disabilities. In these websites, some states
did not include information on certain services, which were probably available. If these
services were available in these states, people needing them would not be able to find
information on them through governmental websites.

Parents are one group of citizens whose use of e-government have been of interest
to researchers. Especially new parents represent a group of citizens who are in the
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middle of life transition; hence, their need for governmental services is changing.
Orzech et al. [19] have studied the use e-services offered by governmental institutions
in the UK. They found out that new parents are willing to use these services, but
governmental officials may underestimate their willingness to use them. In addition,
governmental officials may overestimate the problems that citizens face while using
digital services. Madsen and Kraemmergaard [14] have studied how single parents use
different channels to access public service in Denmark. They noticed that citizens may
change channels offered by a single authority which may lead to unanticipated prob-
lems in interaction between citizens and officials. Less research has been done on the
use of e-government services among parents of children with disabilities. However,
Zeng and Cheatham [31] have studied how Chinese-American parents, whose children
have special needs, use internet to find information related to their child. They found
out that the age of the parent was related to the frequency of searching information
online.

To create useful and accessible e-government services, there is a need to engage
citizens in designing e-government solutions. Millard [16] emphasizes that govern-
ments need to collaborate closely with non-government actors to take full advantage of
e-government in combating challenges of the future. All e-government initiatives
should be rigorously evaluated to ensure that they do not reinforce the exclusion of any
marginalized group of citizens [13]. To prevent this, Wihlborg, Hedstrom, and Larsson
[30] suggest to find out about users demands without being biased by specific interest
or certain norms. However, the willingness of citizens to participate in the development
of e-government services is an under researched area [7].

3 Digitalization of Social Services

Digitalization of social services have been studied to some extent in prior e-government
literature – usually from the perspective of professionals and policy makers. There are
hopes that harnessing big data would transfer social sector more transparent, effective
and accountable [3]. However, there are many challenges that needs to be solved.
Social workers as well as beneficiaries do not always have sufficient digital skills [15].
Citizens might also face barriers of accessing social services through digital mediums
while digitalization changes the modes of interaction between professionals and ben-
eficiaries [20].

In Finland, responsibility for different social services is dispersed between
municipalities and the Social Insurance Institution of Finland called Kela. Munici-
palities organize social care for citizens and certain service can be produced by public
or by private organization. Social services for people with disabilities include e.g.
assistive technologies for children, home adjustments, supported living and sheltered
work. Kela has vast funding responsibilities in different spheres of wellbeing among
citizens. For people with disabilities, Kela pays e.g. disability allowance, medical
rehabilitation, and assistive technologies for education.

Digitalization of social services is ongoing process that have advanced at different
pace in Kela and in the municipalities. Most of the allowances offered by Kela can be
applied electronically but municipalities vary in their digital service structure. In 2014,
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the most common online service offered by the social service providers, was an
informative website and possibility to give feedback online [8]. Although, the amount
of online services offered by the social service providers have increased between years
2014 and 2017, only one out of five organizations offered online application services
[12]. Hyppönen et al. [9] studied the use of digital services among citizens. In the case
of social services, they found out that 54% of respondents experience some kind of
barriers of using digital services and 15% do not have internet and computer to access
the services. Despite the challenges, one third of the respondents have experienced
benefits such as saving money and time.

One of the biggest e-government projects in Finland is Kanta services, which
produce digital services for the healthcare and which is currently expanding to social
care. In the first phase, social service providers can participate by transferring their
client information to national archive. This archive will facilitate the integration of
client information from the social sector to the Kanta services [27].

4 Research Setting

4.1 Research Methods

This study employed participatory approach to evaluate digitalization of social services
through the experiences of parents of children on the autism spectrum. The study was
conducted by one researcher, the author, who first presented the research plan in the
parental peer groups (n = 2) to give parents opportunity to share their views on the
importance of the research topic. Participants in the peer groups found the research
topic important and some of them were willing to join the study. Later more partici-
pants were found through recommendations of other participants or through parental
peer groups in Facebook.

The main research method is semi-structured interviews, which were conducted
among 13 parents living around Finland during 2016–2018. All interviewees were
women. Most of them had good IT skills and were under 45 years old. Each interview
lasted 40 to 90 min and most of them were recorded (n = 12). In addition, author
organized a focus group which had five participants (four of them were also inter-
viewed personally) all living in the same municipality. One of the participants was a
man who joined the focus group with his wife. Focus group lasted 116 min and it was
recorded.

4.2 Research Context

In Finland, children with disabilities are entitled to universal health care and social
services. Health care includes care for acute health problems and rehabilitation, which
aims to improve and maintain patient’s abilities to function. In the case of children with
disabilities, social services focus on funding their medical rehabilitation and their daily
care. Social services are organized by Kela and the municipalities, where the child is
living.
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Kela offers disability allowances for the children under 16 years to cover the cost
and the effort of their care. There are three levels of disability allowances: basic,
heighten, and highest. Basic level is suitable for children who have continued health
problems such as allergy for dairy products. Heighten level is suitable for children
whose daily care is demanding due to their illness or their impairment, while highest
level is meant for children who need to be cared round-the-clock due to their illness or
their impairment. The decision about the allowance is usually made for certain period
of time even if the disability is not assumed to disappear. This is justified according to
the possible changes in the need of care, while the child grows [10]. If the child
receives heighten or highest level of disability allowance, the cost of their medical
rehabilitation is covered by Kela. Otherwise the municipality needs to pay for the
child’s medical rehabilitation.

Parents, who care for their children with disabilities at home, may be eligible for
care allowance. The municipality, where the child with disabilities lives, is responsible
for deciding and paying the care allowance. The decision is based on the parent’s
abilities to care for their child. If a parent is found suitable for caring their child at
home, a contract can be made between the municipality and the parent. This contract
resembles work contract and the parent is seen more as an employee than a client. The
parent receives care allowance and they have a right for two monthly vacation days.
During the vacation days municipality has to organize another care option for the child.
Social services also supervise parent’s abilities to care for their child. If the child is
transferred to a long-term care outside home (e.g. in hospital), the payment of the care
allowance is cancelled.

5 Preliminary Findings Related to Digitalization of Social
Services in Finland

Thematic analysis of the research data indicates that parents of children with disabilities
cannot access most of the social services they or their children need through digital
platforms. Instead, many service providers, such as municipalities, have webpages
where one can download an application form to apply their services. Some of the
interviewees have used these websites to download the application forms to apply
needed services. In some cases, they have first printed the form and then filled it instead
of filling it on their computer. Some parents told they did not use the computer, because
they preferred writing by hand. After printing and filling the form, parents sent the
application through regular mail, because there was no option to send it digitally.

All interviewees have applied disability allowance from Kela and they have been
able to receive heighten disability allowance, even if this had sometimes required
sending an official complaint about the initial decision. Some parents had received very
good guidance for making the application from the social care workers who worked in
their local hospital. As one of the parents said1: ‘The hospital had social care worker

1 Translated from Finnish to English by the author.
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who told everything that could be applied. Great service. Otherwise we probably
haven’t had energy at that time.’

Conversely, parents were not able to use the digital platform offered by Kela to
apply different type of allowances for their child because they “cannot use the e-service
to handle their child’s affairs” [11]. Hence, the parents needed to send the applications
by post. However, one of the parents remembered that she had applied allowance for
her child’s therapy through it. She recalled that she had used her own credentials to
complete the application. ‘In that point, I think I did it electronically. During past years
I have applied electronically’. It is unsure, why her experience differs from the ones
related to applying disability allowances. Perhaps, procedures are different for different
type of allowances, although such exceptions are not mentioned in the context of
disability services in the website of Kela [11]. Another possibility is that she did not
recall all the details correctly.

Most of the interviewees had also applied for care allowance, and received it for
their child on the autism spectrum. None of the interviewees reported about any digital
platform, which they could use to apply care allowance.

In addition to disability allowance and care allowance, children with disabilities are
entitled for short-term care and personal assistance offered by the municipalities. Such
services could include assistance for a child with disabilities to play outside home or to
visit shops without their parents. To apply these services, one municipality had first
introduced service vouchers which parents were able to use for receiving the required
services from their preferred service provider. Later this municipality implemented a
digital platform, which parents ought to use for spending the vouchers and choosing the
service provider.

One of the interviewees had experiences of the vouchers and the digital platform.
She explained that her child have had personal assistant before the introduction of the
digital platform. However, she found the digital platform difficult to use and stopped
applying personal assistance for her child. She said: ‘They became electronic. I didn’t
have energy for it.’ Other interviewees who lived in the same municipality have not
used the vouchers nor the digital platform. Hence, they were not able to agree or to
disagree with her experience.

6 Discussion

This study found out avenues for improvement in the digitalization of social services in
Finland. However, these problems represents only part of the challenges faced by the
parents of children on the autism spectrum. For example, many interviewees experi-
ence fatigue, because they feel overloaded in their daily lives where they were the main
carer for their children. In addition, some interviewees were single parents or did not
have relatives who would help them by caring for their child on the autism spectrum.

One reason, why parents feel overloaded, is the negative experiences they have for
applying social services for their child. The first problem is to know about suitable
services. Parents do not always learn about suitable services from professionals who
work in social care, health care or education. Instead, they might have learned about the
suitable services from other parents either through direct communication or through
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online discussion groups in Facebook. When a parent knows that certain service exists,
they have to apply this. Some parents feel that applying for services takes a lot of their
energy, but parents are usually content with any service they have received after
applying. Understandably, they are unsatisfied when certain service is declined. Those
parents, who have decided to complain about the negative decision(s), feel exhausted
by this process.

Although, digital services cannot solve all problems that parents of children with
disabilities experience, they have opportunity to be helpful. Many interviewees hoped
that allowances offered by Kela could be applied online. Some of them suggested that
new services would be created for mobile environment. At the time of the study, the
opportunities promised by e-government were not fully realized – instead digital ser-
vices were sometimes part of the challenges parents of children on the autism spectrum
need to cope.

Improving the existing digital services would be technically possible but it would
require collaboration with social service providers and IT developers. Future research
on this topic would benefit from finding partner who is ready to change it practices and
invest in digital transformation to complete the improvements suggested in this study.
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Abstract. Compared with the general population, people with intellectual
disabilities have worse health, lower levels of activity, and greater barriers to
participating in fitness activities. Regular physical activity has positive effects on
cardiovascular and psychosocial health and thus it is important to identify
effective interventions for people with intellectual disabilities in everyday set-
tings. In this position paper we present the design and development of proto-
types of game-based eHealth solutions for behaviour change and health
promotion by influencing physical activity. Participatory design and agile
development have been applied in this project to deliver a system based on three
solutions to promote, motivate and maintain physical activity in people with
intellectual disabilities: Guided in-door bicycle exercise, guided out-door exer-
cise and guided mild workouts. All the solutions provide virtual environments
and motivation features adapted to people with intellectual disabilities for better
engagement.

Keywords: Intellectual disability � eHealth � mHealth � Physical activity �
Gamification

1 Introduction

Intellectual disabilities (IDs) are intellectual and functional impairments caused by a
neurodevelopment disorder [1]. The prevalence of IDs ranges from 2 to more than 30
per 1,000 children [2], and the classification of IDs depends on the severity of the
deficits in the adaptive behaviour (measured by the Intelligence Quotient – IQ). People
with IDs are on an increased risk of health-related problems and their health needs are
often unrecognized or unmet.
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Among the comorbidities of people with IDs, metabolic related diseases are the
most prevalent [3], caused mainly by a significant lower physical activity and higher
weight decompensations [4, 5]. Approximately 50% of people with IDs perform a
sedentary life style and 40% has been found to do low physical activity [6]. A recent
review found that only 9% of people with IDs worldwide achieved the WHO’s mini-
mum physical activity guidelines [7], despite meeting the physical activity guidelines
was positively correlated with male gender, younger age, milder IDs, and living with-
out supervised care. In the general population, a more sedentary lifestyle has be-come a
pronounced problem in younger people [8], and it is a greater problem in youth with ID
[9]. Low levels of physical activity could be due to barriers, such as scarcity of
available resources and opportunities or a lack of motivation [10].

Physical activity is a modifiable risk factor for chronic diseases and an important
way to improve health and prevent diseases [11]. Several studies have reported on the
effects of physical activity interventions for people with ID on physical fit-ness indi-
cators, such as balance, muscle strength, and quality of life [12]. Furthermore, a review
found a moderate level of evidence that sport-related activities seem to contribute to
well-being and perception of social competence [13]. A multi-component intervention
in Sweden to improve diet and physical activity in individuals with ID in community
residences showed positive effects on levels of physical activity and work routines [14].
However, only adults with mild to moderate IDs were included, and effect sizes were
small. A recent theory-based randomised con-trolled study of adults with all types of
ID did not find any significant increases in levels of physical activity (steps per day)
[15]. Furthermore, the results of a recent cluster-randomised study of older adults in the
Netherlands showed marginal effects and substantial missing data, despite being well
prepared with a published protocol and using day-activity centres for the intervention
[16].

Studies often include people with mild to moderate ID only, but the benefits for
people with severe ID tend to be at least as good [14]. Motivational issues have been
challenging, particularly for approaches oriented to sustain the effect after the inter-
vention [13]. The main objective of the project “Effects of physical activity with e-
health support in people with intellectual disabilities” is to enhance physical activity in
youths and adults with IDs by means of motivational technology-based tools. As low
physical activity is a determinant of health, and as increasing activity has positive
effects on cardiovascular and psychosocial health, identifying effective interventions
for use in everyday settings is of utmost importance. Studies conducted to increase
physical activity in people with IDs are often non-randomised, in non-natural settings,
and not theory-based and often exclude people with more severe IDs. Recent well-
designed studies in this field have failed to demonstrate improved levels of physical
activity in intervention groups. This paper describes the rationale and characteristics of
three prototypes to support and motivate people with IDs to increase their physical
activity.

32 V. Berg et al.



2 Materials and Methods

The study will involve individuals with all types of ID who perform low activity levels,
as this target group has been previously identified to have the greatest chances of
improving the fitness condition [16]. A person-centred physical activity (PA) pro-
gramme is expected to increase level of fitness, mental well-being and social support,
and improve health conditions such as blood pressure and functional strength [17].

Although previous studies have been theory-based, the person-centred focus could
improve with the use of individual goalsetting [18] and we have designed the inter-
vention in a natural setting to enhance the effect [19]. Staff involvement will be central.
We also expect the systematic use of e-health with rewards and gamification to be
beneficial [20]. In Norway, many individuals with IDs have a smartphone they can use
for tailored physical activity games, which has not been tested previously.
Accelerometers have been used to examine physical activity and sedentary time pat-
terns in related populations [21].

The project to which this position paper belongs defines three sub-objectives. First:
to integrate theory with users’ needs to design a motivational e-health support in natural
settings. Second: to investigate the effects of this physical activity programme in youth
and adults with ID in a randomised controlled trial. Third: to increase research activity
and national and international cooperation in this little investigated field.

2.1 Technology-Based Motivation

The technical contribution of the research project “Effects of physical activity with
e-health support in people with intellectual disabilities” shall be the development of
tools that can contribute to increased physical activity. Given the user-centred
approach, we aim to take advantages of that many people with IDs enjoy the use of new
technologies and multimedia and thus give them access to virtual and real environment
through recorded physical activity. We plan to develop several applications that are
able to record physical activity and provide real-time motivational feedback. Recorded
activity will then be swapped into time to watch movies and TV. We aim at studying
different reward and motivation mechanisms from computer games and tailor them to
people with IDs.

2.2 User Involvement from Early Stages

Users and user-organisations are involved in all parts of the project. To understand the
users’ needs and to design effective health behavioural support tools, we will gather
data from focus groups and individual interviews. Participants will be selected
strategically.

Two focus groups will consist of six to nine participants who will be asked to
discuss their opinion regarding the role of technology and behaviour change support.
Users, relatives, staff and professionals will be involved to design an optimal enjoyable
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programme for increasing physical activity [19]. We will use thematic analysis to
summarize the results and extract user needs and perceptions.

We wish in the current project to go a step further than just gather user input at the
start of the project, and use Participatory design (PD). More specifically, we will use
workshops and think-aloud-protocols in our lab and out in the participants daily
environment. We will conduct individual interviews with participants after the focus
group discussion. Later, these participants will be invited to think aloud while inter-
acting with our prototypes and reflecting its ability to meet their needs.

2.3 Mobile Technologies and Gamification for Motivating Behaviour
Change

Despite the promise of mobile health (mHealth) and the explosion of fitness-related
apps in markets, the vast majority of solutions are yet focused to a routine care basis
and to record health and fitness-related data. Several studies have evaluated the
effectiveness of mHealth interventions in specific clinical endpoints related to health
promotion and disease worsening preventing [21]. Gamification and coaching tech-
niques are also a promising feature of mobile health apps Sannino et al. [22] introduced
the concept of a constant follow-up of the patient’s performance along with continuous
feedback and reward system according to the user behaviour and disease control.

In the scientific literature, there is a lack of work to create a rigorous process for
design of mobile-based solutions for people with IDs targeting a behavioural shift.
Giunti proposed a model based on User-Centred Design (UCD) [23] for the design of
mHealth solutions for chronic patients using a compromise between medical knowl-
edge, Behaviour Change Technologies and gamification. Schnall et al. explored the use
of Information Systems Research (ISR) framework as guide for the design of mHealth
apps [24] as a way to promote a change in the users. Jia et al. defined a design
framework for self-management mHealth solutions employing the quantitative Fogg
Behaviour Model to enhance user’s execution ability [25]. Those work used several
participatory researching techniques but both including adults and children. Although
authors identified the participatory techniques used in their work, no information
regarding what type of technology was determinant for promoting a behaviour change,
which limits its reproducibility in the context of IDs. To the best of our knowledge, no
study has proposed a methodological framework to design context-aware and per-
sonalised mHealth solutions to support and motivate people with IDs to increase
physical activity habits.

3 Results

This innovative project results in a system composed of three different solutions which
can co-exist and motivate people with IDs to increase physical activity on daily basis
with the use of mobile phones, wearables and gamification strategies.
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3.1 Used-Centred Design Requirements

The thematic workshops with experts, parents and institution staff leaded us to define
the baseline requirements of the system. This information was exchanged on meetings
and contact through emails in the start phase of the project, but also during imple-
mentation to discuss features and decisions. This cooperation has provided valuable
information on how to develop a system for this kind of users when it comes to design,
content, and layout. At the meeting, the ideas for this project were presented through
illustrations of the design and explanations from the authors. The attendants of the
meeting were then allowed to give their opinion on what they thought about the ideas.
The meeting resulted in constructive input to the project and new features that could be
included in the application. It was also motivating to see that the user representants
were positive and interested in the project.

Table 1 summarizes the main requirements of the system based on the opinions of
experts. Some of the critical remarks were that e-health should provide amusement, be
a tool that can show others the achievements performed and provide rewards that are
related to the performance in an activity. An e-health tool should be easy to use, but not
childish as it can appear stereotypical and insult some users.

Table 1. Summary of the system requirements based on experts opinions.

Scope area Requirement

Physical activity in
people with ID

Critical factors for being physically active are the support from
parents and care-takers, to be able to show someone what is
achieved, predictability, coping ability of activity, amusing and
fun, medals and rewards. It is necessary with a clear correlation
between reward and activity

Intervention studies in
people with ID

Few intervention studies with ID and E-health and struggles
with dropouts and missing data in studies. However, the
presenter is favourable to that mobile health apps interventions
can provide a significant effect on improving PA levels

Motivation in people with
ID

Inner (joyful, meaningful, coping, etc.) should be preferred over
external motivation (praise, money, threats, etc.) to get a long-
term effect. To achieve a behavioural change takes a structured
plan, support from caregivers and much effort

User-friendly
environment

It is important to achieve predictability and how the application
should be able to express what is about to happen for an
individual with ID or at least be helpful to do so. Use figures and
icons to explain different activities and support audio
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3.2 eHealth Based Proposed Solutions to Increase Physical Activity

Physical activity will be measured using the mobile phones in-built accelerometers,
wristbands and a bike-roller for in-door static physical activity. This input will be the
basis for the game. Our approach provides primary rewards mechanisms including fun
and achievement elements. Social interaction has been identified as a powerful reward,
so opportunities for collaborative missions are included.

The game needs to offer progressive mastery experiences, which again means that it
will have to be tailored to the user. Care workers involved in the project helped to tailor
the physical activity game to the individual’ goals and resources and specifics of the
intervention will be developed iteratively in close collaboration with users.

The system provides three main solutions: Guided in-door bicycle exercise for
aerobic mild intensity exercise, which makes use of a tricycle and a bike-roller con-
nected through Bluetooth to a tablet; an augmented-reality based game for out-door
moderate exercising and a coaching app for promoting in-door workouts for moderate
to hard exercises.

Proposed Solution #1: Guided In-Door Bicycle Exercise. The first solution com-
prises hardware and software modules to track and record the amount (intensity and
time) of physical activity on indoor bikes. To this end, the solution can use two
different bikes: (1) an outdoor bike mounted on a Tacx roller, and (2) an indoor,
stationary exercise bicycle/ergometer bike. The goal is to detect the activity performed
on the bike and transfer the activity measurement to a tablet-based entertainment
system, which will react to the performance of the user in the bike and will show
different multimedia records (real routes, virtual routes or media).

This solution will provide continuous feedback during realization of the physical
activity. Therefore, the designed setup will monitor parameters such as speed, cadence
and power. The setup is capable of transmitting data wirelessly (in the current prototype
is Bluetooth LE) and in a real-time to a control unit (e.g. smartphone/tablet). The user is
rewarded when selecting heavy load on the bike and for cycling for longer periods of
time, proportionally. The graphical user interface contains computer game features
connected to the hardware of the bicycle, so for example, by cycling through a land-
scape with computer game elements, receiving rewards in the form of symbols, ani-
mations, sounds, etc., during the exercise.

The first prototype uses a Tacx Flow Smart trainer (Upside left corner in Fig. 1) that
support Bluetooth Low Energy and Ant+ connection. This trainer measures speed,
cadence, and resistance; and it is possible to adjust the resistance on the power wheel.
A cadence is a standard unit of measurement for bike trainers, and it means the
frequency of the pedal turns when cycling. This trainer suits most type of bikes with a
power wheel with a size between 26″ and 30″. For testing of the first solution during
development, we borrowed a three-wheel bike from NAV, a welfare institution in
Norway among other services provide equipment for those who have special needs
(https://nav.no). Using a three-wheel bike is that it will appear steady and stable to ride.
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The second prototype is mounted on an U.N.O. Fitness ET1000 (https://www.
fitshop.no) ergometer bike (Down-left corner in Fig. 1). The bike comes with an embed
computer that measures speed, resistance, and distance during a training session. To
make the setup of the system more straightforward and scalable we decided to use a
separate Wahoo cadence sensor which supports Bluetooth Low Energy (BLE) con-
nectivity (central part in Fig. 1). The Wahoo sensor uses the FTMS protocol through
BLE, the same as the Tacx Smart Flow trainer which makes the connection imple-
mentation simpler as it can be used in both solutions.

When the application starts (Upside-right corner in Fig. 1), a display showing the
status of the current week activity time performed. From the start page, there is a
navigation option to settings, video mode, game mode and history of activity. Video
mode and game mode are the two options for activity sessions this system provides.
After an activity session is finished, the activity time is added to the total activity time
of the current week.

Proposed Solution #2: Guided Out-Door Exercise. The second solution provides a
tool for people with intellectual disability to make them more physically active in mild
to moderate intensities (walking and hiking). The technical solution is a mobile
application that can be used anywhere and is tailored for a user group that previously
have had no specially tailored solution with the same objective.

The app tacks the amount of physical activity in outdoor walking, hiking, etc. by
means of step counters and GPS-tracking. This information is then transmitted to the

Fig. 1. Set up of the in-door bicycle based activity monitor.
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entertainment system, which adapts the environment and reacts according to the pre-set
preferences.

The gamification technique is based on augmented reality and proposes the user to
chase virtual animals into a real environment (recorded with the mobile phone built-in
camera). The user can select four different farm animals displayed through user-
friendly avatars (Fig. 2), which will be distributed into the user surroundings, so they
can walk towards the animal to ‘collect’ it.

Once the animal is collected, they will be prompted with a supportive message on
the screen, and a voice recording encouraging and recognizing success. In addition, the
screen has confetti bouncing on it, and a medal will be displayed containing the animal
they reached. The setup is able to monitor parameters such as intensity, type of activity
and time, and in future extensions it will transmit recorded data to a control unit/cloud-
based application.

Proposed Solution #3: Guided Mild Workouts. The third solution provides a coach-
based mobile application to promote physical activity in people with ID by means of a
three-dimension avatar. This virtual character is customizable so that each user can
make it look like he/she wants, so that connection between the user and the character
may lead to higher levels of engagement and them wanting to use and interact with it.
Once the avatar is created and customized, the app provides a set of basic workouts and
pre-set combinations of them, so the user can choose to perform specific or complete
routines.

When selecting an activity, the user interface shows the activity animation to make it
clear to the user what it entails (Fig. 3). This is because it can be difficult to explain an
exercise activity without any type of movement. Text To Speech features are also
included in the app, to help the users understand context and functionality of the app

Fig. 2. Graphical user interface of the guided out-door exercise app.
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which can otherwise be hard to convey using only the visual user interface. The app
includes reminders by means of notifications to sustain the adherence to work out
routines in case of periods of inactivity.

4 Discussion

E-health provides a wide range of possibilities for monitoring and motivating people in
the self-management of chronic illnesses. In this position paper we present the design
and development of prototypes of game-based eHealth solutions for behaviour change
and health promotion by influencing physical activity. Motion sensor games have been
explored and found to be promising in people with ID.

Our approach to move out of the lab and into actual use included a first stage for
meeting user’s needs. Participatory design and agile development have been applied in
this project to deliver a system based on three solutions to promote, motivate and
maintain physical activity in people with IDs. These solutions may contribute to the
physical activity of the user group of individuals with intellectual disability and also act
as ring effect their physical and mental health, as well as improving their health and
lifestyle situation. Once these applications have been assessed and improved in beta-
tests, they will be used into a randomized-control trial to assess the effect of eHealth in
direct physical activity indicators and secondary health endpoints.
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Trust and Privacy Aspects of Smart
Information Environments - TPSIE



TPSIE 2019 Workshop - Message
from the Chairs

What can our facial images reveal about us? This was one of the interesting examples
presented by the keynote speaker at TPSIE, Eirik Gulbrandsen, a Senior Engineer at
The Norwegian Data Protection Authority (Datatilsynet). The First Workshop on Trust
and Privacy Aspects of Smart Information Environments (TPSIE 2019) was held in
conjunction with the 18th IFIP Conference on e-Business, e-Services, and e-Society
(I3E 2019), during September 18–20, 2019, in Trondheim.

This workshop started with a keynote speech given by Eirik Gulbrandsen, who
presented privacy and GDPR as a human rights related issue and highlighted new
challenges that Machine Learning and AI applications may bring. His presentation had
inspirations from Yuval Noah Harari’s books and presented some thought-provoking
quotes from Harari. He also presented examples from real life that highlighted the
relevance of being aware of protecting our privacy to avoid potential undesirable
consequences.

With 10 submissions and 5 accepted papers, out of which 2 were short papers, the
workshop drew a small, but very engaged audience from Greece, Germany, Spain, and
Norway. The 5 papers that were presented spanned different aspects of privacy related
research, ranging from softer aspects to more technical and design related issues.

In the first presentation, the ‘right not to be deceived’ was discussed in the context
of news and media personalization as further developed in the paper “Towards a Right
Not to Be Deceived? An Interdisciplinary Analysis on Personalization in the light of
the GDPR.” Afterwards, a framework to facilitate the analysis of privacy implications
in the design of ubiquitous computing systems was presented with the paper “Software
Assisted Privacy Impact Assessment in Interactive Ubiquitous Computing Systems.”
The third presentation, on the short paper titled “Facilitating GDPR Compliance: The
H2020 BPR4GDPR Approach,” outlined the idea and architecture of the H2020 project
BPR4GDPR. Work from another H2020 project, HUMAN Manufacturing, was pre-
sented with the second short paper “Designing a Privacy Dashboard for a Smart
Manufacturing Environment.” The paper presentation sessions were concluded with the
presentation of “RRTxFM: Probabilistic Counting for Differentially Private Statistics”
on differential privacy as one of the methods for sharing data while withholding some
information. Interestingly, among the papers there was less focus on the concept of
trust in the presentations.

The final part of the TPSIE 2019 workshop was an open discussion among the
participants with the aim to pursue the common interests and to explore ideas for a
research article and future collaborations. The energy and momentum at TPSIE 2019
workshop was inspiring and very encouraging, which means that the organizers foresee
a growing interest in this research area and look forward to organizing TPSIE work-
shops in the future.



We would like to express our gratitude for the success of the TPSIE 2019 work-
shop, to all authors, the Program Committee’s valuable reviews, as well as the orga-
nizers of the I3E 2019 conference for helping with the practicalities of the workshop.
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Towards a Right not to Be Deceived?
An Interdisciplinary Analysis of Media

Personalization in the Light of the GDPR

Urbano Reviglio(&)

LAST-JD International Joint Doctorate in Law, Science and Technology,
University of Bologna, Bologna, Italy
urbanoreviglio@hotmail.com

Abstract. Privacy is a pillar of European law and of the new GDPR. Social and
technological developments question its protection and raise the need for more
comprehensive legal analysis. Informational and decisional privacy, in partic-
ular, prove to be fundamental rights to tackle the pervasiveness of surveillance
practices and persuasive technologies. Yet, their protection is uncertain. The
paper is a theoretical and interdisciplinary contribution structured as follows. In
the first part, it is reviewed the literature on profiling and online personalization
in order to provide an overview of the socio-technical landscape, with a special
focus on media content and news personalization. In the second part, the con-
sequences of the GDPR on media personalization is analyzed. In the third part,
the interplay between data protection, consumer and media law is discussed. In
particular, the right to receive information and the value of serendipity are
introduced to eventually discuss the idea of a ‘right not to be deceived’ as a
precondition to properly protect privacy and other human rights as well as to
preserve trust between users and platforms.

Keywords: Privacy � Profiling � Personalization � GDPR � Data protection

1 Introduction

Recently, much attention has been given to the assessment of the legal and social out-
comes of the new General Data Protection Regulation (GDPR) as well as the E-privacy
regulation draft. Despite the introduction of new individual rights and a more com-
prehensive understanding of the data protection landscape, many commentators
observed the limitations of these regulations. GDPR, for example, lacks a precise
language and explicit and well-defined rights and safeguards [1]. There are many
doubts on the existence or even efficacy of novel rights such as a right to explanation –

which is not explicitly mentioned in the GDPR – the right to transparency and the right
to non-discrimination. Thus, many epistemic, technical, and practical challenges must
first be overcome.

The article questions how the phenomenon of online personalization – particularly
media and news personalization – is currently approached in the European legal frame-
work and to what extent privacy is protected. More generally, it questions how the
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‘personalization paradox’ – a trade-off between privacy and personalization quality –

and the ‘privacy paradox’ – the users’ inconsistent will to protect their privacy could be
tempered. In more detail, the following questions are addressed: how can data subjects
exercise their rights if the processing itself is opaque, difficult to understand, and
unaware consent is usually given? To what extent does the GDPR ensure that profiling
is legal, fair and non-discriminatory with regards to media personalization? And how
does the European legislation deals with the risks posed by the employment of
increasingly sophisticated techniques of persuasion and engagement that may even-
tually lead to manipulation?

In this paper, we specifically focus on personalization of media content which
raises several social concerns and ethical discussions. In Sect. 2, we review the liter-
ature on emerging issues surrounding profiling and online personalization. In Sect. 3,
an analysis of the new GDPR is done in order to clarify its effectiveness, its ambiguities
and its limitations. More generally, we argue that data protection law is insufficient to
prevent certain risks posed by media content personalization. Also, the paper advocates
for the need to move from a mostly data-centric to a more user-centric view of privacy.
Therefore, in Sect. 4 critical principles and human rights engaged in informational
privacy are introduced and discussed and, eventually, conclusions are drawn.

2 Profiling and Data-Driven Personalization

Humans constantly categorize, generalize and classify the world around them to reduce
complexity. Algorithms can be programmed to automatically process information in
similar ways. Profiling practices, thus, create, discover or construct knowledge from
large sets of data from a variety of sources that then are used to make or inform
decisions [2, 3]. Profiling occurs in a range of contexts and for a variety of purposes.
This paper focuses on profiling that makes or informs decisions (presumed preferences)
that personalize a user’s media environment (e.g. content selection and ordering).

Of course, individuals can be misclassified, misidentified or misjudged, and such
errors may disproportionately affect certain groups of people [4]. Profiling technolo-
gies, in fact, creates a kind of knowledge that is inherently probabilistic. They cannot
produce or detect a sense of self but they can, however, influence a person’s sense of
self [2, 3]. In the case of media content personalization, individuals may start to want
what is recommended to them without even realizing it, in a self-fulfilling prophecy [5].
Algorithms indeed threaten a foundational link in microeconomic theory, that is,
preferences’ formation [6]. At the same time, mass personalisation can be understood
as pursuing the logic of market segmentation until each individual user is reduced to a
unique market [7].

Aside from natural human dispositions such as selective exposure, confirmation
bias and homophily, personalization of media content - particularly if implicit - can
eventually limit information exposure and discovery. As such, filter bubbles [8] and
echo chambers [9] are strengthened. In fact, personalization – in particular news per-
sonalization – could reduce opportunities to self-determine and negatively affect truth
finding by reducing the exposure to alternative points of view and serendipity in the
‘marketplace of ideas’ [8, 9]. There may be several other consequences on both
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individual character, mindset and collective moral culture of our societies [7]; from the
limitation of personal creativity to a reduction in the ability to build productive social
capital. Mass personalization could also weaken media pluralism, solidarity and make
people more politically polarized, narcissistic and vulnerable to (self)propaganda [9].

And in a self-reinforcing cycle, this would make people more susceptible to fake
news or polarizing messages, help to spread misinformation and, ultimately, erode
interpersonal trust. In general, critics argue that these are moral panics, and that per-
sonalization might instead foster the cultivation of expert citizens with stronger group
identities [10]. It is no more than human nature empowered by the Internet. Yet,
another prominent risk remains growing ‘epistemic inequality’, that is, the richer an
individual’s social network and the higher the education, the better the benefits of
personalization.

In practice, the risks of personalization are very hard to prove and, eventually, to
counteract [11]. There is indeed a crisis on the study of algorithms [12]. Their func-
tioning is opaque and ‘black-boxed’ and their interpretability is not even clear [13].
Also, users consider filtering mechanism as neutral and actually few recognize them or
attempt to output [14]. Furthermore, concerns are growing because of the rise of
increasingly sophisticated persuasive technologies and the ability of big-data to ‘hyper-
nudge’ individuals and bring them to deception [15] (discussed in Sect. 4.3). Ulti-
mately, key issues remain unsolved: to what extent personalization is detrimental and
whether current legislation is sufficient to address these issues. Before problematizing
the interplay between different legal fields, it is necessary to analyze the promises and
perils of the current European data protection landscape.

3 European Legislation, GDPR and Its Limits

In the last years, the EU has adopted some provisions that give consumers the power to
manage their personal data and not to be subject to automated decision-making such as
personalization and algorithmic assistants. The right to data portability1 envisaged in
the new GDPR, as well as the e-Privacy regulation2, and also the “retrieve them all”
provision of the proposed Digital Content Directive, are all tools whereby digital
consumers will supposedly have the chance to decide who should use their data to offer
them the goods and services that they want [16]. These regulatory interventions bring
to the fore a reshaping of the traditional landscape of the consumer protection rules
providing a more comprehensive vision of “data consumer law”. They in fact grant
users several rights, such as the right to transfer data from one controller to another and
the right to retrieve any data produced or generated through their use of a platform.
They are expected to rebalance the relationship between data subjects and data con-
trollers and to encourage competition between companies. These represent a new

1 Data portability refers to the ability to move, copy or transfer data easily from one database, storage
or IT environment to another. To make an example, move one’s Facebook profile to another social
network.

2 Notice that the E-Privacy Regulation should be treated as lex specialis in relation to the GDPR.
However, the enforcement mechanisms of GDPR and E-privacy Regulation remain the same.
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paradigm that abandons a purely protective and paternalistic regulation focused only on
consumers’ weaknesses to experiment with a more proactive approach [16].

Yet, critics suggest that the GDPR – one of the most lobbied piece of EU legislation
to date [17] – delivers personalisation to companies on a golden plate [5]. Firstly, by
shifting the prerequisite for more expansive (re)uses of personal data from anonymisa-
tion to ‘pseudonymisation’ (which still allows for some form of reidentification). In fact,
although anonymised data is effective in protecting privacy, much analytical value of the
data is lost through anonymisation (which is relevant for personalisation purposes).

Secondly, the GDPR facilitates personalisation by making the collection and
processing/use of personal data essentially a matter of informational self-determination.
This emphasis suggests to users that all that is at stake in data protection is their own
personal interest whereas also fundamental collective public goods are actually at stake,
such as deliberative democracy. Moreover, the GDPR lacks a precise language and
explicit andwell-defined rights and safeguards [1]. A number of provisions may thus lead
to confusion, enforcement gaps or asymmetrical interpretations. This is understandable
given that the reform of EU data protection is ongoing and need further guidelines.

The focus of the following analysis is specifically on the most relevant GDPR’s
articles affecting personalization dependent, above all, on ‘profiling’ which is a rela-
tively novel concept in European data protection regulation (Art 4(4)). It refers to both
the creation and the use of profiles. By virtue of deriving, inferring or predicting
information, practices of profiling generate personal and sensitive data. The rights to
erasure (Art 17) and restriction of processing (Art 18) are then useful forms of redress
in the context of unlawful profiling techniques. Further guidance, however, is needed to
clearly set out these Articles’ scopes of application. This is also true for highly debated
articles that we are going now to briefly analyze, namely Articles 13–15 and Article 22.

3.1 The Right to Transparency

Transparency is often assumed to be an ideal for political discourse in democracies and
it is generally defined with respect to “the availability of information, the conditions of
accessibility and how the information…may pragmatically or epistemically support the
user’s decision-making process” [18, p. 106]. This is significant regarding decisions –
in the case analyzed in this paper, prioritizing personalized media content – that are
extremely complex and inevitably black-boxed.

Auditing is one promising mechanism for achieving transparency [19]. For all types
of algorithms, auditing is a necessary precondition to verify correct functioning. For
platforms that mediate political discourse, auditing can create a procedural record to
demonstrate bias against a particular group. Auditing can also help to explain how
citizens are profiled and the values prioritized in content displayed to them. It allows for
prediction of results from new inputs and explanation of the rationale behind decisions.

Yet, many epistemic, technical, and practical challenges must first be overcome
[20]. Firstly, a right to transparency might undermine the privacy of data subjects and
the autonomy and competitive advantage of service providers, or even national secu-
rity. Secondly, the rationale of an algorithm can be epistemically inaccessible, ren-
dering the legitimacy of decisions difficult to challenge. Nevertheless, algorithm
auditing may be quickly approaching and the belief that highly complex algorithms are
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incomprehensible to human observers should not be used as an excuse to surrender
high quality political discourse. Developing practical methods for algorithmic auditing
is highly needed. For example, Tutt [21] suggests that a regulatory agency for algo-
rithms may be required, and this agency can “classify algorithms into types based on
their predictability, explainability, and general intelligence” (p. 15) to determine what
must be regulated. Actually, GDPR requires data processors to maintain a relationship
with data subjects and explain the logic of automated decision making when questioned
(Art 13, 14 and 15). The regulation may indeed prove a much-needed impetus for
algorithmic auditing.

However, with opacity, implementing transparency and the right to an explanation
in a practically useful form for data subjects will be extremely difficult, necessary yet
likely insufficient, as will be argued throughout the paper.

3.2 The Right to an Explanation

Especially relevant to profiling, there are the right to be informed (Art 13) and the right
of access (Art 14). In particular, Articles 13(2)(f) and 14(2)(g) require data controllers
to provide specific information about automated decision-making, based solely on
automated processing, including profiling, that produces legal or similarly significant
effects, namely: (1) the existence of automated decision-making, including profiling;
(2) meaningful information about the logic involved; and (3) the significance and
envisaged consequences of such processing for the data subject.

Article 15(1)(h) uses identical language as of the above articles and provides data
subjects with a right of access to information about solely automated decision-making,
including profiling. However, some key expressions in Articles 13–14, specifically
“meaningful information about the logic involved” as well as “the significance and the
envisaged consequences” (Art 13(2)(f)), need to be interpreted to provide data subjects
with the information necessary to understand and challenge profiling and automated
individual decision-making. As a result, the right to explanation has been interpreted in
two drastically different ways: as an exante general explanation about system func-
tionality or as an ex-post explanation of a specific decision (Art 15). Yet, in the interest
of strong consumer protection, meaningful information must be sufficient to answer
questions that the data subject might have before they consent to the processing (no-
tification) and after a decision has been made (right of access).

A right to explanation is thus not explicitly mentioned in the GDPR. However,
relative legal basis have been detected [1]. In particular, Recital 71 states that data
subjects have the right ‘to obtain an explanation’. Yet, the legal status of recitals is
debated as, in general, they only provide guidance to interpret the Articles so they are not
considered legally binding. This is a critical gap in transparency and accountability [17].

3.3 The Right to Non-discrimination

Article 22(1) of the GDPR contains additional safeguards against one specific appli-
cation of profiling, namely the case of automated individual decision-making that fulfils
is “based solely on automated processing” and produces “legal effects concerning him
or her or similarly significantly affects him or her”. Profiling can indeed form the basis
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of decision-making that is both automated and produces significant effects, in particular
discriminatory. A right to non-discrimination is, in fact, deeply embedded in the nor-
mative framework that underlies the EU and the use of algorithmic profiling for the
allocation of resources is, in a sense, inherently discriminatory [22]. In this sense,
Article 22 is set. There are, however, several ambiguities that must be settled.

Firstly, the wording of the “right not to be subject to automated decision-making”
can be interpreted as either a prohibition or a right to object. This ambiguity has existed
since the Data Protection Directive 1995 [1], but resolving it is nowadays critical [2].
Since profiling and automated decision-making often occur without the awareness of
those affected, data subjects may not be able to effectively exercise their right to object.
Moreover, Article 22 only applies to decisions that are “based solely” on automated
processing, including profiling. Since “based solely” is not further defined in the
regulation, the regulation allows for an interpretation that excludes any human
involvement whatsoever. This would render the article inapplicable to many current
practices of automated decision-making and there is the risk is that the controller may
fabricate human involvement. Finally, paragraph 71 and Article 22(4) specifically
address discrimination from profiling that makes use of sensitive data. Goodman and
Flaxman [22] broadly questioned the interpretation of the wording ‘sensitive data’ and
argued how significant is its clarification.

In summary, GDPR defines novel rights for data subjects and duties for data
controller. Along with the e-Privacy regulation draft, it actually strenghtens ‘data
consumer protection’. Users can indeed decide whether to enter into a contract, be
informed, access the data generated, receive information about the logic involved and
not to be subject to automated decision-making based solely on automated processing.
The data subject, however, waives some of these rights when entering into a contract
for which an automated decision is ‘necessary’. As a matter of fact, a user does not have
any effective agency towards the logics involved in the personalized news provision.
While at first sight data-driven personalization may appear to be only a matter of data
protection law, the analysis of automated inferences, predictions or decisions more
often lies outside of it [5]. In other words, data protection law focuses on ‘inputs’ rather
than ‘outputs’, that are mostly out of its scope. Eventually, users will still have a limited
(and indirect) control over the outcomes of personalization. In the following chapter,
we evaluate the extent to which users may exercise such right and be fruitfully
empowered.

4 A Comprehensive Approach to Media Personalization

Data protection law shows some limitations when it comes to the actual consumption
of information in the context of media personalization. Yet, the application of con-
sumer protection law to data-related commercial practices can certainly add to the
protection offered by data protection law [23].3 The complex interplay between data

3 Yet, applying consumer law to deals regarding personal data should never be construed as a
justification for using personal data as a commodity as it would conflict with human rights.
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protection and consumer law need to be further analyzed in order to understand whether
and how they might complement each other so as to be able to prevent the risks of media
personalization. There is indeed a fundamental need for interdisciplinary work, not only
across academics and practitioners, but also between different legal jurisdictions and
across different disciplines. GDPR, for example, does not impose any responsibility on
data controllers as regards the information a data subject might consume. Technically,
there are two main dimensions that affect an individual’s choice – the decision
parameters employed by the algorithm and the level of choice which remains at the
hands of the user [4] – GDPR focuses only on the former and ignores the latter. This
critical point is particularly relevant in concentrated markets in which players refuse
traditional editorial responsibility. As such, not only media law but particularly com-
petition law maintain a significant – if not indispensable – role in setting standards and
levelling the playing field [24].

To begin with, we acknowledge that informational and decisional privacy are fun-
damental for criticizing emerging means of opinion formation and behavioral change
arising from personalization [25]. The latter is complementary with the former, and it is
broadly intended as the right against unwanted access such as unwanted interference in
our decisions and actions.4 In addition, the right to freedom of expression is also
significantly involved, especially because individual privacy has not been traditionally
justified in terms of public good or interest of groups [5]. Thus, a reconceptualization of
the right to be informed as a ‘right to receive information’ in order to increase control
over data-driven personalization is discussed [26]. Related to this, it is introduced the
value of serendipity as a design principle [27]. These, however, may not even be
sufficient to tackle the risks that personalization brings to privacy and freedom of
expression, especially considering emerging techniques of behavioral modification [14,
15, 28]. In this light, the idea of a ‘right not to be deceived’ is introduced, as a con-
ceptualization that could enact more effectively other fundamental human rights.

4.1 The Right to Receive Information

The news consumers’ fundamental rights to receive information guaranteed by Article
10 ECHR may prove an important point of departure to realize democratic values in the
personalized media landscape [26]. Information consumption is indeed deeply changed
and needs to be reconceived. Given the vast amount of information produced and
consumed, to some extent users are necessarily passive actors who have to delegate
information filtering to algorithms and, therefore, to platforms. Thus, the right to
information is, in effect, a right to receive information. How this would eventually
translate is difficult to argue. Article 10 may nonetheless entail positive obligations for
the state, such as ensuring that media users receive balanced news. Yet, it is an under-
theorized right, lacking a framework to understand the rights of news consumers or the
obligations of states regarding news recipients.

4 Even if decisional privacy does not feature as a concept in the European legal tradition, art.8 of the
ECHR does ackowledge the function of privacy as a right to personal development and autonomy as
its underlying value.
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Media (and in particular news) personalization invites us to reconsider subjective
rights to receive information. In traditional one-to-many media, people have a sub-
jective right to receive information that others are willing to impart, but they do not
have a right to receive information that the media is not willing to impart. In fact, the
media would lose its editorial freedom if people could demand specific news stories
and distribute these to them and, at the same time, if these were conflicting, it would be
difficult to decide whose right to receive information should prevail. By enabling one-
to-one communication, personalization technologies could, in theory, resolve conflicts
between subjective rights to receive information and the media’s or other parties’
freedom of expression. Such a type of subjective right to receive information could
help to establish what news consumers legitimately may expect from the news media
with respect to the diversity or relevance of personalized recommendations.

Actually, media personalization may enable or hinder the exercise of this largely
institutionally protected right. There are many different values and interests at stake
especially with news personalization, which may lead to conflicts (prominently truth
finding versus social cohesion) that are not likely to end up in court but must be
discussed in public. There is a need to discuss what the right to receive information
should mean nowadays, how it relates to data protection, and to empirically study how
people’s information seeking strategies and privacy attitudes influence the exercise of
this right.

Harambam et al. [10] identifies four ways in which people so far can actually
influence the algorithmically curated information they encounter, and these are:
(1) Alternation, that is, switching between different news outlets and media forms, and
also by using multiple or different recommenders. Yet, it requires effort, skills, and it
does little to work around hidden biases in algorithmic curation. Then, (2) awareness,
that is, being aware of algorithms functioning. In this respect, the GDPR, which raises
the bar on transparency and user control over personal data processing, may have a
positive impact.5 (3) Adjustment, that is, adjust algorithms according to personal
interests and wishes. Most news outlets, however, have not developed formal ways to
influence their curating algorithms. And finally, (4) Obfuscation, that is, mobilizing
against the data-driven processes through the deliberate addition of ambiguous, con-
fusing, or misleading information to interfere with data collection. Yet, this may run
against some of the goals and benefits of personalization.

The above techniques are not particularly effective as well as are difficult to pursue
for the average user.6 Yet, what forms of intervention at the level of data inputs and
processing can be achieved in the context of algorithmic news recommenders to
guarantee this right must be discussed further. This leads to a related issue which might
help to better define strategies to tackle the current limitations of data protection law
previously outlined.

5 This is the case with Facebook which is implementing a feature “why I am seeing this” to provide
users a better understanding of the reasons why a post has been recommended [29].

6 Recently, it is even questioned whether the actual ‘horizontal approach’ based on the notion of
‘average consumers’ is fit to protect all consumers in a highly personalized digital environment [27].
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4.2 The Value of Serendipity

Personalization also affects media law and threatens basic democratic principles such as
diversity and pluralism. Generally speaking, media pluralism is achieved when users
autonomously enjoy a diverse media diet. Even if media diversity online is shown to be
more than in traditional media, such exposure does not always end up in an actual
experience of diversity. Cognitive and affective factors that drive Internet users must
also be considered [30]. This requires employing a user-centric perspective and
extending beyond the assumption that supply diversity equals experience of diversity,
and that diversity of sources equals diversity of content. Also, pluralism as a normative
principle remains vague and under-theorized, and it is not a reliable indicator of a
society’s level of freedom, since it may create only the illusion of content diversity [31]
In the digital age, it is indeed becoming less clear in which sense it is meaningful to
speak of media pluralism if the consumption is characterized by limitless choice [32].

Given such limitations, current debates center on whether designing for more
‘serendipity’ might sustain diversity and represent an innovative design and ethical
principle for information environments [27]. Extensive accounts on how to research
serendipity and cultivate it in digital environments provide ground for novel studies.
Yet, serendipity is an elusive and nuanced phenomenon; in this context, it is intended
as the attempt to design for unexpected and meaningful information encountering that
are indeed statistically less likely, thus less accurate, and that intersect users’ profiles.
As such, it has the potential to prevent the threats of filter bubbles, echo chambers and
‘over-personalization’. In practice, it implies a diversification of information and more
interactive control over the algorithmic outputs. Sunstein [9] advocated an “architecture
of serendipity” as it would sustain ‘chance encounters and shared experiences’ that he
regards as preconditions for well-functioning democracies. Therefore, taking into
consideration serendipity in the design process can fruitfully inform designers, users
and eventually policy-makers to stimulate what Harambam et al. [10] defined as
alternation, awareness, adjustment and obfuscation.

4.3 Towards a “Right not to Be Deceived”?

Human behavior can be manipulated by priming and conditioning, using rewards and
punishments. Algorithms can autonomously explore manipulative strategies that can be
detrimental to users [13, 25]. Basically, they exploit human biases and vulerabilities to
affect self-control, self-esteem and personal beliefs.7 Therefore, autonomy and
democracies are indeed seriously threatened [6, 28, 33, 36].

Such Big Data-driven nudging is defined by Yeung [15] as a technique of “hyper-
nudging”, that is, a “nimble, unobtrusive and highly potent, providing the data subject
with a highly personalised choice environment”. Hyper-nudging operates through the

7 For example, Facebook is especially committed to maintain friends’ relationships. Its “NewsFeed” is
thus moderated by homophily [33] which is, however, the primary driver of content diffusion,
especially misinformation and conspiracy theories, with a frequent result of homogeneous, polarized
clusters that tend to lead to emotionally charged and divisive content [9].
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technique of ‘priming’, dynamically configuring the user’s informational choice con-
text to influence their decisions. Thus, it concerns the entire design process, not only
algorithmic decision-making [34, 36]. This introduces a new form of power, a new
‘invisible hand’ in which power is identified with ownership of behavioral modification
(i.e. artificial emotional intelligence) [37]. In this sense, social media already act as
addictive machines [33]. As such, users are tempted to give up their rights to benefit
from such hyper-nudging personalization. In theory, using such techniques goes
against the ‘fairness’ and ‘transparency’ provisions of the GDPR [28]. In this sense,
GDPR proves to be a necessary yet insufficient step. In fact, as smart environments will
permeate societies, users (especially young people [35]) will be automatically plugged
in and guided through life along algorithmically determined pathways, and the
boundary between legitimate persuasion and deception will become increasingly
blurred.

The right most clearly implicated by big data-driven hyper-nudging is the right to
informational privacy. As such, data controllers are obliged to follow the principle of
data protection by design and by default. This might go beyond the individual to focus
a priori on the creation of better algorithms [17]. For example, privacy might be
fundamental also to enable what Hildebrandt [3] defines as ‘agonistic machine learn-
ing’, that is, demanding companies or governments that base decisions on machine
learning to ‘explore and enable alternative ways of datafying and modelling the same
event, person or action’. In this sense, the value of serendipity is also understood.

Of course, also consumer law could actually help to protect consumers against
unfair profiling and persuasion practices [23]. However, the extensive uncertainty and
context dependence imply that people cannot be counted on to navigate the complex
trade-offs involving terms of services and privacy self-management [38]. There is
overwhelming evidence that most people neither read nor understand online privacy
policies. According to behavioral sciences as well, existing notice and consent model
cannot be relied upon to protect the right to informational privacy [15].

In addition to privacy, online digital users could have a separate and distinct right
not to be deceived, rooted in a moral agent’s basic right to be treated with dignity and
respect given that deception violates the autonomy of the person deceived, involving
the control of another without that person’s consent. Appropriate information and
specific consent to the use of techniques of deception ought to be given. Unfolding the
preconditions of such a right may help tech companies to regain and preserve trust.
Online platforms should in fact routinely disclose to its users and the public any
experiment that the users were subjected to with the purpose of promoting engagement.
Yet, given the complexity and subtleness of online deception the choice may not even
be sufficiently informed and conscious even with consent. Independent and external
review boards need to be established to review and approve experiments in advance.
The current massive power asymmetry between global digital service providers and
individual users in fact cannot be ignored [24, 37]. As it is currently set, the EU legal
framework seem to be insufficient to prevent users’ potential deception.
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5 Conclusions

GDPR defines novel rights for data subjects and duties for data controllers. However,
GDPR’s rights to an explanation, transparency and non-discrimination may actually
prove ineffective in practice when users consume information filtered by proprietary
algorithms, and even nurture a new kind of “transparency fallacy”. Developments in
personalization can actually narrow privacy conceptions and make data protection in-
sufficient to protect fundamental human rights. Data protection actually relies too much
on individual rights for what are too often group harms. There is indeed high need for
user-centric as well as group-centric approaches to critically govern emerging issues of
data-driven media personalization. Also, users cannot be fully relied to manage all the
complexities of data protection. On the contrary, personalized persuasive techniques
are likely to be employed on a mass scale and, therefore, contrary to recent trends in
policy, it is also advocated a more paternalistic approach.

Even if conceptualizing alternative privacy strategies for the online media context
has proven to be difficult, two intertwined human rights have been introduced to enrich
discussion on privacy in relation to profiling and media personalization. Firstly, we
argued that data protection law should complement with media and consumer law in
order to guarantee individuals a right to receive information. In general, such right
could empower users to bypass and adjust algorithmic filters and receive more
serendipitous information outside one’s predetermined algorithmic path. Secondly,
given the increasingly sophisticated techniques of behavioral modification and the
characteristics of personalized persuasive technologies, a right not to be deceived in the
online context has been introduced. Above all, any experiment that the users may be
subjected to with the purpose of promoting engagement ought to be disclosed by
platforms and approved by an independent agency. By discussing the above per-
spectives, the article provided a more comprehensive legal understanding on person-
alized online services in the light of the GDPR and offered an argumentative basis for
further contextualisation and reflection.
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Abstract. Developing ubiquitous computing systems in compliance
with the data protection regulation is a difficult task. The European Gen-
eral Data Protection Regulation requests system developers to apply a
privacy-by-design methodology and perform privacy impact assessments
throughout the whole development life-cycle. Our proposal is a software
assisted process framework that facilitates the analysis of privacy impli-
cations in ubiquitous computing systems. This software has been evalu-
ated with students and ubicomp experts.

Keywords: Privacy · Privacy-by-design · Privacy-impact-assessment ·
Internet-of-Things

1 Introduction

Through history, different advances in technology have tended to facilitate the
flow of information of any kind, including personal information. Probably, one
of the first and most cited references that confirm this idea is the law review
article written by Warren and Brandeis in 1890, The Right to Privacy, where
they say: “Instantaneous photographs and newspaper enterprise have invaded
the sacred precincts of private and domestic life” [32]. Personal computing and
the advent of the Internet also supposed a threat to personal privacy since the
beginning, as David and Fano mention: “If every significant action is recorded
in the mass memory of a community computer system, and programs are avail-
able for analyzing them, the daily activities of each individual could become
open to scrutiny” [6]. The last great revolution of technology we are witnessing
is the Internet of Things (IoT) and it is also raising the concern among the
population [4]. The public administration is aiming at maintaining the situa-
tion under control by hardening privacy regulations. The new European General
Data Protection Regulation (GDPR) (https://www.eugdpr.org/) is applicable
from May 25th 2018 and it requires system developers and engineers to acquire
a privacy-by-design (PbD) approach during the development and conduct pri-
vacy impact assessments (PIA). However, engineers are not given concrete indi-
cations of which steps, operations or methods should be used to accomplish that
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[3,20,28]. The focus now is to find strategies to operationalize PbD but there is
still a gap between the set of principles and the specific tasks that need to be
performed [15]. This gap is even more pronounced if we look at IoT and ubiqui-
tous computing scenarios, since most of the proposed frameworks are developed
with PC-based applications in mind, not necessarily suitable for a situation
where much of the user’s interaction with information systems will be through
surrounding smart things. Even though there are a large number of methods,
models and frameworks designed to guide developers in the analysis of privacy
threats in many different scenarios, we find that not many of these tools have
been implemented in software to automate the process. Our contribution is a
software implementation of the Privacy Aware Transmission Highway (PATH)
[25] process framework. This assistant facilitates the evaluation of privacy risks
in interactive ubiquitous computing scenarios. This software has been evaluated
with students and experts in ubiquitous computing systems.

In Sect. 2 of this paper, we analyze the related work on frameworks for sup-
porting privacy-by-design in HCI and ubiquitous computing. Section 3 gives a
brief description of our research methodology. We describe our proposed frame-
work and the adaptation to the software platform in Sect. 4. Section 5 shows the
scenarios used for the evaluation of our framework. In Sect. 6 we show the result
of the evaluation. Finally, Sect. 7 provides some concluding remarks.

2 Related Work

Iachello [11] identified existing privacy frameworks and methods in the field of
HCI, grouped as guidelines [8,9,17], process frameworks [7,12,31] and model
frameworks [13,18,30]. STRAP [12] and PriFs [31] focus specifically in require-
ments elicitation combined with goal oriented analysis methods [5,16]. Spiek-
ermann [29] proposes a framework specific to RFID to identify privacy vul-
nerabilities based on previously defined privacy targets. Inah Omoronyia [21]
developed PSatAnalyser a software tool to assist the analysis of smart objects
based architectures from a privacy-by-design perspective. The Software Assur-
ance Technology Center (SATC) developed a software tool [33] that made use
of natural language processing techniques to analyze the quality of the require-
ments document based on the structure of the sentences that described the
requirements. They compiled a list of quality attributes that could be measured
following this approach. Natural language processing has been proposed, as well,
to analyze the privacy policies [1] with respect to vagueness with the objective of
estimating the perception of privacy risks by the users of the system. In Febru-
ary 2018, the Commission Nationale de l’Informatique et des Libertés (CNIL)
released a template to conduct a PIA on an IoT based scenario assisting the
evaluator through a multiplatform application (https://www.cnil.fr/en/privacy-
impact-assessment-pia). Even thought the templates system provides guidance
with respect to the type of information that is needed in order to conduct the
PIA, the system does not perform any type of automated verification or vali-
dation of the entered information, other than checking that there are no empty

https://www.cnil.fr/en/privacy-impact-assessment-pia
https://www.cnil.fr/en/privacy-impact-assessment-pia
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fields and providing guidance to the user on how this information should be elab-
orated. There are a number of limitations in the existing solutions, including,
lack of evaluation in real-case scenarios, focus outside of ubiquitous computing
scenarios and limited process automation.

3 Research Method

The Design Science Research Methodology (DSRM) [22] has been used to con-
duct our research, since our motivation was not limited to gaining understanding
of privacy-by-design as phenomena, but also to generate an asset that could be
used by system engineers to ease the development and analysis of privacy aware
ubiquitous computing systems. Our approach is to conduct the six activities of
DSRM following the nominal sequential order: problem identification and moti-
vation, specifying the objective of the solution, design and development, demon-
stration, evaluation and communication.

– Problem identification and motivation: Our initial experience, the anal-
ysis of the literature and the findings after iterating over the research process
indicate that operationalizing PbD cannot be considered a straightforward
process and needs to be assisted in some form.

– Specifying the objective of the solution: The overall objective of our
research is to develop an asset that can be used by system engineers in the
analysis and implementation of ubiquitous computing systems. This objective
is divided into two, describing a process framework to guide the engineers and
implementing a software that facilitates following such a process.

– Design and development: The requirements of the process and the soft-
ware tool are elicited taking real case scenarios as examples. To do that,
we contacted a group of experts and system engineers. The requirement for
selecting the candidates was that they needed to be involved on the devel-
opment of a ubiquitous computing project, excluding system engineers and
developers of classical computer based applications. The feedback obtained
from the evaluations is used to improve the design of the PATH framework.

– Demonstration: To demonstrate the usability of the PATH framework and
the PATH assistant, we apply it to a case study application of our own,
a prototype implementation of a body coupled communication (BCC) [35]
device.

– Evaluation: The evaluation of the PATH assistant takes place in the form
of empirical experiments where experts apply it to their own projects. The
PATH framework is also evaluated in comparison with other benchmark
frameworks (the results of this study are pending publication).

During the different iterations, we have constrained our research with two main
assumptions. First, we consider the reference model proposed by Ziegeldorf [34]
as a starting point, if there is a privacy incidence in a ubiquitous computing
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scenario it has to take place as the result of the interaction between the user and
the surrounding smart things (which we prefer to call interaction mechanisms).
And second, the reason why that privacy incidence is caused by an interaction
mechanism is because of one or more of its attributes.

4 The Software Assistant

As a proof of concept, a software assistant has been implemented following the
guidelines of the Privacy Aware Transmission Highway (PATH) framework [25].
The PATH framework consists of four phases that are applied iteratively during
design and development: goal-oriented analysis (GOA), elaboration and incor-
poration of the Privacy Related Interaction Vocabulary (PRIV), PRIV based
evaluation and iteration.

4.1 Goal-Oriented Analysis

The PATH assistant starts by requesting the participant to introduce a tex-
tual description of the project with the objective of identifying implicit over
specifications of the interaction mechanism [26]. The text of the description is
compared against a reduced database with preselected interaction mechanisms.
This description is compared against the database of interaction mechanisms to
identify potential over specifications (Fig. 1). If the PATH assistant detects that
the description includes an implicit over specification a warning is displayed with
the corresponding term highlighted (In the example given, the expert is intro-
ducing an over specification that the application needs to use GPS signals to
detect the user’s location). The interaction mechanisms are selected separately
from a list (or included if they are not present) (Fig. 2).

Fig. 1. Screen capture of the automated goa for the high level description of the appli-
cation
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Fig. 2. Selection of the alternative interaction mechanisms

4.2 Privacy Related Interaction Vocabulary

After the GOA phase, a list of attributes for each interaction mechanism are
presented to the user (Fig. 3). The user selects those that are applicable to the
scenario that was described during the GOA phase. If an attribute of an interac-
tion mechanism is identified, it can be added to the list at this point and it will
be considered for the rest of interaction mechanisms. The attributes of the inter-
action mechanisms can be ranked from 1 (very low) to 5 (very high) depending
on how they are estimated by the user.

Fig. 3. Estimation of interaction mechanism attributes

4.3 Privacy Impact Assessment

After the value of the attributes have been estimated for each interaction mech-
anism, another estimation is given for the likelihood of that attribute impacting
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negatively on users’ privacy. The PATH assistant summarizes a chart with the
given values and calculated uncertainties that can lead to privacy threats (Fig. 4).
Those controversial attributes that present more disagreements and uncertainty
are more relevant candidates to be investigated in a user evaluation with a pro-
totype.

Fig. 4. Overview of attributes estimation (summary) and uncertain attributes that
have an impact on privacy (relevance)

4.4 Iteration

Based on the findings from the PIA, it should be possible to replace or mod-
ify the interaction mechanisms or their implementations so that the impact on
user’s privacy is minimized. After any change is made in the design or the imple-
mentation of the system, a new iteration needs to be done to evaluate the new
changes.

5 Framework Evaluation Scenarios

The PATH assistant has been evaluated with eight experts in four different
scenarios, the Body Coupled Communication Based Shopping, the Adressapark,
the Museums Visitor Tracker and the Location Based Sound Player.

5.1 Body Coupled Communication Based Shopping Scenario

The Body Coupled Communication (BCC) [23,35] Based Shopping [14] is a user
scenario utilized at Linköping University (LiU) to frame their research. In this
scenario, a retail store customer holds a BCC enabled wearable or mobile device
that receives random product information when she touches a smart tag situated
in the shelf next to the product label (Fig. 5, left).
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Fig. 5. Left, A customer retrieving product information in the BCC Shopping Scenario
(Image facilitated by Acreo, Ri.Se, Linköping University), Right: Scene of a typical use
case scenario of the Adressa Park (Image facilitated by Institutt for Elektronikk og
Telekommunikasjon, IET)

5.2 Adressaparken

Adressaparken [19] is an interactive media space developed as a collaboration
between the municipality of Trondheim (Trondheim kommune), the regional
newspaper Adressa (Adresseavisen), and the Norwegian University of Science
and Technology (NTNU). An audiovisual storytelling content is projected on
the ground while the user walks near the area (Fig. 5, right). A set of 12 boxes
contains different sensors (temperature, air, light, sun, noise and pollution) and
each box holds a Raspberry Pi v2 with an attached night vision infrared camera.

5.3 Museum Visitors Tracker

The Museum Visitors Tracker project was originated as a collaboration between
the Technology Transfer Office (TTO) at NTNU and the Science Museum in
Trondheim (Vitensenteret). Vitensenteret had already implemented a computer
vision system to track visitors and estimate their engagement based on their
facial expression (Fig. 6). The goal was to implement a privacy-friendly tracking
system to obtain statistical information about visitors (age range, gender and
preference group) linked to the engagement metrics (time spent) for each exhi-
bition. To achieve this goal, it was planned to evaluate the use of BCC as an
interaction mechanism in a similar way as proposed by [24].

5.4 Location Based Sound Player

A do-it-yourself (DIY) practitioner started a personal project to conceptualize
an augmented noise application [10] similar to the echoes app (https://www.
echoes.xyz). The idea of the project was to create a collection of geographically
tagged sounds that could be played when the user had visited the associated
locations. Since the project was at an early stage only a few high level deci-
sions were specified. Whether the sounds had to be played immediately without
supervision of the user or not was to be decided in later stages of development.

https://www.echoes.xyz
https://www.echoes.xyz
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Fig. 6. Example of visitors tracking based on computer vision and facial expression

6 Evaluation Results

In our evaluation of the GOA phase with the PATH assistant, two of the eight
experts introduced a high level description of an application that was detected
by the system as over specified, one for the BCC Shopping (for the term BCC)
and one for the Location Based Sound Player (for the term GPS). A total of 24
interaction mechanisms were selected by the experts, an average of three each.
For the attributes estimations a total of 216 attributes estimations were given
by the eight experts. Each estimation ranged from 1 (very low) to 5 (very high).
They gave an average estimation of 3.59 with a standard deviation of 1.27 for
customer related attributes (CA), intentionality, visibility, precision and under-
standability, and an average estimation of 2.57 with a standard deviation of 1.63
for non customer related attributes (NCA), continuity, mutability, segmentation,
directionality and mediation (Fig. 7). From the given attribute estimations, 38
(18%) were accounted as a strong disagreement. We consider a strong disagree-
ment in the estimation of two attributes when two team members give opposed
values (high or very high against low or very low). If the team members partic-
ipate in the same project, the disagreements are considered internal and, if the
project is different, the disagreements are considered external. In the Adressa
Park four experts participated in the evaluation. Three of them, selected video
recording as interaction mechanism, since that was already specified as a require-
ment for the project. From the nine estimations they assigned to the attributes,
five were in disagreement with the estimations provided by the rest of the team
(internal disagreements) (Fig. 8).

The experts gave a total of 24 estimations for the impact on privacy. The
average for the CAs was 3.6 with standard deviation 1.27. The average for the
NCAs was 2.57 with a standard deviation of 1.63 (Fig. 9). As can be observed
from the difference in the standard deviation, experts tend to disagree more when
estimating attributes or impact on privacy for NCAs. Another observation is that
estimated impact on privacy on CAs is lower than the estimated corresponding
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Fig. 7. Overall 216 attribute estimations provided by the experts

Fig. 8. Attribute estimations for the video recording interaction mechanism provided
by the Addressaparken team.

Fig. 9. Average estimated attributes and average estimated privacy impact

attribute, while the behaviour is the opposite for NCAs, where estimated impact
on privacy is higher than the corresponding estimated value of the corresponding
attribute. Our interpretation of this phenomena is that the practitioners tend
to give lower values to attributes that are more difficult to understand. We also
conclude that terms they understand less are associated with higher risks.
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7 Conclusions and Future Work

In this paper we have demonstrated our approach to automate the PIA of ubiq-
uitous computing systems. We have observed that it is possible to assist the
process of over specification detection based on the analysis of high level sys-
tem descriptions. Disagreements in the estimation of interaction mechanisms
attributes can be used, as well, as indicators of uncertainties in the PIA of a sys-
tem. Our prototype, the PATH assistant, only includes a basic search through
a small database to identify names of interaction mechanisms. A much better
performance in the automated detection of over specified requirements could
be achieved by incorporating a more thorough natural language processing [27].
Elaborating new terms that can be incorporated to the PRIV is a difficult task
since the attributes of the interaction mechanisms are not easily perceived and
some are not so applicable to the privacy domain. We are considering the incor-
poration of two new terms in the initial PRIV, wearability (when the interaction
mechanism is being carried by the user and this could expose the location of
the user, i.e. RFIDs used in clothes) [2] and personability (when the interaction
mechanism is tightly associated with a person or group of people, their identi-
ties or personal information, i.e. mobile devices are innocuous when bought new
but, as they are used, they absorb more and more personal information after the
user logs in with different accounts, synchronizes the device with other previous
devices or take some pictures) [18]. The current implementation of the PATH
assistant is in the process of being adapted as an Asana (https://www.asana.
com/) plugin. It makes use of the project description to detect potential over
specifications and generates a report based on identified risks for user’s privacy
caused by different interaction mechanisms. This implementation will be used
for future empirical evaluations with experts and students.
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Abstract. This paper outlines the approach followed by the H2020
BPR4GDPR project to facilitate GDPR compliance. Its goal is to pro-
vide a holistic framework able to support end-to-end GDPR-compliant
intra- and inter-organisational ICT-enabled processes at various scales,
while also being generic enough, fulfilling operational requirements cov-
ering diverse application domains. To this end, solutions proposed by
BPR4GDPR cover the full process lifecycle addressing major challenges
and priorities posed by the Regulation.

Keywords: GDPR compliance · Data protection · Process
management · Privacy-aware access and usage control · Process mining

1 Introduction

The General Data Protection Regulation (GDPR) [1] comprises a milestone in
data protection, creating an environment able to cope with the technological
and business reality, and provide for the protection of privacy. However, organ-
isations declare difficulties in GDPR implementation, despite the resources and
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money spent, The challenges, either technical or organisational, include, among
others: interpretation of GDPR requirements; operational adaptation towards
compliant business practices; holistic data views and processing actions inven-
tory; enforcement of security means; management of the relations with third
parties and the data subjects, and enforcement of rights thereof; last but not
least, significant resources are required and, whereas big companies may have
resources to invest, this does not necessarily apply for SMEs.

This paper presents the approach followed by the H2020 BPR4GDPR
project1, towards a new GDPR compliance paradigm. BPR4GDPR is build-
ing tools for facilitating the implementation of the appropriate measures, par-
ticularly by SMEs, to ensure that data collection and processing is performed
in accordance with the GDPR. The BPR4GDPR compliance approach consists
in automatically re-engineering workflows, being business processes or low-level
service compositions, so that they become compliant by design, whereas enforce-
ment is supported by an easy to deploy “compliance toolkit”, providing the fun-
damental common functions for cryptography, access management, and enforce-
ment of data subjects’ rights. In the following, Sect. 2 outlines the operational
phases towards an holistic approach to GDPR compliance, whereas Sect. 3 pro-
vides an overview of the technical architecture of the project.

2 BPR4GDPR Operational Phases

The BPR4GDPR process lifecycle (Fig. 1) consists of six main stages, numbered
1–6, dealing with process design or discovery, its analysis and re-design, imple-
mentation, execution and monitoring. Two additional phases, vertical to the
process lifecycle, are devised for the initial “set-up” actions (Phase 0) and for
the operations that are either horizontal, or process-independent (Phase 7). The
eight phases are summarised in the following.

Phase 0: Set-Up. This consists in setting up the base elements for system
operation. These include the specification of the information models, the classi-
fication of data and other resources, the assignment of roles and attributes, the
definition of purposes behind data collection and processing, and the specifica-
tion of policies and rules that should govern the system operation.

Phase 1: Process Identification. This concerns the definition of process mod-
els, by: (i) process discovery mechanisms, based on process logs; (ii) definition
of procedures using the appropriate graphical tool. Either way, the outcome will
be process model specifications providing for the incorporation, by later phases,
of sophisticated constraints enforceable at run-time.

Phase 2: Process Analysis. This concerns the policy-based analysis of a pro-
cess model in order to identify the risks, flaws and points of non-compliance. This

1 H2020 BPR4GDPR: Business Process Re-engineering and functional toolkit for
GDPR compliance, contract number 787149 (01/05/2018 – 30/04/2021) http://
www.bpr4gdpr.eu/.

http://www.bpr4gdpr.eu/
http://www.bpr4gdpr.eu/
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Fig. 1. BPR4GDPR operational phases.

way, process models shall be evaluated and verified as regards their compliance
with the GDPR. This phase entails a highly expressive policy framework, con-
sidering a variety of aspects, such as attributes, context, dependencies between
actions and participating entities therein.

Phase 3: Process Redesign. This phase complements process analysis, by
providing for the automatic transformation of non-compliant process models,
so that they are rendered inherently privacy-aware before being deployed for
execution. It is supported by a Compliance Metamodel, a comprehensive process
modelling technology able to capture advanced privacy provisions.

Phase 4: Process Implementation. This concerns the effective enactment of
GDPR-compliant processes, mainly as regards two aspects. The first entails a
comprehensive set of tools able to support the requirements arising from GDPR
(data handling, data subjects’ involvement, etc.). The second is related to the
alignment of modelled processes with the actual infrastructure of the organisa-
tion; grounded primarily on the BPR4GDPR semantic foundations, it will enable
refinement and adaptation of the models to each organisation’s reality.

Phase 5: Process Execution. This extends Phase 4 by ensuring compliant
process execution, following the configuration set forth. That is, it is mainly
during this phase when the mechanisms towards real-time privacy protection
are applied and respective provisions are enforced.
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Phase 6: Process Monitoring and Controlling. This concerns the use of
process mining for process ex post analysis, in order to ensure that specified poli-
cies are indeed enforced, fostering accountability. Furthermore, such techniques
will enable automatically improving process models over time.

Phase 7: Common Operations. This refers to operations that are not (neces-
sarily) part of a process lifecycle, but are executed asynchronously to processes or
are independent thereof. They fall in different categories, including: (i) functions
that are supportive to all phases (e.g., authorisation mechanisms); (ii) enforce-
ment of data subject rights; (iii) data management functions; (iv) continuous
operations, such as risk estimation, logging, etc.

3 Architecture

In order to cover its functional needs towards GDPR compliance and cope with
the operational phases described in Sect. 2, BPR4GDPR has specified the system
architecture highlighted in Fig. 2. As illustrated, the BPR4GDPR architecture
is divided in four “quadrants”, reflecting different groups of functionalities. In
the following, the main principles and technical ideas are summarised.

Fig. 2. BPR4GDPR architecture.

Governance provides all functions related to policy management, representing
the Policy Decision Point (PDP) of the system. In BPR4GDPR, policies hold a
dual role: (i) they provide the means for system governance, in the sense that they
set the rules that regulate the operation of BPR4GDPR components; (ii) they
comprise the knowledge base that feeds the procedure of process re-engineering,
towards by design compliant process models.
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To this end, BPR4GDPR develops a comprehensive Policy-based Access
and Usage Control framework, tailored for the needs of highly distributed envi-
ronments, involving multiple stakeholders, even in cross-border scenarios. The
ground technology is the academic work described in [8], along with the respec-
tive software prototype, whereas policies are grounded on the Compliance Ontol-
ogy, providing a high-level codification of GDPR into concepts that need to be
taken into consideration by the policy framework.
Planning concerns the specification of workflow models and their verification
as regards compliance with the GDPR, and their subsequent transformation, if
needed, so that they become compliant by design. The first step in this direc-
tion is facilitated by tools allowing their description in a way that effectively
guides their execution, while also being expressive enough to capture associated
provisions; these tools are grounded upon prior academic work of BPR4GDPR
researchers [7]. Further, in order to automatically incorporate policies as part
of workflow design, the BPR4GDPR approach involves sophisticated means for
the evaluation of process specifications against a number of compliance aspects.
Their main aim is to control access to, usage of, and flow of information and
prevent illegitimate activity, as well as to determine whether critical tasks are
properly included and, if not, impose their execution.
Monitoring deals with process mining and monitoring with the aim to identify
discrepancies between compliant and actual behaviour. To this end, BPR4GDPR
implements a Privacy-Aware Process Mining Framework, based on mature tech-
nology brought by its partners, particularly ProM2 [2,6]. The approach is pri-
marily based on two concepts: streaming process mining [5], that allows analysing
real-time data in order to detect problems, anomalies and potential frauds; the
concept drift issue [4], calling for solutions for change detection and continuous
update, in order to handle situations where new factors/requirements render the
process model out-of-date and in need to be adapted/improved.

Finally, in order to facilitate the deployment of appropriate technical mea-
sures, as required by the GDPR, Run-time provides the means for the run-time
system operation, particularly in terms of policy enforcement, data management,
privacy-enhancing tools, and interaction with data subjects.

In this context, the project provides a set of functional components address-
ing common needs of stakeholders. This so-called Compliance Toolkit consists
of modular functions that, fostering “plug and play” to the extent possible, will
be easy to deploy, easy to configure and easy to integrate within an organisa-
tion’s ICT environment, while they will be automatically incorporated to process
chains, as a result of re-engineering. The toolkit’s modules fall into three families:

– Privacy-enhancing technologies, particularly cryptographic tools, devised for
data and communications confidentiality, anonymisation and pseudonymisa-
tion, as well as enforcement of access rights by cryptographic means [3].

– Data management tools that, by means of data access and usage manage-
ment, provide for controlling data handling, including retention and storage,

2 http://www.promtools.org/.

http://www.promtools.org/
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pre- and post-processing, etc. A core position is held by the Data Management
Bus (Fig. 2), comprising the main Policy Enforcement Point (PEP).

– User-centered tools, providing for the enforcement of the data subjects’ rights,
including information and notification, consent, and consideration of own
preferences as regards data handling.

4 Conclusion

In the rapidly maturing privacy market, currently available solutions do not
appear to sufficiently cover important GDPR aspects, while process orientation
has not been extensively incorporated either. In order to address such shortcom-
ings, BPR4GDPR aims to offer privacy-by-design throughout the entire process
lifecycle, based on a broad spectrum of innovations. These will concern, at a first
stage, process analysis and redesign, i.e., automatic verification of process models
according to GDPR provisions but also transformation of non-conformant ones.
Further, a compliance toolkit will be devised encompassing sophisticated func-
tionalities, such as cryptography, data handling and notification mechanisms,
as well as user-centered tools ensuring consent, but also the exercise of other
data subjects’ rights. From another perspective, process mining will be used for
process discovery, process monitoring and controlling, enabling a posteriori anal-
ysis and compliance check of running processes. BPR4GDPR will thus provide a
user-friendly environment for the definition of inherently GDPR-compliant pro-
cesses and the automatic inclusion of necessary measures, relieving end-users
from the considerable operational burden of continuous compliance assessment,
and preventing business and other risks associated with potential violations.
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Abstract. In smart manufacturing environments sensors are collecting
data about work processes. This data likely also contains references to
actions of a single worker, which can be considered personal data. Pri-
vacy dashboards convey information on what personal data is stored by
a system and provide means for users of a system to control what per-
sonal data is shared according to their needs. Dashboards put the control
over their personal data in the hands of the users. However, to act as
a trust building component, the dashboard needs to convey or mediate
the trade-off between the user’s privacy and the benefits of data sharing.
This work describes the design process and an elicitation of preliminary
requirements for a privacy dashboard that is developed in the context of
the H2020 project HUMAN Manufacturing.

Keywords: Privacy · Dashboard · Smart manufacturing · Industry 4.0

1 Introduction

Smart manufacturing environments make use of data collected through smart
sensor technologies (e.g., wearables, IoT) in the context of the Industry 4.0
paradigm [5,10]. Such technologies promise to increase productivity and sup-
port operators in their increasingly complex work as simple routine tasks are
being automated. Much of the success of these new technologies depends on the
availability of data related to the worker and the workplace. However, collecting
data from and about workers in organisations is not a trivial task. Ensuring
the safe, secure and correct use of the data by authorized people is one of the
difficult challenges faced by many organisation in our increasingly data-centric
world. Organisations need to build trust among their workers and trust in the
organisation as well as making the services beneficial enough to convince workers

This research has received funding from the European Union’s H2020 research and
innovation programme under grant agreement no. 723737 (HUMAN).
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of the value in sharing their data. Consequently, a value and trust-based app-
roach to data collection and use of data is necessary to achieve the purpose of
facilitating trust between workers and their organisation.

This may require looking at trust and privacy from different perspectives, in
particular, from the perspectives of the different stakeholders, when designing
the various systems and technologies that are used by the workers. Privacy and
trust in the workplace and in a working context not only require trust in a specific
technology, but also in the organisation itself [2]. EU’s General Data Protection
Regulation (GDRP) [1] advocates privacy by design and privacy by default,
which require considering privacy from the initial design stages and throughout
the complete development process of new products, processes or services that
involve gathering and processing personal data. It also means that when a system
or service includes choices for the individual on how much personal data he or
she shares with others, the default settings should be the most privacy friendly
ones.

When considering productivity tools in the workplace, a particular tool that
could be used to foster trust and accommodate regulatory pressure is a Privacy
Dashboard1, which put emphasis not only on the technological perspective (i.e.,
the ability to review/change one’s own privacy), but also on the organisational
and social perspectives. Privacy dashboards have been previously extensively
researched, e.g. as a mechanism to enhance user control in the Privacy Bridges
project [4], in the context of GDPR [9], or referred to as Privacy Mirrors in [7].

The main aim of this paper is to report our experience in designing a privacy
dashboard for workers in the manufacturing industry, driven by the trust and
privacy framework [6] developed within the context of the H2020 research project
HUman MANufacturing2. The project researched the use of digital technologies
(e.g., augmented reality and exoskeletons) to physically and cognitively enhance
the workers on the shopfloor, which implied the use of wearable devices to collate
information on the worker and their work context. Clearly, the gathering of
personal data raises serious privacy concerns and hard challenges on workers’
trust in both the digital solution and the organisation. So far, less attention has
been paid to such an application area compared to the use of services in a private
context (e.g. social networks).

The remainder of this paper is structured as follows. In the next Sect. 2,
the smart manufacturing environment in HUMAN is described. In Sect. 3, we
present the initial design process of the Privacy Dashboard and Sect. 4 concludes
the paper.

2 Smart Manufacturing in HUMAN

The HUMAN project aims to digitally enhance the worker on the shopfloor
to support them in their work, assisting them in mitigating any productivity
losses resulting from either physical or cognitive fatigue whilst contributing to
1 https://www.privacypatterns.org/patterns/Privacy-dashboard.
2 http://humanmanufacturing.eu/.
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Fig. 1. Overview of data life-cycle transitions of the HTPF. Figure adapted from [6].

the worker’s greater well-being. This is achieved by collating physiological data
from the worker through wearable sensors and combining the production context
(e.g. tasks, workplace) in which the worker is embedded. The primary use of the
captured data is to reason, via different machine learning techniques, on how
best to support the worker. However, the captured and processed data can also
be re-used after being stored for analysis purposes, which may be an example for
secondary use of the data. An example for such indirect usage is the improvement
of workplaces or work processes by identifying bottlenecks in the production
process when analysing aggregated historical data.

The underlying premise in HUMAN is to gather as much data as possible
from the worker, their behavior and activities, to determine the best contex-
tual support. However, this raises serious concerns over privacy and trust that
may undermine the acceptance of the HUMAN system by the workers. As such,
the HUMAN Trust and Privacy Framework (HTPF) was developed to support
the dialogue amongst the different stakeholders in smart manufacturing work
environments [6]. The HTPF (Fig. 1) is based on existing work on privacy in
information systems (e.g. the design strategies in [3]) but puts emphasis on the
lifecycle and transitions of data and a set of privacy checkpoints.

For each checkpoint, the HTPF provides guidelines for designers and devel-
opers of digital solutions to take the necessary precautions and actions for ensur-
ing that the privacy of individuals and organisations are safeguarded, which will
contribute to foster trust among the workers and within the organisation. The
checkpoints serve as gateways, where the processing of the data may be different
after that point. The main users of this framework will be designers and devel-
opers of IT systems and services and the individuals, groups or organisational
units that will use and/or deploy these systems and services. From an end user’s
perspective, the HTPF illustrated in Fig. 1 can help to increase users’ awareness
about privacy and increase their knowledge of their rights to privacy and when
and what they should expect of the services they use.

3 Design of the Privacy Dashboard

A key design principle adopted in the HUMAN project was the co-creation
methodology, involving the different stakeholders from inception of ideas to the
deployment of the prototypes for field evaluation. A strong requirement, driven
by the users and supported by management, was the idea of a Privacy Dashboard
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Fig. 2. Three main touch-points (P1-P3) with the Privacy Dashboard and their link
to the HTPF.

that first emerged during a workshop on Opportunities and Threats with use case
partners in a user study with the HUMAN consortium [8]. The potential threats
related to organisations collecting significant amounts of personal data were
clear, which would invalidate the potential benefits. The main reason for this
was related to the potential risk of privacy violations and breach of trust. While
they could appreciate the value of data collection and the potential benefits that
could lead to, the representatives of the end-user organisations expressed the
need for the workers to have control of their privacy settings and the need for
transparency. Given these needs from the workers, and the requirement to be
GDPR compliant, the idea of a privacy dashboard emerged. In the case of the
HUMAN Knowledge In Time service, which uses AR to support the operator
on the shop-floor, the aim of the Privacy Dashboard is to provide data owners,
(e.g. workers), transparency about how their data is used as well as the option
to limit the future usage of their data or delete previously stored data here and
now.

3.1 Design Process

After the initial workshop, and aligned with the co-creation methodology, several
workshops were conducted involving all the relevant stakeholders with privacy
being a prominent feature continuously addressed in the development of the KIT
service. The initial phase of the design was the identification and sketching of use
cases, based on the analysis of the needs and requirements that emerged from
the co-creation workshops conducted with the HUMAN consortium partners.
Then, we used the HTPF to review each use case sketch based on the framework
and its guidelines. Where relevant, we refined the existing use case sketches to
ensure privacy by design, in the light of the framework; or defined new use case
sketches to clarify and add detail to the original use cases.

The use of HTPF supported both the design of the dashboard and the dia-
logue with end-users. However, our studies within the HUMAN project show that
the users found the framework useful in understanding their needs for privacy
and consequences related to sharing their data. However, the user or worker
is not likely interested in the subtle details of the privacy of the system, but
rather in the privacy threat vs. benefits trade-off. Consequently, to facilitate the
dialogue further with the users, the decision was made to simplify the HTPF
for end users of the KIT solution, resulting in the diagram depicted in Fig. 2,
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where we identified three main touch-points through which workers would inter-
act with the Privacy Dashboard. Nonetheless, each of the touch-points can be
associated with one or more stages of the HTPF, which can help a developer in
realising a concrete instance of the proposed dashboard. Each of the touch-points
addresses one or more use cases of the privacy dashboard and, next to revealing
already stored information or allowing to configure the applicable policies, also
highlights the advantages as well as the threats of sharing one’s personal data.
In our preliminary analysis, we identified 9 use cases along with requirements
for the Privacy Dashboard, which we group as follows to the three touch-points:
Touch-point P1 (Configure Capture/Storage Policy) with use cases:

– Configure data capture policy (P1-1),
– Configure primary usage policy (P1-2),
– Configure data storage policy (P1-3),
– Configure secondary usage policy (P1-4), and
– Configure data removal policy (P1-5);

touch-point P2 (Review Primary Use) with use cases:

– Review/monitor data capture (P2-1) and
– Review/monitor primary data usage (P2-2);

and touch-point P3 (Review Secondary Use) with use cases:

– Review/monitor data storage (P3-1) and
– Review/monitor secondary data usage (P3-2).

As the design of the dashboard is ongoing, we envision that additional use
cases may be identified. We now exemplify the envisioned design by describing
functional requirements for two of the identified use cases.

Configure Data Capture Policy (P1-1). A primary use case of the touch-point
P1 is to adjust the policy regarding the Data Capture phase of the life-cycle in
the HTPF. From a developer’s point of view, this policy corresponds to setting
up what personal data may pass Privacy Checkpoint 2 in Fig. 1. From a user’s
perspective, the main question addressed by this use case is: What do I want to
share with only the system or other users of the system or the organisation? We
gathered the following requirements for the design from a user’s perspective.

– Get information on why data needs to be captured.
– Configure what can be captured.
– Configure access rights to captured data (e.g., only the system or also other

users).

Following this, there are the following requirements from a developer’s perspec-
tive:

– Ensure user is informed of the implications of capturing data.
– Ensure user is informed of needs and benefits of capturing data.
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In fact, from an organisations point of view the last requirement is essential
when certain services can only be offered with access to the data. For example,
when using the wearable sensors on the worker for activity recognition, then
this can enable convenience services supporting the worker with just-in-time
information. However, this could also be a privacy risk when being used for
profiling an individual worker’s performance.

Review/Monitor Secondary Data Usage (P3-2). The second use case that we
want to highlight is related to touch-point P3. It is about reviewing how data
was re-used for secondary purposes. Here, the main questions answered for the
users is: Who had access to the data capture/stored about me in the HUMAN
system? This corresponds to reviewing what data was transferred beyond Pri-
vacy Checkpoint 4 in Fig. 1 as well as to get insights on how it was used. Again,
we gathered requirements from the user’s perspective:

– Review who accessed my data and when;
– Review who could have accessed my data;
– Review for which purpose my data was accessed;
– Review which data was exported from the system;

and the developer’s perspective:

– Provide transparency/notification of access rights and actual access;
– Provide transparency on the kind of use either based on individual features

or application/services.
– Provide transparency on the outcomes, i.e., was it used for an intervention or

caused changes in the work process.

Our goal for the design of the privacy dashboard is to put emphasis on providing
transparency on the outcomes of the secondary data usage rather than just
providing details on data usage which are difficult to interpret for users of the
system.

4 Conclusion

This paper describes the design process and initial requirements identified in
several use cases of a privacy dashboard to be used in a smart manufacturing
environment. We used a recently proposed trust and privacy framework [6], which
was developed in the same project, to guide the design process. We acknowledge
that the design of the dashboard is at an early stage of requirements elicitation. In
the future, we plan to implement a prototype and compare our design to existing
privacy dashboards based on the specific requirements of work environments such
as manufacturing plants.
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Abstract. Data minimization has become a paradigm to address pri-
vacy concerns when collecting and storing personal data. In this paper
we present two new approaches, RSTxFM and RRTxFM, to estimate the car-
dinality of a dataset while ensuring differential privacy. We argue that
privacy-preserving cardinality estimators are able to realize strong pri-
vacy requirements. Both approaches are based on a probabilistic count-
ing algorithm which has a logarithmic space complexity. We combine
this with a randomization technique to provide differential privacy. In
our analysis, we detail the privacy and utility guarantees and expose
the impact of the various parameters. Moreover, we discuss workforce
analytics as application area where strong privacy is paramount.

Keywords: Probabilistic counting · Differential privacy · Randomized
response

1 Introduction

For data analytics, one of the fundamental operations is to determine the num-
ber of distinct elements in a data stream. Due to their small memory foot-
print and low computational overhead, probabilistic counting algorithms like
FM sketches [14], Count-Min sketches [7], and Bloom filters [5] are widely used
to estimate the set cardinality efficiently. In fact, they are suitable to record and
derive statistics for any categorical data.

Probabilistic counting algorithms can also be used as privacy-enhancing tech-
nology, for example, to count Tor users [23], to collect browser statistics [11], or
to track users moving from one area to another [3]. In our work, we consider
workforce analytics as running example to illustrate a setting, where privacy is
crucial and where we have to deal with data integration and data collection at
the same time.

Example 1. In recent years, workforce or human resource (HR) analytics is grow-
ing rapidly [1]. Workforce analytics combines data from different HR systems and
collects additional HR data to understand interrelationships, to predict trends,
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and to give advice for future developments. The prime example is to predict
employee turnover and to infer its reasons by using workforce analytics [13].

For simplicity, assume we are interested in determining the number of employ-
ees who work overtime. We use a counting sketch, e.g. , an FM sketch, to record
the IDs of employees who work overtime on a monthly basis. By merging the
corresponding sketches a data analyst should be able to estimate the number of
employees who work overtime over arbitrary time ranges but unable to identify
individual employees in the sketch.

In Europe, processing HR data requires special protection and is allowed
only under certain circumstances, which is even more strictly regulated since
the introduction of the General Data Protection Regulation (GDPR). One way
to mitigate the risk of data misuse is to anonymize the data. However, incidents
in the past have shown that supposedly anonymized data can be deanoymized.
In 2006, Netflix published an anonymous dataset of film reviews for research
purposes. By linking the dataset to auxiliary information, e.g. , the Internet
Movie Database, it was possible to identify the majority of users [18]. This
result shows that pseudonymity is not sufficient to protect privacy.

In this paper, we propose two new approaches, RSTxFM and RRTxFM, for differ-
entially private statistics by using privacy-enhanced FM sketches. To this end,
we collect and aggregate data in sketches at a central point after performing
our algorithms. We generally consider the counted data to be ephemeral and
only RSTxFM and RRTxFM sketches to be persistent. Moreover, we assume that an
(hones-but-curious) adversary knows the probabilistic counting algorithm, the
IDs of all users in the dataset, and has access to the sketches. Even when using
additional means of protection as in [23], the absence of an ID, i.e., the ID has
not been recorded, reveals sensitive information. That is, in our example the
adversary could reveal that an employee does not work overtime, which might
be used to identify “unmotivated” personnel. We tackle this problem by employ-
ing a randomization step before recording IDs in a sketch. We mitigate the risk
of being identified, independently of whether the user is in the dataset or not,
by guaranteeing ε-differential privacy [9].

In the privacy analysis and the empirical evaluation, we expose the impact
of the various system parameters. In particular, we show that our approaches
provide strong differential privacy guarantees (ε < 1), while still being able to
produce accurate estimations (error < 10%). We also discuss the merits of our
two approaches: While RSTxFM is able to provide accurate results for very small
ε, it strictly requires adding additional perturbation. In contrast, RRTxFM also
provides differential privacy without this perturbation, which makes it the pre-
ferred solution when aggregating sketches. Accordingly, the main contributions
of our paper can be summarized as follows:

– We identify probabilistic counting as basis for differentially private cardinality
estimation in Sect. 3.

– We quantify the privacy level and prove that our algorithms satisfy differential
privacy in Sect. 4.
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– We analyse the accuracy of RSTxFM and RRTxFM in Sect. 5. We compare it to
related approaches and show that appropriate parameters can be found to
adjust the trade-off between the privacy and accuracy.

2 Related Work

Privacy-preserving statistics often consider a centralized architecture. The data
is stored at a central place and noise is added to the output according to a
Laplace or exponential distribution to reduce the risk for an individual to be
identified [10,12]. This approach however does not protect from data breaches
performed by external or internal adversaries. Our approach is based on so-called
FM sketches [14], which already aggregate data to some extent and therefore
reduce the risks of a data breach.

Probabilistic data structures are generally suitable for privacy-enhanced data
analytics [4,15] as they reduce the amount of personal data and inherently follow
the privacy principle of data minimization. Obfuscation by hashing IDs and
relying on the probabilistic nature of the data structures alone is not sufficient
to guarantee the privacy of all users [8]. Additional means of protection are
necessary. However, even by adding additional noise [21,23], it may become
evident that an ID is not present in the dataset. While in some scenarios this
might be a reasonable assumption, in our example (see Example 1), we consider
that the absence of an ID also leaks sensitive information.

A multitude of approaches address the issue by combining the randomized
response technique (RRT) [24] with Bloom filters to conceal a user ID’s
absence [2,3,11,17,19,22]. For example, with RAPPOR [11] Google collects data
about the startpage of Chrome users. The response (i.e., the user’s startpage)
is mapped to a Bloom filter. By employing a two-step RRT, RAPPOR flips
each bit with a given probability and provides privacy, even if an attacker links
several reports from a single user. In general, the accuracy of a Bloom filter
depends on the number of utilized hash functions and the size of the Bloom
filter, which increases linearly with the expected number of IDs. On the other
hand, cardinality estimators and FM sketches in particular, require significantly
less space (growing logarithmically with the number of IDs), which makes them
more suitable if the number of distinct IDs is unknown in advance.

Because of the output perturbation, RAPPOR needs a high sample size
for accurate estimations [20]. In contrast, PRIVAPPROX [20] perturbs the
input and therefore requires a smaller sample size when compared to RAP-
POR. Regarding the perturbation technique the approach is very similar to our
approaches. However, PRIVAPPROX is designed for stream analytics and does
not fit well with existing data like in workforce analytics. Therefore we use FM
sketches which can be used to further combine and aggregate individual datasets.

3 Differentially Private Cardinality Estimators

We use Probabilistic Counting with Stochastic Averaging (PCSA) [14] as basis to
estimate the number of distinct user IDs in a dataset. Accordingly, the family of
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h2(IDA) h2(IDB) h2(IDC) h2(IDD)

1 1 0 0 0 0 0 1 0 0

1 1 0 1 0 0 1 1 0 0

With a probability
of r set bits to 1

A 1-bit “far right”
leaks information

All 0-bits leak
information

R1 = 2

Fig. 1. Illustrating PCSA(r) as in [23] and revealing a privacy issue with 0-bits.

probabilistic counting algorithms also became known as cardinality estimators.
To some extent, our findings are applicable to cardinality estimators in general.

PCSA uses m FM sketches (with m ≥ 1) in parallel and two hash functions
h1 and h2. A single FM sketch is a bit array B = b1, ...bL, of length L ≥ 1, which
is initialized to zero. We count a user by hashing the ID and using the result to
determine a bit position in one of the FM sketches that we set 1. More specifically,
hash function h1 is used to determine an FM sketch and h2 to map the IDs to
an index in the bit array. While h1 is a uniformly distributed hash function,
h2 is a geometrically distributed hash function, which yields the probability
P (h2(ID) = i) = 2−i that a specific bit at index i is set. In practice, we also use
a uniformly distributed hash function, inspect the binary representation of the
hash value, and consider the least significant set bit’s index as output. Assume
for example that the binary representation of h2(IDA) = [1001]2. The least
significant set bit is i = 1 and therefore maps A’s ID to the respective bit. We
illustrate counting different IDs in Fig. 1, where four distinct IDs (IDA, IDB,
IDC , and IDD) are mapped on the first FM sketch.

Given the fact that h2 is geometrically distributed, fewer IDs are mapped to
higher indexes (right-hand side). In the worst case, only a single ID maps to a
specific bit and an adversary can be sure that this ID was counted. To guarantee
the privacy for all counted IDs, the authors of [23] introduce a perturbation
technique. Each bit will be set with an additional probability r, which makes 1-
bits “ambiguous” (cf. Fig. 1). In the following, we will call this approach PCSA(r).
Note that if r = 0, the approach is identical to vanilla PCSA.

PCSA(r) also uses the number of consecutive 1-bits Rj to estimate the cardi-
nality, but adapts the correction factor ϕ depending on r. The estimate CPCSA

is calculated with m FM sketches accordingly as

CPCSA =
m · 2

m∑

j=1
Rj/m

ϕ(r)
. (1)

When Rj is small, the estimation leads to inaccuracies. These can be mitigated to
some extent by using a different estimation method based on “hit counting” [16]
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as long as the fraction of set bits (taking false positives into account) is below
30%, we consider the fraction k of 0-bits at the first bit position (i = 1) of each
sketch and calculate the cardinality as:

CPCSA = (−2.0 · m) · log
(

k

m · (1.0 − r)

)
.

While PCSA is generally well suited to estimate the cardinality, PCSA(r)
also protects counted users/IDs. Unfortunately, the approach still leaks infor-
mation: all 0-bits reveal that all respective user IDs have not been counted (cf.
Fig. 1). In our running example, we are interested to estimate the cardinality
of all employees who work overtime. The absence of an employee ID indicates
that this employee has not worked overtime, which reveals sensitive information.
Accordingly, the privacy is not fully guaranteed.

In the following, we will present two approaches which tackle this privacy
issue. Our general solution strategy is to induce “uncertainty” to the count-
ing procedure with the goal to ensure privacy even if an adversary knows all
user IDs in the dataset. To this end, we apply two randomization techniques to
perturb the input. Our first algorithm RSTxFM uses random sampling to count
only a sample of all IDs. Our second algorithm RRTxFM adopts the randomized
response technique (RRT) to scramble the input in such a way that it contains
true and false information. In both approaches, each bit in a sketch (0 and 1)
yields plausible deniability as it remains unclear whether the answer is a result
of randomization or truly corresponds to an ID. Later we will formalize this
property and show that both approaches achieve differential privacy.

3.1 RSTxFM

In this approach, we randomly count a fraction p1 of all IDs only. Let us assume
we want to estimate the number of employees who work overtime as in Example 1.
Moreover, assume that p̂ is the fraction of employees who indeed work overtime,
i.e., the set of IDs we are interested in. As shown in Fig. 2, an employee work-
ing overtime is counted with a probability p1. For counting user IDs, we use
PCSA(r). As a consequence, an adversary does not know which employees have
been selected. A 0-bit can indicate that the corresponding employees did not
work overtime or simply were not selected. We can still estimate the total car-
dinality C by evaluating the sketches according to Eq. (1) and setting the result
in proportion to p1, which yields

C =
CPCSA

p1
. (2)

3.2 RRTxFM

Our second approach follows the general idea of RRT [24], a method used in
surveys to guarantee privacy. The data is perturbed in a way that a data collector



RRTxFM: Probabilistic Counting for Differentially Private Statistics 91

yes

no

sample

samplep̂

1 − p̂

p1

1 − p1

1 1 0 1 0 0 1 0

1 1 0 1 0 0 1 1

Fig. 2. Procedure of RSTxFM.
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p1

1 − p1

p̂

1 − p̂

p2

1 − p2

1 1 0 1 0 0 1 0

1 1 0 1 0 0 1 1

Fig. 3. Procedure of RRTxFM.

cannot tell whether the answer contains true or false information. In recent years
this method has been modified. We adopt the Forced Response Model [6]. The
method can be best described by an example: Before answering a question an
employee flips a coin. If the coin comes head the employee answers truthfully
whether he works overtime. If the coin comes tail the employee’s answer is forced
by flipping another coin. For head the answer is “yes” (i.e., working overtime)
and for tails “no” (i.e., not working overtime). In Fig. 3, we sketch the procedure.

In order to control the impact of true and forced answers, we leave the param-
eters flexible and do not use a static coin flipping mechanism. With a probability
p1, we count the true fraction p̂ of IDs we are interested in, e.g. , employees work-
ing overtime. These IDs are mapped to a PCSA(r) sketch. With a probability
1 − p1 we use a forced answer. The forced answer is counted as well (i.e., “yes”)
with probability of p2. With probabilities p1 = p2 = 0.5, RRTxFM is identical to
the example using a coin flip to determine the input data.

With the probability tree in Fig. 3 we can estimate the true fraction p̂. Basi-
cally, there are two ways a bit can be set: by answering truthful and by a forced
answer. The probability of getting a “yes” answer is p1 · p̂ + (1 − p1) · p2. Setting
the total number of “yes” responses CPCSA equal to this probability and solving
for p̂, we can estimate the true cardinality C by calculating

C =
CPCSA

N − p2 + p1 · p2

p1
· N . (3)

4 Privacy Analysis

With our approaches we aim for satisfying the strict concept of ε-differential
privacy introduced by Dwork et al. [9]. It guarantees privacy regardless of the
amount of background knowledge of an adversary. Accordingly, a function f
provides ε-differential privacy if all pairs of answers a1 and a2 and all S ⊆
Range(f) satisfy

P [f(a1) ∈ S] ≤ eεP [f(a2) ∈ S]. (4)

A smaller ε generally yields a stronger privacy. For ε = 0, the output of function
f is the same independent of the input, i.e., it is irrelevant whether a1 or a2 is in
the dataset. While ε = 0 leads to the strongest privacy guarantees, it obviously
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Fig. 5. Privacy level of RRTxFM.

cannot be used to obtain meaningful results. Finding a balance between the
privacy level ε and the accuracy of results is necessary.

Differential privacy expects the worst case [10]. For this reason we assume
that an adversary knows all IDs and all algorithmic details, particularly the hash
functions to map IDs to a sketch. The worst case is, as elaborated intuitively in
the previous section, a bit where only a single ID is mapped to.

In the following, we show that our approaches are differentially private and
satisfy Eq. (4). Since IDs are mapped to a single bit only, the privacy level ε is
independent of the number of sketches and we only need to derive ε-differential
privacy for one sketch. Therefore, we have to distinguish two possible answers,
1 for a positive and 0 for a negative answer. Accordingly, we have to show

ε0 ≥ ln
(

P [f(0) = 0]
P [f(1) = 0]

)
and ε1 ≥ ln

(
P [f(1) = 1]
P [f(0) = 1]

)
,

where ε0 describes the privacy level for the absence and ε1 for the presence of
an ID. The differential privacy level ε is then given by the maximum of ε0 and
ε1, i.e., ε = max(ε0, ε1).

4.1 Privacy Level of RSTxFM

With RSTxFM, there are two reasons for setting a bit: either an ID has a certain
property and is sampled with a probability p1, or the bit is set by the pertur-
bation technique of PCSA(r) with a probability r. We can use this observation
to calculate the conditional probabilities P [f(0) = 0], P [f(1) = 0], P [f(1) = 1]
and P [f(0) = 1] and derive ε0 and ε1 accordingly. That is,

ε0 = ln

(
1

1 − p1

)
and ε1 = ln

(
p1 + (1 − p1) · r

r

)
.
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First of all, please note that the privacy level depends on p1 and r. Only
for r > 0 and p1 �= 1, RSTxFM satisfies the definition of differential privacy. In
Fig. 4, we plotted ε0 and ε1 with p1 on the x-axis and varying values for r. The
influence of p1 and r is as expected. The probability r has no impact on ε0. For
high values of p1, ε0 increases quickly so that for p1 → 1 : ε0 = ∞. In contrast,
ε1 depends on both probabilities p1 and r. Overall, for a decreasing p1 and an
increasing r, max(ε0, ε1) decreases and provides stronger privacy, respectively.

4.2 Privacy Level of RRTxFM

Proving ε-differential privacy for RRTxFM is equivalent to RSTxFM. First, we have
to calculate the conditional probabilities, which now not only depend on p1 and
r but also on p2, before we can derive ε0 and ε1. We obtain

ε0 = ln
(

p1 + (1 − p1) · (1 − p2)
(1 − p1) · (1 − p2)

)
and

ε1 = ln
(

p1 + (1 − p1) · p2 + (1 − p1) · (1 − p2) · r

p1 · r + (1 − p1) · p2 + (1 − p1) · (1 − p2) · r

)
.

The privacy level depends on p1, p2 and r. For p1 �= 1 and p2 �= 1, RRTxFM
satisfies the definition of differential privacy. That is, r is not strictly required
to guarantee differential privacy.

In Fig. 5, we show ε0 and ε1 (absence and presence of an ID) in relation to p2.
The influence of r and p1 are represented by the different lines. As for RSTxFM,
r has no influence on ε0. For high values of p2, ε0 increases quickly. We observe
that for an increasing p1 (i.e., truthful answers), ε0 and ε1 increase.

With rising p1 the privacy level ε1 becomes flatter. While r is not strictly
required to gain differential privacy, it still has an influence on ε1. The privacy
level decreases with increasing p2. Higher values of r have a positive effect on the
privacy and make the curve’s slope smaller, effectively decreasing ε1 and thus ε.

5 Evaluation

In this section, we examine the accuracy of our approaches with respect to
the privacy level ε. In particular, besides comparing the accuracy of RSTxFM
and RRTxFM, we evaluate the cost of privacy. To this end, we implemented a
simulation and generated synthetic datasets with different cardinalities. Each
dataset consists of N unique random numbers, which serve the purpose of IDs.
Since we know the true cardinalities, we can calculate the error of our cardinality
estimations and directly compare the different approaches.

From PCSA it is known that it has a standard error of 0.78/
√

m [14]. A
higher number of sketches consequentially results in a better accuracy. Since the
number of sketches has no impact on the privacy level, though, we set m = 64
and the length of each sketch to 64 bit, large enough to count ≈ 7 ·1019 elements.
Please note that this is one of the benefits of building upon PCSA instead of
Bloom filters, because we can set these parameters independently of N .
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The perturbation and randomization in our approaches can lead to negative
estimations. As this makes no sense, we set negative estimations to zero. In order
to obtain statistically sound results, we repeat each experiment 50 times with
varying random seeds. For all results, we show the arithmetic mean; error bars
indicate 95% confidence intervals.

5.1 Impact of Parameters

We first investigate the accuracy of estimating the cardinality with varying per-
turbation probability r. In Fig. 6, we show the relative error for RSTxFM and
RRTxFM. For clarity, we set p1 = p2 = 0.5. For an increasing r, the relative error
also increases. In line with the results of [23], the error remains at reasonable
levels for m = 64 and r < 0.4. In the following experiments, we set r = 0.2,
because we believe it provides a good trade-off between accuracy and privacy.

We also analyzed how the randomization parameters p1 and p2 and the car-
dinality size N influence the relative error. Probabilities were chosen to satisfy
ε < 2. Figure 7 generally indicates that the error decreases with higher car-
dinalities and stabilizes at some point. As expected, low cardinalities yield a
high error. Also as expected, increasing p1 decreases the error of both RSTxFM
and RRTxFM. For RRTxFM, the probability p2 (forced answers) also influences the
accuracy. Increasing p2 also increases the relative error. For high cardinalities,
however, we observed that p1 has the strongest impact on the loss of accuracy.

5.2 Cost of Privacy

Privacy comes at a cost. In order to quantify these costs, we compare our algo-
rithms with vanilla PCSA (i.e., r = 0) and PCSA(r) with a perturbation prob-
ability r = 0.2. Please note that both, PCSA and PCSA(r), do not satisfy the
definition of differential privacy. Figure 8 shows that the relative error is less
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Fig. 9. Accuracy vs. privacy (N = 104).

than 10%, even for small cardinalities. Figure 9 shows a trade-off between accu-
racy and privacy for RSTxFM and RRTxFM. As expected, more privacy guarantees
(i.e., a smaller ε) yields a higher accuracy loss (particularly when compared to
Fig. 8). For a very small differential privacy level (ε = 0.23), RRTxFM shows a
high accuracy loss (error ≈ 1.6). RSTxFM, in contrast, is able to provide accu-
rate results (error < 0.1) also for very small ε. Notably, the same privacy level
does not lead to the same relative error. In particular, RRTxFM has a higher
error for a higher probability p2, even though the overall privacy guarantees are
the same. This observation can also be made for higher cardinalities, where the
error becomes even smaller. Lower cardinalities result in a higher error even with
optimal parameters.

Table 1 summarizes the cost of privacy for appropriate parameters. As we
mentioned above, stronger privacy comes at the cost of an increased loss of
accuracy. However, the accuracy loss remains at a reasonable level for large
cardinality sizes and an appropriate choice of parameters.

5.3 Discussion

In terms of the privacy level our approaches can be compared to RAPPOR [11]
as it also uses RRT. The basic one-time RAPPOR guarantees differential privacy
with ε ≤ ln(3). With ε < 1, we guarantee stronger privacy and an average error of
less than 10%. According to [8], an error of less than 10% is classified as a precise
cardinality estimator. To identify trends and reasons for employee turnover (as
outlined in Example 1) this accuracy seems reasonable.

For the sake of clarity, we have envisioned our algorithms in a centralized
setting so far only. That is, collecting data at a central point, which manages
the sketches and performs the randomization. RSTxFM and RRTxFM however can
also be used in a local mode and therefore provide local differential privacy. In
this mode, each employee will manage the sketches and perform the described
algorithm locally. The perturbed sketches will then be transmitted to the data
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Table 1. Cost of privacy (N = 104; RSTxFM: p1 = 0.3; RRTxFM: p1 = 0.4, p2 = 0.15).

Relative error

Algorithm r Mean Median SD Privacy

PCSA(r) 0.0 0.0476 0.0476 0.0 –

PCSA(r) 0.2 0.0820 0.0698 0.0624 only 1-bits

RSTxFM 0.2 0.0880 0.0658 0.0695 ε = 0.7885

RRTxFM 0.2 0.0996 0.0659 0.0897 ε = 0.7777

collector. The perturbation r however will lead to a higher loss of accuracy when
aggregating sketches. We therefore suggest to prefer RRTxFM for data collection
and integration as it provides differential privacy even for r = 0.

When collecting data over time, the time series can leak information and
eventually reveal the true value. In case of static already existing data, this is
not relevant. However, it becomes relevant for employee satisfaction surveys, for
example. RAPPOR provides protection against this type of information leakage
by employing so-called memoization [11]. The memoization part “remembers”
the result of RRT instead of recalculating it for a new query. This method is also
applicable to RRTxFM. In the future, we will extend our evaluation and compare
the results to various related approaches, including RAPPOR.

6 Conclusion

In this paper, we have shown that probabilistic counting can be used for dif-
ferentially private statistics. We combined counting sketches with an additional
randomization step to prevent personal data leakage. By comparing our devel-
oped algorithms, RSTxFM and RRTxFM, we exposed various parameter dependen-
cies and found that the same privacy level does not necessarily result in the same
accuracy. We however also showed that appropriate parameters can be found to
gain privacy and accuracy.

In summary, our approaches provide strong differential privacy guarantees
(ε < 1) with a loss of accuracy below 10% and therefore balance the trade-off
between privacy and accuracy.
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3(IT) 2019 Workshop - Message
from the Chairs

The Workshop on Innovative Teaching of Introductory Topics in Information Tech-
nology (3(IT) 2019) was arranged for the very first time as part of the I3E 2019
conference in Trondheim, during September 2019.

The 3(IT) workshop, as its name indicates, focuses on the challenges of teaching
introductory topics in IT, and on innovative approaches for improving the students’
learning in such courses. Introductory programming has long been seen as a chal-
lenging topic to teach, with high failure rates in many such courses. Classes in intro-
ductory IT topics tend to be big, and increasing, as more and more students want to
have some competencies in IT. Moreover, there tends to be huge variation in students’
previous knowledge.

3(IT) 2019 received eight submissions. Each paper was evaluated by 3 independent
members of the Program Committee – which in total had 12 highly competent mem-
bers from 8 different countries. Three papers were accepted for publication based on
reviews and subsequent consensus discussion. In addition, two more submissions were
invited for short presentations, although not having their full papers accepted in the
proceedings. All in all, the five presented works were from three different countries
(Greece, Norway, and Spain) and represented a nice mixture of issues related to the
workshop topic.

The paper “Empowering Female Students to Seek Careers in Game Development
and Creative IT Studies” by Helga Dis Isfold Sigurdardottir looks especially at chal-
lenges with recruitment and gender balance, as many IT studies tend to have very few
girls, and studies focusing on game development, such as those of the Nord University,
are no exception.

The paper “ATMF: A Student-Centered Framework for the Effective Implemen-
tation of Alternative Teaching Methods for CSEd” by Anastasios Theodoropoulos,
Costas Vassilakis, Angeliki Antoniou, Manolis Wallace, and George Lepouras presents
a framework to help teachers select alternative and more active learning methods for
their courses, rather than having students as passive consumers in monologue lectures.

The paper “Framework for Pupil-To-Student Transition, Learning Environment and
Semester Start for First-Year Students” by Omid Mirmotahari, Gunnar Rye Bergersen,
Yngvar Berg, Kristin Bråthen, and Kristin Broch Eliassen presents the approach for
onboarding first year informatics students at the University of Oslo.

The two short presentations by Clara Benac Earle and Majid Rouhani et al. both
concentrated on introductory programming courses. The former discussed an approach
to such a course for “normal” students, the latter looking at a continuing education
course for teachers.

After the conference, the authors of the three full papers prepared the final versions
of their articles, being able to take into account both reviewer comments and feedback



at the workshop. The revised versions passed a second stage of editorial reviewing
before being included in the I3E 2019 workshops proceedings.

We would like to thank the authors of submitted papers, the members of the
Program Committee, and last but not least the organizers of the main conference, I3E
2019, for their great effort in making the 3(IT) 2019 workshop happen.

September 2019 Line Kolås
Guttorm Sindre

3(IT) 2019 Workshop - Message from the Chairs 101



3(IT) Organization

Workshop Chairs

Guttorm Sindre Norwegian University of Science
and Technology (NTNU), Norway

Line Kolås Nord University, Norway

Program Committee

Roy Andersson Lund University, Sweden
Andrew Cain Deakin University, Australia
Monica Divitini NTNU, Norway
Rune Hjelsvold NTNU, Norway
Madeleine Lorås NTNU, Norway
Andrew Luxton-Reilly The University of Auckland, New Zealand
Anders Malthe-Sørenssen University of Oslo, Norway
Linda Mannila Åbo Akademi University, Finland
Simon McCallum Victoria University Wellington, New Zealand
Omid Mirmotahari University of Oslo, Norway
Andreas Muehling Kiel University, Germany
Robin Munkvold Nord University, Norway
Anne-Kathrin Peters Uppsala University, Sweden



Empowering Women to Seek Careers in Game
Development and Creative IT Studies

Helga Dís Ísfold Sigurðardóttir(&)

NORD University, 7716 Steinkjer, Norway
helga.d.sigurdardottir@nord.no

Abstract. The purpose of this paper is to investigate what may increase the
interest of young women in considering studies and careers within game
development and creative IT studies in Nordic countries. The study is based on
data gathered through a Nordplus project in 2017–2018, in Iceland and Norway,
through surveys and group interviews with 16–19 year old female secondary
school students and one of their teachers.
The findings reveal that young women appreciate chances to try out some

creative IT tools and the participants also expressed generally positive attitude
towards creative IT. They regret not having received more information about
creative IT as well as insight into creative IT fields, study and job opportunities
throughout their schooling, and they appreciate visible female role models
within technology.

Keywords: Young women in creative IT � Recruitment of women to creative
IT � Role models

1 Introduction

Gender aspects in digital games industry have become increasingly acknowledged and
discussed in recent years [1, 2]1. This study is based on data gathered through a
Nordplus preparation project in 2017–2018. The project was a cooperation project
between Nord University (Norway), Reykjavik University (Iceland) and Aalborg
University (Denmark) and several other supporting institutions and organizations. It
resulted in another 3-year project where the focus on this topic is further developed.
The involved university departments offer programs within a variety of areas such as
Games and Entertainment Technology, 3D art, animation & visual effects and Film &
TV production (Nord University) and Computer Science (Reykjavik University). To
try to group all the relevant subject areas under one concept I use the common label
“creative IT” – sometimes adding “media technology” as well.

In all the respective university departments, female students are a minority, in some
cases not present at all [3]. The Nordplus project aspires to find solutions to such

1 A quick clarification of how I refer to “gender” in this paper: The data is limited to the traditional
binary division genders; male and female. This is not to say that I am not aware of the complex
nature of gender, sex and sexual identity, not necessarily bound to physically assigned sex. The non-
exclusionary group of participants who identified as female may have included trans-non-binary
students but the act of identifying as female was the only requirement.
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challenges, aiming for increased gender balance. This study is based on data from the
preparation project, gathered through 2 different mini-workshops that were carried out
with upper secondary school students in Norway and Iceland. The goal was to identify
factors that might increase the interest of young females in considering studies and
careers within game development and creative IT studies.

The paper is organized as follows: I first present an insight into previous research
and theory. I then briefly describe the methods and introduce the data, followed by a
presentation and a discussion of the findings. As this study is based on experimental
workshops from a preparation project, the conclusions of this paper are first and
foremost an indicator for further areas of focus and investigation.

2 Background

It is sometimes said that the core values of a culture are reflected through its most
popular games [4]. If there is any truth in this, our culture has a long way to go, as
women are still vastly underrepresented in video game content, in spite of some
positive signs of change in later years [5]. The underrepresentation of women in game
content seems to correlate with a sexist gamer culture and the underrepresentation of
women in the programming, game development and creative IT workforce [2, 6].
Women in these disciplines frequently experience discrimination. The 2014 #gamer-
gate controversy, among other things, brought this to light, as female game designers
and game critics came under unfair scrutiny and suffered severe personal and profes-
sional harassment [7, 8]. This situation, as well as widely accepted assumptions about
digital games being a male-oriented and male-dominated domain, make it as important
as ever to emphasize inclusion when designing digital games [2, 9]. Diverse teams,
with regard to such factors as age and gender, have further been proven to contribute to
the efficiency and success of software development projects [10].

Gender stereotyping has not proven successful in the commercial video game
industry [1]. Nowadays women play about as much, or possibly even more digital
games compared to men [11, 12]. The current target customer is not the stereotypically
assumed young, single, white male, but a wide range of individuals of all ages, genders,
racial identities, marital statuses etc. Furthermore, designing designated “girl games”
has not always turned out well, as using stereotypical gender roles as a foundation for
engaging game play can be quite a bit of a challenge and can have a discouraging effect
on the intended consumers [1, 13]. Evidence indicates that the gaming preferences of
males and females overlap to a large extent [13]. At the same time women dislike
heavily gender-stereotyped characters [14]. Constructing video game audiences
through marketing may influence which groups get to be represented in the games, at
the same time as shaping who identifies as a gamer [1].

A report from the Norwegian Media Authority in 2018, titled “Children and media”
indicates that gender influences a variety of surprisingly different variables. For
example, there are gender differences with regard to how many 9-18 year old children
report playing digital games – 63% of girls vs 96% of boys. Although at 9 years old
equally many girls and boys report playing, 93%, the number decreases with age. Boys
also report playing more often and for longer periods at a time. Although boys and girls
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share a fondness for some games, such as Minecraft, there is quite some difference in
titles and genres between the genders. Gender also seems to have an impact on what
kind of equipment is used for playing, how much the parents know about gaming and
how many games with a (too) high age limit are played, to name some examples [15].
A comparable report from 2013 in Iceland shows similar trends. While only 72% of 9 –
15 year old Icelandic girls played digital games, 86% of 9 – 15 year old boys played
digital games [16]. A new, unpublished report, suggests even higher numbers in total,
indicating that 94% of children aged 6–12 play video games regularly, as well as 86%
of children aged 13–17 [17]. Like in Norway, the boys also played more frequently and
for longer periods than the girls. Only 24% of the Icelandic boys felt that their parents
were well informed about the games they were playing, as opposed to 32% of the
Icelandic girls [16].

Other research further demonstrates gender difference in behavior and relationships
towards digital games. For instance, girls name a larger variety of games that they play
in their free time, in spite of playing less in general than boys [18]. In some cases, girls
seem to employ and stress not having skills in the domains of digital media or gaming,
to assert their femininity [19]. Steinkuehler [20] draws to our attention a possible
correlation between the fact that while boys seem to play more video games than girls
they also seem more challenged in some aspects of school and education than girls. In
Norway, girls in lower secondary schools score higher than boys in international
comparisons of pupil’s ICT skills [21]. At the same time, parents are commonly
concerned with possible risks with regard to their children’s online activities and tend
to regulate girls’ internet use more than boys’ internet use [22].

Computer technology and related fields are traditionally seen as masculine sectors
in Norway and Iceland, as in many parts of the Western world. In some other parts of
the world, such as in Malaysia, the same sectors are considered feminine [23, 24]. In
order to address this technological gender gap, a number of initiatives have recently
and currently focused on recruiting girls to game coding courses and programs, aiming
to increase their interest, motivation & self-efficacy [25–27].

Code clubs are volunteer organizations, aiming to teach children basic coding skills
through play and exploration. A 2015 study of gender proportions in code clubs in
Norway revealed that in 7 code clubs across the country girls represented under 20% of
the participants, with only one exception where the proportion reached 35%. It also
indicated that the dropout rate was significantly higher amongst girls than boys [3].
Another study, from 2016, suggests that the code clubs focus more explicitly on
recruiting girls [28].

The recruitment of women to IT studies at Nord University (former HiNT) has
remained relatively low from the beginning of the studies, some 30 years ago – in spite
of some peaks as a result of early campaigns to recruit more women. Recent numbers
for the current Games and Entertainment Technology bachelor program at the same
university confirms that the dropout rate amongst female students is considerably
higher than for males [3].

Universities are currently not meeting the needs and demands of the growing IT
sector, when it comes to educating enough professionals. Amongst those who do
graduate, the proportion of women is alarmingly low [29]. A research amongst college
students in USA showed that women had significantly lower interest in CT fields than
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their male counterparts. There is evidence that young women give up on IT and
computing before they graduate from secondary schools [29, 30].

In 2016, women were only 13% of the workforce in the Norwegian Game industry.
Furthermore, there are « reasons to believe that women are overrepresented in
administrative positions and that the proportion of women game developers is thus
even lower” [31]. In the flourishing Swedish game industry, female video game
developers are considered to have insight into women gamers’ preferences. This is seen
as their primary advantage to their male counterparts, rather than their professional
skills. While this belief is used to justify womens’ participation in the game industry, it
also ties them to a “specific gendered domain of expertise” [2].

While Norwegian authorities are reporting increasing need for individuals with IT-
and engineering competencies [32], representatives of both the Norwegian and Ice-
landic IT-sector alike have in recent years highlighted a growing need for more women
in the sector [33, 34]. In both countries, several measures have been taken in order to
increase the participation of women in the gaming industry, IT and other technological
professions [35, 36]. A similar trend can be seen in Sweden [2]. and in other parts of
the Western world [37, 38].

There is some disparity in research when it comes to the importance of role models.
Several studies have supported the widely acknowledged assumption that women role
models are important when it comes to career aspirations and attitudes of female
candidates to science, technology, engineering and mathematics [39, 40], and that
female role models are a key factor in recruiting women to game studies [41] and other
IT fields [42]. Research has even suggested that role models can help to improve
womens’ performance in male dominated studies [40]. According to one study, on the
other hand, male and female role models are equally effective for female recruits [43].
Another study concluded that the gender of a computer science role model had no
effect on women’s interest in their field, while whether or not the role model was a
stereotypical representative of computer science turned out to have both an immediate
and lasting effect. To explain a bit further, a stereotypical computer science repre-
sentative, for instance, claimed having these hobbies: “video games, watching anime,
and programming” and “Electronic Gaming Monthly” as a favorite magazine – as
opposed to the non-stereotypical representative who’s hobbies were “playing sports,
hanging out with friends, listening to music’’ and the favorite magazine was “Rolling
Stone” and so on. The study concludes:

“Women who encountered a role model who embodied computer science stereotypes were less
interested in majoring in computer science and felt less belonging in the field compared to
women who interacted with a non-stereotypical role model or no role model [44].

Motivating and empowering young women to consider seeking studies and careers
within creative IT is thus widely supported. Not only is the sector in growing need of
workforce [32, 40] but also benefits from diversity in terms of efficiency and success
[10]. A diverse workforce may also provide role models to attract even more diversity
[39, 40]. Diversity is further assumed to potentially lead to inclusive content, catering
to a more diverse audience [9] which again likely leads to profit [1].
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3 Methods

This study is based on a Nordplus project that bears the title Girls Just Wanna Have
Fun-damental IT-skills. The project aims to empower female students in upper sec-
ondary schools and to motivate them to consider studies and careers in game devel-
opment and other creative IT studies in the Nordic Countries. Nord University
(Norway), Reykjavík University (Iceland) and Aalborg University (Denmark) as well
as several upper secondary schools, organizations and institutions in the three countries
cooperated to prepare a more substantial 3-year project. In the pre-project the partic-
ipating universities had, among other things, two experimental workshops, to test out
ideas on how to engage and motivate potential female applicants in the fields of
creative IT and game development. Other project partners that were directly involved in
the experimental workshops of this study were the Centre for gender equality in
Norway (KUN) in the Norwegian workshop, and /sys/tur – a network for female
students of computer science at Reykjavík University in the Icelandic workshop.

The data were gathered in the workshops, and consist of survey responds of a total
of 25 upper secondary school pupils who identified as girls, in Norway and Iceland in
the winter of 2017–2018, participation observation in workshops, field notes and
informal and formal interviews. The goal of the workshops was to have the participants
try out some creative and playful approaches to IT. As a research method workshops
are a good approach to inspire new insight into a research domain, preferably in
combination with other empirical approaches [45]. In addition, field notes from
informal interviews or discussions with the groups of participants and an interview with
one of their teachers also provided valuable data.

There were 17 participants in the workshop in Norway and 8 participants in the
workshop in Iceland. They were aged 16–19, with a majority of 20 within the younger
two years, 16 and 17 years old. They were pupils at a total of three upper secondary
schools, one in Norway and two in Iceland. All had chosen some subjects that
somehow relate to creative use of IT and/or media technology. The teacher who was
interviewed is an Icelandic woman in her early fifties who teaches visual art and has
considerable experience within digital art.

The workshops lasted for just under 2 h and consisted of short presentations and
practical assignments. In the first workshop, in Norway, the program started with a
short introduction and an inspiring talk by a member from the Centre for gender
equality, followed by a group activity using a coding game (Box Island), a quick price
ceremony, another short and inspiring talk, a survey, group discussion and final words.
The project partners from Nord University in Norway served both as facilitators and as
participant observers in the Norwegian workshop.

Similarly, the program for the workshop in Iceland consisted of a short introduction
and an inspiring talk by female students of the /sys/tur network, a group activity using a
tool for coding music (Sonic Pi) where the /sys/tur network members assisted the upper
secondary school pupils. In Iceland, the partners from all three project partner uni-
versities took on the roles of participant observers.
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After the workshops, the participants were presented with a survey, a brief group
discussion and concluding words. The adults present in the Norwegian workshop, were
a total of 2 women and 3 men, including 2 male upper secondary school teachers. In the
Icelandic workshop, the present adults were 7 women, including one of their teachers, 4
computer science students from the /sys/tur network and 2 men.

The surveys were short and were presented towards the end of each workshop. All
the 17 participants from each workshop in Norway responded. The surveys consisted
of a total of 6 topical questions, of which 2 were open-ended, and 2–3 background
questions. The background questions varied slightly between the two countries, as
some improvements were made from the first to the second version of the survey. The
topical questions all sought to reveal the participants’ views and opinions regarding
creative IT and how to get girls more interested and motivated. The participants could
choose to be completely anonymous, or to provide their contact information in the
surveys. In either case the data was treated confidentially.

The informal discussions with the groups of participants, as well as informal chats
before and after the workshops were centered around similar themes as the survey.
Notes were taken during the workshops and further processed those into short reports
after the workshops. A telephone interview with a teacher aimed to look further into
some of the topics. The teacher teaches at an upper secondary school that four of the
Icelandic pupils attended. The phone interview was recorded and key points were
summarized in a written form.

As the survey was short and the participants few, the survey data do not provide for
a statistical analysis. However, the survey contents, including the answers to the open
questions were roughly analyzed and coded, alongside the qualitative notes and
interview. All the data was, in other words, viewed as interconnected. It was processed
and interpreted simultaneously as a whole.

The data may have certain biases, as all the participants in the workshops have
some experience with school subjects related to creative IT and all of the participants
signed up for the workshop on their own initiative. It should also be noted that in
addition to this bias the total number of participants in this study was simply too low to
facilitate any sort of generalizability. The findings can thus not be viewed as anything
more than an indication.

4 Findings

On a 5 point Likert scale, thirteen of the twenty-five participants reported finding it
“rather” or “very likely” that they would consider working with media technology or
creative IT in the future. A total of six respondents found it “neither likely nor unli-
kely”. None of the girls replied that it was “very unlikely”. Six of the participants, all of
whom had attended the Norwegian workshop, answered that they found it “rather
unlikely”. A chat with the group of participants before the Norwegian workshop
revealed that several of the participants had already firmly decided what to study in
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University. The fact that 8 of the Norwegian participants came from a preparatory
program for university studies in their upper secondary school, may have been a factor
here. The Icelandic teacher noted that she feels that the girls need more preparation and
motivation than boys do, when it comes to considering careers within creative IT.

The participants were presented with a list of focus areas and asked to pick all the
options that they would consider working with, if they were to choose to work with
creative IT or media technology in the future. The list consisted of: Game development,
robotics (toys, health, industry etc.), programming, TV production, visual effects,
animation, 3D art, sound production, film production, film editing, web page design,
graphic design, VR/AR productions, artificial intelligenc and “other”.

The most frequently picked subject for the Norwegian participants was Film pro-
duction (nine out of seventeen chose this option). The most popular subject for the
Icelandic participants was Web page design (five out of eight chose this option). Group
discussions revealed that several of the Norwegian participants have attended a course
on film production. None of the Icelandic participants reported having worked with
film production, and only one Icelandic participant picked this option in the survey. At
the same time, several participants from Iceland reported having had an introductory
course in web design and their teacher confirmed this on behalf of one of the schools.

The overall most popular options for possible future occupation were visual effects
and animation, picked by a total of eleven pupils each. 10 participants picked film
production, web page design and game development. The third most popular options
were programming, 3D art and graphic design. The least popular subject was sound
production, picked only by one participant, from the Norwegian workshop (Fig. 1).
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If you would work with IT/media technology in the 
future, what do you think you would like to work 
with? Choose all the options that you would like:

Norway Iceland

Fig. 1. The percentage of participants from each country that chose each option
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When asked what would make them “even more interested” in creative IT/media
technology, eleven participants wrote open answers. While the answers presented a
variety of views, five of them had a common theme. They revealed that the girls found
that information and opportunities regarding their creative IT/media technology options
were lacking. One Norwegian participant phrased her comment this way: “I wish we
got more information about media technology, then I’d definitely be more interested”
while an Icelandic participant wrote “If one could get to try out more and get to see
what it is like to work with this and what kind of jobs there are”. Interest in learning
more about what the students of game development and other creative IT studies do in
their day to day life at the university was also mentioned in this context in a group
discussion with the Norwegian participants. They also expressed an interest in par-
ticipating on some of the activities of the university students to gain a better insight.

During the workshop, the participant were all focused on their tasks and seemed
highly emerged when trying out the creative and playful approaches to IT. The final
topical question was “Did this workshop influence your opinion about working in
creative IT/media technology in the future?”, to which answers were presented on a 5
point Likert scale, from “yes, very positively” which 15 Norwegian participants picked
– to “yes, very negatively” which 1 Norwegian participant picked. While the Nor-
wegian participants thus leaned towards the most assertive options, the Icelandic
participants centered around the more neutral center of the scale. Six Icelandic par-
ticipants claimed neutrality, but only 1 Norwegian participant. One Icelander chose
“yes, rather positively” and another one picked “yes, rather negatively”. In an interview
after the workshop, their teacher confirmed that the students had enjoyed the workshop
and that it had opened new horizons for them. At the same time she commented that it
had been a little too short to be likely to have any permanent effect on their future
choices.

The tools that were used in the practical parts of each workshop were very different.
In the Norwegian workshop, Box Island, a coding game that is aimed at a very young
audience [46] was employed. The purpose was to present the strategic thinking that
underlies programming, in a playful manner. The fact that the game was directed at a
younger target group than the upper secondary school participants resulted in the
participants finishing the free version of the game very fast. In spite of this, they were
deeply engaged while playing through the game - and responded positively in the
survey, with fourteen of the seventeen respondents claiming to have liked the game
“very much” or “fairly much”. When asked to reflect on what the game had taught
them, seven out of the fourteen that answered that question mentioned “logic” or
“strategical thinking”. Creativity, cooperation skills and problem solving were also
listed.

Sonic Pi, the tool that was employed in the workshop in Iceland is sufficiently
suited to mature age groups. The participants played in groups of two and three. At first
they seemed a bit shy, but with encouragement from the female computer science
students, they soon became emerged in the activity. Seven out of eight respondents
reported having liked the tool “very well” or “fairly well”. As for what the tool had
taught them, two simply commented that they had learned that the program itself, Sonic
Pi, was “fun”. One respondent commented “that anything can be achieved through
programming, such as composing music”.
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A group chat with the Norwegian participants at the end of the workshop brought to
light that they had been pleasantly surprised to learn that several women had con-
tributed to the advancement of modern technology. In the introduction and an inspiring
talk, a representative of KUN centre for gender equality had presented several women
pioneers of technology, such as Ada Lovelace, Hedy Lamarr, Grace Hopper and more.
This turned out to have made a strong impression on the participants who claimed to
not have been aware of the contributions of women to such technological development,
prior to the workshop. They furthermore highlighted the importance of female role
models and when asked which ones of them had any women role models within
creative IT and media technology areas in their family or surroundings, only one out of
the seventeen Norwegian participants raised their hand. The Icelandic teacher also
mentioned the importance of role models. She observed that having volunteers from the
network for female students of computer science seemed to influence the workshop
participants in a positive way, as they were relatively close to the participants in age.
She also commented that they since the volunteers had come across as pleasantly
“casual and laid back” and answered and guided the upper secondary school girls
openly and with a friendly and encouraging attitude, this too was a motivating factor.

5 Discussion and Conclusion

The participants in this study expressed fairly positive general attitudes towards cre-
ative IT. When asked if they would consider working with media technology or cre-
ative IT in the future, a rough half of the respondents considered it likely and six more
respondents took a neutral stand. When it came to considering subjects to work with in
the future from a list of preselected creative IT and media technology subjects, the
participants seemed to favor subjects that they had already had some experience with.
The most popular options were visual effects, animation, film production, web page
design and game development. Differences in preferences between the countries
seemed to correlate with which subjects the participants were familiar with from their
upper secondary schools. Although the participants of the Icelandic workshop got to
experiment with the sound programming environment Sonic Pi and expressed a pos-
itive attitude towards it, none of them chose sound production as a possible future
occupation.

The participants identified lack of information about creative IT as an obstacle in
the way of making them more interested in the field. They regretted not having received
more insight into the field throughout their schooling, more knowledge of the actual
tasks and activities of students of game development and other creative IT-subjects as
well as more practical information about relevant job opportunities in the field. In spite
of the experimental workshops being very short, and while the Icelandic participants
expressed a somewhat more doubtful attitude in this respect, the attitude was generally
positive and a majority claimed that the workshop had influenced their opinion about
working in creative IT/media technology in the future in a positive way. Another key
fact to highlight is they were both positively inclined towards the tools that they had
gotten to try out in the practical workshop sessions – and reflective about their
purposes.
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Female role models within technology turned out to be important to the partici-
pants. They were intrigued to learn about some of the women pioneers of modern
technology and emphasized the importance of female role models in their own envi-
ronments. Their teacher also noted a positive effect of the presence and participation of
female computer science students as role models in the workshop. Although the tea-
cher’s assertion may contradict the conclusion of Cheryan, Drury and Vichayapai [42],
that the gender of a role model does not matter, it may also support their conclusion that
counteracting stereotypes may work, as she described the young women from the /
sys/tur network were fairly “casual”, “laid back” and “friendly”.

As the two experimental workshops were only short and were attended by pupils
who were already more positively inclined towards creative IT subjects than average
students, the Girls Just Wanna Have Fun-damental IT-skills project has some challenge
ahead when it comes to finding effective ways to appeal to the average female upper
secondary schools pupil. The findings of this study of the preparatory project do
however provide some valuable indications that will be processed further in the main
project.

While creative IT-workshops seem to have some positive effects on the partici-
pants’ views, the identified obstacles of lacking information and role models draw
attention to the importance of the education system. With increasing need for women’s
participation in creative IT, the education system may need to step up their game and
cater to the seemingly lower technological interest of girls in ways that inform,
motivate and inspire. The lessons learned from the preparatory project have resulted in
the planning of frequent creative IT seminars for upper secondary teachers in the main
project, where the aim is to equip and inspire teachers to address this need.
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Abstract. The dynamic development of Informatics introduces new educa-
tional and pedagogical challenges, including the instructional design of teaching
and learning. How can we teach our students better in such a growing and
demanding field? Moreover, how can we motivate them and together have better
learning results? This paper aims to give answers to these questions, through a
student-centered framework for effectively encompassing alternative teaching
methods within CS. The proposed framework (ATMF) summarizes the benefits
of alternative teaching methods in contrast with known issues of traditional
teaching. In addition, ATMF is built upon empirical evidence and concludes that
alternative practices, if used under the right conditions, can provide increased
motivation for learning and better learning outcomes.

Keywords: Computer science education � Teaching framework � Alternative
teaching methods

1 Introduction

Informatics -also termed as “Computer Science” (CS)- is on the brink of an enormous
possible growth and therefore it draws great interest from governments, businesses and
other organizations as a top educational priority. Moreover, the dynamic development
of the field introduces new educational and pedagogical challenges, including the
instructional design of teaching and learning. How can we teach our students better in
such a growing and demanding field? Furthermore, how can we motivate them and
together consume better learning results?

Alternative Teaching Methods (ATM) that support students’ active involvement in
the learning process, according to the constructivism and constructionism principles,
could be very helpful [1]. Alternative is considered everything that is relating to
activities that depart from or challenge traditional norms1. Therefore, ATM refers to
providing students with different approaches/strategies to learning the same informa-
tion. There are several instructional methodologies used by educators and researchers

1 Cambridge Online Dictionary: http://dictionary.cambridge.org/dictionary/english/alternative, last
accessed June 2019
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in order to deal with the complexity and the needs of various cases. Nevertheless, using
them could be adapted in more approaches with similar features. As Morrison, Ross [2]
state, instructors at any level of education should implement various pedagogical
approaches and teaching methods when the discipline and learning tasks vary.

However, most instructors have little practice or experience with teaching methods
other than traditional lecturing [3]. Some have a particular teaching style that they use
in every teaching context, regardless of the type or level of student learning they
expect. Others, because of the CS discipline, may already use various technology
applications, but their decisions may not be based on student-centered pedagogy [4, 5].
Finally, a number of instructors are concerned that students will respond negatively to
teaching and learning activities that are new to them [6]. Thus, any of these factors can
hinder the reframing of teaching to a student-centered perspective. It becomes apparent
that there is a need for a clear and easy-to-adopt, student-centered framework
encompassing alternative teaching concepts.

One may argue that several models exist, standards, curriculum guidelines or
frameworks that can be used for teaching and learning purposes. However, most of
them refer to teaching in a general scope [7] or teaching in a specific discipline different
from CS, like frameworks from math, science, and technology education. Therefore,
the existing frameworks neither consider the identity and particularities of CS Edu-
cation (CSE), nor prescribe suitable alternative teaching strategies. For example, within
the CS field, the “K–12 Computer Science Framework”, describes the foundational
literacy in CS, aiming to show that CS is essential for all students [8]. This framework
includes standards, curriculum, course pathways and even professional development
suggestions for all K–12 grade levels, but it does not include any specific teaching
guidelines. Other national frameworks, describe CS concepts and practices that stu-
dents should know, but do not focus on alternative teaching methods. Finally, other
well established frameworks in higher education, like the Advanced Placement CS
Principles curriculum framework and the ACM’s curriculum guidelines for under-
graduate CS programs [9], provide standards for students and curricula, but not for
teachers who want to teach students. Additionally, although a teaching framework
could be based on existing research and well-established practices, it should also be
evolving, taking into account new empirical studies. The lack of empirical research on
best practices in CSE has led researchers to repetitively ask similar basic questions
without clear progress toward resolving them, although current practical research
shows promise [10].

Given the above-mentioned research motivations, it is clear that there is potential
for learning achievement to be improved in CSE through the effective design and use of
new methods, strategies and approaches. Thus, the aim of this study is the development
of a student-centered framework for teaching that can provide shared understandings,
which can help improve the quality of instructional design, course and lesson planning,
learning and assessment.

The next section maps a territory of topics encountered in CSE. The third section
presents the proposed framework and the fourth section presents briefly the empirical
studies that were conducted during its formulation. Finally, we summarize this article
in the fifth section.
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2 Background Work

2.1 The CS Discipline

CSE is learning about CS and focuses on teaching the fundamental concepts of the
discipline, just as core Mathematics and Physics courses do. Nevertheless, confusion
arises when trying to distinguish between the most common areas of computing
education offered in schools like CS, IT and Educational Technology [11]. There are
many different aspects of CSE. To the same reason, there is an ignorance about the core
concepts and characteristics that students are taught through CSE. This reflects to the
wider ignorance by the general public about the nature, methodologies, and contri-
butions of the field in the modern world.

However, through CS learners can acquire many valuable skills and characteristics,
beyond the narrow scope of programming. Coding is an indispensable tool for CS,
enabling the creation of software, but CS is a broader field covering many different
concepts that go well beyond coding. Through CS, one can develop logical reasoning
and gain awareness of the resources required to implement, test, and deploy a solution,
and how to deal with real-world constraints. All these skills are applicable in many
contexts, from science and engineering to the humanities and business, and they have
enabled deeper understanding in these and other areas.

2.2 Traditional Strategies Issues

Probably the main argument posed against traditional classroom styles involves how
little it truly engages students [12]. In addition, traditional, lecture-based structures
serve particularly adroit conduits for rote learning and memorization. Another issue
with traditional strategies involves teacher bias. Most subjects are not objective, and
since the instructor stands as the highest authority in the room, the more strict, rote
structure only presents some perspectives on the matters at hand [13]. The most
effective educational settings are more active and allow students to consider content
from multiple angles and form multiple opinions, rather than adopting what teachers
transfer [12]. Moreover, not every teacher is good at public speaking. Poor commu-
nicators and speaking anxiety can seriously screw over different learners, even if they
typically benefit from traditional lecture structures [14]. It is crucial that teachers
understand where their public speaking limitations lie and alter their styles accordingly
for maximum educational achievement [14].

Furthermore, traditional strategies may suit better some students than others and
strengthen a limited number of skills. The highly dynamic field of CS demands that
learners must be empowered with reflective lifelong learning skills in order to be
successful. They need to develop skills such as CT, problem solving, teamwork,
communication, critical thinking, and creativity. The traditional teacher-centric peda-
gogy is focused on the course content and only on transferring knowledge to the
students whereas a learner-centric view is focused on assisting students to develop or
build knowledge [15]. In CSE a move to a learner-centered design is recommended
[16], because active elements of a 21st century education receive little attention.
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Therefore, reliance on the traditional lecture as the main mode of student learning has
been criticized and new alternative strategies are needed.

2.3 Alternative Teaching Methods

In addition to traditional teaching, educators and curriculum designers must consider
learning activities and instructional techniques that aim to student motivation and
learning. There are many parameters that need to be considered, like the students’ age
and experience on technology matters or the learning goals. There are also several
methods used by educators and researchers in order to deal with the complexity and the
needs of various cases. Table 1 gives a summary of the ATMs used in CSE by the time
this article was written.

3 The ATM Framework

Learning different CS concepts more effectively, requires the development of a multi-
level framework that could be applied in different contexts using different teaching
approaches to a multitude of application domains. This article proposes a framework
for the effective implementation of ATM in CS.

3.1 A New Conceptual Framework

This new framework is called the ATMF (Alternative Teaching Methods Framework).
ATMF is a broad description of the context, characteristics, content and sequence of
learning expected of all learners - but not at the level of detail of grade-by-grade
standards or, at the course description and standards. Figure 1 illustrates the five phases
of the methodology that was adapted in order to develop the ATMF. The current
literature on ATM, has provided the theoretical framework for the studies reported in
this paper. The proposed framework is intended as a guide to instructors (formal or
informal settings) as well as for curriculum designers, assessment developers,
researchers and professionals responsible for CSE. Thus, it describes the major

Table 1. Alternative teaching methods used in CSE.

1 Peer learning 11 Non-textual programming

2 Problem-based learning 12 Contextualized learning

3 Project-based learning 13 CS unplugged

4 Studio-based learning 14 Subgoal learning

5 Inquiry-based learning 15 Programming puzzles

6 Process oriented guided inquiry learning 16 Extreme programming

7 Team learning 17 Program visualization

8 Game-based learning 18 Competency-based learning

9 Educational robotics 19 Social networks learning
10 Physical computing 20 Emerging technologies
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concepts, and disciplinary core ideas that all instructors should be familiar with in order
to enhance their teaching with alternative strategies, and providing an outline of how
these practices, concepts, and ideas should be developed across different settings.
ATMF was based both on previous theoretical frameworks and models as well as
empirical guidelines.

Quantitative and 
Qualitative case studies

Traditional teaching 
issues 

ATM 
benefits 

Framework of ATM

Quantitative Study with DGBL

Relate with long-lasting motivations

Qualitative Study with Robotics

Relate with teachers’ perceptions/perspective

Quantitative Study with DGBL

Relate with personalization in programming

Phase 1
Researching

Phase 3
Testing/Refining 

Phase 4
Testing/Refining 

Phase 5
Final Framework

Phase 2
Analysis & Concepting

Literature 

Problem identification

Fig. 1. The five-phased methodology adapted for developing the ATM framework.
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Phase 1: We researched alternative teaching methods within CS, other frameworks
and contacted two initial empirical studies with quantitative and qualitative data.
Background expert work from well know educational models and frameworks was
reused. The process on one hand revealed the teaching issues that the traditional
teaching methods have and on the other hand highlighted the key advantages of ATM.

Phase 2: We analyzed the concepts used at the ATMF. In this phase the framework
was initially shaped through literature review and the initial empirical research.

Phase 3: We tested and refined the ATMF. In this phase the framework was examined
and enhanced with additional elements through another empirical research study with
Digital Game-Based Learning (DGBL).

Phase 4: We tested and refined the ATMF. In this phase the framework was tested
again and enhanced with additional elements, though another empirical research study.

Phase 5: We tested and shaped the final ATMF. In this phase the framework was
tested once more, enhanced with additional elements and finalized.

3.2 Analysis - Concepting

The ATMF comprises the need to consider context, content, pedagogy, instructor and
the learner as part of the design process, so-called dimensions. Dimensions contain
components, where each component defines a distinct aspect of a dimension and
components are consisted of elements that describe specific features.

In particular, in advance of planning a lesson with the use of ATMF, it is suggested
that a comprehensive learning analysis be produced that sufficiently covers the fol-
lowing standpoints:

Table 2. Components end Elements of Dimension 1.

Dimension 1: context

Component 1a Education level
Element 1 Formal education/type of school/level
Element 2 Informal education
Element 3 Non-formal education

Component 1b Environment (physical)
Element 1 Infrastructure (availability)
Element 2 Supporting resources

Component 1c Educational system
Element 1 Policies
Element 2 Compulsory curriculum
Element 3 CS standards
Element 4 General public attitudes
Element 5 Time restrictions
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Dimension 1. Context: The components in this dimension describe the surrounding
environment around the learning process (Table 2). This dimension deals with the need
to consider the educational level and the place where learning is taking place, the
resources available (e.g. access to laptops/computers, mobiles, technical support), and
the disciplinary context (e.g. in school, in ICT lab, in a university, at home, in the
workplace). The components establish the environment that supports the learning and
are not directly associated with the learning of any particular content, instead, they set
the stage for all learning processes. The specific elements of the learning environment
are captured in three categories: Teaching Level, Classroom Level and Educational
System.

Dimension 2. Participants: This dimension describes the participants’ characteristics
in two main components, learners and instructors (Table 3). The environment including
the relationship between instructor and learners and the cultural norms (characteristics)
play a significant role in what can and does occur during the teaching and learning.
Both learner and instructor characteristics are important for instructional designers as
they allow them to design and create tailored instructions for a target group.

Component 2b also contains instructors’ attitudes (element 6) about alternative
ways of teaching. For instance, teachers that prefer traditional teaching believe that it
gives better learning results and hesitate to include active-learning methods in their
teaching, although they see some advantages in them.

Table 3. Components end Elements of Dimension 2.

Dimension 2: participants’ characteristics

Component 2a Learner-related
Element 1 Age
Element 2 Gender
Element 3 Cultural background
Element 4 Socioeconomic status
Element 5 ICT use
Element 6 ICT experience
Element 7 Attitudes
Element 8 Personality traits

Component 2b Instructor-related
Element 1 Age
Element 2 Gender
Element 3 Teaching experience
Element 4 Academic characteristics
Element 5 Skills - abilities
Element 6 Attitudes
Element 7 Personality traits
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Finally, personality traits (element 7) relate to such things as actions, attitudes and
behaviors that determine different personality styles like cognitive style and intelli-
gence type. Being positive and upbeat can influence learners around an instructor, and
so can negativity. The personalities of both instructor and learner interacting with one
another and with the content create a unique environment. It is expected that by taking
into account the participants’ characteristics can be designed and developed more
efficient, effective and motivating instructional materials.

Dimension 3. Content: The components of this dimension reflect process workflows
from teaching and learning theories and from the ATMs. Those components describe
how an instructor organizes the content that the students are to learn and how he/she
designs instruction (Table 4). Component 3a comprises of five elements, related to
what is the content to be taught. Elements 1 to 3, refer to lesson planning and effort to
answer queries like: What is the subject to be taught? What are the objectives and goals
that instructor aims to achieve? Does the lesson planning refer to short or long-term
features? etc.

Fig. 2. The ATM Framework for CSE.

Table 4. Components end Elements of Dimension 3.

Dimension 3: content

Component 3a Learning
Element 1 Subject
Element 2 Objectives
Element 3 Short-term & long-term planning
Element 4 Expectations for learning
Element 5 Relations to other subjects/disciplines

Component 3b Teaching
Element 1 Lecture-based
Element 2 ATMs
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Dimension 4. Evaluation: This dimension addresses the outcomes of the teaching and
learning processes, which deal with assessment and evaluation. The outcomes (direct or
indirect) are examined in two main components as shown at Table 5.

3.3 Shaping the ATMF

Figure 2 (above) provides the visual description that was used to for the ATMF. This
visual recognized the importance of multiple dimensions of: context (describing the
setting, curriculum, policies and infrastructure), participants (describing the instructors
and learners’ characteristics), content (describing the subject matter, purposes and
values, pedagogy and strategies) and evaluation (describing the outcomes for both
learners and instructors). Those four dimensions are presented as being a complex and
interconnected whole with ATM at the hub connecting all the dimensions. ATM is in the
center of all the process in order to emphasize that instructors have to think about and
reflect upon the multiple dimensions as they investigated each topic or assignment of
implementing ATM. The overall goal is to guide instructors in developing an integrated,
interconnected knowledge for implementing effectively ATM in their teaching.

4 Experience with the ATMF

Figure 3 provides a graphical overview of the empirical studies conducted in several
Greek educational settings to help formulate the proposed framework. This model
consists of three interrelated levels: Initially the key characteristics that were researched
for every empirical study are reported. Next, is shown the alternative teaching approach
that was implemented for each study. Finally, at the bottom of this visualization, are
presented the proposed framework’s stages corresponded with the previous approaches
and studies.

Table 5. Components end Elements of Dimension 4.

Dimension 4: Evaluation

Component 4a Learner-related
Element 1 Knowledge/performance
Element 2 Motivation
Element 3 Skills
Element 4 Metacognition
Element 5 Beliefs

Component 4b Instructor-related
Element 1 Assessment criteria/method
Element 2 Monitoring of learning (learning analytics)
Element 3 Feedback to learners
Element 4 Long-term evaluation
Element 5 Teaching evaluation
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Fig. 3. A map of the empirical studies within ATMF.

All the studies described in this section, are all previously reported elsewhere in
peer-reviewed publications and therefore are presented briefly.

4.1 Research Study 1: Peer Learning

Initially, we conducted an experiment using Peer Learning and Collaboration tech-
niques comparing them to traditional teaching, to secondary education students [17].
The learning from these techniques was assessed and students’ attitudes towards the
alternative teaching were researched through quantitative data (n = 57 students). In
addition, teachers’ opinions about that way of teaching and learning were explored
through means of qualitative data. The empirical findings of this study confirmed the
positive effects of student-centered learning techniques at CSE. The study was used as
an input during the design of the ATMF and provided evidence that the specific ATM
had better learn results and increased motivation by learners.

4.2 Research Study 2: Social Networks in Education

Secondly, we researched Social Networks (SN) for assisted learning, through an
observational study with undergraduate students [18]. Facebook was used as a teaching
tool in higher education and ways that SNs can be used in teaching and learning were
investigated. Both qualitative and quantitative data were gathered (n = 66 students)
through one academic term. The results reported that students were highly motivated to
participate in the lesson through the Facebook page although there seem to exist some
personalities, cultural and gender differences about the usage. This study was also used
as an input for the ATMF while it confirmed the positive effects of SNs in promoting
learning and motivation.

4.3 Research Study 3: Game-Based Learning

Next, we examined the Game-Based Learning method (GBL), in order to teach basic
programming concepts to primary school pupils [19]. The empirical findings of this
study (quantitative data from n = 94 students gathered) confirmed the positive effects
of GBL in promoting basic programming principles to young children. Empirical
findings derived from this analysis provided valuable information games and pupils’
satisfaction and willingness to use them for acquiring programming knowledge. In
addition, Pair Programming method was students’ choice for learning programming.
However, the short activity of this study did not have long term results and motivation
at children and thus the element of long-term planning was added to the ATMF.
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4.4 Research Study 4: Physical Computing

The empirical findings of this study demonstrated the importance of referring to
alternative learning through the instructor’s views. In particular Educational Robotics
through a national competition was researched [20]. This observational study investi-
gated the benefits of students’ involvement with robotics about skills, motivation and
learning through the teachers’ eyes (a qualitative methodology was used n = 18). The
results showed that there are numerous benefits for students: they increased their
collaboration, problem solving and creativity skills; understand STEM concepts about
CS and engineering and especially gaining programming knowledge. Therefore, the
ATMF was enhanced with the instructors’ perspective about the learners’ knowledge
and motivations.

4.5 Research Study 5: Personal Learning Characteristics

Finally, the empirical findings of this research identified different personality traits and
especially cognitive style as an important factor in programming learning through
serious games. This study investigated students’ attitudes (quantitative data gathered
from n = 77 students) from gaming activities to reveal the quality of their learning
experience and correlated it with their cognitive profile to reveal potential differences
[21]. In addition, through an empirical way it was revealed the GBL effectiveness and
next it was compared to students’ cognitive styles. Cognitive style was found to be a
significant learning characteristic that should be taken into consideration when using
digital games to learn programming. This study was used to finalize the ATMF and
provided evidence that personality traits may affect both teaching and learning.

5 Conclusion

In this paper, we present ATMF, a conceptual framework for CSE that allows teachers
to continuously experiment with and improve their teaching. The proposed framework
is about student-centered teaching pedagogy trying to address issues around learning
and teaching of CS concepts. The ATMF is implemented based on the perspective that
learning is a socially embedded cognitive process and knowledge is socially con-
structed through interaction and activity with others. The main objective of the ATMF
is to promote motivation and enhance learning. It proposes that this model can be used
in examining instructors’ CS lessons of any level and any context and in designing
experiences for teachers on the integration of student-centered practices in CS teaching.

The proposed framework for teaching with the use of alternative methods can make
teaching both more effective and more efficient, by helping create the conditions that
support student learning and minimize the need for revising materials, content, and
policies. While implementing these principles requires a commitment in time and
effort, it often saves time and energy later on. However, more work needs to be done.
We consider that the framework itself is robust and therefore it will not change.
Likewise, we expect that for ATM some practices may change and new ones may be
added.
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Abstract. For several years, the Department of Informatics at the Uni-
versity of Oslo has welcomed large student groups: over 450 new students
at the start of studies in August, divided into five study programmes.
This is a demanding job involving many people and challenges with coor-
dination of information. Over the past three years, we have worked sys-
tematically on various measures to promote a good learning environment
for students throughout their first year. In this paper, we present a frame-
work that has evolved through several years of work on semester startup
and other measures during the first year of study. Using an evaluation
form and interviews through several semesters, we have collected data for
semester startup. We highlight in what way the measures contribute to
(1) increased collaboration among students, (2) improving study progress
and (3) reduced drop-out.

Keywords: First year student · Semester start · Learning
environment · Mentor week · Programme seminar · Pre-course ·
Pupil-to-student transition

1 Introduction

For many students, the transition from high school to university is challenging.
Both in Norway and internationally, there is a great interest in pupil-to-student
transition [1,2], and the first-year experience (FYE). Both the experiences the
students have through their first year of study and the experiences they receive
from student reception during their first few days are important for academic
achievement. The literature describes many challenges, including encountering
a new social environment, misunderstandings regarding study requirements and
high work pressure [3–6]. The research highlights the importance of a combina-
tion of various academic and social activities that support students’ dedication
to the subject-specific approach to knowledge as well as their preparation for
new role as a student in higher education. A holistic approach that supports
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academic, social and emotional measures is what seems to be beneficial for a
good learning environment [7,8].

Interaction and social belonging are important for learning. [9] claims that the
amount of interaction with fellow students has far-reaching effects in almost every
aspect of the learning environment, student learning and personal development.
[10] conclude that creating space and opportunities for students to be able to
interact with the subject teacher and to get to know fellow students is a powerful
tool to promote student affiliation and sense of mastery. [11] emphasise social
and cultural factors in student transition, and focus in particular on colloquium
groups as an approach that promotes learning while also providing increased
motivation for study. [12] show that students who spend too little time studying
often find alternative strategies for passing courses with less focus on achieving
learning outcomes [13–15]

The learning process includes phases of confusion and disorientation [16] and,
accordingly, care should be taken to prevent first-year students from being left
alone with their challenges. New students may lack the meta-cognition needed
to reflect on their own knowledge, skills and working methods; thus, misunder-
standing may potentially hinder further study [17].

For several years, the Department of Informatics at the University of Oslo
has welcomed large student groups: over 450 students, organised in five study
programmes1 from 2017 and in four study programmes in previous years. Receiv-
ing many students is a demanding task which involves many people and the
coordination of much information. Over the past three years, we have worked
systematically on various measures to promote a good learning environment for
students throughout their first year. We have involved students in this process
through collecting data using evaluation forms and interviews. In this paper,
we present a framework and a number of measures that are perceived by the
students as motivational and learning-enhancing.

This paper is organised as follows: in Sect. 2 we describe the work process
and framework. The method we have used to obtain the results is presented in
Sect. 3. The paper concludes with results and a discussion in Sect. 4.

2 Work Process, Measures and Framework

The work to establish a good learning environment is a continuous process
throughout the first year. In recent years, we have worked systematically on
various measures through the students’ first year of study. Our experiences
have been gathered systematically to form a framework for future years. The
preparation of this framework has been ongoing work over several years, which
has mainly been achieved by utilising data collected through surveys and inter-
views with students. There are several motivations for having such a frame-
work, especially the need for information flow to all parties involved, which are:
1 The five study programmes are: (1) design, use and interaction, (2) digital econ-

omy and management, (3) programming and system architecture, (4) robotics and
intelligent systems and (5) language technology.
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departmental management, study administration, academic staff, subject teach-
ers, tutors, students and technical administrative staff. There are up to 750
people to be simultaneously coordinated and provided with information. Such a
tool for project planning provides good opportunities for co-writing and sharing
across the organisation.

There are several activities that are carried out in relation to the learning
environment, but in this paper we will only include the activities that the depart-
ment arranges. Hence, we will discuss the following work processes:

– The design process
– Start of studies and student reception
– Pre-course
– Programme seminar

2.1 The Design Process

The framework is highly valuable in the design process. Using a timeline pro-
vides valuable coordination of the various tasks. All tasks are based on a model
of coordination and mutual dependence, making it easy to keep track of progress.
The planning starts in February, when all the key players – the study adminis-
tration and the tutors – meet for a joint exchange of experiences from previous
year. In this meeting, any changes and new actions will also be discussed. After
this meeting, all parties have a common outline for this year’s plan; especially
important are the start of the semester and student reception. We will not go
through the framework’s 26 parts with sub-items in detail, but will highlight the
most important elements in the following sub-sections.

2.2 Start of Studies and Student Reception

The most important action is the programme for the semester start, which con-
sists of a number of activities to facilitate a good learning environment. The
focus is the first week in the autumn semester – one week prior to the first lec-
tures. Previously, this week has been called the tutor week, but the name has
been changed to reflect the fact that the week contains more than just tutor
activities. It is important to promote the academic content of the week and the
interaction with social events. In order to create a good synergy and collab-
oration between the different stakeholders, the first week is carefully planned
in terms of both the social events, which are organised by the tutors, and the
academic events, which are organised by the department. Student reception at
the start of the week involves all new students attending an opening ceremony
(35 min). In order to strengthen the affiliation to the department, it is important
to have an auditorium that is large enough to accommodate all students, but
at the same time it is important to organise it so that local affiliation for each
study programme is achieved. Figure 1 shows an example where the students are
organised into different seating areas for each programme.



Framework for Pupil-to-Student Transition 131

In the opening ceremony, the department’s management and the leader of
the tutors welcome the students, which also reinforces the connection between
academic and social aspects of both the study start week and the rest of the
semester. Next, the students get a professional presentation on what informatics
is; this is done in order to reinforce the students’ awareness and confirmation of
what they will study in the next few years. A brief presentation of some impor-
tant deadlines from the administration team helps to emphasise the students’
responsibility for their own learning. The ceremony concludes with a pep-talk
which gives students confirmation that they have made the right choice and
initiates the process of helping increase students’ pride in their study.
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Fig. 1. The distribution and the collection of students in the auditorium for the respec-
tive study programmes.

After the opening ceremony, the students follow the programme council
leader for the study they are admitted to. To strengthen the social aspect, we
have chosen to include the tutors as early as possible. Already when the stu-
dents leave the auditorium, all the tutors are ready to mingle with the students
in the respective study programmes. Figure 2 illustrates how the tutors stand in
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Tutors

Auditorium

Fig. 2. The tutors (mentors) are located in a column outside the auditorium that all
the new students attend after the ceremony. The tutors will continuously mix with the
student group and help to promote interaction among the students.

a column and merge with the students as they exit the auditorium; it is very
important that this is organised specifically so that all actors are informed –
especially since there are over 100 tutors. A tutor meeting is held one week in
advance, where this is clarified and the details shown in Fig. 2 are reviewed. The
next part of the agenda involves programme-specific events that mainly give the
students more detailed information and motivation for the study programme
they have chosen. Here, there will also be information from more experienced
students in the programme including their recommendations for obtaining good
study habits. Before lunch, the students will receive a challenge: they should
greet each other while sorting themselves alphabetically by name. It is a simple
kind of team-building method, and in addition to approaching each other, they
get a practical experience of a sorting algorithm. This algorithm is reinforced
and used in the lectures during the programming topics. Once the students are
sorted by name, they are personally handed a citizen certificate from the pro-
gramme council leader. This citizen’s certificate is proof that they have been
admitted to the study programme with the university’s seal, which also helps to
strengthen the sense of pride and identity.

‘It is wonderful to get a citizenship letter.’
(Student #nor18-2-15)

Q:1



Framework for Pupil-to-Student Transition 133

The department serves lunch to all new students, tutors and teachers with
the objective of creating a space for socialisation. The tutors gather their par-
ticipants in groups during lunch, and the tutors have their own activities for
socialising during the lunchtime. After lunch, students meet in their respective
study programmes and receive a review of expectations to confirm and/or reject
their own expectations. The first day ends with a joint departure to the official
welcome ceremony of the university arranged by the university management.

During the following days there are various activities that are organised by
both the tutors and the administration. Figure 3 shows a concrete overview of
how the first week of the year is organised.

Opening ceremony

Registration

Walking to Dept.

Studyprogram
introduction
Administrative

Team-building assignment
Questionnary

Lunch
Tutorgroups
Tutor plays

Addressing expectations

Departure to the Rectors
welcome ceremony 

Breakfast at the 
studentbasement

Breakfast at the 
studentbasement

Breakfast at the 
studentbasement

Breakfast at the 
studentbasement

Talkshow with lectures

Tutor Olympiade

Pre-course in informaticsPre-course in informatics

Photo Safari

Blindern Games

Monday Tuesday Wednesday Thursday Friday

Fig. 3. Time schedule for the study start. The orange blocks represent the department’s
‘ownership’, and the green ones are run by the tutors. (Color figure online)

2.3 Pre-course

The first pre-course at the department was given in 1997. At the end of the 1990s,
many started the computer science programme without any prior experience of
using a computer, and this was especially true of the girls. The purpose of the
course was therefore to give inexperienced students, both boys and girls, practical
experience in using computers. A teacher talked about how to use computers
and the student association provided practical training by creating tasks and
providing guidance. The course was a great success and has been given every
year since.
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The content of the course has changed over the years. Today, all new students
are somewhat experienced computer users, but very few have knowledge of, for
example, the Linux operating system, which is widely used at the department and
throughout the study programme. The focus of the course is therefore to prepare
the students for the challenges they will meet in the coming semester: computers
with both Windows and Linux, suitable software to use their own computer,
connection to the university’s computer network, practical problems around user
accounts, use of e-mail, course information, etc. The student organisation at the
department is responsible for the preparation and revision of the exercises and
tasks used in the course.

2.4 Programme Seminar

A few weeks into the semester, the department, in collaboration with the faculty,
arranges a programme seminar for all new Bachelor students in computer science.
This programme seminar is organised in collaboration with a suitable conference
hotel. The programme seminar serves as a continuation of the study programme,
with a focus on both professional and social well-being. The new students get
the opportunity to get to know their fellow students better, through a practical
exercise, the Diversity Icebreaker2 where they learn more about themselves and
their preferences and get inspiration for the study programme they attend. Study
technique, motivation and clarification of expectations are central topics at the
seminar, and through exercises the students gain deeper knowledge in these
aspects. The programme seminar is not compulsory but highly recommended,
and all costs are covered by the department; the seminar is alcohol-free. It is
organised so that the ordinary lectures that the students should have attended
on these two days are either postponed or moved to the conference hotel. In
practice, joint transport for both students and subject teachers laid on by the
faculty, which organises, coordinates and manages the programme seminars.

3 Method

In order to evaluate the actions, in this paper we consider students admitted to
the Department of Informatics for autumn 2017, where a total of 499 students
attended the first day of study. Figure 4 shows an overview of students and
gender for the five study programmes.

During the first week of study, 40 of the students were selected at random and
interviewed by a student assistant employed by the department. However, many
of the aspects of interest, e.g. well-being or drop-out, require implementation in
several semesters before major results can be generated. We therefore supplement
the analysis of the 2017 students with a result from the well-being and learning
environment survey conducted in the spring of 2017 for the students who started
in the autumn of 2016.

2 https://diversityicebreaker.com/.

https://diversityicebreaker.com/
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Fig. 4. Overview of the number of students who attended the first day of study, and
distribution over the associated study programmes broken down by gender.

A well-being and learning environment survey was carried out in 2017 for the
first time. The survey was published after the Easter holiday. The response rate
was 18% (n = 87) of the 462 students who were invited to respond to the survey.
The students responded to the survey in one of two ways: anonymously (n = 40)
or as part of a continuous research study where we follow students throughout
the entire study period and into working life (n = 47). The questions dealt with
students’ degree of participation in the programme seminar, the study start and
whether they considered themselves an active student or non-active student.
They were also asked about general well-being aspects in addition to several
questions from the larger and periodically conducted national surveys such as
Vilje-con-valg [18], the Shot survey [19] and the Studiebarometeret3.

During the autumn semester of 2017, 40 qualitative interviews were con-
ducted with the students. The interviews were conducted by the same person
throughout the first week, and the main purpose was to examine in more detail
the results from the survey conducted from last year’s student group.

4 Results and Discussion

Participation in the study start programme could be answered as ‘no’ (n =
11), ‘yes, partly’ (n = 28) or ‘yes’ (n = 47). Significant differences between

3 https://www.nokut.no/studiebarometeret/.

https://www.nokut.no/studiebarometeret/
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the groups showed that those who did not attend the study startup reported
a higher percentage of study time spent outside the department (42%) than
the other groups, while those who participated (‘yes’) had a higher propor-
tion of time spent on self-study at the department (22%). Students who
spend too little time and effort studying often find alternative strategies to
pass topics other than achieving learning outcomes [12]. Those who partici-
pated in the study start programme also participated in the programme sem-
inar to a greater extent. Many students commented on having a high degree
of satisfaction with the programme seminar and on seeing its importance.

‘The seminar at Sundvollen (ed. Programme seminar) was
very good for linking social ties – just as good, if not better,
than semester start.’ (Student #sh12-9-3)

Q:2

Participants were asked whether they had a positive or negative experience
of the reception (n = 79). Only 5% (n = 4) responded negatively (‘no’), but
common for these students was that they also reported significantly lower degree
of general well-being, study progress this semester, satisfaction with the tutor
scheme and satisfaction with the social student environment. None of those who
answered ‘no’ used quiet reading rooms, which would also substantiate that they
did not participate in the learning environment. The tutors play a central role
in the students’ experience of the first day, especially in the coordination of
academic and social aspects. The student quotes below emphasise the tutor’s
contributions.

‘The study start week was very helpful for me to get to
know other students, and I was well received.’

(Student #sh12-8-5)

Q:3

‘The tutors were very kind and willing to answer questions
about studies and help if needed.’ (Student #sh12-9-1)

Q:4

‘Good tutors who influenced how well you got to know the
other new students.’ (Student #sh12-8-2)

Q:5

As a consequence of not feeling well received, students may choose not to
participate in the environment of the study programme, which in turn leads to
the fact that they spend more time outside the department during the following
semester.



Framework for Pupil-to-Student Transition 137

A total of 79% of the students reported that they participated in the
programme seminar. In addition to reporting that they had more friends
and better study progression in this and the previous semester, they also
reported a higher proportion of time spent on lectures and group lessons
(30%) than those who responded ‘no’ or ‘yes, partial’ (20%) on this ques-
tion (n = 17). Lecturers in the first-semester courses experience a significant
change in student participation before and after the programme seminar. They
reported higher levels of student activity and engagement in both lectures
and group teaching. As the student statement below expresses, it is impor-
tant to organise students into student groups for a good learning environment.

‘The programme seminar really helped to get friends and
people you could work with.’ (Student #sh12-10-2)

Q:6

The level of satisfaction was investigated using eight aspects from the Study
Barometer4. Satisfaction was examined on a specific scale where the endpoints
‘not satisfied’ and ‘very satisfied’ are coded as 1 and 5, respectively. By using
numbers from Computer Education for 2016 as a comparison, it appears that
overall satisfaction was about the same as for the Study Barometer for social stu-
dent environment, environment between academic staff and students, academic
environment among students, equipment and aids in teaching, and administra-
tion. However, somewhat higher satisfaction than in the Study Barometer was
reported for premises for teaching and study work, library and ICT services.

The overall results show that experiencing pleasure in studying computer
science and a high degree of security in this choice are significant factors for well-
being. Social conditions, such as satisfaction with the student environment and
many friends at the study centre, also seem to help increase overall satisfaction.
Unclear expectations of the individual student appear to be the main reason for
lower well-being.

Overall, there is also an indication that some students reported a higher
degree of expected satisfaction from completing the programme combined with
a higher degree of anxiety of failing to perform on the programme, compared
to other computer science programmes. Such concerns, and similar factors such
as unclear expectations, seem to be present to a greater extent for those who
answered anonymously on the survey. Further work will therefore be needed to
compare the performance of those participating in the continuous study with
those who did not participate to reveal whether or not the strongest students
are generally over-represented on such studies.

In this paper, we have presented the main features of a framework for a good
study commencement, which can exploited to facilitate an engaging and inclusive
learning environment for first-year students at the Department of Informatics at
the University of Oslo. This project will be continued, and more qualitative

4 https://www.nokut.no/studiebarometeret/.

https://www.nokut.no/studiebarometeret/
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studies will be provided to support the preliminary results. Cooperation and
exchange of experience at local and national level is also desirable.

The underlying research methodology is based on both quantitative and qual-
itative methods, however the sampling rate and the number of participants are
relative low related to the total number of students (n > 500) eligible. Generally,
it is quite difficult to obtain high n when it comes to involve students and to get
their responses. The qualitative interviews are conducted with structured ques-
tions and are based on the quantitative results from previous years. One might
argue that the sample size is small, but to our defence the qualitative interviews
has been quite unanimous on several topics.

Acknowledgement. The preparation of the framework has been an initiative of indi-
viduals at the Department of Informatics with financial support from the Faculty of
Mathematics and Natural Sciences at the University of Oslo.
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Crowdsourcing is a model in which individuals or organizations obtain goods and
services from a large, open, and rapidly-evolving group of Internet users. The idea of
dividing work between participants to achieve a cumulative result has been applied
successfully in many areas, from biology and linguistics to engineering and cultural
heritage. As a particular branch of crowdsourcing, crowd computing (also known as
“human computation”) systematizes the intertwining of human intelligence with arti-
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study. The key principles include (i) automation: machines do noncreative and repet-
itive work, providing a cascade of knowledge for humans to evaluate; (ii) micro-
tasking: work is broken into small tasks that are easier to complete by humans chosen
specifically on the grounds of their expertise; and (iii) mixed crowd: a greater volume
of work, and of greater value, can be completed when specialists and open commu-
nities work together.

The CROPS workshop seeks to become a forum to discuss broad, interdisciplinary
research about human-in-the-loop intelligent e-services, human-AI interaction, and
techniques for augmenting the abilities of individuals and communities to perform
whichever tasks. We invited researchers and practitioners to submit theoretical con-
tributions or practical uses of crowdsourcing and crowd computing models in any
domains of application. All aspects of crowdsourcing/crowd computing theory and
techniques were welcome, including algorithm design, collective knowledge, human-
AI interaction, incentives to collaboration, intellectual property, psychological and
emotional aspects of crowd involvement, self-organization, quality control, and task
assignment.

From the received contributions, the workshop Program Committee selected three
for presentation at the workshop, which are good representatives of the current state of
the art and innovations to come in the near future and function as a good basis for
reflection. We thank all the members of the Program Committee, the authors, and the
local organizers for their efforts and support. Now we look forward to organizing a new
edition of CROPS in 2020, opening to a broader community in basic research and
applications in such areas as digital humanities, economy, education, health, journal-
ism, software engineering, tourism, and urban data collection.
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Abstract. Crowdsourcing allows collecting subjective user ratings
promptly and on a large scale. This enables, for example, building subjec-
tive models for the perception of technical systems in the field of quality
of experience research or researching cultural aspects of the aesthetic
appeal. In addition to research in technical domains, crowdsourced sub-
jective ratings also gain more and more relevance in medical research,
like the evaluation of aesthetic surgeries. In line with this, we illustrate a
novel use-case for crowdsourced subjective ratings of deformational cra-
nial asymmetries of newborns. Deformational cranial asymmetries are
deformations of a newborn’s head that might, e.g., result from resting
on the same spot for a longer time.

Even if there are objective metrics to assess the deformation objec-
tively, there is only a little understanding of how those values match
the severity of the deformational cranial asymmetries as subjectively per-
ceived by humans. This paper starts filling this gap by illustrating a
crowdsourcing-based solution to collect a large set of subjective ratings
on examples of deformational cranial asymmetries from different groups
that might have a different perception of those deformations. In partic-
ular, we consider pediatricians, parents of children with cranial defor-
mation, and naive crowdworkers. For those groups, we further analyze
the consistency of their subjective ratings, the differences of the ratings
between the groups, and the effects of the study design.

Keywords: Crowdsourcing · Subjective assessment · Medical data ·
Deformational cranial asymmetries

1 Introduction

Crowdsourcing gives easy and cost-effective access to a large and diverse group
of people. Therefore, crowdsourcing has become an established tool to acquire

The authors of this chapter have provided an addendum which is available in the
correction to this chapter at https://doi.org/10.1007/978-3-030-39634-3 16
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participants for surveys and user studies. Besides collecting objective informa-
tion, e.g., shopping behavior, crowdsourcing surveys are also often used for col-
lecting subjective ratings, e.g., to investigate the quality of technical systems
from the user’s perspective or to analyze differences in the perception of the
aesthetic appeal depending on the cultural background of participants.

One major field of application for those large-scale subjective surveys is qual-
ity of experience (QoE) [6] research that targets at understanding, modeling,
and optimizing the user’s perceived quality of a technical system. In addition to
research in technical domains, the usage of crowdsourced subjective studies also
gains more and more relevance in medical research, like the evaluation of aes-
thetic surgeries. Today, objective measurements and metrics for biometric data
are well studied and discussed. Therefore, disease patterns can be objectively
classified and quantified. However, besides this objective perspective, human
perception also needs to be considered in the evaluation of the outcome of treat-
ments. One illustrative example of this are deformational cranial asymmetries.
Deformational cranial asymmetries are a deformation of newborn’s head caused
by always resting on the same spot, for example. This leads to a flattening of
the shape of the head as the head is malleable during the first month after birth.
While the deformations can be quantified using modern 3D scanners and several
objective metrics, no commonly agree thresholds for those metrics exist when to
start or stop therapies. Further, it remains unclear when a head is perceived to
be asymmetric by the general public.

Large-scale online user studies, similar to existing works in QoE research, can
help to solve these open questions. Still, running those studies to analyze the
perception of experts and non-experts with medical data, leads to new challenges
including privacy issues due to the sensitivity of the data or new challenges
while displaying the data online, due to the unique data formats used for storing
medical data or their pure size.

In this work, we introduce a novel medical use-case for the collection of
subjective ratings, namely the large scale subjective assessment of deformational
cranial asymmetries. We develop an online user study that displays complex
medical data and still preserves the patients’ privacy. With the help of this
tool, we collect assessments of the deformation severity from different groups of
participants. Based on the collected data, we evaluate if the perception varies
between people with different background and knowledge about deformational
cranial asymmetries. In detail, the ratings of pediatricians, other physicians,
laypersons including crowdworkers and non-crowdworkers as well as affected
persons, i.e., parents of children with deformational cranial asymmetries, are
analyzed and compared. Further, the impact of the study design on the ratings
is evaluated.

The remainder of this work is structured as followed. Section 2 provides the
background of deformational cranial asymmetries and the objective measure-
ments used to quantify the deformations. Further, an overview of the usage of
crowdsourcing in medical research, especially for collecting subjective ratings,
is given. Section 3 describes the data set used in our study and details on the
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study design. The evaluation of the study results is given in Sect. 4. Section 5
concludes this paper.

2 Background and Related Work

In this section, we first provide background about de-formational cranial asym-
metries, then give an overview of the usage of crowdsourcing for medical research,
especially about the collection of subjective ratings.

2.1 Deformational Cranial Asymmetries

The head of a newborn is malleable, and therefore its shape is deformable, e.g.,
by resting on the same spot over a long time or due to prenatal reasons. Such
deformations are also known as deformational cranial asymmetries [12]. If the
deformation is more advanced, a therapy for aesthetic and medical reasons is nec-
essary. There exists several objective metrics to classify [2] and to quantify the
severity of the deformation, e.g., including biometrical information like charac-
teristics of the neck muscles [3]. In this work, we use 3D-stereophotogrammetric
scans obtained by using the methodology introduced by Meyer-Marcotty et
al. [9]. Here, the non-invasive 3D scans are created with a special scanner1.
By using the software Cranioform Analytics2, metrics about the shape and
volume of the head are determined. These metrics include, e.g., the Cephalic
Index (CI) which defines the ratio of the maximum width to the maximum
length of a head, the ear shift as well as the anterior and posterior cranial asym-
metry index (ACAI/PCAI). The indexes ACAI and PCAI represent the ratio of
the volumes of different quadrants of the head.

However, even if there are objective metrics to quantify the deformation,
these are not fixed thresholds when to start or to stop the medical treatment [19].
This is mainly because the subjective perception of the grade of deformation is
not fully understood yet and may even differ between experts, e.g., physicians,
and affected people, e.g., parents of newborns with deformational cranial asym-
metries, as well as non-experts. Crowdsourcing is one possibility to acquire a
large number of subjective assessments for deformational cranial asymmetries
from a diverse set of participants. These assessments can then help to gain an
understanding of the perception of the deformations and ultimately be used to
derive guidelines for therapies.

2.2 Crowdsourcing and Medical Research

There is a large community focusing on the usage of crowdsourcing in the context
of medical research [10,13,17]. The fields of application are ranging from the area

1 http://www.3dmd.com/ Accessed Jun. 2019.
2 https://www.cranioform.de/fuer-aerzte/medizinische-informationen.html Accessed

Jun. 2019.

http://www.3dmd.com/
https://www.cranioform.de/fuer-aerzte/medizinische-informationen.html
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of machine learning, e.g., labeling medical big data [15] or improving automatic
speech recognizer [14], to recruiting participants for medical user studies [5,
11]. Further, the crowdworkers could also provide medical diagnosis [1]. For
example, the work of Meyer et al. [8] introduces the platform CrowdMed that
gives crowdworkers access to data of patients with undiagnosed illnesses and Li
et al. [7] focusing on the reliability of such crowdsourced diagnosis.

Besides the collection of diagnosis, the collection of subjective assessments
of medical images concerning aesthetic aspects is also a possible use-case. The
study of Vartanian et al. [18] focuses on the definition of the ideal thigh pro-
portions. Therefore, the authors analyze the ratings of crowdworkers concerning
the perceived attractiveness of thighs shown on photographs. While this work
only discusses mostly medical aspects, the work of Tse et al. [16] also consider
the reliability of crowdsourced ratings and compare them to assessments pro-
vided by experts. Here, the aim of the study is the evaluation of the aesthetic
outcome of treatments for unilateral cleft lip. The results of the study show that
the ratings of crowdworkers are reliable and well correlated to the assessments
of the expert group.

Even if the study of Tse et al. discusses and compares assessments of crowd-
workers and an expert group, they did not consider the group of affected persons
and their friends or family members. Furthermore, there is only a small amount
of research about the comparability of crowd-based assessments and expert rat-
ings in the context of aesthetic, medical cases. Thus, it is unclear if these results
are transferable to other medical fields. In this work, we do not only discuss
assessments of crowdworkers and specialists, but we also consider the perception
from affected people, i.e., parents of children with deformational cranial asym-
metries, as well as from a non-crowdsourcing layperson group and a group of
physicians who are no pediatricians.

3 Study Description

In this section, we describe the design of the user study. Additionally, we detail
on the preprocessing of the medical data as well as the conduction of the study.

3.1 Medical Dataset

Our dataset consists of 3D scans from 51 newborns’ heads that exhibit different
severities and types of deformational cranial asymmetries. In addition, different
objective asymmetry metrics are available for each patient, e.g., the Cephalic
Index. While it is desirable to collect subjective rating for the whole dataset,
this is not reasonable for this preliminary test. To perform a comparison of
the ratings of the different groups of test-takers, a larger number of ratings
per stimulus and group is necessary. While affected parents might be tolerant
against a long-lasting subjective test that includes all scans, practitioners that
participate voluntarily might not be willing to spend too much time on this
research task. Further, paid crowdsourcing tasks should also be kept short, as
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long tasks fatigue workers and workers might start to rush through the task
instead of performing it thoroughly. Another option would be to split the dataset
into smaller subsets. However, as the number of practitioners and parents are
highly limited in our case, we decided to focus on a larger number of ratings per
scan, instead of a large number of annotated scans.

Fig. 1. Clustering of the 3D scans based on the patients medical data.

We use clustering to minimize the number of annotated samples but still test
a diverse and representative set. In our specific case, we decided to cluster the
patients with the Partitioning Around Medoids (PAM) algorithm, as the PAM
algorithm identifies data points as cluster centers instead of calculating theoret-
ical cluster centers like, e.g., k-means [4]. As the distance metric, the Euclidean
distance is calculated. The objective medical metrics of the participants’ heads,
described in Sect. 2, are normalized to have zero mean and unit variance and are
used as features for the clustering. An elbow plot is used to identify a suitable
number of clusters for initializing the process. Further, the clustering is evaluated
by using silhouette coefficients, and based on the results, the optimal number of
clusters is identified as six. Figure 1 shows a two dimensional representation of
the final clustering.

Based on the clustering, we select a representative patient for each of the
six clusters. These representatives are as distinct as possible concerning their
characteristics. Four additional patients are added based on the suggestion of
medical experts. This results in a dataset of 10 different patients for the evalu-
ation. To further evaluate if an asymmetry on the left or right side of the head
is perceived differently, we also generated mirrored versions of all scans.
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3.2 Study Design

The original 3D scans are produced with the methodology described by Meyer-
Marcotty et al. [9] that allows viewing the scan from different perspectives inter-
actively. However, in order to make the scans accessible to a large group of
persons, we have to guarantee that they can be viewed on all types of devices
with a minimum amount of user preparations. Therefore, we decide to convert
the scans to short videos of 30 s. Each video shows a rotating head omitting the
frontal view of the newborn’s face due to privacy policies. Below the video, the
test takers are asked to judge if the head is asymmetrical on a five-point absolute
category rating scale. In case the test taker recognizes a deformation, the test
taker is also asked to indicate the area of the head where the asymmetry has
been noticed, e.g., at the back of the head or the forehead.

To make the study accessible for experts, parents, and laypersons, we realize
it as a web page containing the following steps. After introducing the participants
to the subject of the study, the videos of the scanned heads were shown to the
test taker, namely the original video of the scans of the ten selected patients
and the mirrored version of these videos. Two of the videos are shown twice
to evaluate the constancy of the ratings. In total, each participant watches 22
videos in random order. Figure 2 shows a screenshot of the realization of the web
page containing a video.

Fig. 2. Mockup of the web page showing a video of the rotating head.

After rating all videos, the participants are asked to provide additional demo-
graphical information, like age and gender. Further, we collect information if the



Crowd-Based Assessment of Deformational Cranial Asymmetries 151

participant works in health care, if so in which area as well as if the participant
has children in the age between zero to six years. At the end of the survey, the
participant has the option to give additional feedback.

3.3 Study Conduction

The group of crowdworkers has been recruited via the crowdsourcing platform
Microworkers3 in March and April 2017. We limited the study to users from the
United States, Canada, and the United Kingdom to prevent misunderstandings
concerning the instructions due to language barriers. Further, the limitation
reduces side effects due to demographic or cultural differences, e.g., aesthetic
aspects. The payment per participation was $0.50. The participants of the other
groups, i.e., pediatricians, physicians, and parents, as well as the other non-
experts, have been invited via e-mail between July and September 2017. Here,
participation has been voluntary.

Table 1 presents an overview of the groups of participants. We only consider
participants who answer all questions. Overall, 54 crowdworkers take part in our
study. Those workers are on average 32 years old, and 46.3% of the group is
female. The average age of the parents (38 years), other non-experts (42 years)
and other physicians (42 years) is slightly higher than in the group of crowd-
workers. Further, the group of pediatricians is the oldest (50 years) with the
lowest share of female participants (25.1%), while the group of parents has the
highest share of female members (76.7%).

Table 1. Overview about age and gender of the groups of participant.

Group N ∅ Age Female [%]

Pediatricians 31 50 25.1%

OtherPhysicians 27 42 48.1%

Parents 73 38 76.7%

Crowdworkers 54 32 46.3%

OtherNon− Experts 54 42 61.1%

4 Results

In this section, the constancy of the provided ratings is analyzed. Further, we
compare the ratings of the groups of participants and discuss factors which may
influence the perception of the groups.

3 https://microworkers.com Accessed Jun. 2019.

https://microworkers.com


152 K. Borchert et al.

4.1 Constancy of Ratings

To evaluate the constancy of the answers given by the participants, we compare
the ratings of the videos which are shown twice within the study, i.e., the video
of patient 1 and patient 17. We analyze if the ratings of the first and the sec-
ond occurrence of the videos originate from the same distribution by using the
Kruskal-Wallis rank sum test. The test results in a rejection of the null hypoth-
esis (χ2 = 28.83, df = 4, p < 0.001). A pairwise comparison of the samples per
group using the Wilcoxon rank sum test with Bonferroni correction shows signifi-
cant differences between the crowdworkers and the other non-experts (p < 0.01),
parents (p < 0.001), pediatricians (p < 0.01) and other physicians (p < 0.01).
We found no significant differences between the other groups (p > 0.05). By
comparing the mean, standard deviation and quantiles of the answers of each
group, a higher divergence between the ratings provided by the crowdworkers
and the other groups are seen (see Table 2).

Table 2. Statistical parameters of rating differences of videos shown twice during the
study.

Group Mean SD 90% Quantile

Pediatricians 0.29 0.49 1

OtherPhysicians 0.25 0.44 1

Parents 0.32 0.52 1

Crowdworkers 0.80 0.93 2

OtherNon− Experts 0.32 0.51 1

Especially, the 90% quantile indicates that the crowdworkers’ ratings for
watching a video the second time often differ for more than one point on the
rating scale. This effect may be explainable by a training phase that is more
noticeable for the crowdworkers. If so, the participants should be more precise
in rating the asymmetry of later shown videos especially for the copies, i.e., by
answering with the option (strongly) agree/disagree instead of selecting the neu-
tral one. Therefore, the correlation between the absolute position of the copied
videos and the distance of the selected options to the neutral option is analyzed.
Other than expected, we found no significant relationship between these val-
ues by using Spearman’s rank correlation. This result indicates that on the one
hand, there are other crowd-specific factors which may lead to different ratings
for some participants. On the other hand, it may be an indicator that these
participants are inattentive.

In the following evaluations, we only consider participants who submit con-
stant ratings. This means we exclude participants providing ratings of the videos
shown twice, which are not identically or are not located next to each other in the
rating scale. Overall, 21 crowdworkers, two other non-experts, four parents, and
one pediatrician are filtered out. Further, the assessments of the copied videos
are omitted from the evaluation.
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4.2 Comparison of Asymmetry Ratings

To evaluate potential effects on the perceived asymmetry caused by the back-
ground, e.g., previous knowledge about deformational cranial asymmetries, we
analyze the assessments of the participants per group and compare the mean
opinion. A rating of 1 represents the option strongly disagree, the value 3 corre-
sponds to a neutral rating while a rating of 5 means that the participant strongly
agrees that the shown head is asymmetrical. In the following evaluation, we omit
the mirrored version of the videos to prevent biases caused by side effects.

To analyze differences in the ratings between the groups, we run a one-
way ANOVA. The test shows a significant effect of the group on the ratings
(F (4, 2075) = 93.81, p < 0.001). Bonferroni’s post-hoc test revealed significant
differences between the crowdworkers and all other groups (p < 0.001). By ana-
lyzing the ratings in detail, we observe that 62.2% of the crowd-based ratings
(strongly) agreed that the shown heads are deformed. In comparison to the other
groups with a percentage of agreements ranging from 7.7% to 14.2%, the amount
is by far higher. Other than expected, this indicates that the crowdworkers per-
ceive weak deformations as more critical than the other groups. An explanation
may be crowd-specific, additional influence factors on the assessments, e.g., the
participants are less attentive due to distractions or rushing through the test.
Alternatively, the phrasing of our question might induce bias, and the workers
might assume that they are expected to identify an asymmetry.
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Fig. 3. Mean of the ratings with 95% confidence intervals per group.

As the observation may be invalid on a per patient basis, the assessments
are also evaluated on a patient level. The average ratings per patient, including
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the 95% confidence intervals, are shown in Fig. 3. While the average ratings for
the groups of other non-experts, parents, pediatricians, and other physicians
are quite similar with mostly overlapping confidence intervals, the crowdworkers
rate more often neutral or agreed to notice a deformation. This leads to higher
average ratings with a constant offset of approximately one point on the rating
scale for each patient. This observation corresponds to the result of a one-way
ANOVA per patient, which shows a significant difference between the ratings of
the groups for all patients (p < 0.001). By using the Bonferroni post-hoc test
again, a significant difference between the assessments of the crowdworkers and
those of all other groups is revealed for all patients (p < 0.05). Between the other
groups, we found no significant differences except for patient 44. For this patient,
there is a significant difference between the group of other non-experts and the
parents (p < 0.01) as well as other non-experts and pediatricians (p < 0.05).

The different findings for the patients indicate that for unique characteristics
of deformation the perception differs between experts (physicians and parents)
and laypersons. We further analyze this aspect by evaluating the assessments of
the mirrored and original videos as well as the provided answers concerning the
areas where the participants noticed the deformations.

4.3 Influence Factors on the Perceived Asymmetry

As it may influence the perception if the deformation is located on a head’s left or
right side, the assessments of the original and the mirrored scans are evaluated.
By using a repeated-measures ANOVA, no significant differences between the
ratings of the original and the mirrored videos for all groups could be found
(p > 0.05). Thus, perception is not influenced by this aspect.

The relation between the ratings and the answers to the question in which
area the deformation has been noticed is analyzed, to get a better understand-
ing of the test takers’ ratings. Table 3 summarizes the correlation coefficients
per group between the ratings and the given answers. For all groups, a signifi-
cant, positive correlation between the ratings and the selection of the back of the
head and the ears as the noticed location of deformation is observed. The crowd-
sourced assessments do not significantly correlate with their answers concerning
the forehead and the selected option other areas, while for these options a sig-
nificant, positive correlation for the other groups is seen. Correlations between
noticed deformations at the front head and the rating are higher for the groups
of pediatricians, other physicians and parents. This indicates on the one hand
that for non-experts it is more challenging to identify deformations at the front
of the head due to the missing view of the face of the newborns. On the other
hand, it may be a piece of evidence that the groups focus on different areas of
the head, which may influence the perception.
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Table 3. Coefficients r of point-biserial correlation between ratings and areas of noticed
deformation, i.e. front head, back of the head, ear and other areas including level of
significance.

Group r Front r Back r Ears r Other

Pediatricians 0.47*** 0.64*** 0.48*** 0.20***

OtherPhysicians 0.27*** 0.57*** 0.38*** 0.19**

Parents 0.33*** 0.64*** 0.39*** 0.11**

Crowdworkers 0.07 0.42*** 0.30*** 0.11

OtherNon− Experts 0.17*** 0.49*** 0.27*** 0.26***

** 0.01, *** 0.001

5 Conclusion

Utilizing crowdsourcing for the collection of subjective assessments, e.g., for eval-
uating the perceived quality of technical systems by the users, is a commonly
used approach in several research directions. Nowadays, collecting ratings for
medical use cases via crowdsourcing gain more and more interest.

In this work, we introduce a novel medical use-case for the collection of
ratings about the perceived severity of head deformations. We conducted a
user study involving people with different background, i.e., pediatricians, other
physicians, parents of children with deformational cranial asymmetries and non-
experts including crowdworkers and non-crowdworkers, leading to different prior
knowledge about deformational cranial asymmetries.

The results of the study showed that the perception of the crowdworkers
and the other groups differ when comparing the ratings independent from the
patients. While the crowdworkers more often perceived deformation of the shown
heads, the other non-expert group rates mostly similar to the groups of physi-
cians and parents. Here, the similar perception of experts, affected people, and
laypersons is other than expected.

The analysis of the ratings per patient showed that some characteristics of
deformations also leads to differences in the perception of the laypersons and
the expert groups. Further, we found that the recognition of deformations is
based on different areas of the head for people with a medical background and
affected persons. Even if a frontal view of the faces is not shown, which makes it
challenging to notice deformations on the forehead, they consider this area for
their ratings. This observation may be an explanation of the different perception
of deformational cranial asymmetries, as mentioned above.

Nevertheless, the differences concerning the focus of the participants do not
fully explain the variations in the ratings of the crowdworkers and the other
groups. Instead, these ratings may be influenced by crowd-specific, additional
factors, e.g., inattentiveness due to distractions, biases induced by the phrasing
of the instructions, or an insufficient training phase, which will be subject of
future research.
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Furthermore, the objective medical information could be considered to get
a more in-depth insight into the relationship between the objective and the
subjective data.

Overall, the results of our study encourage the involvement of a diverse group
of people with different knowledge and background concerning the subject of
studies. Further, our observations show the importance of carefully designing
such studies when conducting them in the context of crowdsourcing.
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Abstract. We present the concept and early design of a crowd com-
puting system that aims at involving people in the annotation of unread
cuneiform tablets, in an attempt to (i) increase public awareness about
the history of Ancient Mesopotamia and (ii) to supplement the shrink-
ing force of experts in the subject with the contributions of interested
individuals, who are instructed in reading from the simplest inscriptions
towards more complex ones in a gamified strategy.
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1 Introduction

Cuneiform was one of the earliest systems of writing, emerging in Sumer
(modern-day southern Iraq) in the middle of 3rd millennium BC and used until
the 1st century AD for the writing of the various languages used by the oldest
major civilizations in the region of Mesopotamia and beyond, namely Sume-
rian, Akkadian, Assyrian, Babylonian, Elamite, Hittite, Urartian, Ugaritic and
Achaemenid.

Mesopotamia is generally dubbed “the first place where civilized societies
truly began to take shape”. Therefore, the study of the History of the region
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plays a key role in understanding the consolidation of the earliest developments
of agriculture, cities, laws, long distance trade, ... as well as the rise and fall
of the first empires, and the many advances that sprung therefrom to influence
posterior civilizations.

Much of what is known about Ancient Mesopotamia comes from archaeo-
logical evidence. Among the remains, it is estimated that between 0.5 and 2
million cuneiform tablets have been excavated in modern times, of which only
30 000–100 000 have been read or published [24]. Therefore, there’s a wealth
of knowledge awaiting to be deciphered and put into context. Unfortunately,
Humanities enrolment has dropped dramatically since the early 2000s, as par-
ents and educators around the world have encouraged students to pursue degrees
in science, technology, engineering and mathematics, where employment oppor-
tunities are seemingly endless [23]. Having fewer (and older) experts in the area
of Ancient Mesopotamia History entails a clear risk that most of that knowledge
will remain in limbo [13].

Paradoxically enough, we believe technology can play a role in preventing
this from happening. During the last two decades, the Digital Humanities have
seen many successful applications of crowdsourcing models, in many cases pur-
suing the transcription of handwritten manuscripts from medieval and modern
times [22]. Often, these applications fit the more specific definition of crowd com-
puting, which systematises the intertwining of human and artificial intelligence,
aiming to solve tasks that are hard for people or computers to do alone [11]. The
key principles include the following:

– Automation: machines do non-creative and repetitive work, providing a cas-
cade of knowledge for humans to evaluate.

– Microtasking: work is broken into small tasks that are easier to complete by
humans, chosen specifically on the grounds of their expertise.

– Mixed crowd: a greater volume of work, and of greater value, can be completed
when specialists and open communities work together.

In this paper, we present the concept and early design of a crowd comput-
ing system that aims at involving people in the reading and interpretation of
cuneiform tablets, by means of a game that challenges them from the simplest
known inscriptions, progressively, towards more complex and unknown ones.

2 Some Quick Facts About Cuneiform

The first writing began as a system of pictograms in the late 4th millennium
BC. In the 3rd millennium BC, the pictorial representations turned to abstract
shapes as the number of characters in common use became smaller. The system
thus evolved into a combination of signs that, as noted above, was used for the
writing of different languages over the centuries. The HZL lust of signs used in
Hittite cuneiform, for example, contains a total of 375 signs, many with a few
variants [19].
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Because of its versatility, transliteration from cuneiform requires deciding,
for almost each sign, which of its several possible meanings is intended in the
original document. For example, the Sumerian sign DINGIR ( ) in an Akkadian
text may represent the syllable “an” (as in the word “antallum” = eclipse), may
be part of a phrase (reading “ilum”) and it may translate as “god”. This is
precisely one of the challenges that we want people to address in the proposed
game.

Finally, it is worth noting that cuneiform was used to record many different
types of documents: laws, maps, medical manuals, religious stories and beliefs,
business records, personal letters, etc. Cuneiform tablets, therefore, can convey
quite a complete view of the society of their times, owing to the fact that literacy
was not reserved for the elite; rather, it was common for average citizens [4].
This wide scope gives great flexibility to design the learning curve of the game,
with different itineraries that may even be adapted to each user’s interests and
preferences.

3 The CuneiForce System: Early Design

We have started to design CuneiForce as a crowd computing system that will
bring together innovative solutions in computer vision, automated reasoning,
knowledge modelling and crowdsourcing (see Fig. 1). At the core of it, we aim to
create (and ensure others’ contributions to) a semantic knowledge base linked to
the existing archives of digitized tablets (e.g. the Cornell University’s Cuneiform
Library1 or the Cuneiform Digital Library Initiative2).

The knowledge base will rely on an ontological model created according to
reference metadata standards, like CIDOC-CRM [6], with proper additions to
represent arguments (e.g. CRMinf, an extension of CIDOC-CRM itself) and
uncertain or inconsistent information [3,12]. Additionally, we aim to develop a
neural network model like that of Word2vec [15], but for Ancient Mesopotamian
languages rather than English. Both models will help to explicitly capture incom-
plete or inconsistent knowledge, different levels of certainty, different interpreta-
tions and arguments.

The computer vision solutions will be based on recent advances in deep learn-
ing and convolutional neural networks [20]—also on the achievements of the
Transkribus system3 with manuscripts in Latin scripts—to recognise individ-
ual wedges and to make informed guesses about their aggregations. Multiple
instance learning will be combined with structured prediction and weakly super-
vised learning to allow automatic segmentation of the images. The automated
reasoning processes will work on top of the knowledge bases to establish associa-
tions and correlations, aiming to provide humans with hypotheses about how to
complete missing information or manage contradictions (if necessary). We plan
to integrate mechanisms from several areas of artificial intelligence and logic:
1 http://cuneiform.library.cornell.edu/.
2 https://cdli.ucla.edu/.
3 https://transkribus.eu/.

http://cuneiform.library.cornell.edu/
https://cdli.ucla.edu/
https://transkribus.eu/
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Fig. 1. Overall design of the CuneiForce system.

– Qualitative, rule-based approaches for defeasible reasoning [16,18], which
allow making conclusions that could be invalidated in the light of new infor-
mation.

– Quantitative, fuzzy approaches for probabilistic/statistical reasoning [5,21]
needed to handle the guesses coming from the computer vision systems
and the wisdom gathered from humans through social argumentation (user-
generated arguments and votes on arguments).

– Abductive reasoning [10], aiming to discover new rules from incomplete sets
of observations.

– Approaches based on many-valued logic for paraconsistent reasoning [8,9],
needed to avoid trivialisation (any conclusion follows) from contradictory bits.

On these grounds, computational argumentation [7,17] will provide tools for
modelling and reasoning about the support for/against any conclusions.

Finally, the collaborative crowdsourcing solutions will combine virtual team
formation and coordination with macrotasks and complex problems in the shape
of personalized learning paths. Since we are targeting the wider public, person-
alization is crucial to promote long-standing involvement, preventing dropouts
due to improper learning curves, uninteresting topics, etc. Task assignments
optimization will be inspired by the work presented in [2]. This approach goes
beyond traditional microtasking, which typically views participating users as a
fully replaceable, low-skilled and anonymous mass. Personality matching [1,14]
will be used to construct teams that are highly motivated to collaborate and
work efficiently together.
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4 Conclusions and Roadmap

There is a lot of Ancient Mesopotamia History waiting to be read and integrated
with our current knowledge. In an era of declining vocations in Humanities,
we believe it is possible to gather knowledge from interested people by means
of properly-designed serious games. Despite its unfamiliar appearance and the
fact that it was used for the writing of languages that disappeared long ago,
our experience delivering introductory courses shows that cuneiform script is
attractive and accessible enough to expect a level of engagement comparable
to crowdsourcing projects that dealt with medieval and modern manuscripts in
the recent past. Furthermore, there is abundant material to train AI modules to
aid in tablet classification and preparation tasks, plus plenty of online resources
available to ensure that users will never be left wondering. Therefore, while the
idea does not come without significant research and development challenges, we
believe feasibility will not be an issue.

Our plan is to implement and validate the CuneiForce system within the
next three years. The present year 2019 is devoted to designing the complete
learning itineraries from selected sets of read tablets, and ensuring access to
convenient online resources. Year 2020 will focus on the AI in charge of image
processing and computational argumentation. Lastly, 2021 will primarily look
at the implementation of web and mobile versions of all the user interfaces;
it is also scheduled to be the year for validation experiments, not only with
the open community on the Internet, but also in the context of collaborating
primary/secondary education institutions.
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Abstract. Online crowds have the potential to do more complex work in
teams, rather than as individuals. Team formation algorithms typically
maximize some notion of global utility of team output by allocating
people to teams or tasks. However, decisions made by these algorithms
do not consider the decisions or preferences of the people themselves. This
paper explores a complementary strategy, which relies on the crowd itself
to self-organize into effective teams. Our preliminary results show that
users perceive the ability to choose their teammate extremely useful in
a crowdsourcing setting. We also find that self-organisation makes users
feel more productive, creative and responsible for their work product.

Keywords: Crowd teams · Self-organization · Computer-supported
collaboration · Creative writing

1 Introduction

As the nature of work is becoming more and more distributed and flexible,
creating effective remote teams is becoming an increasingly pertinent problem.
Recently, team collaboration has been the subject of increasing research in the
crowd work domain. The reason is simple: as the problems that task providers
want to delegate to the crowd increase in complexity, individual contributions
are not enough and it becomes evident that people from the crowd need to
collaborate. Complex problems where crowd collaboration has proven valuable
range from mass scale scientific research and article authoring [16], to design-
ing software prototypes [12], and from writing stories [7] to collaborative idea
generation [14].

Creating an effective team is well-known to be a problem involving multi-
ple challenges. In a typical workplace setting these include balancing the need
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for skill diversity, personality compatibility and schedules, among other parame-
ters [3]. Crowd team formation poses further challenges since crowd team mem-
bers (i) have usually never worked together before the crowdsourcing task begins,
(ii) must perform effectively in relatively little time, and (iii) cannot be assumed
to share common values or loyalty to a specific firm (which may be the case when
bringing together a remote team from within the same organisation). These chal-
lenges mean that the typical methods of team formation, which usually involve
pre-profiling team members (in regards to skill, personality etc.) and then placing
them to work together, may not suffice in a crowd setting. Instead, new meth-
ods are needed to form crowd teams fast and efficiently. In our previous work we
proposed “team dating”: a method for crowd team formation in cold-start con-
ditions, i.e. assuming nothing about the profile of the individual workers or the
way they will collaborate [9]. Team dating allows people to “try out” different
candidate teammates for a number of rounds, before placing them into teams
with an appropriate teammate of their choice, with the help of an algorithm that
takes into account their in-between evaluations. This ad-hoc manner proved to
help create efficient ad-hoc teams on a creative task.

Similarly to most existing algorithm-based methods for crowd management
(see for example [11,13]), our previous method suffered from one important dis-
advantage: not actively involving the workers in the process, but rather assigning
them directly to a task or to a team. However, as latest research in management
sciences [8] and also crowdsourcing [18] indicates, too close a monitoring can
stifle worker creativity and initiative-taking: two features that are absolutely
necessary in creative, complex teamwork.

In this work we explore a new concept: self-organisation, which aims to
empower crowd workers with the opportunity to choose their teammates, and
“guide” the algorithmic process of team formation. Self-organisation is a well-
known concept in domains such as Open Source Software Development, or online
content co-creation communities like Wikipedia. To the best of our knowledge,
however, self-organization has never been explored in a crowd setting. In this
first study, we aim to explore how people behave in such a setting, what choices
they make, and how.

The rest of this paper is organised as follows. First, we present related litera-
ture, focusing on team formation algorithms for crowdsourcing, and findings from
management literature on the nature of self organisation. Then we present our
methodology, including the description of the interface and algorithm we used
to explore crowd team self-organisation, as well as our data collection method.
Next we present our preliminary experimental results, focusing on the way peo-
ple behave when given the choice to select their teammate. We conclude this
paper with limitations and future work.

2 Related Work

This paper builds on algorithmic methods for forming teams in a crowd setting
but also no self-organization methods for team management. The most critical
related work on these two topics is covered below.
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2.1 Team Formation Algorithms

Team formation in crowdsourcing is often managed by algorithms. Whereas in a
traditional work setting a human manager is often enough to decide which person
should work with whom in the context of a task, the scale of crowdsourcing
often necessitates automation. A number of algorithms managing the crowd team
formation process have emerged recently, which can be mapped to two broad
categories: (i) crowd team building algorithms, which select which worker should
collaborate with whom before the task begins, and (ii) crowd team coordination
algorithms, which control the team processes after the task has begun.

Crowd team building algorithms, such as the ones proposed in [11], view team
formation as a mathematical optimisation problem. They tap on the scale of
crowdsourcing, which makes it impossible for traditional methods (e.g. a human
manager) to put together an effective team. Assuming a large pool of workers
with known profiles (e.g. skill level) and a varied pool of tasks, the objective of
crowd team building algorithms is to match each task with a group of workers
so as to accomplish the task optimally within given constraints (deadline, upper
budget threshold etc.).

Crowd team coordination algorithms come to play after the task has begun.
For example, the algorithm proposed by Salehi et al. [13] rotates workers across
teams based on their viewpoint diversity, in an effort to achieve idea cross-
fertilisation and thus increase the innovation capacity of the participating col-
lective. Workers however are not asked whether they would like to switch teams
or not, and the rotation decision is only taken by the algorithm. Other works in
the area are those by Valentine et al. [17] and Kim et al. [7], who use computa-
tional methods to assign crowd workers to specific parts of the work, either in
teams or individually, according to a top-down decision manner and pre-defined
roles.

The problem with team management algorithms like the above is that they
largely micro-manage the workers by assigning them directly to a team. This
approach is indeed appropriate for microtask crowdsourcing, where the crowd-
sourcing task can be clearly delimited to discrete parts and given to specific
workers with specific roles. However, when it comes to more complex work, which
is usually the type of work that crowd teams are called to address, such algo-
rithms can stifle creativity and initiative-taking, as indicated by recent research
in management sciences [8] and crowdsourcing [6,18].

2.2 Self Organization for Team Building

Self-organisation is a management term often used to describe the functionality
of software development teams, either within a company or in Open Source Soft-
ware Development communities. As part of the Agile Manifesto [1], it is defined
as a process followed by teams that manage their own workload, shift tasks based
on needs and best fit, and participate in the group decision making [4]. It has
been found to improve the performance of participating teams as it “brings the
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decision making authority to the operational level, thus increasing speed and
accuracy of problem solving” [10].

Self-organizing teams have certain characteristics [15]. First, they are driven
by “zero information”, where prior knowledge does not apply. This enables the
team members to challenge existing knowledge status quo and have the potential
to create something truly novel. Second, they exhibit autonomy, as they do not
have a top-down appointed leader; leadership is a property that emerges as the
team members divide their roles [5]. Third, the team pursues ambitious goals
(self-transcendence), and fourth, team members have a variety of backgrounds,
viewpoints and knowledge (cross-fertilization).

In crowd teams, not a lot of works currently exist giving workers the option
to self-organise. An early attempt is the work by Lykourentzou et al. [9] who
partially delegate the team building process to the crowd workers themselves,
by enabling them to try out different candidate teammates, evaluate them, and
then make crowd teams based on these indications. Although this work does
take worker preference into account, it does so indirectly.

In this paper we start exploring the notion of self-organisation for crowd
teams. Given the effectiveness of the approach on other types of teams, such
as corporate ones, we experiment with allowing individuals from the crowd to
explore the “space” of candidate teammates available to them, discover those
with whom they might work best, through a trial-and-error approach, and finally
directly indicate their preferences.

3 Methodology

This section describes the task for which team self-organization is tested, along
with the user interface and self-organization algorithm that facilitate it.

3.1 Interface Design

Current crowdsourcing platforms do not encourage collaboration, let alone self-
organisation and choice of who to work with. Therefore, to explore the properties
of self-organisation, and how people behave in this context, we designed a tailor-
made framework and interface, outlined in Fig. 1.

The task given to the crowd workers is a creative writing challenge inspired by
the exquisite corpse method [2], where participants co-create a story by gradually
building on each others’ contributions. To give a sense of competition and inspire
motivation, the framework has been designed as a game, played in three rounds.
Before the start of the game, a pre-authored story is presented to all users.
Then during each round, users work in teams of two and collaboratively write a
possible continuation to this story. At the end of the round, individuals vote for
the best story (they cannot vote for their own team’s story), and decide whether
they would like to continue with the same teammate or not. In case they want
to change, they can indicate their preference for another person, choosing from
the list of all possible candidate teammate profiles. The most voted story is then
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appended to the main story, the team that wrote it receives an award (a score
bonus), and a new round begins. In the next round, teams are formed with the
help of a self-organisation algorithm, which attempts to best satisfy each user’s
desired (or undesired) teammate. Each team will have to continue the main
story, as it was formed in the previous round(s). This cycle repeats until, at the
end of the third round, the final main story is presented, and the user with the
highest score is the winner of the challenge. More details on the specifics of the
interface, process, and solicited user feedback are presented below.

(a) Initial player profiles (b) Team collaboration interface

(c) Assessing a player’s team-mate (d) Updated player profiles

Fig. 1. Screens from the user interface

Start of the Game: Once the system is synchronized to all players, the instruc-
tions of the game are presented. Afterwards, players are asked about their demo-
graphic information, measuring: age, gender, ethnicity, education level, employ-
ment status, whether they have won or participated in a similar writing task
before and their self-perceived creativity level. Then, each player is presented
with the start of the pre-authored story and is asked to individually write a
continuation for it. We use this input as a “writing sample”, and add it to the
profile of the individual, for other users to see.
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Teammate Selection: Once players have submitted their individual story writ-
ing sample, they choose their first teammate from the list of all players’ profiles.
A player’s profile at this stage consists of the player’s username, demographic
data, as well as their writing samples (Fig. 1a). In the following stages, when
players have already collaborated with and have rated one another, profiles will
be enriched to include each player’s ratings, both from the person looking at the
profile and on average. Players can choose up to two possible teammates with
whom they would like to work with. The self-organisation algorithm uses these
choices to form the pairs that will be invited to work together in the next round.

Team Collaboration: As soon as the algorithm has placed users in pairs, based
on their profile choices, the teams must collaborate to continue the story so far
(“main story”). In the first round, the main story consists of the initial pre-
authored story. Players’ individual writing samples are not taken into account,
since all teams must start from the same basis. However, each user is free to
propose their sample to their teammate, or write something new together. The
interface at this stage, shown in Fig. 1b, consists of four main parts: (1) a clock
that indicates how long the team has for their collaboration, (2) a chat area,
serving as their communication channel, (3) the story so far (“main story”), and
(4) a collaborative text writing area, where users can see in real time what their
teammate writes, and work together to continue the main story.

Peer Evaluation: Once they complete their collaborative writing, players eval-
uate their teammate on a Likert scale of 1 to 5 on: Skillfulness (“How skillful was
[teammate’s username] in continuing the story?”), Collaboration ability (“How
good is [teammate’s username] as a collaborator?”), Helpfulness (“[teammate’s
username] comments were helpful”). Players can also rate their own helpfulness
level from 1 to 5. Finally, players can tick one or more options regarding how
they are similar with their teammate (the options are “commitment to working
hard on this task”, “how we think the work should be done”, “general abilities
to do a task like this”, “personal values”). These ratings are used to enrich each
player’s profile, as explained above.

Voting for Best Story: After providing feedback on their teammate, each indi-
vidual player votes for their preferred story continuation (direct voting method).
Given a number of P participants in the experiment, there are P/2 candidate
story continuations to choose from. Users can vote for any story, except their
team’s (they cannot see it as an option). Once all players vote, the story with
the most votes is presented to them along with the winning team.

Teammate Selection (Enriched). If there are more rounds remaining, users
start a new round by first selecting a teammate, as described above. The only
difference is that now players are also asked whether they would like to continue
with the same teammate or not. This choice is critical for self-organisation: it
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renders players responsible for calculating the relative gain they will have from
continuing with the same teammate (e.g. lower communication overhead) versus
the risk of not working with another teammate that could potentially get them
access to a better story in the next round.

Self-organization Algorithm: The aim of the algorithm is to assist the team
self-coordination process, by matching users with those teammates that they
mostly prefer working with. The algorithm does so by ranking the possible can-
didate teams based on their pairwise average profile ratings (affinity), and then
gradually selecting those teams with the highest affinity values, until all users
have been placed into teams. In case of ties, e.g. two candidate teams having the
same pairwise affinity score, the algorithm selects randomly among tied options.

End of Game: After three rounds, all users are prompted to the “Final Survey”
screen, which shows the final story with all winning stories appended, the ranking
of the users (based on a point system rewarding each round’s winning teams),
and a questionnaire that users must fill regarding their overall experience.

3.2 Data Collection

As a first exploratory study, we conducted five experiments with teams of crowd-
workers, using only the self-organisation team formation algorithm described
above. In total, 34 crowdworkers participated. While more crowdworkers joined
each experiment, they swiftly dropped out and were not part of any phase of
the team-based tasks; their data is omitted without affecting the validity of the
findings. Three of the sessions had 6 participants working in 3 teams, while
two sessions had 8 participants working in 4 teams. The majority of partici-
pants self-identified as aged 18–24 (94%), Asian (91%), male (62%) and with a
Bachelors (53%) or High school degree or equivalent (29%). While only a few
participants (18%) reported some prior experience with creative writing, most
of them reported being highly creative, with an average score of 3.9 out of 5.

4 Results

This section compiles the findings of the five experiments detailed in Sect. 3.2.

4.1 Research Questions

We wish to analyse the participants’ opinions on self-organization as supported
in this experiment and implications in their selection of team-mate, relating to
the following questions:

1. Do people like being able to choose their teammate?
2. How does having the choice of teammate affect participants?
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3. What matters the most when having the option to select a teammate?
4. How did players decide which team’s story to vote for?

The questions are analysed at the level of the individual, using the ques-
tionnaire data that players filled in at the end of the experiment. Since we are
dealing with a single population, we employ the one sample t-test and Chi-Square
Goodness-of-Fit Test methods.

Table 1. Reasons for choosing a teammate.

What mattered the most when choosing teammate?

Choosing the person that would make me win 27%

I chose randomly 13%

I chose the people whose initial story I liked the most 27%

I chose the people whose profile information I liked the most 27%

Other 6%

4.2 Player Behavior in a Self-organisation Context

RQ1: Users Find It Useful to Choose Their Teammates. We conduct a
one-sample t-test on their answers to the question “How useful was being able
to choose your teammate?” of the final questionnaire, against the hypothetical
mean of 3.0 (denoting a neutral opinion). Results show that users show a signif-
icantly higher than neutral preference to being able to choose their teammate,
with t(29) = 2.134, p < 0.005. A mediation analysis revealed that this preference
is not affected by being in a winning team or not.

Table 2. Effects of choice.

Having the choice to select who I work with, made me...

More productive 27%

Feel in control of my own work 13%

Be more responsible for what I write 27%

More creative 27%

More tired 3%

Other 3%
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RQ2: Having the Choice to Select One’s Teammates Makes Users Feel
Productive, Responsible and Creative. A Chi-Square Goodness-of-Fit Test
revealed that there are significant differences among the different ways that this
choice could affect users, with x2(5) = 12.00, p < 0.005. Specifically, having
the choice to select one’s teammates made users feel more productive, creative,
responsible for what they write and more in control of their work (Table 2). Post-
hoc binomial pairwise tests revealed statistical significant differences across all
user-reported answers with at least p < 0.05, except between answers “more
tired” and “other” where no statistically significant difference was found. No
statistically significant differences were found on whether the user was in a win-
ning team or not.

RQ3: Users Selected Teammates Based on a Variety of Reasons. A
Chi-Square Goodness-of-Fit Test revealed that there are no statistically sig-
nificant differences among the different ways that users select teammates, with
x2(4) = 5.33, p= 0.26. Player choices from our sample seem to be distributed pri-
marily among selecting a teammate based on winning potential, writing sample
and profile, and to a lesser extent randomly or for other reasons (Table 1).

Table 3. Story voting criteria.

How did you decide which story to vote?

I always vote for the story I like the most 83%

I sometimes voted for a not good story, to have more chances to win 3%

I voted randomly 14%

Other 0%

RQ4: Users Voted for the Story They Liked the Most, Not Strategi-
cally. A Chi-Square Goodness-of-Fit Test revealed that there are very signif-
icant differences among the different ways that users select the winning story,
with x2(3) = 133.625, p< 0.001. The dominant reason for voting for a story is
how much users liked it (Table 3). Users did not vote strategically (i.e. for a
worse story in hope that their would win) or randomly. Post-hoc binomial pair-
wise tests revealed statistical significant differences only across the dominant
reason mentioned above (“I voted for the story I liked the most”) and the rest,
but not among the other reasons.

4.3 Sample Session

To shed more light onto the process followed by different crowd workers when
collaboratively writing in teams, we analyse an indicative session with 8 crowd
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workers. The session is one of the five sessions analyzed in the quantitative results
section above. The winning story of the first round is the one by users shuyuan-
liu16 and yihao15. Interestingly, this story is very unlike to the initial writing
sample that any of the two users contributed. The harmonious collaboration of
this team was rewarded by other players, and the winning team chose to stay
together, with both users rating each other highly (pairwise rating of 4.5 out
of 5). From the other competing teams, at least one member per team declared
that they wanted to change teammate. It is also interesting to note that both
members of the winning team declared to have 3 out of 4 possible collaboration
style elements in common (“task commitment”, “way of thinking”, “general abil-
ities”, differing only in the “personal values” element). In contrast, the members
of the losing teams either declared no collaboration style element in common (2
out of the 3 losing teams), or they had a large imbalance in the collaboration
style elements they declared (in the last team, one member declared to share no
elements, while the other member declared sharing all four). This observation
indicates that the dissimilarity in regards to the collaboration styles may play
an important role to the perceptions of the team members and their eventual
team’s performance. Further research is however needed to statistically examine
this observation.

Moving forward to the next rounds, we observe that the winning story of
the next round is that of a newly formed team, that of users HanbinQin and
grizzHuang. Similarly to the previous winning team, this team declared to share
many collaboration style elements (4outof4) and its members rated each other
highly (4.25 out of 5). From the losing teams, two out of three also shared at least
one collaboration style element, and these teams declared that they wanted to
continue working together, despite having lost. The members of these teams also
rated each other highly (4.75 out of 5, and 5 out of 5 respectively). The losing
team that expressed a wish to change teammates was the team that shared no
common collaboration style element, and teammates rated each other very low
(2 out of 5). This qualitative observation also indicates that there seems to be
a connection between the number of collaboration style elements a team shares,
their inter-team evaluations and their wish to stay together, as well as their
performance. Further research is needed to confirm this observation. Given that
all but one teams wanted to stay together, all four teams remained unchanged
by the algorithm in the third and final round. The winning story was again by a
different team, this time by the team of users nakashimaritsu and Hecate, who
had rated each other highly in the previous round. The inter-team ratings and
collaboration styles that the teams had declared to share in the previous round
remained unchanged.

A final interesting observation with regards to this sample is the fact that
the number of total user votes on the winning stories decreases from round to
round. After the first round, all 8 users voted for their preferred story. How-
ever in rounds 2 and 3 only 6 users voted. This pattern seems to repeat in the
other experiments. Although users declared that they did not intentionally vote
strategically, this finding indicates that perhaps some of them avoided to vote,
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to give more chances to their team by not taking any action “against” it. Further
research is nevertheless required as to the reasons why some users choose not to
vote, and whether this finding is supported by statistical evidence.

5 Conclusion, Limitations and Future Work

The results of our exploratory study show that users consider being able to
choose their teammates, and thus being able to affect the decision of the team
formation process, extremely useful in a crowdsourcing setting. Being involved
in the process—and not a mere component of it—made users feel significantly
more productive, responsible for their choices and creative. These findings are
fully in line with what research in organisational sciences has shown, i.e. that
involving users (in this case workers) in the decision-making process helps moti-
vate feelings of empowerment, responsibility and ownership of one’s work, with
eventual positive effects on team performance.

As an exploratory work, this study has a number of limitations which can
eventually form part of future work. The study only explored the behavior of
users in a self-organisation context, without a control condition. This is appro-
priate to gain insights regarding the process, but it also means that further work
is needed to examine, for instance, the differences between self-organised team
formation and more traditional team building methods. Moreover, the results of
this study relied only on the final questionnaire that users answered. Much richer
information can be extracted by quantitatively analysing their pairwise evalua-
tions or their profile choices after each round, and this can also be the subject
of future work. Such an analysis can help reveal what makes a “winning team”
and if these teams share some common characteristics compared to non-winning
teams. There is also a need for deeper analysis of the quality of the stories them-
selves (winning or not) to reveal the extent to which users may vote strategically,
even without realising it. Finally, a sentiment and text analysis can be performed
on the text produced during team collaboration phases, on the shared collabo-
rative document or on the chat. Such an analysis can reveal more fine-grained
elements of team collaboration, such as turn-taking styles, signs of social or cul-
tural affinity, trust and common ground building, equality of communication etc.
Exploring these elements, especially between rounds, can help reveal why some
teams persist while others dissolve, and therefore help understand to a deeper
level the properties of human self-organised collaboration.
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1 Corrected Results
We identified an issue in the evaluation methodoloy of the original publication. Other
than describe in Borchert et al. [1] (Section 4.2), the rating scale used by the partici-
pants with non-crowdsourcing background, has been a four-point scale without the
neutral option. The rating scale used by the crowdsourcing participants, was a five-
point scale as described in the original publication. For a corrected analysis of the
perception of groups with different backgrounds, the neutral answers of crowdworkers
are excluded and their remaining ratings are transformed to a four-point scale.
Therefore, ratings of 4 (agree) and 5 (strongly agree) are reduced by one. Hence, a
rating of 1 represents the option strongly disagree and a rating of 4 means that the
participant strongly agrees that the shown head is asymmetrical. For the corrected
evaluation, 12% of the crowd-based ratings have to be excluded.

1.1 Constancy of Ratings

The analysis of the constancy of the corrected ratings show no significant differences in
the ratings of the first and second occurrence of a video. This is revealed by a Kruskal-
Wallis rank sum test, which results in no rejection of the null hypothesis (p > 0.05),
meaning that the ratings originate from the same distribution. Even if the average
difference between the first and second rating of the same video provided by crowd-
workers is slightly higher with 0.47 than the computed mean of the ratings of the other
groups, the analysis establishes the constancy of the ratings.

The correction of the rating scale also has an impact on the filtering of the par-
ticipants based on the discrepancy between the first and the second rating of the videos
shown twice. Instead of filtering out 21 crowdworkers, we only exclude 5 participants
from Microworkers from the further analysis.
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1.2 Comparison of Asymmetry Ratings

The corrected data still indicates that there is a significant effect of the group on the
perception, i.e., the ratings. This is shown by an one-way ANOVA (F(4,2194) = 22.19,
p < 0.001), and, additionally, Bonferroni’s post-hoc test revealed significant differences
between the crowdworkers and all other groups (p < 0.001). By analyzing the ratings in
detail, we observe that 66.8% of the crowd-based ratings (strongly) agreed that the
shown heads are deformed. In comparison to the other groups with a percentage of
agreements ranging from 34.4% to 45.3%, the amount is still higher by far. These
findings lead to the same conclusion as presented in Borchert et al. [1]. Crowdworkers
perceive weak deformations as more critical than the other groups.

This effect is also observable when evaluating the ratings on a per patient level,
shown in Fig. 1. Based on the corrected data, an one-way ANOVA per patient shows
an effect of the group only for a part of the patients, namely patient 1, 6, 13, 17, 23, 26,
and 44 (p < 0.01). These are patients with less deformed heads from the perspective of
study participants with no crowdsourcing background. For patient 1, 6, 13, and 23, a
significant difference between the assessments of the crowdworkers and those of all
other groups is revealed by using the Bonferroni post-hoc test (p < 0.01). Further, for
patient 17 and 26, we observe a significant effect between crowdworkers and experts,
i.e., pediatricians and parents (p < 0.05). For these patients no effect is seen between the
crowdworkers and the other groups as well as the other non-experts and experts. The
effect for patient 44 is still the same as described in [1]. This findings indicates even
more, that for unique characteristics of deformation the perception differs between
experts (physicians and parents) and laypersons. Further, crowd-specific side effects
impacts the ratings of the crowdworkers.

1.3 Influence Factors on the Perceived Asymmetry

Table 1 summarizes the corrected correlation coefficients per group between the ratings
and the area in which deformations have been noticed. By using the corrected data set,
a different result is seen for the correlation between the ratings and the option other
areas. Now, the positive correlation is significant for all groups. Nevertheless, the
conclusion drawn from the results remains the same as in [1].

Table 1. Coefficients r of point-biserial correlation between ratings and areas of noticed
deformation, i.e. front head, back of the head, ear and other areas including level of significance.

Group r Front r Back r Ears r Other

Pediatricians 0.47*** 0.64*** 0.48*** 0.20***
OtherPhysicians 0.27*** 0.57*** 0.38*** 0.19**
Parents 0.33*** 0.64*** 0.39*** 0.11**
Crowdworkers 0.09 0.42*** 0.30*** 0.18***
OtherNon− Experts 0.17*** 0.49*** 0.27*** 0.26***
** 0.01, *** 0.001

Correction to: Crowd-Based Assessment of Deformational Cranial Asymmetries C3



Reference

1. Borchert, K., Hirth, M., Stellzig-Eisenhauer, A., Kunz, F.: Crowd-based assessment of
deformational cranial asymmetries. In: Pappas, I., Mikalef, P., Dwivedi, Y., Jaccheri, L.,
Krogstie, J., Mäntymäki, M. (eds.) Digital Transformation for a Sustainable Society in the
21st Century. I3E 2019. IFIP Advances in Information and Communication Technology, vol.
573, pp. 145–157. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-39634-3_13

C4 K. Borchert et al.

https://doi.org/10.1007/978-3-030-39634-3_13


Author Index

Alexakis, Spiros 72
Anke, Audny 31
Antoniou, Angeliki 116

Barracano, Paolo 72
Benac Earle, Clara 5
Berg, Valter 31
Berg, Yngvar 128
Bergersen, Gunnar Rye 128
Bianchi, Giuseppe 72
Borchert, Kathrin 145
Bracciale, Lorenzo 72
Bråthen, Kristin 128

Cascone, Davide 72
Castro, Laura M. 5
Corobán, Raúl 5

de Carvalho, Renata Medeiros 72
de Espinosa, Guadalupe Montero 17
Dellas, Nikolaos 72

Eliassen, Kristin Broch 128

Fernández, Alfredo Pérez 60

Gaudino, Francesca 72
Gomez, Javier 31
Gómez-Martínez, Elena 5
González-Soutelo, Silvia 158
Grande, Virginia 5

Hartvigsen, Gunnar 31
Hassani, Marwan 72
Haugland, Vebjørn 31
Henriksen, Andre 31
Hirth, Matthias 145

Juan-Verdejo, Adrian 72

Kalaboukas, Kostas 72
Koukovini, Maria N. 72
Kunz, Felix 145

Lepouras, George 116
Liapis, Antonios 164
Lioudakis, Georgios V. 72
López-Nores, Martín 158
Lykourentzou, Ioanna 164

Mannhardt, Felix 79
Manresa-Yee, Cristina 5
Martinez, Santiago Gil 31
Martinez-Millana, Antonio 31
Michalsen, Henriette 31
Mirmotahari, Omid 128
Montero-Fenollós, Juan Luis 158
Muzny, Miroslav 31

Nuñez von Voigt, Saskia 86

Oliveira, Manuel 79

Papagiannakopoulou, Eugenia I. 72
Papangelis, Konstantinos 164
Papastathis, Costas 164
Pazos-Arias, José Juan 158
Petersen, Sobah Abbas 79
Pons, Patricia 5

Reboreda-Morillo, Susana 158
Reviglio, Urbano 47
Rodríguez-Sampayo, Marta 158

Sato, Keiichi 31
Sigurðardóttir, Helga Dís Ísfold 103
Sindre, Guttorm 60
Stellzig-Eisenhauer, Angelika 145

Theodoropoulos, Anastasios 116
Torrado, Juan C. 17
Tschorsch, Florian 86
Tuikka, Anne-Marie 23

Vassilakis, Costas 116, 164

Wallace, Manolis 116
Wiik, Marius Foshaug 31


	Preface
	Conference Organization
	Contents
	Digital Transformation for an Inclusive Society - DTIS
	DTIS 2019 Workshop - Message from the Chairs
	DTIS Organization
	Workshop Chairs
	Program Committee

	Everybody Rock Your Equity: Experiences of Organizing a Women in Computing Event with Role Models for Diversity and Inclusion
	1 Introduction and Background
	2 Origin and Aims of the Event ``Informática para tod@s''
	3 Evolution of IPT
	4 Conclusions and Future Work
	References

	Alenta: A Practitioner's Case of Technology Usage to Support Special Needs of Populations with Cognitive Disabilities
	1 Introduction
	1.1 Most Common Issues and Technological Solutions

	2 Technology and Cognitive Accessibility
	3 Alenta and Technologies for Personal Support
	4 Conclusions
	References

	Evaluating Digitalization of Social Services from the Viewpoint of the Citizen
	Abstract
	1 Introduction
	2 Citizen’s Perspective on e-Government
	3 Digitalization of Social Services
	4 Research Setting
	4.1 Research Methods
	4.2 Research Context

	5 Preliminary Findings Related to Digitalization of Social Services in Finland
	6 Discussion
	References

	eHealth Approach for Motivating Physical Activities of People with Intellectual Disabilities
	Abstract
	1 Introduction
	2 Materials and Methods
	2.1 Technology-Based Motivation
	2.2 User Involvement from Early Stages
	2.3 Mobile Technologies and Gamification for Motivating Behaviour Change

	3 Results
	3.1 Used-Centred Design Requirements
	3.2 eHealth Based Proposed Solutions to Increase Physical Activity

	4 Discussion
	References

	Trust and Privacy Aspects of Smart Information Environments - TPSIE
	TPSIE 2019 Workshop - Message from the Chairs
	TPSIE Organization
	Workshop Chairs
	Program Committee

	Towards a Right not to Be Deceived? An Interdisciplinary Analysis of Media Personalization in the Light of the GDPR
	Abstract
	1 Introduction
	2 Profiling and Data-Driven Personalization
	3 European Legislation, GDPR and Its Limits
	3.1 The Right to Transparency
	3.2 The Right to an Explanation
	3.3 The Right to Non-discrimination

	4 A Comprehensive Approach to Media Personalization
	4.1 The Right to Receive Information
	4.2 The Value of Serendipity
	4.3 Towards a “Right not to Be Deceived”?

	5 Conclusions
	References

	Software Assisted Privacy Impact Assessment in Interactive Ubiquitous Computing Systems
	1 Introduction
	2 Related Work
	3 Research Method
	4 The Software Assistant
	4.1 Goal-Oriented Analysis
	4.2 Privacy Related Interaction Vocabulary
	4.3 Privacy Impact Assessment
	4.4 Iteration

	5 Framework Evaluation Scenarios
	5.1 Body Coupled Communication Based Shopping Scenario
	5.2 Adressaparken
	5.3 Museum Visitors Tracker
	5.4 Location Based Sound Player

	6 Evaluation Results
	7 Conclusions and Future Work
	References

	Facilitating GDPR Compliance: The H2020 BPR4GDPR Approach
	1 Introduction
	2 BPR4GDPR Operational Phases
	3 Architecture
	4 Conclusion
	References

	Designing a Privacy Dashboard for a Smart Manufacturing Environment
	1 Introduction
	2 Smart Manufacturing in HUMAN
	3 Design of the Privacy Dashboard
	3.1 Design Process

	4 Conclusion
	References

	RRTxFM: Probabilistic Counting for Differentially Private Statistics
	1 Introduction
	2 Related Work
	3 Differentially Private Cardinality Estimators
	3.1 RSTxFM
	3.2 RRTxFM

	4 Privacy Analysis
	4.1 Privacy Level of RSTxFM
	4.2 Privacy Level of RRTxFM

	5 Evaluation
	5.1 Impact of Parameters
	5.2 Cost of Privacy
	5.3 Discussion

	6 Conclusion
	References

	Innovative Teaching of Introductory Topics in Information Technology - 3(IT)
	3(IT) 2019 Workshop - Message from the Chairs
	3(IT) Organization
	Workshop Chairs
	Program Committee

	Empowering Women to Seek Careers in Game Development and Creative IT Studies
	Abstract
	1 Introduction
	2 Background
	3 Methods
	4 Findings
	5 Discussion and Conclusion
	References

	ATMF: A Student-Centered Framework for the Effective Implementation of Alternative Teaching Methods for CSEd
	Abstract
	1 Introduction
	2 Background Work
	2.1 The CS Discipline
	2.2 Traditional Strategies Issues
	2.3 Alternative Teaching Methods

	3 The ATM Framework
	3.1 A New Conceptual Framework
	3.2 Analysis - Concepting
	3.3 Shaping the ATMF

	4 Experience with the ATMF
	4.1 Research Study 1: Peer Learning
	4.2 Research Study 2: Social Networks in Education
	4.3 Research Study 3: Game-Based Learning
	4.4 Research Study 4: Physical Computing
	4.5 Research Study 5: Personal Learning Characteristics

	5 Conclusion
	References

	Framework for Pupil-to-Student Transition, Learning Environment and Semester Start for First-Year Students
	1 Introduction
	2 Work Process, Measures and Framework
	2.1 The Design Process
	2.2 Start of Studies and Student Reception
	2.3 Pre-course
	2.4 Programme Seminar

	3 Method
	4 Results and Discussion
	References

	CROwd-Powered e-Services - CROPS
	CROPS 2019 Workshop – Message from the Chairs
	CROPS Organization
	Workshop Chairs
	Program Committee

	Crowd-Based Assessment of Deformational Cranial Asymmetries
	1 Introduction
	2 Background and Related Work
	2.1 Deformational Cranial Asymmetries
	2.2 Crowdsourcing and Medical Research

	3 Study Description
	3.1 Medical Dataset
	3.2 Study Design
	3.3 Study Conduction

	4 Results
	4.1 Constancy of Ratings
	4.2 Comparison of Asymmetry Ratings
	4.3 Influence Factors on the Perceived Asymmetry

	5 Conclusion
	References

	CuneiForce: Involving the Crowd in the Annotation of Unread Mesopotamian Cuneiform Tablets Through a Gamified Design
	1 Introduction
	2 Some Quick Facts About Cuneiform
	3 The CuneiForce System: Early Design
	4 Conclusions and Roadmap
	References

	Exploring Self-organisation in Crowd Teams
	1 Introduction
	2 Related Work
	2.1 Team Formation Algorithms
	2.2 Self Organization for Team Building

	3 Methodology
	3.1 Interface Design
	3.2 Data Collection

	4 Results
	4.1 Research Questions
	4.2 Player Behavior in a Self-organisation Context
	4.3 Sample Session

	5 Conclusion, Limitations and Future Work
	References

	Correction to: Crowd-Based Assessment of Deformational Cranial Asymmetries
	Correction to: Chapter “Crowd-Based Assessment of Deformational Cranial Asymmetries” in: I. O. Pappas et al. (Eds.): Digital Transformation for a Sustainable Society in the 21st Century, IFIP AICT 573, https://doi.org/10.1007/978-3-030-39634-3_13

	Addendum to: Crowd-based Assessment of Deformational Cranial Asymmetries
	Outline placeholder
	1.1 ��Constancy of Ratings
	1.2 ��Comparison of Asymmetry Ratings
	1.3 ��Influence Factors on the Perceived Asymmetry

	Reference

	Author Index



