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Preface

This volume contains the refereed proceedings of the 8th International Conference on
Analysis of Images, Social Networks, and Texts (AIST 2019)1. The previous confer-
ences during 2012–2018 attracted a significant number of data scientists – students,
researchers, academics, and engineers working on interdisciplinary data analysis of
images, texts, and social networks.

The broad scope of AIST made it an event where researchers from different
domains, such as image and text processing, exploiting various data analysis tech-
niques, could meet and exchange ideas. We strongly believe that this may lead to the
cross-fertilisation of ideas between researchers relying on modern data analysis
machinery.

Therefore, AIST brought together all kinds of applications of data mining and
machine learning techniques. The conference allowed specialists from different fields to
meet each other, present their work, and discuss both theoretical and practical aspects
of their data analysis problems. Another important aim of the conference was to
stimulate scientists and people from industry to benefit from the knowledge exchange
and identify possible grounds for fruitful collaboration.

The conference was held during July 17–19, 2019. The conference was organised in
Kazan, the capital of the Republic of Tatarstan, Russia, on the campus of Kazan (Volga
region) Federal University2.

This year, the key topics of AIST were grouped into six tracks:

1. General Topics of Data Analysis chaired by Sergei Kuznetsov (Higher School of
Economics, Russia) and Amedeo Napoli (Loria, France)

2. Natural Language Processing chaired by Natalia Loukachevitch (Lomonosov
Moscow State University, Russia), Andrey Kutuzov (University of Oslo, Norway),
and Elena Tutubalina (Kazan Federal University, Russia)

3. Social Network Analysis chaired by Vladimir Batagelj (University of Ljubljana,
Slovenia) and Valentina Kuskova (Higher School of Economics, Russia)

4. Analysis of Images and Video chaired by Marcello Pelillo (University of Venice,
Italy) and Andrey Savchenko (Higher School of Economics, Russia)

5. Optimisation Problems on Graphs and Network Structures chaired by Panos
Pardalos (University of Florida, USA) and Michael Khachay (IMM UB RAS and
Ural Federal University, Russia)

6. Analysis of Dynamic Behaviour Through Event Data chaired by Wil van der Aalst
(RWTH Aachen University, Germany) and Irina Lomazova (Higher School of
Economics, Russia)

1 http://aistconf.org.
2 https://kpfu.ru/eng.
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The Programme Committee and the reviewers of the conference included 160
well-known experts in data mining and machine learning, natural language processing
(NLP), image processing, social network analysis, and related areas from leading
institutions of 24 countries including Argentina, Australia, Austria, Canada, Czech
Republic, Denmark, France, Germany, Greece, India, Iran, Italy, Japan, Lithuania, the
Netherlands, Norway, Qatar, Romania, Russia, Slovenia, Spain, Taiwan, Ukraine, and
the USA. This year, we received 134 submissions, mostly from Russia but also from
Australia, Belarus, Finland, Germany, India, Italy, Norway, Pakistan, Russia, Spain,
Sweden, and Vietnam.

Out of 134 submissions, only 27 full papers and 8 short papers were accepted as
regular oral papers. Thus, the acceptance rate was around 24% (not taking into account
21 automatically rejected papers). An invited opinion talk and a tutorial paper are also
included in LNCS volume 11832. In order to encourage young practitioners and
researchers, we included 36 papers in this companion volume after their poster pre-
sentation at the conference. Each submission was reviewed by at least three reviewers,
experts in their fields, in order to supply detailed and helpful comments.

The conference featured several invited talks and an industry session dedicated to
current trends and challenges.

The invited talks from academia were on Computer Vision and NLP, respectively:

– Ivan Laptev (Inria and VisionLabs, France), “Towards Embodied Action
Understanding”

– Alexander Panchenko (Skolkovo Institute of Science and Technology, Russia),
“Representing Symbolic Linguistic Structures for Neural NLP: Methods and
Applications”

The invited industry speakers gave the following talks:

– Elena Voita (Yandex, Russia), “Machine Translation: Analysing Multi-Head
Self-Attention”

– Yuri Malkov (Samsung AI Center, Russia), “Learnable Triangulation of Human
Pose”

– Oleg Tishutin and Ekaterina Safonova (Iponweb, Russia), “Fraud Detection in
Real-Time Bidding”

The programme also included a tutorial on high-performance tools for deep models:

– Evgenii Vasilyev (Lobachevski State University of Nizhni Novgorod, Russia) and
Gleb Gladilov (Intel Corporation, Russia), “Intel® Distribution of OpenVINO™
Toolkit: A Case Study of Semantic Segmentation”

An invited opinion talk on comparison of academic communities formed by the
authors of Russian-speaking NLP-oriented conferences was presented by Andrey
Kutuzov and Irina Nikishina under the title “Double-Blind Peer-Reviewing and
Inclusiveness in Russian NLP Conferences.”
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We would like to thank the authors for submitting their papers and the members
of the Programme Committee for their efforts in providing exhaustive reviews.

According to the programme chairs, and taking into account the reviews and pre-
sentation quality, the best paper awards were granted to the following papers:

– Track 1. General Topics of Data Analysis: “Histogram-Based Algorithm for
Building Gradient Boosting Ensembles of Piece-Wise Linear Decision Trees” by
Alexey Gurianov

– Track 2. Natural Language Processing: “Authorship Attribution in Russian with
New High-Performing and Fully Interpretable Morpho-Syntactic Features” by
Elena Pimonova, Oleg Durandin, and Alexey Malafeev

– Track 3. Social Network Analysis: “Analysis of Students Educational Interests
Using Social Networks Data” by Evgeny Komotskiy, Tatiana Oreshkina, Liubov
Zabokritskaya, Marina Medvedeva, Andrey Sozykin, and Nikolai Khlebnikov

– Track 4. Analysis of Images and Video: “Data Augmentation with GAN: Improving
Chest X-rays Pathologies Prediction on Class-Imbalanced Cases” by Tatiana
Malygina, Elena Ericheva, and Ivan Drokin

– Track 5. Optimisation Problems on Graphs and Network Structures: “Efficient
PTAS for the Euclidean Capacitated Vehicle Routing Problem with Non-Uniform
Non-Splittable Demand” by Michael Khachay and Yuri Ogorodnikov

– Track 6. Analysis of Dynamic Behaviour Through Event Data: “Method to Improve
Workflow Net Decomposition for Process Model Repair” by Semyon Tikhonov and
Alexey Mitsyuk

We would also like to express our special gratitude to all the invited speakers and
industry representatives.

We deeply thank all the partners and sponsors. Besides for the hosting university,
our main sponsor and the co-organiser this year was the National Research University
Higher School of Economics, while Springer sponsored the best paper awards.

Our special thanks go to Springer for their help, starting from the first conference
call to the final version of the proceedings. Last but not least, we are grateful to Airat
Khasianov and Valery Solovyev from the Higher Institute of Information Technology
and Intelligent Systems of KFU, and all the organisers, especially to Yuri Dedenev, and
the volunteers, whose endless energy saved us at the most critical stages of the con-
ference preparation.

Here, we would like to mention that the Russian word “aist” is more than just a
simple abbreviation (in Cyrillic) – it means “a stork”. Since it is a wonderful free bird, a
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symbol of happiness and peace, this stork gave us the inspiration to organise the AIST
conference. So we believe that this young and rapidly growing conference will likewise
bring inspiration to data scientists around the world!

October 2019 Wil van der Aalst
Vladimir Batagelj
Dmitry Ignatov

Michael Khachay
Valentina Kuskova
Andrey Kutuzov
Sergei Kuznetsov
Irina Lomazova

Natalia Loukachevitch
Amedeo Napoli
Panos Pardalos
Marcello Pelillo

Andrey Savchenko
Elena Tutubalina
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Optimizing Q-Learning with K-FAC
Algorithm
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Abstract. In this work, we present intermediate results of the applica-
tion of Kronecker-factored Approximate curvature (K-FAC) algorithm
to Q-learning problem. Being more expensive to compute than plain
stochastic gradient descent, K-FAC allows the agent to converge a bit
faster in terms of epochs compared to Adam on simple reinforcement
learning tasks and tend to be more stable and less strict to hyperparam-
eters selection. Considering the latest results we show that DDQN with
K-FAC learns more quickly than with other optimizers and improves
constantly in contradiction to similar with Adam or RMSProp.

Keywords: Q-learning · K-FAC · Reinforcement learning · Natural
gradient

1 Introduction

During the last years, many successes in the field of reinforcement learning were
achieved by using Deep Q-network (DQN) algorithms. Starting with [1] where
authors combined Q-learning with latest convolutional neural networks, rather
big amount of articles were published and proposed both architecture and algo-
rithm changes to achieve higher scores and stability of Q-learning [2–4].

Being a Q-function optimizing algorithm compared to policy-optimization
algorithms Q-learning is subject to instability, leading to unpredictable degra-
dation of an agent. Majority of articles mentioned above stabilized the learning
process and allowed to reach higher results but the problem is still relevant.

According to [5], using natural gradient descent can improve the speed of
convergence process measured by a number of steps by increasing the time of
calculation of each step. There are only few articles about applying second-
order optimization methods to Deep Q-networks algorithms which either use
heavy computational realizations of Fisher matrix calculation leading to signifi-
cantly increased training time [6] or suppose serious neural network architecture
changes for natural gradient descent realization [7]. Meanwhile, in the area of
policy-gradient algorithms, second-order optimization techniques become more
and more popular and widely used [8,9]. These reasons together with a request
from OpenAI to research this topic led to ideas of further work.

c© Springer Nature Switzerland AG 2020
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In this article, we attempted to apply second-order optimization techniques
like natural gradient descent to the Q-learning in order to improve the stability
of learning and decrease training time.

2 Background

2.1 Reinforcement Learning

We consider the standard RL framework [10] where an agent is involved in
Markov Decision Process (MDP) with infinite horizon. An MDP is defined by
the tuple (S,A,R, P, γ), which consists of a set of states S, a set of actions A,
a reward function R(s, a), transition probability function P (s, a) and discount
factor γ. At step t the agent observes state st ∈ S, selects some action at ∈ A and
then receives scalar reward r and next state st+1 given by transition function.
The agent aims to maximize γ-discounted cumulative reward by finding optimal
policy πθ.

Value-based methods optimize policies by optimizing the corresponding value
function Qπ(s, a) which estimates expected future reward that can be obtained
by the agent that takes action a in given state s and then acts according to
the policy π. The optimal value function Q∗(s, a) in this case provides the most
correct prediction of reward and is determined by solving the Bellman equation:

Q∗(s, a) = E
[
R(s, a) + γ max

a′
E [Q∗(s′, a′)]

]
(1)

The optimal policy π∗ then is defined as π∗(s) = argmaxa∈AQ∗(s, a).

2.2 Deep Q-Networks

Presented in [1], DQN approach approximates the Q-function with a deep neural
network that outputs values of all possible actions for a given observation. Usu-
ally, during training DQN agents use such techniques as replay buffer to store
states, actions, rewards and transitions to learn and separate target networks
for stabilizing learning process.

The double deep Q-learning (DDQN) method [2] proposes using the current
network for calculating argmax over next state values with different loss function:

J = R(s, a) + γQ(st+1, argmaxQt(st+1, at+1)) (2)

Using such an approach leads to better performance and reducing overesti-
mations of action values.

2.3 Kronecker-Factored Approximate Curvature

Natural gradient descent [5] (NGD) is a second-order optimization method that
use Fisher information matrix to take steepest descent direction in model distri-
bution space instead of parameter space. Using NGD usually allows to converge
in a fewer number of iterations than with stochastic gradient descent methods.
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A recently proposed Kronecker-factored approximate curvature algorithm
[11] (K-FAC) uses a computationally efficient approximation of the Fisher
matrix through Kronecker factorization to perform natural gradient updates. By
increasing computing time of single step approximately by 30% for full-connected
layers K-FAC allows to converge faster in term of number of iterations then SGD
with momentum.

3 Method

For this research Tensorflow open-source implementation of K-FAC algorithm
was used [12]. For optimizer testing, OpenAI Baselines’ [13] DDQN implemen-
tation was adopted and necessary changes for K-FAC optimizer stabilization
were also made. Two network architectures were used for evaluating optimizer:

1. For discrete environments from “classic control environments list” of Open-
AI Gym [14], and also for LunarLander-v2, 3-layer fully connected neural
network was used. The first and second layers have 64 and 16 neurons with
hyperbolic tangent activation, the last layer has as many neurons as a number
of available actions in the corresponding environment.

2. For Atari environments from OpenAI Gym a network, similar to [1], was used.

List of current changes mainly includes merging K-FAC implementation code
with both networks, changing some hyperparameters of networks, etc. The cur-
rent implementation is a work-in-progress and subject to change in the future.

Experiments were held on GPU partition with Nvidia Tesla K40. Full code
and preprocessing settings for each environment and also current results are
available in projects’ repository1.

4 Current Status and Intermediate Results

By now the implementation of DDQN with K-FAC optimizator has been com-
pleted and intermediate results were obtained for some classic control environ-
ments of OpenAI Gym framework. For each optimizer, optimal hyperparameters
were selected by a grid search with averaging across 20 different seeds. In par-
ticular, in CartPole-v1 K-FAC-DDQN realization showed the faster speed of
convergence on optimal hyperparameters than similar DDQN realization with
Adam [15] or RMSProp [16]. Corresponding results are shown in Fig. 1. Spending
about 30% more time for each iteration, K-FAC-DDQN implementation requires
a fewer number of iterations for reaching a similar reward. Additional results are
shown in Table 1 and Fig. 2. For some environments (like MountainCar-v0 ) mem-
ory ability of network is rather low and plateau of reward plot is not close to
state-of-the-art examples.

During the training process, another interesting observation was made – K-
FAC implementation requires less attention to hyperparameters of optimiza-
tor (except dumping) than Adam or RMSProp. On average, the K-FAC-DDQN
1 https://github.com/maybe-hello-world/qfac.

https://github.com/maybe-hello-world/qfac
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Fig. 1. Mean performance of optimizers with optimal hyperparameters across 20 ran-
dom seeds on CartPole-v1.

Table 1. The average total reward among the last 100 games for various optimizers
by running an ε-greedy policy with ε = 0.1 for a fixed number of steps.

Optimizer MountainCar-v0 CartPole-v1 Acrobot-v1 LunarLander-v2

Adam −122 183 −108 −46

RMSProp −119 194 −97 −136

K-FAC −124 321 −92 38

implementation obtained more stable and higher results during the grid search
process over the hyperspace of hyperparameters than other with optimizers.

Also sometimes [17,18] while working with graphical input data, researchers
use byte interpretation with integer range [0..255] without scaling to [0..1] float
range. Unfortunately together with K-FAC optimizer, this leads to instability of
Cholesky transformation and fail to compute, resulting in obligatory scaling of
input data for the network.

Summarizing, K-FAC optimizer tends to be more smoothly growing and
avoiding sudden loss of performance during training. Possibly for very simple
tasks, other optimizers could be much more efficient hopping up to optimum,
but for more hard environments K-FAC should be considered as an option.
Although, it’s important to remember that using second order optimization
algorithms requires more memory for Fisher matrix computation and additional
computational time for the algorithm. Amount of memory and computational
time depends on network layers (from about 30% for fully-connected layers and
up to 2–3 times for convolution layers) and input data so in case of training
heavy convolutional networks using K-FAC could be impossible or less effective,
if use certain K-FAC options.
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Fig. 2. Mean performance of optimizers with optimal hyperparameters in different
environments. On average K-FAC mainly do not allow burst improvements but also
tends to avoid performance degradation.

5 Discussion

At present, the hypothesis that using K-FAC RL agent can achieve a more
stable and predictable learning process is neither proven nor disproved – this
requires the searching for optimal hyperparameters and numerous experiments in
several Gym environments. Nevertheless, intermediate results allow us to speak
about the possibility of using K-FAC algorithm for Q-learning agents. In case
of stabilizing learning process by K-FAC, it could be possible to achieve higher
total rewards or train with less number of iterations.

At this moment, only DQN and DDQN algorithms were implemented due
to the difficulty of adapting the K-FAC method to newer algorithms such as
Rainbow DQN [19]. However, using a less stable implementation of DQN agent
may lead to a more noticeable impact of K-FAC on the result.

Further, we plan to adapt K-FAC method to later DQN improved implemen-
tations, like Rainbow DQN, as well as conducting numerous experiments with
the existing implementation in various OpenAI Gym environments.

Acknowledgments. We would like to thank Olga Tushkanova for helpful comments,
constructive criticism and useful feedback. The results of the work were obtained using
the computational resources of Peter the Great Saint-Petersburg Polytechnic University
Supercomputing Center (www.scc.spbstu.ru). The research was partially funded by 5-
100-2020 program and SPbPU university.
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Abstract. Most decision tree induction algorithms are based on a
greedy top-down recursive partitioning strategy for tree growth. In this
paper, we propose several methods for induction of decision trees and
their ensembles based on evolutionary algorithms. The main difference
of our approach is using real-valued vector representation of decision tree
that allows to use a large number of different optimization algorithms, as
well as optimize the whole tree or ensemble for avoiding local optima. Dif-
ferential evolution and evolution strategies were chosen as optimization
algorithms, as they have good results in reinforcement learning problems.
We test the predictive performance of this methods using several pub-
lic UCI data sets, and the proposed methods show better quality than
classical methods.

Keywords: Classification · Decision tree induction · Evolutionary
algorithm · Differential evolution

1 Introduction

Decision trees are a popular method of machine learning for solving classification
and regression problems. Because of their popularity many algorithms exists to
build decision trees [1,2]. However, the task of constructing optimal or near-
optimal decision tree is very complex. Most decision tree induction algorithms
are based on a greedy top-down recursive partitioning strategy for tree growth.
They use different variants of impurity measures, such as information gain [2],
gain ratio [3], gini-index [4] and distance-based measures [5], to select an input
attribute to be associated with an internal node. One major drawback of the
greedy search is that it usually leads to sub-optimal solutions. The underlying
reason is that local decisions at each nodes are in fact interdependent and cannot
be found in this way.

A popular approach that can partially solve these problems is the induction of
decision trees through evolutionary algorithms (EAs) [15]. In this approach, each
“individual” in evolutionary algorithms represents a solution to the classification
problem. Each solution is evaluated by a fitness function, which measures the
quality of it. At each new generation, the best solutions have a higher probability
c© Springer Nature Switzerland AG 2020
W. M. P. van der Aalst et al. (Eds.): AIST 2019, CCIS 1086, pp. 9–15, 2020.
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of being selected for reproduction. The selected solutions undergo operations
inspired by genetics, such as crossover and mutation, producing new solutions
which will replace the parents, creating a new population of solutions. This
process is repeated until a stopping criterion is satisfied. Instead of a local search,
EAs perform a robust global search in the space of candidate solutions. As a
result, EAs tend to cope better with attribute interactions than greedy methods
and avoid local optima.

In this paper we propose an approach that encodes a decision tree as a
real-valued homogeneous vector, since we also encode indices of features by real
numbers and decode them using the operation of finding the minimum. This
approach allows to use a large number of different optimization algorithms, such
as differential evolution [6] and evolution strategies [7].

2 Related Work

The number of proposed evolutionary algorithms for decision tree induction has
grown in the past few years, mainly because they report good predictive accuracy
whilst keeping the comprehensibility of decision trees. There are two the most
common approaches to encoding decision trees for evolutionary algorithms: tree-
based encoding and fixed-length vector encoding. They all use different methods
to encode indices of features, threshold values, leaves, and operators in nodes.
The main differences in tree-based approaches are the presence of pointers to
nodes and the ability to encode trees of various sizes. Axis-parallel decision
trees are the most common type found in the literature, mainly because this
type of tree is usually much easier to interpret than an oblique tree. A node in
axis-parallel decision tree can be described by two parameters: index of tested
feature and threshold value. A popular approach [8] to encoding such trees is
to encode each node with one integer and one real number, but in this case,
we get heterogeneous and more complex representation of decision tree, than in
approach proposed in this article, which makes the process of finding the optimal
solution more complex. Authors of article [9] describe a very similar approach
to encoding oblique decision trees with real-valued vectors and optimizing them
with differential evolution algorithms, but in this article we propose a more com-
pact representation specifically for axis-parallel decision trees. A more detailed
overview of an evolutionary methods for constructing decision trees can be found
here [10].

3 Proposed Approach

In this paper we propose a new approach to construct axis-parallel decision tree
for classification problems using evolutionary algorithms.
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3.1 Real-Valued Vector Representation

In axis-parallel trees each node splits dataset according to the following rule:

f(x) =

{
1, if ai ≤ t

0, otherwise
(1)

Thus, each node of the tree is described by two parameters: the index of a feature
and a threshold value.

Suppose we have a fixed-length real-valued vector with values in the segment
[0, 1]. This vector consists of two parts of equal length – the first part encodes
feature indices, and the second part encodes threshold values. Also suppose that
all features of objects belong to the segment [0, 1]. If this is not the case, then
we normalize features using the maximum and minimum values from the train-
ing dataset. To restore the index of a feature from the vector, we should find
the position of the minimum value in the first part of this vector and find its
remainder of integer division by the number of features. The value in the second
part of the vector in this position is used as threshold value in the corresponding
node. After that, the next minimal value in the vector, the corresponding index
of the feature in the node and a threshold value should be found. This operation
is repeated until the entire vector is used. Using the indices of features and their
threshold values for all nodes, the decision tree without leaves can be built by
sequentially adding the nodes. After that, the leaves are added to the decision
tree by using training dataset and the majority rule. Thus, we can construct a
decision tree from a real-valued vector and evaluate its characteristics.

3.2 Differential Evolution

The differential evolution (DE) [6] is an effective evolutionary algorithm designed
to solve optimization problems with real-valued parameters. A population in DE
consists of N individuals:

P = {x1, x2, ..., xN} (2)

The j-th value of the individual xi in the initial population is calculated as
follows:

xi
j = xmin

j + r(xmax
j − xmin

j ), (3)

where r ∈ [0, 1] is a uniformly distributed random number.
The evolutionary process implements an iterative scheme to evolve the initial

population. At each iteration of this process, known as the generation, a new
population of individuals is generated from the previous one. Each individual is
used to build a new vector by applying the mutation and crossover operators:

– Mutation. Three randomly chosen individuals are linearly combined as fol-
lows:

vi = xj1 + α(xj2 − xj3), (4)

where α is a user-specified constant.
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– Crossover. The mutated vector is recombined with the target vector to build
the trial vector:

ui
j =

{
vi
j , if r ≤ CR or j = l

xi
j , otherwise

(5)

where r ∈ [0, 1] is uniformly distributed random number and CR is the
crossover rate.

– Selection: A one-to-one tournament is applied to determine which individual
is selected as a member of the new population.

In the final step, when a stop condition is fulfilled, DE returns the best
individual in the current population.

3.3 Evolution Strategies

Unlike the method of differential evolution, the population in the method of
evolution strategies [7] consists of only one individual:

P ∼ x (6)

The initial individual is calculated as follows:

xj = xmin
j + r(xmax

j − xmin
j ), (7)

where r ∈ [0, 1] is a uniformly distributed random number. We sample several off-
sets which are represented as a normal distributed random vector e1, e2, ..., en ∼
N (0, I). Then we shift the individual in the direction of the weighted sum of the
offsets, which approximate the gradient:

x ← x + α
1

nσ

n∑
i=1

f(x + σei)ei, (8)

where α and σ are user-specified constants.

3.4 Construction of Ensembles

Two of the most popular approaches for constructing the ensembles of decision
trees is bagging and boosting. Example of method that use bagging approach is
random forest and example of method that use boosting approach is AdaBoost.
In this part of the paper we propose to replace classical algorithms to induction
of decision trees in these methods by evolutionary algorithms described earlier.
Thus, we obtain two new methods: evolutionary random forest (EvoRF) as the
analogue of random forest and EvoBoost as the analogue of AdaBoost. In addi-
tion to this, we consider the method (EvoEnsemble) in which each individual in
the population is the whole ensemble, and representation of the ensemble is a
large real-valued vector obtained by concatenation with a vector for each tree
from the ensemble. Thus, in this method – evolutionary ensemble, we optimize
the whole ensemble at once, which theoretically should lead to a better result.
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4 Experiment

For experiments we use several popular datasets from UCI repository. Experi-
ments are divided into two parts.

First, we evaluate classification accuracy of the methods based on evolution-
ary algorithms and compare their results with the classical methods for solve
classification problems. Experiments show that using of the proposed methods
does not allow to exceed the results of classical algorithms for constructing deci-
sion trees on some datasets, but on the vast majority of datasets using evolution
strategies allows to achieve the significant improvement in the accuracy of pre-
diction by several percent (Table 1). Therefore, we decide to use this algorithm
to build ensembles in subsequent experiments.

Table 1. Comparison of popular classification algorithms such as CART [11] and
multilayer perceptron (MLP) [12] with the proposed approaches: differential evolution
(DE) and evolution strategies (ES).

Dataset CART MLP DE ES Dataset CART MLP DE ES

car 96.74 98.32 90.59 91.18 molecular-p 75.85 86.54 85.57 86.01

tic-tac-toe 93.65 93.38 87.96 86.39 diabets 74.49 73.89 75.03 75.07

glass 71.42 71.36 73.02 73.45 balance-scale 78.07 79.68 80.05 80.04

iris 94.45 97.13 96.97 97.24 ionosphere 88.23 89.78 91.32 91.17

australian 85.67 86.12 86.42 86.05 cmc 54.83 56.05 55.89 56.01

wine 92.43 93.75 94.58 94.65 vehicle 69.75 72.31 71.96 72.18

liver-disoder 67.73 66.96 68.36 68.25 lympth 77.97 78.13 78.42 78.36

haberman 73.25 74.89 75.43 75.76 dermatology 94.32 93.56 95.67 95.75

heart-statlog 78.75 75.43 79.34 80.20 sonar 75.33 77.35 76.49 79.43

page-blocks 96.98 95.76 97.35 97.03 credit-g 72.25 75.43 74.32 73.85

Second, we evaluate classification accuracy of several approaches to con-
structing ensembles of decision trees. For these experiments we use datasets
which have only two different labels, in other words, we are solving the problem
of binary classification. Various hyperparameter of the random forest algorithm
and AdaBoost such as, the depth of trees and maximum number of trees was
selected using the method of grid search, and then these same parameters were
used for their evolutionary analogues. As well as in the case of using evolution-
ary algorithms for constructing a single decision tree, experiments show that
using of the proposed methods does not allow to exceed the results of classical
algorithms for constructing ensemble of decision trees on some datasets, but the
method that represent whole ensemble as one real-valued vector are showing
best accuracy on most datasets (Table 2).
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Table 2. Comparison of random forest (RF) [13] and AdaBoost [14] with the proposed
approaches for constructing the ensembles of decision trees: evolutionary version of
random forest (EvoRF), AdaBoost, EvoBoost and evolution ensemble (EvoEnsemble)

Dataset RF EvoRF EvoEnsemble AdaBoost EvoBoost

tic-tac-toe 97.48 97.76 97.84 96.31 96.91

australian 92.03 91.59 92.73 91.36 90.93

liver-disoder 77.32 75.27 76.73 76.31 76.45

molecular-p 89.24 90.64 91.03 90.21 90.40

diabets 82.31 83.74 83.67 82.23 85.07

ionosphere 92.35 92.89 93.11 91.76 92.17

haberman 79.45 80.12 80.79 79.21 80.69

heart-statlog 83.43 84.24 83.78 83.09 83.85

sonar 85.14 86.38 86.19 85.02 86.03

credit-g 77.31 77.24 79.15 79.07 79.63

5 Conclusion and Future Work

In this paper, we have proposed several methods that use different evolutionary
algorithms to construct decision trees and their ensembles. The main contribu-
tion of this paper is method to construct real-valued vector representation of
decision tree that allows to use different evolutionary algorithms for construct-
ing decision trees and their ensembles. The proposed algorithms show better
quality than classical methods such as CART, random forest and AdaBoost on
popular datasets from UCI repository, but in order to achieve such high results,
it takes more time than using classical algorithms. This is due to the fact that
the methods using evolutionary algorithms during training several times build
trees and evaluate their quality, while classical algorithms do it only once.

A detailed analysis of the computational performance of the proposed meth-
ods, parallel computations in evolutionary algorithms, initialization of initial
population by results of the classical decision tree inductions algorithms and evo-
lutionary analogue of gradient boosting are possible areas for further research.

References

1. Duda, R.O., Hart, P.E., Stork, D.G.: Pattern Classification, 2nd edn. Wiley,
Hoboken (2001)

2. Quinlan, J.R.: Induction of decision trees. Mach. Learn. 1(1), 81–106 (1986)
3. Quinlan, J.R.: C4.5: Programs for Machine Learning. Morgan Kaufmann Publish-

ers Inc., Massachusetts (1993)
4. Breiman, L., Friedman, J.H., Olshen, R.A., Stone, C.J.: Classification and Regres-

sion Trees. Chapman and Hall/CRC, Boca Raton (1984)
5. De Mantaras, R.L.: A distance-based attribute selection measure for decision tree

induction. Mach. Learn. 6(1), 81–92 (1991)



Evolutionary Algorithms for Constructing an Ensemble of Decision Trees 15

6. Tasgetiren, M., Liang, Y., Sevkli, M., Gencyilmaz, G.: Differential evolution algo-
rithm for permutation flowshop sequencing problem with makespan criterion. In:
Proceedings of the 4th International Symposium on Intelligent Manufacturing Sys-
tems (IMS 2004), pp. 442–452 (2004)

7. Rechenberg, I., Eigen, M.: Evolutionsstrategie: Optimierung Technischer Systeme
nach Prinzipien der Biologischen Evolution. Frommann-Holzboog, Stuttgart (1973)

8. Jankowski, D., Jackowski, K.: Evolutionary algorithm for decision tree induction.
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Abstract. The construction and use of a topological skeleton for pro-
cessing semi-structured information based on persistent homology meth-
ods is considered in the article. In the work, the main topological feature
for analysis of object is a hole. The application of the developed algorithm
to solve the actual problem of geoinformatics in the matching of spatial
objects at different scales of map is shown. Comparison of topological
skeletons at different tree depths is demonstrated.
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1 Introduction

To calculate the characteristics of an object in images, it is necessary to use
different models to represent them. The resulting set of features is the basis for
solving various problems. These are searching for objects by pattern, comparing
images, identifying objects. The results are widely used in all spheres of human
activity. For example, in chemistry when searching for an object with a cer-
tain three-dimensional structure, in criminology when comparing fingerprints,
in computer vision systems when tracking an object, and others.

A particular challenge is the analysis of objects that have a deformation. And
this is especially observed in the problems of geoinformatics, because we often
deal with objects on different scales [1]. In addition, objects on a map of the
same scale may not even be related to each other (see Fig. 1(a)), and after gen-
eralization they represent a single object (see Fig. 1(b)). That is, disparate and
semi-structured data are perceived by a person as a whole, and the computer
perceives each object separately among unrelated data. Matching, searching and
identifying such objects is an actual problem, because it is not clear what char-
acteristics we should use to analyze the object.

On the other hand, objects at different scales can be compared in a rough
estimate to reveal only the general structure or in a detailed form, where high

c© Springer Nature Switzerland AG 2020
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Fig. 1. (a) A set of features on a map of the same scale in the form of unrelated data,
(b) representation of a group of features after generalization in the form of a single
polygon feature.

accuracy of details is important. That is, it is necessary to use a model that will
allow us to compare objects depending on the accuracy of detail.

The purpose of the article is to represent the initial semi-structured informa-
tion in the form of a set of characteristics that would reveal the overall structure
of the object and compare with other objects at the required level of detail.

2 Related Work

Consider the existing methods for calculating the characteristics of objects that
are deformed. Currently, methods of continuous representation of binary images
in the form of borders, skeletons and circulars are actively used [2,3]. The basis of
these methods are Jordan curves, which are the mapping of a circle into a plane
R

2. That is, a binary image is a union of continuous shapes. To compare the
images, the characteristics of these figures are analyzed. These methods are well
suited for comparing single-linked binary images. However, there are difficulties
if the task is to compare semi-structured data, for example, such as in Fig. 1(a).
A separate group are the methods to extract sketched features of the object.
These methods are used to search for 3d objects based on Gabor filters [4], allow
us to analyze deformable objects with further comparison of their graph models
[5,6], and also use convolutional neural networks to extract objects [7]. Important
studies are carried out in the analysis of the skeleton of contour deformations of
the object [8]. There are also developments in which a dictionary of deformable
forms of the object is created [9].

Promising new research is aimed at the analysis of unorganized data and the
creation of a persistent skeleton [10]. The basis of these studies are methods of
topological analysis, namely persistent homology [11–14]. Data at different scales
are also poorly organized. For the analysis and comparison of such structures
the methods of topological analysis are best suited.
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3 Methodology

3.1 Notation and Topological Features

This work is a continuation of studies to compare objects at different scales,
which showed good results [15]. In order to compare two objects at different
scales with the deformation for each object a barcode is constructed in [15],
which describes the topological features of the objects and allows us to find
their general structure. However, this approach still has serious problems in the
generalization of the object. In the process of changing the object, as a rule, its
key points also change, which leads to a change in topological features.

To solve this problem, we propose to extend the analysis of topological char-
acteristics of the object by introducing relations between topological features
and constructing a topological skeleton. The main topological characteristic in
the proposed approach is a hole. Holes are formed by the iterative connection of
the contour points of the object in ascending order of their distance from each
other.

The initial data for the topological analysis are two spatial objects X and Y ,
consisting of a sparse space of points which are a set of key points:

X = {x1, x2, ..., xn}, Y = {y1, y2, ..., ym},

where xi are key points of the object X(i = 1, 2, ..., n),
yj are key points of the object Y (j = 1, 2, ...,m),
n and m denote number of key points of objects X and Y , respectively.

An example of a sparse point space is shown in Fig. 2.
Topological features are formed on the basis of a set of key points. The main

topological characteristic in the proposed approach is a hole.

Fig. 2. A sparse point space for objects in Fig. 1.
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Definition 1. A hole H is a subset of key points that forms a closed contour of
four or more edges.

To compute holes at each iteration step, we use an approach based on alpha
complex [12] in which the contour points connect to each other according to the
Delaunay triangulation rules. Thus, the object is divided into a set of triangles.

Figure 3 shows the iterative process of hole separation. First, straight lines
connect the points that are closest to each other (see Fig. 3(a)). Next, a closed
loop is formed as a hole at number 1. Incrementally, the initial point space forms
a set of triangles with the creation of intermediate holes (see Fig. 3(b–h)). The
finite set of triangles is shown in Fig. 3(i).

This iterative appearance of holes looks like a tree whose root indicates to a
hole denoting the boundaries of the original object, and its branches are further
dividing the hole when connecting the key points of the object.

Let l be the number of holes formed as a result of the iterative hole separation
process.

Definition 2. An inheritance tree T is a connected acyclic graph whose vertices
are holes, and edges show a parent-child relationship when separating holes:

T = {V,E},

where V = {H1,H2, ...,Hl} is a set of tree vertices that correspond to holes,
E is a set of edges formed between elements vi, vj ∈ V (i, j = 1, 2, ..., l; i �= j) in
the process of hole separation.

Obviously, the root of the tree is the parent hole, and each of the leaves is a
child hole. For example, a hole with index 1 is the parent, and holes with indexes
2, 3, ..., 10 are its child holes (see Fig. 3).

Thus, the hole H1 is separated and two holes are formed. The smallest of the
two holes is denoted by H2, and the name H1 of the another hole is preserved.
Gradually, the hole H1 is reduced and new child holes are formed. Similarly, the
hole H2 has a similar separation process. The scheme of such separation of holes
is shown in Fig. 4.

The hole inheritance tree contains information about the topological appear-
ance of holes, but does not contain information about the spatial relationships
between holes.

Definition 3. A topological skeleton is a connected acyclic graph whose vertices
are holes with spatial relations between them:

T ′ = {V,E′},

where V = {H1,H2, ...,Hl} is a set of tree vertices that correspond to holes,
E′ is a set of edges that describe the spatial relationships between elements
vi, vj ∈ V (i, j = 1, 2, ..., l; i �= j).
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Fig. 3. An iterative process of splitting the parent hole (a) to child holes (b–h), (i)
finite set of triangles.

Fig. 4. (a) A scheme of separation of holes according to Fig. 3(a–h), (b) detailed dia-
gram showing depth information for each hole. A detailed diagram in a more convenient
form as a tree inheritance holes is shown in Fig. 5
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Fig. 5. (a) A tree of inheritance of holes according to Fig. 3(a–h), (b) topological skele-
ton tree that describes the spatial relationships between holes in Fig. 3(h).

Creating a topological skeleton will allow us to establish relationships
between holes according to their spatial relationships. An example of a topo-
logical skeleton consisting of the vertices of the inheritance tree in Fig. 5(a) is
shown in Fig. 5(b).

3.2 Creating a Topological Skeleton

To obtain information about the size of the hole and their further use it is
necessary to describe the hole, which is a set of points, by the single object. To
do this, we propose to describe the points of the hole in a circle (see Fig. 6(a))
whose center is the center of the hole and its radius is the size.

Fig. 6. (a) A topological skeleton according to Fig. 5(b) with the level of depth of the
tree of 4, (b) representation of a topological skeleton based only on information about
the relationships between holes and their sizes.

Let H1,H2 be any two holes. Let’s consider that r(H1,H2) is the distance
between holes H1 and H2 which is calculated as the distance between the two
closest points of these holes.
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To create a topological skeleton, we will set all vertices of the source tree as
direct child vertices of the parent. Next, for each hole Hk we look for the smallest
distances min

k �=i
[r(Hk,Hi)](k, i = 1, 2, .., l) with other l − 1 holes. Having data on

the distances between holes, we begin to iterate through all the child holes of
the parent hole.

Consider three holes such as parent Hp and two child holes H1 and H2. For
hole H1, we will set a new parent H2 if the two conditions in Eq. 1 are satisfied:

r(H1,H2) < r(H1,Hp) and r(H2,Hp) < r(H1,Hp) (1)

Thus, for each child it is necessary to find an adjacent hole the distance
to which will be less than the distance between the parent hole and the child.
Also note that the distance between the adjacent hole and the parent hole must
also be less than the distance between the child and the parent hole. If several
adjacent holes satisfy Eq. 1 then we choose the adjacent hole that is closest to
the child. In this case, the relationship between the child and the parent hole
is broken, and the adjacent hole becomes a parent for the child. After iterating
through all the child holes of the parent hole, we obtain the following structure
of relationships shown in Fig. 6(a).

To store topological information about an object, it is sufficient to have a
structure of connections between holes and their sizes. Based on this data, the
representation of the object skeleton looks as shown in Fig. 6(b). This approach
allows us to store the overall structure of the object with less computer memory.

By redefining the order of inheritance of holes according to the topological
skeleton, we can choose different levels of depth. We can use this to choose
the accuracy when comparing skeletons. For example, Fig. 7 shows the following
representation of the topological skeleton for the tree depth whose a value is
equal to 2 and 3, respectively.

Fig. 7. A topological skeleton (a) with the level of tree depth of 2, (b) with the level
of tree depth of 3.
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3.3 Comparison of Topological Skeletons

To compare objects we use an algorithm that counts the number of child holes for
each node. We assume that vertices are identical if they have the same number
of child holes and are inherited from vertices previously recognized as identical.
The depth value is used as the accuracy of the comparison.

We can see in Fig. 8 a semi-structured object and deformed after generaliza-
tion which consist of holes having a similar number of child holes at each level
of detail. Therefore, we identify these two objects as the same.

Fig. 8. Comparison of topological skeletons in which depth level of each tree is equal
to 4.

Fig. 9. Representation of topological skeletons according to Fig. 8.

In addition, if we recreate the skeleton from existing trees (see Fig. 9) then
we will notice that Fig. 9(a) obtained from Fig. 8(a) differs in size from Fig. 9(b)
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obtained from Fig. 8(b). But since we assume that the object was deformed, we
do not take into account the size of the holes, and compare only the topological
features.

4 Results

Consider the sequence of objects for experimental studies. We take parts of the
forest maps from different sources and binarize them (see Fig. 10). We construct
their topological skeletons from binarized images (see Fig. 11).

Now let’s compare the objects shown in Fig. 11 using different tree depth
values of the topological skeleton. Any object with a depth value of 1 displays
only one parent hole. It makes all objects similar to each other. If the depth is
equal to 2, we take into account only the direct child holes of the parent hole.
As we can see from the objects in Fig. 11 only the parent hole of the object in
Fig. 11(c) has less than 3 child holes. Therefore, it is similar to other parent holes
by 67%. But at the same time, the object in Fig. 11(c) still exists in the objects
in Fig. 10(a,b), since they contain a skeleton structure with two child holes.

Generalized results for determining the similarity of forests depending on the
depth of topological skeletons are represented in Table 1.

Fig. 10. Binarized images of forests from different sources.

Fig. 11. Topological skeletons for the initial objects in Fig. 10.
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Table 1. Results showing the similarity in percent between objects in Fig. 10 based on
their topological skeletons taking into account the depth of the tree.

Skeleton tree depth Object a b c

1 a 100 100 100

b 100 100 100

a 100 100 100

2 a 100 100 67

b 100 100 67

a 100 100 67

3 a 100 100 67

b 100 100 67

a 100 100 67

5 Conclusion

The problem for processing semi-structured data is considered in the article.
It is shown that currently the most effective models for the representation and
processing of graphic objects are continuous models that approximate the ana-
lyzed object in the form of geometric objects and skeletons. It is required to
use the methodology for semi-structured data at different scales, which allows
us to identify the overall structure of such objects. To solve this problem, we
propose an algorithm for calculating the topological skeleton of semi-structured
data based on persistent homology. The iterative process of creating a topo-
logical skeleton tree is shown. Experimental studies are presented to compare
topological skeletons with different depth levels. The topological skeleton shows
the spatial relationships between the holes, which are formed as a result of the
algorithm using persistent homology.

As a further research, the problem of analysis of spatial relations between
holes is promising. The developed algorithm can be used to compare different-
scale maps in geoinformatics, when searching for images of a similar structure
and for processing semi-structured information.

Acknowledgment. The reported study was funded by RFBR and Vladimir region
according to the research project №17-47-330387.
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Abstract. In this paper, we address several aspects of applying clas-
sical machine learning algorithms to a regression problem. We compare
the predictive power to validate our approach on a data about revenue
of a large Russian restaurant chain. We pay special attention to solve
two problems: data heterogeneity and a high number of correlated fea-
tures. We describe methods for considering heterogeneity—observations
weighting and estimating models on subsamples. We define a weighting
function via Mahalanobis distance in the space of features and show its
predictive properties on following methods: ordinary least squares regres-
sion, elastic net, support vector regression, and random forest.
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1 Introduction

A global trend of collecting and storing information creates the demand for meth-
ods of analyzing and exploiting it. For instance, firms are interested in quantify-
ing some qualitative features, explaining and creating predictions of consumers
behavior.

Nowadays, a large number of machine learning methods provides algorithms
of model creation to optimize almost any business process. However, some models
and methods should be applied to some specific kinds of data only [5]. There is
never a unique answer to the question about the choice of models and methods.
Therefore, researchers benefit as much from the use of a methodology the most
suitable to their dataset and a specific problem.

In the paper, we discuss the advantages of common machine learning methods
applied to the problem of restaurant revenue prediction in Russian cities. A
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similar problem is studied in paper [6] where decision trees are employed to
heterogeneous objects analysis. We follow this paper by applying other methods
and show its suitability to a problem of franchise restaurant revenue prediction
and choice of the best location for a new restaurant.

In the paper, we use information collected from operating restaurants to pre-
dict revenue for potential restaurants in other cities. According to the industrial
organization literature (See, for ex., [2,5], and [12]), revenue of the restaurant
depends on a number of characteristics including number of people in the local
market, the average wage, a size of different target age groups, the number
of direct and indirect competitors, characteristics of nearest competitors, etc.
These features are closely related to each other, so the problem of partial fea-
ture collinearity occurs.

Heterogeneity of cities is another typical challenge of the location choice
problem [13]. The problem is to study cities with a population from 10 thou-
sand up to 12 million people in Russia. The proposed methodology is able to
predict revenue for restaurants in cities of various size, taking into account their
qualitative differences and variation in population and average wage.

2 Problem Statement

In this paper, we compare different methods for a problem of revenue prediction
for franchise restaurants in cities where are no such restaurants. Restaurants
belong to a franchise fast-food industry where each restaurant within a franchise
is very standardized between cities. There are major distinctions in possible
revenue due to the difference in cities, a location of a restaurant within a city
and the degree of competition within a city.

Revenue is a relevant factor of success in a franchise as it reflects the number
of clients visiting a restaurant and it does not depend on the quality of manage-
ment, costs at the period and other in a franchise. Franchise system guarantees
equal costs and profitability of restaurants in different cities. The reason is in
a common technology of production and similar pricing on raw materials. It
allows to concentrate efforts on comparison of cities suggesting other factors
being equal.

The chosen franchise has about 300 restaurants in 184 cities. We analyze
monthly revenue for the last 3 years1. From the starting point the data more
than half of the restaurants were opened. Some restaurants were opened less
than three years ago, so we collected 5889 observations as an unbalanced panel.
Maintaining a panel structure instead of aggregating revenue is necessary to
avoid seasonal bias.

According to the main goal of the study, we focus on objects’ features (char-
acteristics of cities) and creating a prediction for an average restaurant in the
city given that there are no restaurants of the chosen franchise. We have three
major groups of predictors: seasonal factors, specific restaurant characteristics

1 Data is available at goo-gl.ru/5vIE.
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(operating period and part of the revenue from delivery), and market environ-
ment features.

The market environment features consist of demographic2 and competitors’
characteristics3. The first group of variables includes detailed information about
consumers: market size, its specific segments, consumer income. The second one
describes firms’ behavior on the market: a number of direct and indirect competi-
tors, average restaurant bill, average estate price, and wage. Fast-food restau-
rants compete simultaneously on several markets: some types of cafes, restau-
rants, food delivery, etc. These markets are closely linked to each other and have
common features. However, employing market and city characteristics raise the
challenge of partial features collinearity that may provide a prediction bias.

Heterogeneity is another feature of the data. We analyze heterogeneity
through heteroscedasticity of the errors and the presence of outliers. Common
White test [14] proves the presence of heteroscedasticity at the 1% significance
level. It can be interpreted as follows. Estimating model with linear regression
gives different variation of error (degree of model accuracy) for different values
of predictors. As for the outliers, the dataset contains some non-representative
objects (cities). For instance, Moscow with a population equal 12 million inhab-
itants is almost 100 times than the average population of cities under consider-
ation. Using the coefficient of variation [3] we check homogeneity of cities reveal
the heterogeneity by following features: population, average wage, number of
opened cafes, pizzerias and restaurants.

3 Methodology

3.1 Model Comparison Algorithm

In order to overcome the issue with the presence of heteroscedasticity and out-
liers described above, we follow [15] and use MAPE (mean absolute percentage
error) instead of MSE (mean squared error) as a prediction quality criterion.
We compare the predictive power of models by MAPE in order to give lower
weight to predictions with non-representatively large errors. It does not have
the property of underestimation the largest errors like mean squared error or
other metrics using squared errors [15]. As we calculate model errors for all
objects, MAPE shows the average absolute error of the model in percent of the
average value of the target variable in our case. The lower MAPE is, the more
predictive power of the model has. It will be useful for further interpretation of
the metric.

The next important step is choosing the technique for assessing the prediction
power of the models. We compare out-of-sample predictions due to possible
overfitting problem by the procedure of leave-one-out cross-validation for model
parameters and 10-fold cross-validation for hyperparameters. Now we move to
describe the steps of cross-validation in detail.

2 Data are taken from gks.ru.
3 Data taken from 2GIS.
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The main idea is averaging the error of prediction among all available objects
through predicting new data that was not used in estimating. For this, we choose
one city in leave-one-out and 1

10 of all cities in 10-fold cross-validation as a test
sample and exclude appropriate observations from the dataset, remaining obser-
vations from the training sample. Then we train a model on different training
objects and choose optimal hyperparameters according to mean absolute error on
10 test samples. Finally, we train the model hyperparameters optimally selected
at the previous step on different training samples and create predictions for the
test observations related to one object. We repeat these steps for other test cities.
As a result, we obtain a vector of out-of-sample predictions for all cities in the
dataset. Then we compare mean absolute error between predictions and actual
values and test what model gives the best results. To validate our results and
estimate the possible overfitting issue, we also calculate the in-sample coefficient
of determination (R2) that shows the proportion of the explained variance in
target variable and reflects the goodness of fit of a model on a training data.

3.2 Prediction Models

We follow [5,6] and use four different methods of regression estimation: linear
regression (OLS), elastic net (ELNET), support vector regression (SVR) and
random forest regression (RF). The last three methods allow to overcome a
feature collinearity problem.

Firstly, we make revenue predictions using naive model and linear regression
model to compare other results with these baselines. Naive model is OLS with a
constant only. We calculate confidence intervals for models fit via bootstrapping
with 200 replications test the statistical difference in a fit.

In the linear regression model we minimize the sum of squared errors to
obtain optimal parameters values β in a linear index:

β̂OLS = argmin
β

(y − xβ)′(y − xβ). (1)

where y is monthly revenue of restaurant in the city in the month, x is a vector
of features including characteristics of the city and competitors in city, specific
characteristics of the restaurant in the period and seasonal factors that depends
on the period, and β are parameters to be estimated.

This method may suffer from a high degree of partial multicollinearity. We
check the variance inflation factors (VIF) [9] for the group of competitors char-
acteristics. In this group, all 12 factors have VIF more than 20 that signals on
the problem of correlated factors.

An elastic net regularization method is one of the solutions to the multi-
collinearity issue [7]. This method minimizes the sum of squared errors penalized
on the absolute and squared values of estimated parameters:

β̂ELNET = argmin
β

(y − xβ)′(y − xβ) + λ1||β||1 + λ2||β||22. (2)

where λ1 and λ2 are parameters of regularization to be estimated.
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As a result of the optimization problem solving, some predictors can be
excluded from target variable prediction when its parameter value β shrunk
to 0. Therefore, the model does not take into account additional information
that excluded variables contain.

SVR provides another way of estimating model parameters. Unlike least
squares methods, SVR avoids explicit specification of the regression equation
[11]. SVR training process depends on the kernel function that defines the rela-
tionship between the target variable and predictors. Hence, it is crucial to con-
centrate on the choice of a kernel function. We check common kernel functions
including Gaussian, linear, and polynomial. Generally, type of the kernel func-
tion can be chosen based on the type of relation between features if it is known.
We use 10-fold cross-validation to select the best kernel function and calibrate
its hyperparameters (regularization parameter C, tolerance ε) and degree for
polynomial kernel function.

The last method we apply is a RF regression—an ensemble of regression
trees. Training of a tree is an iterative process where the input data is split by
predictors into smaller groups with different predicted value in each partition
group. Combination of such trees is an ensemble that allows to reduce predic-
tion variance and improve out-of-sample prediction power. Another advantage of
using regression trees is the revelation of a nonlinear relation between the target
variable and predictors [8].

The quality of a RF model mainly depends on the following parameters:
the number of trees in an ensemble and the number of predictors randomly
sampled in each split. The former should be large enough to reduce the variance
of prediction, raised as a result of correlated variables in input data. The last
parameter corresponds to the quality of the model. The higher the number of
variables used, the better the quality of the model and the higher probability
of overfitting. We tune both parameters using the out-of-bag estimation of the
model. It is based on the sampling of test observations and calculating prediction
error for observations which were not used in the training process of the model. It
is proved that out-of-bag error estimations tend to leave-one-out cross-validation
estimation what makes them a reliable method for selecting parameters of RF
[4].

3.3 Accounting for Heterogeneity

Accounting for a heterogeneity requires the use of specific methods. We use two
common ways: weighting of observations and training of model on subsamples
through data partition [1]. The first method consists of giving various weights
to different observations in the process of model training, while the second way
assumes reducing objects in training dataset to the most relevant ones.

Both approaches use implicitly a function that assigns to all objects in the
dataset (cities in our case) a value that reflects the proximity of objects. We
can define this function as a distance function between two points in the space
of objects characteristics. Let us describe steps on implementation of methods
accounting for heterogeneity to a problem of revenue prediction.
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To create a model that provides a prediction of revenue for the restaurant in a
test city i, we should train the model on the remaining dataset −i = {j ∈ N, j �=
i} (observations related to training cities). After that, we calculate distances from
each training city in −i to the test city i. In the case of weighting observations,
the next step is transforming distances into weights and estimating the model.
Naturally, we put higher weight to observation with a lower distance to the test
city. Therefore, it is possible to use the inverse function to transform distance
into weight. In this work, we use inverse power function. The definition of weight
is follows:

wij = dij
−γ (3)

where γ is a parameter to be estimated.
Now we turn to another case of training model on a subsample. We introduce

the rule that defines an interval of values of distance that indicates whether to
include the city in training dataset or not. We define bounds of the interval so
that there are 75% of observations the most similar to the test city. The percent
of observations that will be included in the training dataset is chosen according
to the size of the overall dataset. That is to say, we include observations related
to object j in training dataset if dij ≤ Q0.75, where Q0.75 is a 75%-th quantile
of the distance distribution among all j.

After that, we define a space of characteristics and a distance function
between objects. As we can distinguish the most heterogeneous variables, a pos-
sible solution is to consider all of them in a distance function. We can construct
overall distance as a sum of distances in all dimensions only if dimensions are
orthogonal. Otherwise, distances in dimensions responding for correlated predic-
tors would be overfitted. Mahalanobis distance function allows to include values
from different dimensions with different weights [10]. It measures the difference
between the object and the distribution of other objects in terms of standard
deviations. The distance between each training observations and test observation
i with the covariance matrix of predictors Ω is follows:

dij =
√

(xi − xj)′Ω−1(xi − xj). (4)

Mahalanobis distance is applicable to correlated variables, hence researcher
can choose any combination of variables that forms a space of objects characteris-
tics. In this work, we include three the most heterogeneous variables in weighting
function: population, average wage and the number of restaurants competitors
in the city.

After describing two procedures of heterogeneity eliminating it is necessary
to discuss the compatibility of these procedures with 4 ML methods, starting
with the simplest OLS and ELNET methods. The addition of weighting function
to them modifies objective functions presented in Eqs. (1 and 2) into weighted
errors minimization problems:

β̂i
OLSW = argmin

β
(y−i − x−iβ)′ diag(wi)(y−i − x−iβ). (5)
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β̂i
ELNETW = argmin

β
(y−i −x−iβ)′ diag(wi)(y−i −x−iβ)+λ1||β||1+λ2||β||22. (6)

Estimation on subsamples for these methods is acceptable but has a sig-
nificant drawback. Subsampling reduces the size of the dataset and estimation
efficiency. Strict selecting of observations in training dataset may results in the
poor model due to insufficient information in selected data. At the same time,
soft selection can keep training dataset unchanged.

Turning to a SVR model, the use of weighting there is not recommended. The
algorithm of SVR assumes estimation of the model, based on the training data
points nearest to the hyperplane. This means that the model is automatically
trained on observations closest to the “average” observation, while outliers are
ignored. The most suitable way to train the SVR model for some test object
is estimating on a subsample where test object represents average observation.
Such a model shows better predictive power despite the small training sample
size.

The problem of heterogeneity in RF regression is eliminated automatically
due to splitting input data into smaller groups. In this model quality of prediction
mostly depends on the number of training objects similar to test ones. If it is
large enough, regression trees are able to divide observations into groups better
than other methods. However, in the lack of similar objects and observations,
RF regression often does not show good fir due to low ability to extrapolate
relations.

In the next section, we show the comparison of these algorithms and provide
results for an ensemble of simple predictors. We find optimal weights for models
in an ensemble using constrained linear regression and explain the resulting
weights.

4 Results

Out-of-sample prediction for a city assumes creating a training model on the
sample that does not contain any information about the city for what we make
a prediction for. Table 1 shows measures of accuracy—MAPE and R2—for out-
of-sample prediction as an error percentage of mean overall monthly revenue and
in-sample coefficient of determination.

The naive model gives the baseline out-of-sample prediction for comparison
with other methods as we assumed. 95% confidence interval for MAPE in this
model is from 46.3% to 72.6%. The highest MAPE in other methods is 41.3% (in
OLS estimated on a subsample), so we come to the conclusion that all described
methods are statistically significant and provide a better fit than the prediction
by mean y. With the improvement model from OLS to ELNET method, MAPE
decreases from 38 to 34.5%. It proves the benefits of regularization methods usage
in the case of the high number of correlated variables. Modifying the least squares
method with weighting function (optimal value of parameter γ is equal to 0.8)
also improves the predictive power of the model. It decreases the variability of
predictions (SD falls) with error level. Estimating model on a subsample does not
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Table 1. Prediction power of models

Mean SD Out-of-sample
MAPE

In-sample R2

y 2 643 306 1 571 221 – –

Model for ŷ

Naive model 2 643 306 0 59.44% 0.00

OLS 2 367 107 1 476 862 38.17% 0.58

OLS on a subsample 2 332 341 1 622 088 41.26% 0.37

OLS with weighting 2 365 270 1 461 773 36.64% 0.56

ELNET 2 324 616 1 123 046 34.54% 0.45

ELNET on a subsample 2 453 445 1 518 215 37.65% 0.53

ELNET with weighting 2 296 467 1 096 400 33.29% 0.42

SVR 2 387 787 1 271 851 32.76% 0.65

SVR on a subsample 2 353 508 1 301 179 33.37% 0.70

RF 2 379 884 959 417 30.70% 0.93

Ensemble 2 372 320 1 307 328 23.59% 0.97

Number of observations 5 889

Number of objects 184

Number of predictors 43

improve any model due to the decrease of efficiency of models trained on smaller
samples. Similar conclusions are associated with estimating SVR on a subsample.
Overall, combining several methods (elastic net method and weighting function)
allows to achieve the best quality of out-of-sample prediction for the least squared
method.

SVR and RF regressions outperform results of linear regressions: MAPE
is 32.8 and 30.7% respectively. The random forest model works better than
other models at the regression problem with heterogeneity by construction. RF
does not reveal averaged relations and does not extrapolate relations between
variables to uncommon values of them. That is the reason why it is useless
for predictions revenue in atypical cities. However, it is the best among the
considered method for predicting. A higher value of in-sample R2 indicates on a
possible overfitting problem there. Using the ensemble of models improves results
in terms of the coefficient of determination and MAPE because of overcoming
overfitting problem and combining advantages of considered methods. Out-of-
sample error in the ensemble is 2.5 times fewer that error in naive model and
the lowest among all methods.

Although we show a statistically significant difference in accuracy by com-
parison errors of prediction with errors of the naive model, there is a lot of ways
to improve results. As we solve problem of cities comparison and not the problem
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of optimal location within a city, we cannot include in the model some specific
features (for instance, spatial characteristics about competitors inside the city).

To sum up, we compare the predictive power of some models on the dataset
with heterogeneity and correlated predictors. Results show that the ensemble has
properties to overcome both problems and has the lowest mean absolute error
and the highest coefficient of determination. Moreover, we show the advantages
of weighting observations in the estimating process and possible drawbacks of
estimating models on subsamples.

5 Conclusion

In this paper, we summarize the methodology of constructing a model with the
best predictive power to forecast revenue in the restaurant in the out-of-sample
city. We describe methods of heterogeneity elimination in the model: observations
weighting and data partition with the following estimation on subsamples. Addi-
tionally, we suggest some ways of dealing with collinearity problem: an elastic
net method, support vector and random forest regressions. We show advantages
of those methods under different assumptions and validate these statements at
the problem of revenue prediction.

Basically, the paper can be extended in two ways. First of all, it is possible to
consider other methods of solving problems: for instance, principal component
analysis for reducing the number of correlated predictors or more detailed anal-
ysis of ensemble trees algorithms (bagging, boosting, etc.). The second way is
to use a more accurate approach to compare model prediction power. For each
model we can calculate a MAPE confidence interval using the bootstrap. Com-
puting confidence intervals allows to compare the predictive power of models
with more certainty.
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Abstract. Currently, on the market, there are mobile devices that are
capable of reading a person’s single-lead electrocardiogram (ECG). These
ECGs can be used to solve problems of determining various diseases.
Neural networks are onearameters of augmentations of the approaches
to solving such problems. In this paper, the usage of online augmen-
tation during the training of neural networks was proposed to improve
the quality of the ECGs classification. The possibility of using various
types of online augmentations was explored. The most promising meth-
ods were highlighted. Experimental studies showed that the quality of the
classification was improved for various tasks and various neural network
architectures.

Keywords: Deep learning · Neural networks · Single-lead ECG
classification · Online augmentation

1 Introduction

ECG is a signal that displays the electronic activity of the heart. Each ECG
recording shows the potential difference between two electrodes located on the
surface of the body. Each of the measured potential differences is called lead.
In medical institutions, 12-lead ECGs are commonly used. There are plenty of
works that show that many diseases can be identified using 12-lead ECG [1,2].

Currently, on the market, there are mobile devices that are capable of reading
an electrocardiogram (ECG) of a person, for example, AliveCor [3], CardioQvark
[4]. Such devices read only one of the 12 leads. The question is what diseases can
be detected using such ECGs and what quality of the detection can be achieved.
Some researches use deep learning approaches to analyze such ECGs [5,6].

Usually, when using neural networks, for example, in the field of image anal-
ysis, augmentation of data is often employed to improve the quality of classi-
fication. Augmentation is the enrichment of data by the addition of synthetic
samples. Augmentation can be applied in two ways: either a one-time addition
of synthetic samples at the data preparation stage (offline augmentation) or
c© Springer Nature Switzerland AG 2020
W. M. P. van der Aalst et al. (Eds.): AIST 2019, CCIS 1086, pp. 37–49, 2020.
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the replacement of a part of data with a synthetic one during training with
some probability (online augmentation). Online augmentation has the following
advantages in comparison with offline: it reduces the time and storage costs for
generating synthetic data, which simplifies the selection of the optimal combi-
nation of parameters and augmentations. It should be noted that augmentation
can be viewed as some regularization to prevent over-fitting.

There are libraries, for example, [7], which provide implemented augmenta-
tion methods for images, allow you to create a combination of various methods
and also simplify the process of training neural networks. There are no such
libraries for ECG signals. The task of studying the possibility of improving the
quality of classification due to online augmentation for single-channel ECGs is
relevant today. It is the main goal of this article.

The paper is organized as follows. Initially, the general structure of the library
prototype and the methods that have been implemented in it are described.
Then, the used representations of ECG signals and architectures of neural net-
works that were used for the experiments are given. Then datasets on which
experimental researches were carried out are reported. Finally, the structure of
the experiments and the results obtained are provided.

2 The Library for Online Augmentation and Implemented
Methods

There are following general principles of the implemented library: synthetic
objects are generated based on a predetermined signal using some transforma-
tions; each transformation of the signal is performed by the transformer function,
which is applied with a specific probability; the transformer can be chosen ran-
domly from a certain group with a particular probability.

There are two groups of transformers for online augmentations in the library:
one-signal transformers that use only one given signal from the training set; two-
signal transformers that besides the main signal additionally use a signal from
a specific group of the training set.

2.1 One-Signal Transformers

SetRandomZeros (RZ). This method was used in [8]. It sets some signal
points to zero. The specific number of signal points for each transformation is
set at random each time from a specified interval. The boundaries of this interval
are the transformer parameters.

SetRandomZeroWindows (RZW). This method was deployed in [6]. It is
similar to the previous method, but it sets to zero some windows. The specific
window size is set at random each time from a specific interval. The bound-
aries of this interval are the transformer parameters. Other parameters of the
transformer are the same as in the previous method.
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AddNoise (N). This method was described in [8]. This method adds Gaus-
sian noise to the signal. The average and standard deviation of noise are set as
parameters of the transformer.

SignalSlice (SS). This method was used in [9]. This method takes a signal slice.
The specific size of a slice is set at random each time from a certain interval.
The boundaries of this interval are the transformer parameters.

Resample (R). This method was utilized in [9]. This method performs signal
resampling. The specific resampling coefficient is set at random each time from a
certain interval. The boundaries of this interval are the transformer parameters.

ResamplePart (RP). This method was proposed for this paper. It is similar to
the previous method, but it resamples only signal parts, so the signal diversity is
increasing. The specific size of the signal part is set at random each time from a
certain interval. The boundaries of this interval are the transformer parameters.
Other parameters of the transformer are the same as in the previous method.

RandomFilter (RF). This method was proposed for this paper. The main
motivation was to make a neural network more robust to changes in very small
and high frequencies. This method applies a Butterworth filter to the signal.
Highpass or lowpass filter can be used as a filter type. Only second-order filters
are used. The critical frequency is set at random each time from a certain interval.
The boundaries of this interval are the transformer parameters.

Combine3Signals (3S). This method was described in [10]. It consists of the
following steps: the signal is normalized; a sinusoid is generated with an initial
phase from [−180;−90] and an end phase from [90; 180], the amplitude is ran-
domly selected in the interval from [−2; 2]; two signals are combined with each
other and with a random Gaussian noise with a mean of 0 and a standard devi-
ation of 0.05. For the proper training and evaluation, all signals (even without
augmentation and from test and validation sets) are normalized for this method.

2.2 Two-Signal Transformers

ReplaceRPeak (RR). This method was proposed for this paper. A random
R-peak in a given signal is replaced with a random R-peak from a signal of
the same class of the training sample. The primary motivation for this and the
next approach was to try to create a new patient with the same disease. For
some heart problems, single R-peak could determine the whole problem. The
parameters of the transformer set the number of points before and after the
R-peak, which participate in the replacement.
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CombineRPeaks (CR). This method was proposed for this paper. This
method is similar to the previous one, but the R-peak is not replaced but aver-
aged with the R-peak of another signal.

All previous methods were applied directly to the signal. The following meth-
ods apply to the representation of a signal for neural network input.

MixUp (M). This method was proposed by [11]. Let (x1, y1) and (x2, y2) be
two random objects of the training sample. Then, a new training sample object
(x3, y3) will be constructed as (λ ∈ [0, 1] − parameter of method, but in this
paper only λ = 0.2 was used):

x3 = λx1 + (1 − λ)x2,

y3 = λy1 + (1 − λ)y2.
(1)

Autoencoder (AE). The main idea of this method was described in [12] and
this method uses the autoencoder architecture for the construction of new exam-
ples. It is as follows:

– each example of the training set is projected into feature space by feeding it
through the encoder, extracting the resulting context vector;

– for each sample in the training set, it is found K nearest neighbours in the
space of context vectors, in this paper K = 10 and for each pair of neigh-
bouring context vectors, a new context vector can then be generated using
interpolation:

c′ = (ck − cj)λ + cj , (2)

where c′ is the synthetic context vector, ci and cj are neighbouring context
vectors, and λ is a variable in the range (0, 1) that controls the degree of
interpolation. In this paper only λ = 0.5 was used. This new context vector
can be used to generate new signal representation

SubsampleBlockData

4

Dense

Encoder

UpSampleBlock Data

4

Decoder

Dense

Fig. 1. Autoencoder architecture for online augmentation

In this paper, the autoencoder architecture that is shown in Fig. 1 is used.
The encoder consists of four subsample blocks and dense layer. The general
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Fig. 2. The general architecture of upsample and subsample blocks

structure of the subsample block is shown in Fig. 2. There are a dense layer,
batch normalization layer, and relu as the activation function. The first dense
layer in a subsample block produces output two times less than the input vector.
The second dense layer in the subsample block leaves the size of the output
vector the same as the size of the input vector. The input vector and the output
vector of two dense layers are summed up. The decoder consists of four upsample
blocks and dense layer. The general structure of upsample block is the same as
subsample block. The only difference is that it produces the output vector twice
the input vector.

All methods can be divided into methods that are behind the motivation to
create some new patients: ReplaceRPeak, CombineRPeaks, Autoencoder, 3Sig-
nals, and methods that are trying to make the neural network resistant to stan-
dard signal transformations that do not change the target: SetRandomZeroWin-
dows, AddNoise, SignalSlice, Resample, ResamplePart, RandomFilter. A sepa-
rate method is a MixUp whose authors tried to make neural network stable to
adversarial examples and corrupted labels.

3 Signal Representation

Various signal representations can be used as the input vector for the neural
network. Only representations with constant shape were deployed for the sim-
plicity of training a neural network. The following representations were used in
this paper.

– The R-peak represents ECG beat and is one of the most important compo-
nents of a signal. The average R-peak, which is calculated over the entire
signal can be used as a signal representation for the neural network (Aver-
ageRPeak). The method parameters are the number of points before and after
the peak.

– Zero padding up to maximal signal length (ZeroPadding). All of the following
methods use this method so that representations of signals with different
length have the same size.

– The approximation coefficients from the signal wavelet transformation
(Wavelets) can be used as a signal representation. In this paper, Daubechies
wavelets [13] were used as wavelet functions.

– Signal spectrogram with the logarithmic transformation (LogSpectrogram)
can be used as a signal representation. For the calculation of spectrogram
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length of each segment was set to 3 of signal rate sample rate. Number of
overlapped points was set to signal sample rate.

4 Neural Network Architectures

For this paper, three different neural network architectures were used.
The general structure of the first neural network(CardioResNet1D) is shown

in Fig. 3. The architecture of the convolutional block (CBlock) is shown in Fig. 4.
This architecture is similar to the one described in [14]. However, due to high
computational complexity, it has only six convolution blocks instead of 15 and
increments the number of filters every second convolution block instead of fourth
respectively. ZeroPadding, AverageRPeak, and Wavelets can be used as input
for this network.

Input

MaxPool

Add

6

Conv Relu Conv Relu Drop Conv BN ReluBNBN CBlock DenseConv

Fig. 3. The architecture of CardioResNet1D network

2

Input BN Relu Drop Conv Add

MaxPool

Fig. 4. The architecture of CardioResNet1D convolution block

The general structure of the second neural network(CardioResNet1D) is
shown in Fig. 5. The architecture of the convolutional block (ConvBlock) is
shown in Fig. 6. This architecture is similar to the one described in [6] as CNN
architecture. To improve quality of classification and increase the stability of
training it was proposed to use residual connections [15] in ConvBlocks as shown
in Fig. 6. LogSpectrogram can be used as input for this network.

The third architecture is the simple architecture of two stacked LSTM lay-
ers with hidden size equals to 64 and dense layer with softmax. ZeroPadding,
AverageRPeak, and Wavelets can be used as input for this network.



Online Augmentation for Quality Improvement of Neural Networks 43

6

ConvBlockConv BatchNorm Relu DropOut DenseInput

Fig. 5. The architecture of CardioResNet1D network

Input Conv BatchNorm Relu DropOut

N

MaxPool

Add

Fig. 6. The architecture of CardioResNet2D convolution block

5 Data for the Experiments

Three different datasets were used for experiments evaluation of online augmen-
tation.

The first dataset is the data for classification of single-lead ECG according
to the rhythm. This data was provided from the AliveCor device for the Phys-
ioNet/CinC Challenge 2017 [16]. There are four classes of ECG: with a normal
rhythm, with atrial fibrillation rhythm (AF), other rhythm and noisy recordings
with the length of signal from 9 to 60 s. For this paper, only the first three classes
were considered. There are 5154 recordings of normal rhythm, 771 recordings of
AF rhythm and 2557 recordings of other rhythms. There is no information in
the dataset description about the number of patients in the sample, and what
cardiogram belongs to which patient. Therefore, the overall classification quality
can be overstated. ECG recordings were sampled at 300 Hz, and they have been
filtered by the AliveCor device. For subtracting trend, the median filter with a
kernel size of 107 was used. It should be noted that in this paper the test set that
was used for evaluation in a lot of articles, for example, in [6] was not publicly
available.

The following datasets were collected using CardioQvark API [4]. There is
dataset for binary classification of coronary heart disease (CHD) and tuberculosis
(TB). ECG recordings from both datasets were sampled as 1000 Hz, and they
have been filtered by the CardioQvark device. The length of ECG recordings
varies from 30 s to 300 s. For subtracting trend, the median filter with a kernel
size of 187 was used. The TB dataset consists of 4045 zero-labeled ECGs from 368
patients and 1232 positive-labeled ECGs from 136 patients. The CHD dataset
includes of 3213 zero-labeled ECGs from 244 patients and 1378 positive-labeled
ECGs from 236 patients.
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6 Experiments

Due to the high computational complexity of experiments for each data set, only
two different network architectures were used. The main goal of these experi-
ments was not to achieve the best possible quality on a single dataset, but to
show how augmentations can or can not improve the quality on a fixed neural
network. The used architectures are shown in Table 1. This table shows which
signal representation, network architecture, and signal sampling frequency were
used, and the code name for reference to the model. For AverageRPeak repre-
sentation, it is indicated in parenthesis the number of points before and after.

Table 1. Models description for different datasets

Dataset Signal representation Sample rate Network architecture Code Name

AliveCor Wavelet 300 CardioResNet1D A1

AliveCor LogSpectogram 300 CardioResNet2D A2

TB LogSpectrogram 66 CardioResNet2D T2

TB AverageRPeak (500, 1000) 1000 CardioResNet1D T1

CHD AverageRPeak (500, 1000) 1000 CardioResNet1D C1

CHD AverageRPeak (1000, 1000) 1000 LSTM CL

For all network architectures, the cross-entropy loss was used as a training
objective, depending on the target, a binary or multiclass version was deployed.
For all experiments, the data samples were divided into three parts: training, val-
idation, and test sample. If for each cardiogram was indicated to which patient
it belongs, then the splitting was done in a way that patients do not over-
lap between three samples. The training sample was used to train the model.
The validation sample was used to select the parameters of the neural network
and augmentations. Also, validation sampling was used for an early stop at the
deterioration in quality during ten epochs. A test sample was used to evaluate
the method. Parameters for training each neural network are listed in Table 2.
Parameters that are not listed in the table were used by default.

Table 2. Parameters of neural networks

Model Optimizer Learning rate Batch size

A1 Adam 0.00018 8

A2 SGD 0.013 16

C1 Adam 0.0001 4

CL Adam 0.01 8

T1 SGD 0.01 4

T2 Adam 0.0001 8

Augmentations parameters that were different in experiments for different
models are shown in Tables 3 and 4. For N method, the mean was set to 0 for
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all models. For the R method the resampling factor was in one of the intervals:
(0.54, 1) or (1, 1.5). Each time the certain interval was chosen at random with
equal probability from those intervals. In the table, the case when one of two
values for a parameter is chosen randomly from two values is shown as |. In the
RP method the resampling factor was in one of the intervals: (0.4, 1) or (1, 6). In
the RF method, hp means high-pass filter and lp means low-pass filter. Due to
high computational complexity, the AE method was used only for three models.

Table 3. Parameters of augmentations

Model RZ RZW N SS AE

Zeros amount Zeros amount Window length Std Slice size Context size

C1 (1, 800) (1, 800) (2, 30) 0.005 (200000, 299990) —

CL (1, 800) (1, 800) (2, 30) 0.005 (200000, 299990) 100

T1 (1, 800) (1, 800) (2, 30) 0.005 (200000, 299990) 100

T2 (1, 100) (1, 100) (2, 30) 0.001 (15000, 19998) —

A1 (3, 90) (3, 90) (2, 30) 0.001 (17000, 18285) 300

A2 (3, 90) (3, 90) (2, 30) 0.001 (17000, 18285) —

Table 4. Parameters of augmentations

Model RP RR/CR RF

Part length Points before Points after Frequency and type

C1 (600, 3200) 1000 1000 (2.5, 5)hp| (20, 30)lp

CL (600, 3200) 1000 1000 (2.5, 5)hp| (20, 30)lp

T1 (600, 3200) 1000 1000 (1.5, 4)hp| (18, 25)lp

T2 (40, 250) 60 60 (2.5, 5)hp| (20, 30)lp

A1 (30, 1000) 180 180 (1.34, 3)hp| (9, 13)lp

A2 (30, 1000) 180 180 (1.34, 3)hp| (9, 13)lp

Methods were compared using various quality metrics (QM). For binary clas-
sification problems, the following quality metrics were utilized: the binary cross-
entropy loss (Loss), accuracy (Acc), f-score (F1), roc-AUC score (AUC). For
multiclass classification problems, the following quality metrics were considered:
the cross-entropy loss(Loss), accuracy (Acc). Because of the high computational
complexity, only the binary cross-entropy loss and the cross-entropy loss were
used as metrics for an early stop.

The best model out of ten launches was used for models comparison. The
results are shown in Table 5. The None column represents the case when no
augmentations were used. Pr means the probability of augmentation with which
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Table 5. Experimental results

QM(M) None RZ RZW N SS R RP RF 3S RR CR M AE

Loss (A1) 0.56 0.548 0.538 0.540 0.538 0.537 0.521 0.525 0.544 0.525 0.536 0.531 0.540

Pr 0.1 0.5 0.1 0.4 0.2 0.2 0.1 0.3 0.1 0.3 0.2 0.4

Acc (A1) 0.79 0.799 0.806 0.791 0.792 0.804 0.809 0.80 0.797 0.804 0.796 0.798 0.801

Pr 0.1 0.1 0.1 0.5 0.1 0.2 0.3 0.1 0.5 0.3 0.2 0.2

Loss (A2) 0.603 0.577 0.57 0.567 0.58 0.563 0.561 0.581 0.569 0.584 0.578 0.565 —

Pr 0.1 0.1 0.3 0.5 0.5 0.4 0.5 0.5 0.4 0.5 0.4 —

Acc (A2) 0.756 0.762 0.763 0.761 0.759 0.77 0.772 0.757 0.767 0.764 0.76 0.765 —

Pr 0.4 0.1 0.2 0.3 0.5 0.5 0.1 0.5 0.4 0.5 0.2 —

Loss (T1) 0.381 0.366 0.36 0.365 0.347 0.365 0.3635 0.349 0.356 0.365 0.351 0.344 0.352

Pr 0.4 0.5 0.3 0.5 0.4 0.1 0.2 0.3 0.1 0.4 0.1 0.2

Acc (T1) 0.843 0.859 0.863 .850 0.859 0.864 0.866 0.842 0.831 0.851 0.858 0.844 0.859

Pr 0.4 0.5 0.1 0.4 0.4 0.1 0.5 0.1 0.2 0.4 0.2 0.5

F1 (T1) 0.681 0.694 0.69 0.713 0.712 0.711 0.706 0.691 0.693 0.708 0.72 0.72 0.704

Pr 0.5 0.5 0.1 0.5 0.2 0.1 0.4 0.3 0.2 0.4 0.3 0.1

AUC (T1) 0.877 0.889 0.885 0.882 0.883 0.886 0.891 0.883 0.883 0.878 0.891 0.887 0.882

Pr 0.5 0.5 0.2 0.1 0.4 0.1 0.2 0.4 0.2 0.5 0.1 0.3

Loss (T2) 0.4062 0.380 0.379 0.354 0.361 0.365 0.361 0.374 0.379 0.368 0.35 0.3489 —

Pr 0.2 0.3 0.1 0.5 0.4 0.1 0.3 0.4 0.3 0.3 0.3 —

Acc (T2) 0.834 0.845 0.858 0.854 0.838 0.852 0.858 0.849 0.845 0.8547 0.844 0.8638 —

Pr 0.3 0.3 0.1 0.5 0.3 0.1 0.2 0.2 0.1 0.4 0.2 —

F1 (T2) 0.6256 0.687 0.679 0.687 0.636 0.68 0.709 0.662 0.686 0.6644 0.67 0.6865 —

Pr 0.2 0.3 0.2 0.4 0.3 0.1 0.5 0.5 0.3 0.5 0.3 —

AUC (T2) 0.862 0.869 0.879 0.873 0.883 0.883 0.894 0.866 0.865 0.8690 0.876 0.879 —

Pr 0.2 0.5 0.2 0.5 0.3 0.1 0.2 0.1 0.3 0.2 0.3 —

Loss (C1) 0.4785 0.459 0.466 0.479 0.462 0.472 0.456 0.462 0.464 0.451 0.443 0.4531 0.457

Pr 0.3 0.3 0.2 0.1 0.2 0.2 0.2 0.3 0.3 0.2 0.2 0.2

Acc (C1) 0.789 0.803 0.802 0.792 0.802 0.801 0.801 0.809 0.799 0.796 0.798 0.803 0.8

Pr 0.3 0.2 0.1 0.1 0.3 0.3 0.3 0.4 0.4 0.2 0.1 0.2

F1 (C1) 0.677 0.688 0.685 0.675 0.689 0.681 0.688 0.687 0.692 0.7 0.682 0.672 0.681

Pr 0.3 0.2 0.2 0.1 0.1 0.2 0.3 0.2 0.4 0.4 0.1 0.3

AUC (C1) 0.865 0.87 0.859 0.861 0.863 0.872 0.874 0.872 0.869 0.87 0.864 0.854 0.872

Pr 0.2 0.2 0.3 0.1 0.5 0.4 0.1 0.1 0.2 0.2 0.2 0.3

Loss (CL) 0.4965 0.481 0.479 0.489 0.463 0.475 0.477 0.472 0.467 0.4877 0.469 0.468 —

Pr 0.5 0.4 0.3 0.4 0.2 0.1 0.5 0.2 0.2 0.3 0.3 —

Acc (CL) 0.770 0.774 0.775 0.784 0.779 0.78 0.773 0.79 0.774 0.7682 0.784 0.774 —

Pr 0.5 0.3 0.2 0.4 0.3 0.1 0.1 0.3 0.2 0.4 0.2 —

F1 (CL) 0.606 0.624 0.621 0.623 0.64 0.621 0.635 0.621 0.6319 0.636 0.638 0.645 —

Pr 0.5 0.3 0.4 0.4 0.5 0.3 0.2 0.4 0.3 0.2 0.2 —

AUC (CL) 0.799 0.810 0.811 0.819 0.828 0.826 0.816 0.819 0.814 0.8259 0.824 0.829 —

Pr 0.3 0.1 0.3 0.2 0.1 0.1 0.2 0.3 0.3 0.5 0.4 —

this quality was achieved. The following probabilities were considered: 0.1, 0.2,
0.3, 0.4, 0.5.

The best quality from all online augmentations is highlighted in bold. As
follows from the above table, it was possible with the help of online augmenta-
tions to improve the quality of various criteria for various models and data. The
methods that showed the best improvement: ResamplePart, Mixup, Combin-
eRPeaks, ReplaceRPeaks, Resample, SignalSlice, and RandomFilter. For each
method that gives the best improvement for the combination of model and qual-
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Table 6. Statistical significance

Model Loss Acc F1 AUC

Method P-value Method P-value Method P-value Method P-value

A1 RP 0.00085 RP 0.02 — — — —

A2 RP 9.08e-05 RP 0.00084 — — — —

T1 M 0.003 RP 0.005 CR 0.0002 RP 0.04

T2 M 0.001 M 0.04 RP 0.0001 RP 0.04

C1 CR 0.001 RP 0.008 3S 0.007 RP 0.065

CL SS 0.0004 RF 0.02 M 0.0001 M 0.003

ity metric statistical tests were conducted to check for the significance of changes
in the quality obtained. The Mann – Whitney U test was used for this purpose.
The results are shown in Table 6. The lowest p-value observed on loss(binary
cross-entropy or cross-entropy) quality metric. The reason for this is probably
covered in that the training procedure used this metric for early stopping on
the validation set, so the best model were chosen based on this metric. The
main goal of this article was to explore the improvement in quality on at least
one quality metric but a moderate improvement in other quality metrics can be
observed especially in the f-score metric. It varies from 0.023 to 0.083. This is
the important metric for signal classification as a sample is often imbalanced.

ResamplePart can be considered the best augmentation method since it gives
the best quality improvement on several datasets and is one of the simplest to
implement and it does not take a second signal or R-peak calculation. It can be
assumed that this method achieves good quality as it preserves the general shape
of the signal, but it changes the number of points in some of its parts. Thus,
the network is learning not to focus on specific points, but to extract general
information, which in general has remained intact. MixUp can be considered as
the next best method, the justification why it can work well is in the article [11].

RandomZeros and RandomZeroWindows do not give a big increase in qual-
ity, it can be assumed that the reason for this is their similarity to the dropout
method that is present in the used architectures. While autoencoder gives above-
average quality improvement, it requires great development effort and significant
additional computational power, which makes it not the most optimal augmen-
tation to use in an average deep learning pipeline.

It is difficult to draw a conclusion about the probabilities of augmentation
on which the best quality is achieved based. The best approach at the moment
seems to look at various probabilities to maximize the quality.

7 Conclusion

In this paper online-augmentation for single-lead ECGs was presented. Some
new methods were introduced. Besides them: ResampleParts, RandomFilter,
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ReplaceRPeaks and CombineRPeaks. ResampleParts shows the best quality
improvement on different datasets and neural network architectures. Different
methods for online-augmentation were compared on three different data sets
and various neural network architectures. Experimental studies showed that the
quality of the classification by using for comparison different quality criteria was
improved for various tasks and various neural network architectures.

In future works, various combinations of the studied methods may be inves-
tigated. Also, the possibility of using some libraries for the selections of optimal
hyperparameters combinations can be explored.
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Abstract. Training of deep models for classification tasks is hindered by
local minima problems and vanishing gradients, while unsupervised layer-
wise pretraining does not exploit information from class labels. Here, we
propose a new regularization technique, called diversifying regulariza-
tion (DR), which applies a penalty on hidden units at any layer if they
obtain similar features for different types of data. For generative models,
DR is defined as divergence over the variational posteriori distributions
and included in the maximum likelihood estimation as a prior. Thus,
DR includes class label information for greedy pretraining of deep belief
networks which result in a better weight initialization for fine-tuning
methods. On the other hand, for discriminative training of deep neural
networks, DR is defined as a distance over the features and included in
the learning objective. With our experimental tests, we show that DR
can help the backpropagation to cope with vanishing gradient problems
and to provide faster convergence and smaller generalization errors.

Keywords: Deep learning · Variational methods · Abstract
representation

1 Introduction

Deep models [4], especially deep neural networks (DNNs), iteratively process
data through various abstraction levels as x = h0 → h1 → h2 → · · · → hL =
y. The first layer x is the raw data layer, and higher layers hl aim to give a
higher abstraction of the data, often referred to as features. The last layer can
correspond either to class labels y in classification tasks or some other high-level
cause in generative tasks. Each layer utilizes a monotone, non-linear so-called
activation function gl(hT

l θl) → hl+1 to transform features hl to hl+1, where θl

denotes the parameterization of the feature transformation at the given layer.
Currently, there are two main approaches for training deep models: con-

volutional and non-convolutional. In the non-convolutional approach, the data
distribution is modeled by generative probabilistic distributions via maximiz-
ing the likelihood. One of the standard approaches is an unsupervised layer-wise
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pretraining [2,3,20,24,25]. This is a bottom-up approach, in which a deep model
is built via iteratively stacking single-layer generative models until the desired
depth is achieved, and the procedure is finalized by using either backpropaga-
tion for discriminative fine-tuning or, e.g., a wake-sleep algorithm for generative
fine-tuning [10]. In each step, a generative model is often trained to model either
a joint distribution P (hl,hl+1; θl) using restricted Boltzmann machines (RBMs)
or P (hl+1|hl) using sigmoid belief networks (SBNs), where hl represents the
input data obtained from the previous layer, and hl+1 is treated as latent vari-
able. Then, the subsequent layer is to learn a distribution of data obtained by
sampling the hidden units of the previous layer. For the sake of simplicity, let
us denote the input data by x and the latent variables by h at any layers. For a
given set of data D = {xi}, the model parameters are estimated by maximizing
the data log likelihood, which is given as:

l(θ;D) = log P (D; θ) =
∑

xi∈D
log

∑

h

P (xi,h; θ). (1)

The optimization of Eq. 1 w.r.t. θ is often done via the Markov chain Monte
Carlo (MCMC) technique or via variational methods. The former tends to suf-
fer from slow mixing rates and is too computationally expensive to be practical
[1,23]. Variational methods [16] utilize an auxiliary so-called variational dis-
tribution Qx(H;φ) over the hidden variables for every given data x in order
to approximate P (H|x; θ) wherein the approximation is solved via optimization.
Here, we introduce Qφ

x and P θ
x to shorten Q(H|x;φ) and P (H|x; θ), respectively.

Then the log likelihood can be bounded from below as:

l(θ;D) ≥
∑

x∈D

∑

h

Qx(h;φ) log
P (x,h; θ)
Qx(h;φ)

=
∑

x∈D

(
EQx [log P (x,h; θ)] − EQx [log Qφ

x]
)

= L(θ, φ;D).
(2)

The last term L is a lower bound on the original log likelihood and can be
decomposed into two parts as:

L(θ, φ;D) =
∑

x∈D
log P (x; θ) −

∑

x∈D
KL (Qφ

x, P θ
x). (3)

This means that a tight lower bound can be achieved by minimizing the
Kullback-Leibler (KL) divergence between the variational distribution Q and the
exact posterior distribution P . Following [6,16] in variational perspectives, the
parameters maximizing the lower bound of the log likelihood L can be obtained
by iteratively alternating between the following two optimization steps:

E-step: φ(t+1) ← argmaxφ∈M L(θ(t), φ;D)
M-step: θ(t+1) ← argmaxθ∈Ω L(θ, φ(t+1);D)

until convergence, where M and Ω are the corresponding parameter spaces.
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In the convolutional approach, deep neural network models are made of con-
volutional layers, rectified linear units, and pooling layers [10,21,22] inspired by
the mammal’s visual cortex [9,14], and they are referred to as convolutional neu-
ral networks (CNNs). CNNs are said to yield better gradients for the backprop-
agation algorithm in contrast to fully connected, deep, sigmoid neural networks.
As a result, CNNs usually provide improved performance on visual-related or
speech recognition-related tasks.

In both approaches, convolutional and non-convolutional, the training of θl

parameters in deep models is notoriously hard, and it is often viewed as an
art rather than a science. There are four main problems with training deep
models for classification tasks: (i) Training of deep generative models via an
unsupervised layer-wise manner does not utilize class labels, therefore essential
information might be neglected. (ii) When a generative model is learned, it is
difficult to track the training, especially at higher levels [10]. For DNNs, the
backpropagation method suffers from a problem known as vanishing gradients
[8]. (iii) In principle, a generative model can be fitted to data arbitrarily well
[12,13,26], in practice, the optimization procedure with latent variables can stuck
in a poor local minima. (iv) The structure of the model is often specified in
advance, and the designed model might not fit the data well. In particular, the
number of hidden units or layers is often defined by the experimenter’s intuition
or habits; however, it is hard to give a bone fide estimation on the numbers of
the latent components.

Here, we introduce a new regularization method, called diversifying regu-
larization (DR), on the hidden units for training deep models for classification
tasks. In principle, the proposed regularizer favors different abstract represen-
tation for two data samples belonging to different classes. This regularization is
denoted by D(h(l)

p ,h(l)
q ), where h(l)

p and h(l)
q are abstract representations of data

xp and xq (resp.) at layer l, and the data are of different types (yp �= yq). For
maximum likelihood estimation of generative models, we define DR in terms of
divergence function D(Qxp

, Qxq
) and include it in Eq. 3 as an additive term. For

discriminative learning of DNNs using backpropagation, we introduce DR as a
distance function and include it in the learning objective as an additive cost.

We anticipate that DR helps cope with the aforementioned four problems. (i)
DR is constructed based on class labels, and it can be employed on any abstract
representation pairs at any hidden layer. Therefore, it implicitly includes infor-
mation about the data classes in the unsupervised layer-wise pretraining. (ii) As
a consequence of (i), DR can guide the pretraining at higher levels toward solu-
tion which obtain good classification performance. (iii) DR can help direct the
gradient ascent optimizer toward an optimum where the internal representation
of different types of data is more different. This could be particularly signifi-
cant in the early steps in the optimization procedure when the gradients could
be directed toward regions containing such solutions. (iv) Good regularization
techniques can mitigate the impact of model structure construction problems,
and they should help cope with overfitting problems and provide smaller gener-
alization errors over a wider range of structures.
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It could also be possible to reward hidden units if they learn similar abstract
representations for data of the same type. In our opinion, this hampers the
model’s ability to discover fine subgroups in the data. For instance, considering
a model that distinguishes between, e.g., cats and dogs, we might not want
to force the model to learn similar representations for tigers and Persian cats,
especially at lower abstraction levels.

There have been several attempts to incorporate class labels into RBMs. For
instance, Larochelle et al. [19] coupled a data vector with the one-hot-encoded
class labels as (x,y) and trained a RBM. The drawback of this representation is
that it requires significantly more weights, which linearly depend on the number
of the classes.

This article is organized as follows. In the next section, we introduce DR for
probabilistic generative models, where particular emphasis is placed on RBMs
and Variational Autoencoders (VAEs). In Sect. 3, we introduce DR for discrimi-
native DNN. In Sect. 4, we present and discuss experimental results, and finally,
we summarize our conclusions in the last section.

2 Diversifying Regularization Based on Side Information
for Generative Models

Let us introduce a regularization method for latent variable generative models
using side information. In general, side information refers to knowledge that
is neither in the input data nor in the output label space but includes useful
information for learning. The idea of side information was introduced in [28]
and applied recently in [15]. Let D = {(xi, yi)} be a given labeled training
set. Using class labels from the training data, we construct side information by
defining a set of data pairs, where the members of each pair belong to different
classes, that is, if (xp,xq) ∈ N then yp �= yq. We note that the size of N can be
very large in the case of big data; however, we think that it is not necessary to
include all possible pairs but just a smaller subset or only pairs of data that are
close to each other in terms of some distance measure.

We define the regularization term, denoted by D, by divergence functions
over the distribution functions over the latent variables. For instance, for two
given data xp and xq the regularization is defined as D (Qφ

xp
, Qφ

xq
). This term

can be included to the MLE as follows:

r(θ, φ;D) =
∑

x∈D
log

∑

h

P (x,h; θ) + α
∑

(xp,xq)∈N
D (Qφ

xp
, Qφ

xq
), (4)

where r stands for regularized likelihood. The second term introduces a penalty
on two distributions if they are similar, but they should not be, and α is a trade-
off parameter. D denotes a divergence function for probability distributions. A
good source of divergence functions is provided by, e.g., Csiszár’s f-divergence
class [6]. It is defined as follows:
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Definition 1. Given any continuous, convex function f : [0,+∞) → R∪{+∞},
such that f(1) = 0, then the f-divergence between distributions P and Q is mea-
sured as

Df (P, Q) =
∑

z

qzf

(
pz

qz

)
. (5)

The Kullback-Leibler divergence is an f -divergence, if f(t) = t log t. We were
interested in using a symmetric divergence measure; therefore, we decided to
chose the Hellinger divergence. It is defined as DH (P, Q) = 1 − ∑

z

√
pzqz

generated by f(t) = 1 − √
t. We note that the log of the Hellinger divergence

is closely related to the Bhattacharyya distance (BD) (also known as a Rényi
divergence at α = 0.5), which is defined as DB(P ‖ Q) = − ln

∑
z

√
pzqz. BD

has been successfully used in a wide range of applications, including feature
extraction and selection [5], image processing [11], and speaker recognition [29].

The lower bound of r can be obtained again as

R(φ, θ;D) =
∑

x∈D
log P (x; θ) + α

∑

(xp,xq)∈N
DH(Qφ

xp
, Qφ

xq
) −

∑

x∈D
KL (Qφ

x, P θ
x). (6)

The optimization of Eq. 6 can be carried out with, for instance, iterative
gradient-based methods. By using the EM algorithm, we get:

E-step: φ(t+1) ← argmaxφ∈M

{
α

∑
(xp,xq)∈N

DH(Qφ
xp

, Qφ
xq

) −∑
x KL (Qφ

x, P θ(t)

x )
}

M-step: θ(t+1) ← argmaxθ∈Ω

∑
i log P (xi; θ).

The derivatives of the regularization D can be calculated analytically; how-
ever, they can be easily calculated automatically using recent toolboxes, e.g.,
with Theano’s grad function.

2.1 Restricted Boltzmann Machines (RBMs) Using Side
Information

Restricted Boltzmann machines are particular type of Markov random fields
that have two types of random binary variables, visible and hidden, denoted
by x and h respectively. The visible and hidden units are connected, but there
are no connections among the visible units and among the hidden units. The
probability of a given input in this model parameterized by θ is:

P (x; θ) =
1

Z(θ)

∑

h

exp(−Eθ(x,h)), (7)

where Eθ(x,h) = −∑
ij xiθijhj is the energy, θijs are the weights between visible

unit xi and hidden unit hj , and Z(θ) denotes the partition function. Here, we
omit the feature weights for x and h for the sake of simplicity; however, they can
be included in the model and in our diversifying regularization. The conditional



Guided Layer-Wise Learning 55

distributions over hidden units h and visible units x can be formulated by logistic
functions:

P (h|x; θ) =
∏

j

P (hj |x; θ), where p(hj = 1|x; θ) = σ(
∑

i

θijxi)

P (x|h; θ) =
∏

i

P (xi|h; θ), where p(xj = 1|h; θ) = σ(
∑

j

θijhj),
(8)

where σ(x) = (1 + exp(−x))−1 is the logistic function. The derivatives of the
log-likelihood l(θ;D) w.r.t. the model parameters using a set of data are:

∂l(θ;D)
θij

=
∑

xk

∑

h

P (h|xk; θ)xkihj −
∑

x,h

P (x, h)xihj , (9)

where x,h runs over all possible states. The first term is called the data-
dependent term, and Salakhutdinov et al. [25] proposed a mean-field algorithm
to approximate the posterior distribution Q(h|x;φ). The posterior distribution
fully factorizes and can be written in the form Qx(H) =

∏
j Qj

x(Hj), where
Qj

x(Hj) = (σ(zj
x))Hj (1 − σ(zj

x))1−Hj and zj
x =

∑
i θijxi. Because of the factor-

ization property, the mean filed algorithm can provide a fixed-point equations
μj

x = σ(zj
x +

∑
i�=j μi

x) (∀j) and, therefore, the posteriors are approximated by
Qj φ

x (H = 1) = μj
x. It has been shown that mean field approximation provides a

fast estimation for the posterior in practice. For more details, we refer the reader
to [25]. The second term of Eq. 9 is called the data-independent term, and it is
typically approximated by stochastic MCMC sampling methods [23], such as the
k-step contrastive divergence (CD) or persistent CD algorithms [27,30].

Now, we introduce the diversifying regularization for the variational opti-
mization. The regularization is introduced on the individual factors Qj

x in the
following way:

DH(Qφ
xp

, Qφ
xq

) = 1 −
∑

h={0,1}

√
Qj φ

xp (h)Qj φ
xq (h) = 1 −

√
σ(zj

p)σ(zj
q) −

√
σ(zj

p)σ(zj
q),

(10)
where σ(z) = 1 − σ(z). The derivation of the regularizer’s gradient can be
obtained as follows:

∂

φij
DH(Qφ

xp
, Qφ

xq
) =

∑

h={0,1}
(−1)h 1

2

√
Qj φ

xp (h)Qj φ
xq (h)[Qj φ

xp
(h)xpi + Qj φ

xq
(h)xqi],

(11)
where h = 1 − h.

We introduce the total diversifying regularization to the data log likelihood
as follows:

r(θ;D) =
∑

x∈D
log P (x) + α

∑

(xp,xq)∈N
DH(Qφ

xp
, Qφ

xq
). (12)
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Now, the weight update rule for the data-dependent term using mean filed approx-
imation, and for the data-independent term using stochastic approximation,
we get:

∂r(θ; D)

θij
=

∑

xl

xliμ
j
xl

− x
(k)
i h

(k)
j

+ α
∑

(xp,xq)∈N

(√
μj

xp
μj

xq
[μj

xp
xpi + μj

xq
xqi] −

√
μj

xpμj
xq [μ

j
xp

xpi + μj
xq

xqi]

)

(13)
where μ = 1 − μ, the 1/2 is absorbed in the regularization trade-off parameter
α, and x(k) and h(k) are obtained with k-step Gibbs sampling.

The DR does not require any constraints on the visible units, and it can be
used in combination with real-valued Gaussian-Bernoulli RBMs as well.

2.2 Variational Autoencoders (VAEs) Using Side Information

Variational Autoencoders (VAEs) [7,17] represent data generation process by
an unobserved continuous latent random variable H which is decoded with neu-
ral networks. The parameters of VAEs are trained jointly by backpropagation
algorithm via optimizing the following cost function:

L(θ, φ;D) =
∑

x∈D
EQx [log P (x|H; θ)] −

∑

x∈D
KL (Qφ

x, P (H)). (14)

The first term is the expected reconstruction error, while the second term,
the KL-term, pushes the posterior Q toward the prior P (H). We note that Q
tends to “be covered” by P in this case.

The DR can be introduced over the reconstruction level and we can have
several options. For instance, DR could be defined via cross-entropy as follows:

DCE(xp,xq) = EQxq
[log P (xp|H; θ)], (15)

However, when one does not require a probabilistic interpretation over the last
layer, simply an Euclidean distance could be used as: D2(hxp

, hxq
) = ‖hxp

−
hxq

‖22, where hxa
denotes the reconstruction of data xa obtained with VAE and

2 in D2 indicates its relation to the squared L2-norm.

3 Diversifying Regularization Based on Side Information
for Discriminative Deep Models

In the case of DNNs, let hl
xp

denote the features obtained at hidden layer l by
forward propagation from data xp. Because hl

xp
does not have any probabilistic

interpretation, we can define DR for two different types of data xp and xq by any
distance function. Here, we define it as D2(hl

xp
,hl

xq
) = ‖hl

xp
−hl

xq
‖22. Therefore,

the learning objective including D2 can be formulated as follows:

J(θ;D) =
∑

x∈ D

�(G(x; θ), y) + αΩ(θ) −
∑

(xp,xq)∈N

L−1∑

l=1

αlD2(hl
xp

,hl
xq

), (16)
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where � is a loss function such as cross entropy, G(x; θ) denotes the output
prediction by DNN, Ω is a parameter regularization, and αs are trade-off values.
The derivatives of this learning objective can be calculated analytically; however,
it can also be done automatically via, for instance, Theano’s grad function.

One can apply different trade-off coefficients αl at different layers. Perhaps, at
lower level feature learning, it is not expected to obtain different representations
for different types of data; however, at higher levels, closer to the prediction
level, stronger regularization αl would be desired.

4 Experimental Results and Discussion

The aim of our experiments is to demonstrate that training algorithms achieve
better generalization performance with using DR than without using it under
exactly the same parameter settings. We did not use any sophisticated methods
such as adaptive learning rate, momentum methods, second order optimization
methods, data augmentation, image preprocessing methods, etc, which would
make it more difficult to reveal the contribution of DR to the final result. We
note that, therefore, our classification results do not surpass the best ones in the
literature. Here, we present three types of experiments, one for RBMs, one for
VAEs, and the other for discriminative models. All the samples for the negative
pairs were constructed from all the data having different class labels in the
current mini batch.

On the Generative Learning of Deep Belief Networks. First, we built a deep
belief network (DBNs) [20] on the Cifar-10 dataset [18]. The dataset contains
tiny (32 × 32) color pictures from 10 classes, 50,000 for training and 10,000 for
testing. We constructed a DBN of 11 layers, each having 500, 300, 200, 150, 100,
80, 60, 50, 30, 20 hidden and 10 output units, respectively. The weights in every
layer were pre-trained by an RBM using learning rate 0.01, one-step CD (k = 1).
The batch-size was set to 10. For DR, we used the formula Eq. 10, and all data in
the mini-batch were used to construct the side information (N), which resulted
in approximately 35–45 pairs in each batch. The α trade-off parameter of DR
was set to 50. For the fine-tuning backpropagation, we used a stochastic gradient
descent without any parameter regularization (such as L2), with learning rate
0.01 and batch size 10. The fine-tuning phases did not employ DR; therefore,
we can see the effect of DR on the training of RBMs. All other parameters were
left default. Before training of both models (with and without DR), all weight
parameters were initialized with exactly the same values. The DBN and RBM
codes were downloaded from deeplearning.net.

The results are shown in Fig. 1. The first 10 plots (first five rows) show the
pseudo-log likelihoods obtained during training RBM with DR (solid) and with-
out DR (dashed) at every layer. The last two plots in the last row show the
cost and the test error during the fine-tuning, when it was applied after regu-
larized (solid) and unregularized (dashed) pre-training. These plots show that
the fine-tuning achieved much faster convergence and much better generaliza-
tion performance when the weights were pre-trained using DR. We explain this
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Fig. 1. Learning curves during training of RBM and DBN. The numbers in the paren-
thesis in the legends indicate the run time in minutes. Cost is defined as cross entropy.

as being due to the fact that DR includes class information about the data,
which might not maximize the pure log likelihood but favors solutions where
different types of data have more different abstract representations as well. Run
times are indicated in the figure legend. Training using DR required more time
because side information was generated on the CPU for each mini-batch inline.
This possibly could have been accelerated by generating it for each batch before
the training procedure, in advance.

On the Generative Learning of VAE. Next, we examined the impact of DR,
defined as in Eq. 15, on training of VAE. We employed the classic MNIST dataset
[21], which contains (28 × 28) gray-scaled pictures of handwritten digits: 50,000
of them for training and 10,000 for testing. The VAE consisted one hidden layer
with 600 hidden units on the encoding and decoding layer, respectively, while the
latent space was 2 dimensional. The training was carried out using the reparame-
terization trick [17]. The prior and the posterior were defined as P (H) = N(0, I)
and Qφ

x = N(z|μ(x), σ2(x)I), respectively, where μ = μ(x) and σ = σ2(x) are
the outputs of the encoding neural network trained on data. Training run 100
epochs with learning rate 0.05 and batch-size 20.

For the visualizations of the learned manifolds, the linearly spaced coordi-
nates of the [−6,−6]× [6, 6] square were used as the latent variables H. For each
of these values we plotted the corresponding generative P (x|H) with the learned
parameters. The sampled images are shown in Fig. 2. The panel (A) shows the
sampled images from the VAE trained without DR, while panel (B) shows sam-
pled images from the VAE trained using DR. In our opinion, the decoder layer
of the VAE trained using DR can produce sharper images.

On the Discriminative Learning of DNN. Finally, we examined the impact of
DR, defined in Eq. 16, on training deep, fully connected sigmoid networks. We
employed the MNIST dataset. We constructed a six-layer DNN, with hidden layers
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Fig. 2. Learned MNIST manifold (A) without regularization and (B) using DR. DR
helps generate sharper images.

containing 30, 30, 30, 20, 20 units and the output layer containing 10units.Training
was carried out via a gradient descent algorithm without any parameter regulariza-
tion (such as L2), with learning rate 1.0. The α trade-off parameter of DR was set
to 50.0, and it was reduced in each epoch by 10%; therefore, its effect was strong at
the beginning of the training but over the time it gradually vanished. For side infor-
mation, 202,770 data pairs were randomly chosen at the beginning of the training.
Before training of both models (with and without DR), all weight parameters were
initialized with exactly the same values.

Fig. 3. Curves during training fully connected sigmoid DNN. Cost is defined as cross
entropy. Middle plot does not include DR.

The results and the learning curves are shown in Fig. 3. The plots show the
value of the regularization, the value of the cost function (without regularization)
during training, and the error obtained on the test data, respectively. These plots
show that the standard backpropagation algorithm (dashed line) was not able to
train the model on this structure, and it gave an 88.65% classification error. We
note that the tricky part here is the first hidden layer because the information
compression is very high (784 → 30), so the backpropagation must train the
corresponding weights very well. However, in practice the backpropagation failed
to propagate the error from the output layer to the first layer. However, DR
(solid line) is applied directly on every layer providing useful class-label-related
information locally. The backpropagation method using DR (solid line) during
the first 127 epochs did not change the cost and the test error but it rapidly
increased the diversification until it reached a critical point from where the
gradients of the cost function led to a good (local) minimum. This resulted in a
5.44% classification error.
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5 Conclusions

In this article we have introduced a novel regularization method, termed diver-
sifying regularization (DR), to help train deep generative and discriminative
models for classification tasks. The main idea behind DR is that different types
of data should have different abstract representation in the model’s hidden layers.
Therefore, DR applies a penalty on hidden units if they obtain similar features
on data belonging to different classes. In the experimental results on deep belief
networks, we have shown that DR is capable of including essential information
about class labels implicitly and propagating them through layers in the greedy
layer-wise pretraining. Therefore, the regularized weight initialization already
includes some information about the class labels, and the subsequent fine-tuning
phase can obtain smaller generalization errors and faster convergence. On the
other hand, discriminative training of deep models can also benefit from DR,
because it can provide good gradients at low layers, directly helping coping with
vanishing gradient problem.

Our method, DR, is not limited to DNNs, VAEs, RBMs, and DBNs. It can
be included in many generative models and methods, such as Gaussian mixture
models and wake-sleep algorithms as well.
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Abstract. In this paper, the approach of multi-instance learning is used for mod-
eling the biological properties ofmolecules.We have proposed two approaches for
the implementation of multi-instance learning. Both approaches are based on the
idea of representing the features describing the molecule as a one vector, which
is produced from different representations (instances) of the molecule. Models
based on the approach of multi-instance learning were compared with classical
modeling methods. Also, it is shown that in some cases, the approach of multi-
instance learning allows to achieve greater accuracy in predicting the properties
of molecules.

Keywords: Multi-instance learning · Neural networks · QSAR

1 Introduction

Chemoinformatics is a modern interdisciplinary science at the intersection of computer
science and chemistry [1]. It involves the applicationof different computational and infor-
mation processing techniques to solving a variety of problems in the field of chemistry.
One of these important problems is establishing the relationship between the structure
of a chemical compound and its biological activity, or its any other desired property.
Machine learning approaches are widely utilized to build highly predictive quantitative
structure-activity (property) models (QSAR/QSPR) [2].

One of the key limitations of conventional structure-propertymodeling is the require-
ment that each molecule has to be represented by a single instance [3]. In other words,
a molecule has to be associated with a single set of features. Despite a molecule is often
considered as a set of atoms and bonds and represented frequently as a planar (2D)
graph, it is indeed a dynamic 3D object and simultaneously exists in many 3D forms
(or instances), that are different by spatial arrangement of atoms, called conformations
(Fig. 1). Every conformation has associated energy. Low-energy conformations are usu-
ally formed due to rotation of molecular fragments around single bonds (Fig. 1). For
some applications 2D molecular graph features (often called 2D descriptors) are not
enough and lack important information about molecular structure. In this case, one has

© Springer Nature Switzerland AG 2020
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to resort usage of features associated with molecular 3D geometry. However, selection
of the geometry used for feature calculation is artificial and influence model quality a lot.
“Bioactive” conformation that binds to protein (Fig. 1) could neither be lowest energy
nor even belong to potential energy minima.

Fig. 1. 2D and 3D representations of the molecule. The rotatable bond is circled by the red line.
(Color figure online)

The concept of multi-instance learning (MIL) naturally treats peculiarities of chemi-
cal objects [3], which are often difficult to represent by a single molecular form. In MIL,
supervised learner receives several feature vectors of instances of the same object and
the objects’ labels. Despite the fact that multi-instance learning approach was originally
proposed specifically to solve chemical problems [4] it did not receive much devel-
opment in chemistry: there are only two publications in which the properties of small
molecules were modeled [5]. The multi-instance learning approach was never compared
to conventional QSAR approaches.

There are many implementations of multi-instance modeling approaches based on
modifications of Support Vector Machine (SVM) algorithm: MI-SVM and mi-SVM
[6], NSK and STK [7], MissSVM [8], MICA [9], sMIL, stMIL, and sbMIL [10]. They
use different kernels: instance-based kernels (MI-SVM, mi-SVM, MICA, MissSVM),
set-based kernels (NSK) or hybrid approaches (sMIL, stMIL, and sbMIL). Approaches
using instance-based kernels produce models with relatively high accuracy, however
their high computationally complexity and memory consumption makes them imprac-
tical to train on big datasets. Approaches using set-based kernels are less susceptible to
these issues. However their accuracy may depend on a distribution of instances within
objects [11]. Other MIL approaches use proportionalization or averaging of features of
instances to get a feature vector of an object [12, 13]. The class conditional log likelihood
ratio (MICCLLR) algorithm represents an object by a feature vector containing statistics
computed based on the class conditional log-likelihood ratios of the attribute values of
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the instances of the object [14]. Therefore this algorithm relies on the conditional inde-
pendence assumptions which are not always true. The abovementioned xMaP approach
is somewhat similar to this approach, it also convert input instances (conformations) in a
distribution of variables representing a whole object (molecule). The decision tree algo-
rithm was adapted to multi-instance learning. however if instances are represented by
numerical variables it is equivalent to the simple proportionalization minimax scheme
[15, 16]. The developed SVM algorithm based on minimax kernel is also equivalent
to the corresponding proportionalization scheme. Other approaches are Citation-kNN
and Bayesian-kNN based on modified Hausdorff distance measure [17]. Recently a new
promising algorithm based on deep convolution neural networks was proposed [18]. It
was successfully applied for image annotation and its architecture is not suitable for
solving chemical problems.

In this work we propose multi-instance learning approaches adapted for chemical
objects modeling that are based on conventional machine learning approaches and the
neural nets, and benchmark them for chemical properties modeling. Molecular confor-
mations are considered as instances of molecules, encoded by their own feature vectors.
The property of the chemical object is associated with one or more instances from the
entire set, but it is not known with which one. This will help to overcome the compound
representation shortcomings caused by the use of the conventional structure-property
modeling practices, making it possible to utilize multiple molecular forms/instances,
which may in turn lead to an improvement of the model’s predictive abilities due to
more complete description of molecular features. Classification task is considered in
this work. The MIL approaches proposed will be compared with conventional QSAR
techniques based on application of features of 2Dmolecular graph and features of lowest
energy 3D structure.

2 Modeling

2.1 Data

To build the models, 3 data sets were taken from the paper [19]. Data sets contain
molecules that can exhibit biological activity against various diseases.

A data set of 114 angiotensin converting enzyme (ACE) inhibitors consisted of
65 active and 49 inactive molecules. In the original paper, the data set was divided
into the train (76 molecules) and test (38 molecules) sets. ACE inhibitors are used as
pharmaceutical drugs for treatment of cardiovascular diseases [20].

A data set of 361 dihydrofolate reductase inhibitors (DHFR) consisted of 203 active
and 158 inactive molecules. The data set was divided into the train (237 molecules)
and test (124 molecules) sets as described in the original paper. DHFR inhibitors can
be useful in the treatment of cancer and as a potential target against bacterial infections
[21].

A data set of 111 acetylcholinesterase inhibitors (ACHE) consisted of 86 active and
25 inactive molecules. The data set was divided into the train (74 molecules) and test
(37 molecules) sets as described in the original paper. Acetylcholinesterase inhibitors
are used for treatment of postural tachycardia syndrome, Alzheimer’s disease and a lot
of other diseases [22].
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The test sets in the paper [19] were selected with the maximum dissimilarity to the
training sets. The sets were structured this way to examine the predictive accuracy of
models when extrapolating outside the training set space.

2.2 Feature Calculation

In this work the RDKit (Open source toolkit for cheminformatics in Python) [23] was
used to generate features of 2D molecular graphs and 3D conformations.

Molecular conformations (the number depends on the selected parameter) for each
molecule were generated using in house scripts1. All possible spatial conformations in
which RMSD (structure diversity) threshold parameter was 0.5 and energy cutoff was
100 were generated.

Therewere 200 features for 2D-structure description ofmolecules, such asmolecular
weight, the number of different types of atoms and other. Also there were 914 features
(16 types) for 3D conformation representation, such as principal moments of inertia,
radius of gyration etc.

2.3 Methods

The general idea behind the proposed approach is that one or more molecular forms
(instances) of many active compounds responsible for compound activity should have
similar feature vector. Thus, instances can be clustered by similarity. It is assumed that
some of the identified groups (clusters) will be enriched with molecular forms of active
compounds responsible for compound activity. This stage will largely determine the
model quality. Molecule is encoded by a new feature vector whose length is equal to
the number of identified clusters. The values of this vector are the number of molecular
forms which fell into a particular cluster. Alternatively, this vector can be represented as
a bit string containing the information about to which clusters instances of the compound
were assigned. This procedure can be considered as a conversion of the original feature
space into a latent space and the latent vector encodes a compound represented by many
instances with a single feature vector. The resulting feature vectors are used to develop
models using conventional machine learning approaches.

Unsupervised Clustering-Based Approach. This approach is based on application of
clustering at the first step. The molecular forms are grouped using such conventional
clustering method as k-means algorithm. Each molecule is represented by a feature
vector. Instances of the samemolecule can be grouped several times in the same clusters.
Latent vector is generated by counting occupancy of every cluster by instances of some
molecule. Latent vectors are used for building model by Random Forest method. This
approach is easy-to-implement and adjust and it uses only conventionalmachine learning
techniques. The drawback of the approach is the unsupervised nature of clusterization
algorithm which can hardly be optimized for greater model performance.

Supervised Clustering-Based Approach. The second approach is based on neural net-
works, first similar MIL approach was proposed by Ramon and De Raedt [24]. In this

1 https://github.com/DrrDom/rdkit-scripts.

https://github.com/DrrDom/rdkit-scripts
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case, two neural networks are designed and stacked together – the output of the first
network is the input to the second one. The task of the first network is to create the
latent space representation of an input object represented by multiple instances. It takes
an instance feature vector and, passing it through the net, attributes it to output nodes
(analogs of clusters) with some probabilities. The probabilities of individual instances
of a compound are summed for each node to get a feature vector representing this com-
pound. This is equivalent to mean pooling in convolution neural networks. The obtained
feature vector is used as input for the second neural network which establishes corre-
lation with endpoint values of compounds. Since all operations are differentiable both
models can be trained simultaneously. Therefore, the latent space representation will
be adapted to the modeled property during model training. The supervised approach
of latent variable generation may produce models with higher predictive performance.
Recently, different tricks (dropout, residual connections, etc.) to enhance neural net-
based MIL model performance were explored [25], effect was visible but low. Thus, we
used aforementioned two nets-based model.

The basic architecture of the neural network used for multi-instance learning is
shown in Fig. 2. Each molecule was represented by an array, where each row was a
feature vector calculated for each conformation of the molecule. Thus, the data set of
molecules and their conformations was represented as a three-dimensional array of the
form the number of molecules, the number of conformations, the number of features.

Fig. 2. Architecture of neural network used in supervised clustering-based approach

2.4 Validation

The optimization of the hyperparameters of the models was carried out using the cross-
validation procedure with dividing data into 5 folds. The selection of the best models
was performed using the ROC-AUC value.

For the Random Forest algorithm the following parameters were used: 250 trees
were used, maximum features was selected from 0.1 to 0.3 with step 0.1, log2 or square
root of number of features. The number of clusters was varied from 2 to 1000.

During building models based on neural network (Fig. 2), the number of neurons in
hidden layers was optimized. The number of neurons in hidden layers was selected from
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2 to 1024, as powers of 2. Also during the tests it had been found that the number of
learning epochs has a significant influence on the quality of the models. In this regard,
the number of learning epochs was also the optimized hyperparameter and was selected
from the range from 1 to 1000.

3 Results and Discussion

3.1 Influence of Number of Conformations

For molecules from the mentioned data sets, different sets of conformations (instances)
were generated having 1 or up to 5, 10, 15 or 25 conformations. In the case of a single
conformation representation conformations with the lowest energy calculated within
MMFFwere considered. It should be noted that in this case no clustering was performed
before building of Random Forest models. The mean pooling operation implemented
within the neural network approach had no effect on the learning process.

Table 1 compiles model performance on selected datasets. The best models out
of many ones characterized by different hyperparameters were selected based on cross-
validation results. From the obtained results, it follows that the approach based on neural
networks is characterized by a higher accuracy of predicting the activity of molecules on
all three data sets. One can notice that cross-validation quality is much better than those
on test set, which is due to the fact that test set comprised of molecules most dissimilar
to training set.

Table 1. The results of modeling the activity of molecules for different data sets. CV is the metric
value obtained on cross-validation. Best test set prediction in row is bolded.

Model Conformations (instances)

1 5 10 15 25

ROC AUC value

CV Test CV Test CV Test CV Test CV Test

ACE

Random Forest 0.85 0.69 0.88 0.69 0.88 0.69 0.87 0.69 0.87 0.69

Neural Network 0.96 0.75 0.97 0.89 0.97 0.84 0.97 0.83 0.97 0.80

DHFR

Random Forest 0.81 0.79 0.69 0.60 0.66 0.67 0.69 0.60 0.68 0.66

Neural Network 0.88 0.88 0.89 0.88 0.90 0.84 0.90 0.86 0.91 0.87

ACHE

Random Forest 0.63 0.61 0.64 0.57 0.58 0.52 0.63 0.52 0.56 0.61

Neural Network 0.76 0.72 0.74 0.88 0.69 0.87 0.75 0.92 0.74 0.83

In the case of modeling the activity of molecules on the ACE and ACHE data set,
the unsupervised clustering-based model built on one conformation (instance) is char-
acterized by the same prediction accuracy on the external test, as models built on 5,
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10, 15 and 25 examples. Thus, multi-instance learning does not give any advantages
over single-instance case. However, when using the supervised neural network based
approach, models built on several conformations (instances) are characterized by higher
prediction accuracy than models built on one instance. At the same time, ROCAUC val-
ues reach a plateau and do not rise with number of conformations. It seems that model
training becomesmore complicatedwith rise of number of instances; and simultaneously
the amount of new information introduced by inclusion of additional instance becomes
lower and lower. These two effects can explain such saturation and even lowering of
model performance with number of instances used.

In the case of the DHFR data set, the models built on one conformation were already
highly predictive and the multi-instance learning approach could not improve predictive
ability of models even when neural networks are used. This result can be explained by
the fact that there is always a chance to randomly select an instance, which for a given
data set and the type of modeled property is well described by the particular type of
features, i.e. inclusion of 3D information is not necessary for a given data set.

It was noted that neural net-based MIL models with the greatest ROC AUC on
cross-validation are not the best on external test set: there are some hyperparameter
combinations that result in the models that much better predict external test set but
their performance estimated on cross-validation is slightly lower. It can be caused by
mentioned inconsistency in training and test set selection: prediction of test set requires
more generalized model (that require more training epochs) than cross-validation which
approaches good performance using less epochs.

3.2 Comparison with Traditional QSAR

In this section, we summarize the obtained results and compare the classical approach
to modeling the properties of molecules and the approach of multi-instance learning. To
build models on classical 2D descriptors, the Random Forest method and the multilayer
perceptronwith one hidden layer (MLP)were used. Table 2 summarizes results obtained.
In Table 2, the third column shows the best ROC AUC achieved using multi-instance
learning setup (bolded in the Table 1). One can notice that RF model is worse than MLP.
It is interesting that RF models on 2D representation-based features are better than on
3D ones.

Comparing to models built on 2D molecule representation - based features unsuper-
vised clustering-based (RF-based) approaches have lower performance. It seems that
some adjustment of model, more careful selection of clustering scheme could improve
results. Supervised clustering-based neural nets models guarantees better performance
than 2D representation based single-instance approach used in traditional QSAR. Only
in DHFR case performance of both models is the same. It supports our conclusion that
for this data set one instance is sufficient for achieving the best model performance
and information about spatial structure is not important for discrimination of active and
inactive compounds. Thus, taking into account several representations of the molecule
allows us to achieve a higher accuracy of the classification of molecules into active and
inactive than traditional approach, based on molecular graph features.
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Table 2. ROC AUC metrics for best models built on feature vectors representing 2D molecular
graph and feature vector of random 3D conformation.

Model 2D (Traditional
QSAR)

3D (Multi-instance
learning)

CV Test CV Test

ACE

5 instances

Random Forest 0.81 0.76 0.88 0.69

Neural Network 0.91 0.86 0.97 0.89

DHFR

5 instances

Random Forest 0.85 0.81 0.69 0.60

Neural Network 0.92 0.88 0.89 0.88

ACHE

15 instances

Random Forest 0.62 0.60 0.64 0.57

Neural Network 0.84 0.87 0.75 0.92

4 Conclusions

Molecules are complex dynamic objects that can be usually represented by a set of
instances - conformations that are different by spatial arrangements of constituting atoms.
Multiple-instance learning is a promising approach for modeling chemical object prop-
erties since it can tackle strictly intrinsic complexity of molecules. In the work, two sim-
ple approaches for MIL have been proposed for chemical structure-biological activity
modeling. One approach is based on unsupervised clustering of multiple instances with
subsequent generation of latent vectors showing number of instances of the molecule
falling into every cluster. The second approach is based on application of specially
adapted architecture of neural network (similar to convolutional NN) that implicitly
learns optimal clustering.

Proposed classification approaches were first benchmarked versus traditional sin-
gle instance based QSAR approaches on three biological activity data sets taken from
literature. It was shown that neural network-based approach allows generating more
performant models than the unsupervised clustering-based one. The model, built on one
conformation within neural network MIL architecture shows lower ROC AUC values
than models based on several instances (conformations). However, there is some satura-
tion effect when increase of number of instances lowers model performance. Generally
supervised clustering-based MIL approach is more performant (or at least has similar
performance) than traditional QSAR approach based on 2D molecular graph features.
We noticed at certain hyperparameters neural net-basedMIL approach showmuch better
performance on test set (such models become substantially better than single-instance
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ones), but since cross-validation ROC AUC slightly worse, they are not selected. Such
inconsistency in cross-validation and test set quality metrics can be explained by fact
that test sets were selected by maximal dissimilarity to training set and thus optimality
criterions do not coincide in cross-validation and test set.

The study shows that MIL approach, especially based on neural networks are very
promising for modeling chemical object properties. Further wide-scope comparison of
MIL approaches with traditional QSAR should be performed.
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Abstract. In this paper we provide the methodology for evaluating
effectiveness of international sanctions using Data Envelopment Analysis
(DEA), which we use for generating the network matrix for further anal-
ysis. DEA is a non-parametric technique used to compare performance
of similar units, such as departments or organizations. DEA has wide
applications in all industries, and has been successfully used to compare
performance of hospitals, banks, universities, etc. The most important
advantage of this technique is that it can handle multiple input and out-
put variables, even those not generally comparable to each other. We
use the “Threat and Imposition of Sanctions (TIES)” Data 4.0 for anal-
ysis. This database contains the largest number of cases of international
sanctions (1412 from the years 1945–2005) imposed by some countries
on others, takes into account simultaneous sanction imposition, and also
estimates the cost of all sanctions - both for those who receive and those
who impose them. As input variables for DEA model we use the impact
of sender commitment, anticipated target and sender economic costs,
and actual target and sender economic costs. As the output variable,
we use the outcome of sanctions for senders. We describe how to use
DEA cross-efficiency outputs to build the network of sanction episodes.
Our proposed combination of DEA and network methodology allows us
to cluster sanction episodes depending on their outcomes, and provides
explanations of higher efficiency of one group of sanction episodes over
the others.

1 Introduction

Recently, leading countries have increased the use of sanctions as a strategy of
pressure on other countries. Sanctions are a softer tool of pressure compared to
military interventions, and usually, they materialize in the form of prohibition of
c© Springer Nature Switzerland AG 2020
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a certain economic activity. Sanctions can be considered one of the elements of
hard power, which allows countries to send signals to others and exert pressure
on each other without combat. Despite the wider use of sanctions (relative to
military action), they still have a number of significant drawbacks. For exam-
ple, they are difficult to manage and implement, which casts doubt on their
effectiveness [1]. This is a critical issue that has received much attention.

Today, economic sanctions are one of the most common instruments of for-
eign policy [3]. They became a tool in a foreign policy toolkit as an alternative
or complement to the use of force or strengthening the bargaining power. They
are actively used as a means of forcing individual states to fulfill the political
demands of the countries initiating sanctions [4,5]. It is believed that sanctions
are an inexpensive alternative to war when diplomacy fails. The number of cases
of application of sanctions by the UN Security Council is growing [6]. Since 1966,
more than 30 sanctions regimes have been introduced that still exist today. At
the same time, receiver states are actively developing and improving the mech-
anisms for circumventing sanctions and mitigating their impact on the national
economy and the stability [7]. Often, the use of sanctions becomes the subject
of regulatory and ethical differences between the objects of sanctions (as a rule,
these are developing countries) and the initiators of sanctions (usually in this
role are the developed countries). The initiators consider sanctions to be one
of the legal means of coercion to fulfill international obligations or to comply
with certain norms [8–10]. Interest in economic sanctions as an instrument of
pressure is currently increasing, since other key instruments of foreign economic
impact have their own objective limitations. These include trade, financial and
macroeconomic policies, the provision of assistance and the economic sanctions
themselves. However, it is always necessary to remember that the potential of
economic sanctions is always limited by the question of their effectiveness.

Broad use in political practice is combined with a broad interpretation of
the very concept of sanctions. Sometimes, sanctions include measures of trade
or economic war. In the expert community, the functions of sanctions are inter-
preted differently, offering different versions of the typology of sanctions [11–14].
The literature on sanctions is broad and diverse, and the only summarizing com-
ment is that sanctions are different in purpose, objectives, and scales. The key
issue in the scientific discourse is the question of the reasons and conditions for
the effectiveness of sanctions. Why in some cases sanctions are successful, while
others are not, and even lead to results contrary to expectations?

The definition of sanction effectiveness is somewhat vague, but a consensus
was reached nonetheless by the scientific community. Researchers believe that
the effectiveness of sanctions consists of two components: the degree to which
the outcome of the policy to which the sending country aspired was achieved
and the contribution to the success achieved by the sanctions [11].

In most cases, when examining the effectiveness of sanctions from a political
angle, researchers consider such factors as accompanying policies, international
cooperation, international assistance to the target country, previous relations
between the sender and the target states, and democracy against autocracy.
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From the economic point of view, researchers study the impact of the average cost
of sanctions for the target state, the size of the country, trade relations, economic
health, political stability in the target country, and the type of sanctions [12].
Most researchers agree that sanctions are a more humane analogue of war, yet
one area where there is still little consensus is the assessment of the effectiveness
of sanctions [13,14].

When studying the effectiveness of sanctions one of the most common meth-
ods of analysis is a case study. Many researchers turn to this method because
they already have a clear idea of effective vs. ineffective cases and are considering
them directly [15–17]. Another group of researchers addresses linear regression
(and in particular, logistic regression). This method allows predicting the effec-
tiveness of sanctions (dependent variable) for a number of independent variables
[18,19].

y = f(x, β) + ε

Researchers also use cluster analysis, where cases are grouped by efficiency
and scientists get out similarity patterns between them [20]. In the literature
[2] researchers have identified a number of political and economic variables that
affect the effectiveness of economic sanctions, including international coopera-
tion, the former relationship between the sender and target states, the average
cost of sanctions, trade relations, etc. However, to the best of our knowledge,
none of the existing studies were actually able to quantify the sanctions’ cross-
efficiency - in other words, mutual impact on the sender and the receiver - or
provide methodology for its evaluation.

In this study, we attempt to close this literature gap by introducing the
methodology for quantifying sanctions’ cross-efficiency. We identify the most
effective imposition of sanctions in the period from 1945 to 2005 using the
method of DEA (Data Envelopment Analysis) and describe how to use DEA
results for establishing a network of efficient and inefficient sanctions, further
analyzed with network methodology.

2 Data and Method

As already described above, some researchers addressed the issue of sanctions’
effectiveness, and even identified key variables that influence the “success” of
sanctions. However, there is still no agreement which examples to consider effec-
tive, and there are some factors that have not yet been studied in the analysis
of effectiveness. Thus, the focus of this study is to identify the most effective
examples of imposing sanctions and the variables that affect success.

Economic sanctions in the “TIES 4.0” database are defined as actions taken
by one or more countries to limit or terminate their economic relations with
the target country in an attempt to convince the target to change its policy.
By definition, a sanction must: (1) include one or more sender states and a
target state, and (2) be implemented by the sender to change the behavior
of the receiver. Actions taken by states that restrict economic relations with
other countries solely for reasons of domestic economic policy are, therefore,
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not considered to be political sanctions. Sanctions take various forms, including
such actions as tariffs, export controls, embargoes, import bans, travel bans,
freezing of assets, reduction assistance and blockade, and the type of sanction is
an important variable in our analysis.

Then, we turned to the standard set of variables that were identified at
the literature review stage, and also added variables that were not previously
considered in the analysis. Thus, in our model, we use the following set as input
variables:

– Sender Commitment. This variable takes the values 1 (weak commitment), 2
(moderate), to 3 (strong commitment).

– Anticipated target economic costs. This variable measure minor (1), major
(2), and severe (3) potential costs for target state economy.

– Anticipated sender economic costs. This variable measure minor (1), major
(2), and severe (3) potential costs for sender state economy.

– Target economic costs. This variable measure minor (1), major (2), and severe
(3) ex post economy costs for target state economy as a result of sanctions
imposition.

– Sender economic costs. This variable measure minor (1), major (2), and severe
(3) economy costs for sender state economy as a result of sanctions imposition.

Output variable:

– Settlement nature for sender state. This variable is designed to capture how
the sanctions episode was settled. On a scale of 1–10, it measures how well
did the sender fare as a result of the threat/imposition of sanctions.

We analyze the effectiveness of sanctions using Data Envelopment Analysis
(DEA). DEA is a non-parametric method based on solving an optimization linear
programming problem of maximizing the outputs for a given amount of resources
(inputs) or minimizing the resources used (inputs) at a given level of output
products (outputs). The unit of analysis is the decision-making unit (DMU); in
our case - countries. To solve the linear programming problem, a DEA model
formulates a mathematical description of the system of relations of weighted
output variables corresponding to the results of the DMU activity to the weighted
input variables corresponding to the used DMU resources. From the technical
point of view, DEA compares each of the DMUs in pairs from the point of view of
their “output-input” relationship in order to obtain relative efficiency estimates.
Those DMUs that receive the highest scores are at the frontier of production
capability and become benchmarks for other DMUs in the sample [21–23].

Formally, DEA approach can be described as follows. There are K objects,
or DMUs, and each has multiple indices:

– A vector m of expended resources, or inputs, Ikm
– A vector of n results or outputs, Okn

– Each resource has a weight of xm

– Each result has a weight of yn
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It is important to note that the weights of resources and outcomes are not
known a priori. DEA solves a system of equations to optimize a combination of
weights, deeming the object either efficient or inefficient relative to other objects
in the evaluation. The efficiency of each object is the ratio of the sum of all
outputs obtained to the sum of all expended resources:

∑N
n=1 Oknyn

∑M
m=1 Ikmxm

The optimization problem is then formulated using the objective function,
maximizing the efficiency of the evaluated unit, subject to imposed constraints:

maxz =
∑N

n=1 Oknyn
∑M

m=1 Ikmxm

,

Subject to:
N∑

n=1

Oknyn −
M∑

m=1

Ikmxm ≤ 0,

k = 1, 2, ..., K
xm, yn ≥ 0

for all m, n.

In recent years, the use of the DEA approach has become very popular for
evaluating the effectiveness of organizations in various industries and countries.
Due to the fact that DEA has a small number of restrictions, this assessment
method has become more preferable in cases where other assessment methods
are dependent on the nature of the relationship between “inputs” and “outputs”
[24,25].

Formally, the DEA models are aimed at exploring the boundaries, rather than
central trends. Thus, regression analysis “smoothes” observations to identify
central linear dependence, which greatly simplifies research findings, while DEA
models are more convenient for identifying peripheral relationships excluded by
regressions [26–28].

It remains important to define the concept of “effectiveness” in accordance
with the DEA methodology. According to Rhodes and Cooper, the DEA app-
roach assumes two views on efficiency: isolated efficiency in the context of the
“inputs” and “outputs” of the DMU (let’s call it “full effectiveness”) and com-
parative efficiency. Full efficiency is achieved by a DMU iff none of its “inputs”
and “outputs” can be improved without degrading the other “inputs” and “out-
puts” (Pareto-Kupmans efficiency). As for comparative efficiency, DMUs will be
evaluated as a fully effective unit based on the available data iff the performance
of other DMUs does not show that some of the “inputs” and “outputs” of a fully
effective DMU can be improved without degrading others [29].
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At the heart of these definitions of “efficiency” is the concept of Wilfredo
Pareto about the modern “economy of welfare,” in which it is impossible to
improve the position of some people without deteriorating the situation of others.
In 1951, Koopmans used the Pareto criterion in his work “Analysis of Produc-
tion and Distribution Activities.” According to Koopmans, there are “finished
products” (“outlets”) that can be recognized as the best if their improvement
can only be achieved by worsening other “finished products.” These “finished
products” are compared in pairs with each other many times to get their own
efficiency weights - that is, their estimates. However, each “finished product”
can be produced using a specific combination of “resources” (“inputs”) [30,31].

3 Model

Based on the data set that we have, we decided to use variables such as sender
commitment, anticipated target and sender economic costs, and target and
sender economic costs. Since DEA does not work with missing data, we first
removed those cases for which some data were missing. Also, we removed cases
where outcomes where coded as -9 (unknown) and 0 (“sender completely fails”
as DEA does not process zeros). Therefore, from the 1412 cases we went down
to 229 cases suitable for the analysis. Given that we started with the census of
sanctions, the remaining sample size is appropriately representative.

In this study, we applied DEA using the software package “PIM-DEAsoft
V3” [57]. We used the Constant Returns to Scale (CRS) model, because we
assume that outcome from sanctions (their effectiveness) proportionally depend
on the sender state commitments to force target state, and potential and ex post
costs of sanctions for both sender and receiver of sanctions.

In our model, there are 17 cases or sanctions episodes that received 100%
efficiency scores based on our analysis (Table 1). The code of the case is in the
format of the “year, month, day and sanction number.”

The first interesting result is that majority of the efficient sanctions are
imposed by the USA. This is not surprising, given that the almost half (48.22%)
of all worldwide sanctions are imposed by the USA. Nenetheless, the percent-
age of USA-imposed efficient sanctions (71%) is higher than could be expected
using weighted percentage alone. The second interesting result is that there are
no “famous” cases among the efficient, e.g., sanctions against Cuba or North
Korea. This could be due to the higher level of counteraction by the target state
in these cases. Finally, also efficient is the most recent case (2005) of ECOWAS
vs. Togo. This case was described as a rare case of unity among African nations
[58], when the late dictator Gnassingbe’s son resigned after the African Union
had joined the Economic Community of West African States (ECOWAS) to
impose sanctions on his regime and, together with the USA and the EU, threat-
ened to cut all diplomatic ties with Togo. More qualitative analysis is needed to
understand the nature of the efficient sanctions obtained by the results, but it
is beyond the scope of this article.
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Table 1. Description of DEA-efficient sanctions

Sanction code Description

1952010801 USA vs. Egypt

1952010803 USA vs. Iraq

1953021201 USA vs. Italy

1953021202 USA vs. Belgium

1953021205 USA vs. the Netherlands

1972090801 Several countries vs. Zimbabwe

1991100101 USA vs. Haiti

2000051901 Several countries vs. Fiji

2001012202 USA vs. Benin

2001042301 China vs. Japan

2001051503 Iraq vs. Turkey

2001100301 USA vs. CAR

2002041104 USA vs. Cambodia

2002080501 USA vs. Colombia

2002091901 USA vs. Malawi

2002111301 USA vs. Zambia

2005020701 ECOWAS vs. Togo

In addition to building frontiers to identify the most efficient cases, we also
constructed the cross-efficiency matrix. This tool for interpreting the results
consists of creating a table where the number of rows (i) and columns (j) equals
the number of units in the analysis. For each cell (ij), the efficiency of unit ij
is computed with weights that are optimal to unit j. The higher the values in
a given column j, the more likely it is that the unit ij is an example of more
efficiently operating practices.

Next, we use the cross-efficiency matrix to create the network of sanctions’
episodes. Doing so allows us to cluster sanctions’ episodes depending on the
similarity of their efficiency function, and analyze why one group of sanction
episodes is more efficient than the others. We implement the network on the
second model, since it contains the full set of variables of interest. Node ties
represent similarity of the sanction efficiency for the two connected countries
with the weight of the tie equal to the cross-efficiency between the two countries.

In order to cluster the network, we used the exploratory graph analysis using
Pajek with Fruchterman-Reingold algorithm on all sanctions with cross-efficiency
higher than 90%. As is clear from Fig. 1, there are four distinct clusters of sanc-
tions, though the analysis of their qualitative composition is beyond the scope
of this article.
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Fig. 1. Cross-efficiency network clusters

4 Conclusion

Despite the multitude of studies on the effectiveness of sanctions on the political
arena, the question of the sanctions’ effectiveness or the factors that affect it
remains on the forefront of international relations research. In this article, we
present the methodology that could help shed the light on the sanctions’ effi-
ciency by first identifying the most efficient sanctions (relative to each other),
and then grouping them in some way to identify the similarities between the
efficient cases. To the best of our knowledge, we are the first to propose this
methodology in the international relations research, and we hope that further
studies can validate our proposed methods with theoretical explanation of the
obtained results.
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Abstract. This paper describes an experiment aimed at improving the quality of
coreference resolution for Russian by combining one of the most recent develop-
ments in the field, employment of neural networks, with benefits of using semantic
information. The task of coreference resolution has been the target of intensive
research, and the interest at using neural networks, successfully tested in other
tasks of natural language processing, has been gradually growing. The role that
semantic information plays for the task of coreference resolution has been recog-
nized by researchers, but the impact of semantic features on the performance of
neural networks has not been yet described in detail. Here we describe the pro-
cess of integrating features derived from open-source semantic information into
the coreference resolution model based on a neural network, and evaluate its per-
formance in comparison with the base model. The obtained results demonstrate
quality on parwith state-of-the-art systems, which serves to re-establish the impor-
tance of semantic features in coreference resolution, as well as the applicability
of neural networks for the task.

Keywords: Natural language processing · Coreference resolution · Neural
networks · Semantic relatedness · Russian language

1 Introduction

Coreference resolution, as an important step at machine translation, information extrac-
tion, text summarization, etc., is among the most relevant tasks of natural language
processing. Two expressions can be considered coreferent if they refer to one and the
same real-world entity. Consequently, the goal of automated coreference resolution is to
extract chains of mentions, referring to the same entity, from the text.

The algorithms of automated coreference resolution have been created since the
middle of XXth century. At first these algorithms have been mostly empiric, based on
the rules suggested by its developer, such as the classic algorithm described in [1].
Later the work actively began on the family of algorithms based on machine learning
methods and using big data for training [2] or [3], but the rule-based algorithms are
also successfully used, for example in the Stanford coreference parser [4]. Recently,
followed by the rise of interest towards neural networks, the works aimed at using them
for various NLP tasks, including coreference resolution, have started to appear [5, 6].
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Main types of features used in algorithms of automated coreference resolution
include morphological, syntactic, string-based and distance ones. Semantic informa-
tion, if used, usually is presented as information about named entities or compatibility in
terms of top-level ontology nodes (e.g. in [2] or [7]). Features, derived by more detailed
analysis, such as semantic relatedness measures, are seldom used despite their potential
effectiveness shown in a number of works, such as [8].

Development of algorithms of automated coreference resolution for Russian began
later than for English. This may partly be due to algorithms relying upon resources in
the corresponding language, which for Russian exist on a much smaller scale. Research,
describing systems of coreference resolution in Russian, does exist (see e.g. competition
results of [9]), and attempts at using semantic information for analysis are also being
made. This paper describes integrating semantic relatedness measures, calculated from
open-source data, into a neural network-based algorithm, oriented at Russian language.
The achieved results suggest that, while using neural networks for the task of coreference
resolution in Russian could be more effective than other methods, by using semantic
features further improvement could be achieved.

2 Related Work

Machine learning-based algorithms are the most actively developed class of methods
for automated coreference resolution. They can be grouped into several general classes
based on structure, the main of them being: the mention-pair models, suggested in
the seminal work of Soon et al. [2]; the entity-mention models, described e.g. in [10],
which introduces mention clustering and cluster-based features; ranking models, which
consider several candidate mentions (e.g. [11]) or mention clusters [12] as possible
antecedents. The usage of perceptrons and neural networks has been researched, among
others, for a mention ranking model in [13], and for a cluster ranking model in [6].

Russian language-oriented research has begun to develop actively relatively recently,
with a breakthrough becoming possible due to the publication of the RuCor corpus, used
for the RuEval-2014 competition of coreference resolvers [9]. While most participants
of the competition employed different pair-based models for the analysis, clustering
approach has been also adopted in [14].

Using semantic information for the task of coreference resolution in English has
been studied in several papers. Particularly, the usage of semantic similarity measures as
features has been researched in [8] and [15]. For Russian language, the implementation
of semantics-based features in the form of hypernym chains and gazetteers has been
described in [16], and an attempt at using the data of Wikipedia articles was made in
[17].

In this paper we use the semantic information, obtained from the Russian thesaurus
RuThes-lite as well as from Wikipedia, to calculate semantic relatedness measures to
be used as features in the machine learning algorithm. We attempt to realize a mention-
ranking algorithm using neural networks for predicting coreference, based on the one
described in [6].
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3 System Architecture

In thisworkwedescribe amention-rankingmodel, derived from the algorithm introduced
in [6]. It is based on a feedforward neural network, consisting of two main modules: the
mention-pair encoder and the mention-ranking layer. The model was developed, relying
on the existing open-source solutions with the use of Keras and Tensorflow libraries for
the Python programming language.

3.1 Mention-Pair Encoder

The first module of the network was tasked with transforming the input to its distributed
representation. The model receives as input the vector, consisting of embeddings of an
antecedent and its potential anaphor and their features as well as several additional pair
features (sets of features are described in detail in Sect. 4), and its output is then fed to
the mention-ranking model.

Structurally the encoder presents a three-layer fully connected neural network with
hidden layers of rectified linear units (ReLU):

hi (a,m) = max(0,Wihi−1(a,m) + bi ) (1)

Here hi(a, m) is the output of the i-th layer with the input of mention m and its potential
antecedent a, Wi is a weight matrix, and bi is the layer’s bias.

3.2 Mention Ranking Model

The secondmodule in the network, themention-rankingmodel, estimates the coreference
score of the pair of a mention m and its possible antecedent a. As the input it accepts
the distributed representation of the pair, the output of the mention-pair encoder. It is
represented by a single fully connected layer with the sigmoid activation function:

sm(a,m) = Wmrm(a,m) + bm (2)

Here sm is the coreference score of the pair, and rm is its distributed representation.

3.3 Training the Network

Pretraining the neural network has been determined by [6] among others as an important
step in its development. For the pretraining of our network the following function was
used:

−
∑N

i=1

[∑
t∈T (mi )

log p(t,mi ) +
∑

f ∈F(mi )
log(1 − p( f,mi ))

]
(3)

T(mi) is the set of all true antecedents of the i-th mention mi, F(mi) is the set of all false
antecedents of the same mention, and p(t, mi) = sigmoid(t, mi).
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As the training objective, the slack-rescaledmax-margin was used. First, the highest-
scoring antecedent of the mention mi was found:

t̂i = argmaxt∈T (mi )
sm(t,mi ) (4)

Then, the loss function was calculated:

∑N

i=1
maxa∈A(mi )�(a,mi )

(
1 + sm(a,mi ) − sm

(
t̂i ,mi

))
(5)

A(mi) here is the set of all possible antecedents of the mention mi, and �(a, mi) is the
mistake-specific cost function:

�(a,mi) =

⎧
⎪⎪⎨

⎪⎪⎩

αFN i f a = N A ∧ T (mi ) �= N A
αFA i f a �= N A ∧ T (mi ) = N A
αWL i f a �= N A ∧ α /∈ T (mi )

0 i f a ∈ T (mi )

(6)

Here αFN , αFA and αWL denote costs for different error types: “false new”, “false
anaphoric” and “wrong link”, correspondingly. The values used were {0.5, 0.5, 1}.

For training the model, the Adam optimizer was used. The dropout rate was set to
0.3 for all hidden layers.

4 Feature Sets

For the purposes of this research, the performance of different models with two different
feature sets was compared. The default set consisted of string-based, morphological,
lexical and distance features, generally used in coreference resolution algorithms. The
second feature set also included as features measures of semantic relatedness, calculated
from semantic information from two external sources: the Russian Wikipedia and a
Russian thesaurus RuThes-Lite.

4.1 Default Model

The default feature set consisted of features, traditionally used for the task of corefer-
ence resolution ([2, 6, 7], among others). It combined separate morphologic and lexical
features of the mention and the antecedent with features defined for the pair, such as
distance between members and matches in strings or POS-tags. As the lexical features
of the mentions, the word embeddings were used. The embeddings were obtained from
Wikipedia corpus using FastText. If a member of the pair was a noun phrase, the rep-
resentation of its head was used. An attempt to use the average word embedding of all
words in a phrase as well was made, but it yielded worse results.
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The complete list of features is given in Table 1 below:

Table 1. The default feature set

Feature class Features

String-based Full string match
Head string match
Partial string match

Distance Number of NPs between members

Morphological Number
Gender
Animacy
Number match
Gender match
Animacy match
Both members are proper
One of members is a pronoun
Both members are pronouns

Lexical Word embeddings of the NP head

4.2 Semantic Information Extraction

The alternative feature set we used in our research was enriched with measures of
semantic relatedness between members of mention-antecedent pairs. To generate these
features, the semantic information from two publicly available sources was analyzed.
One of them is RuThes-Lite: a thesaurus of Russian, including 55 000 entities that
correspond to 158 000 lexical entries [18]. The structure of RuThes-Lite is similar
to that of WordNet, with concepts in the thesaurus linked to each other by the set of
labeled relations, including IS-A, PART-WHOLE and a number of associative relations.
The other source was the Russian segment of Wikipedia. While being smaller than the
English one (~1.5 mln articles, compared to ~5 mln articles), it is still one of its largest,
making it an important knowledge source. The reasonWikipedia was chosen as a source
is its category structure, which can be analyzed in similar terms to a thesaurus: each
Wikipedia article is placed within one or several categories that, in their own turn, can
be categorized further.

This allowed to analyze the category structure of Wikipedia as a graph, in the same
way as Ruthes was analyzed. Categories were considered as graph nodes, and relations
of inclusion between them – as edges. Articles belonging to a category were considered
terminal nodes of the graph. This representation also made it possible to apply the same
semantic relatedness metrics to both of our selected sources.

The following set of measures of semantic relatedness was used for analysis: the
path-based measures, suggested by [19, 20] and [21], and information content-based
measure, suggested by [22]. For each pair of mention and antecedent the values of the



90 I. Azerkovich

metrics between the head lemmas of both groups were calculated. If any of them was
ambiguous, for the combinations of possible meanings the average andmaximum values
of the metric were calculated and used as features.

5 Experiment Setup and Evaluation

5.1 Corpus Data

The model was trained and tested on the data of RuCor, the Russian coreference corpus,
used in the Ru-Eval-2014 competition of Russian coreference resolvers. The corpus
consists of 180 texts, containing 3638 coreferential chains with the total of 16557 coref-
erential mentions. The texts of the corpus are of various lengths and genres: fiction, news
texts, scientific articles, blog posts, etc. All texts are tokenized and morphologically and
syntactically tagged, which allows to use the data without additional preprocessing.

For the evaluation procedure the texts of the corpuswere split into training, validation
and test datasets in the 60/20/20 proportion.

5.2 Evaluation Results

In our research we compared the performance of two models based on two feature
sets, described above: the default one (model I) and the one enhanced with semantic
relatedness measures (model II). Several versions of the second model were considered:
supplemented with semantic features calculated on only one of the resources, and on
both at once.

All models were at first pretrained to determine the proper feature weights, and then
their performance on the test dataset was evaluated. For evaluation the MUC [23] and
the B3 [24] metrics were used. The comparison was conducted using the gold mentions
from the RuCor corpus. The results of evaluation, as well as results of similar research
described in [14] and [16] with the highest B3 score, are presented in Table 2. The table
also includes the absolute error counts for evaluated models.

Table 2. Evaluation results

MUC B3 Error counts

P R F1 P R F1 FN FA WL

Model I 0.683 0.607 0.643 0.568 0.644 0.604 217 63 4.8 K

Model II, RuThes only 0.693 0.729 0.710 0.571 0.624 0.597 230 60 4.5 K

Model II, Wikipedia only 0.641 0.679 0.660 0.566 0.659 0.609 0 79 5 K

Model II, both sources 0.693 0.730 0.711 0.568 0.682 0.620 100 2 4.3 K

[14], random forest 0.740 0.652 0.693 0.739 0.552 0.631

[16], NamedEntities 0.794 0.637 0.707 0.794 0.489 0.605



Using Semantic Information for Coreference Resolution 91

As can be seen from the table, the general performance of both our models is compa-
rable to that of state-of-the-art systems by [14] and [16]. The MUC score of the variant
of Model II that uses the semantic data from both sources is higher than scores of com-
parison targets, and its B3 score, while 1% lower than that in [14], exceeds the result
of [16] by 1.5%. This variant achieved the highest F-measure of all model II variants
compared, showing the improvement that can be gained by using semantic features in
the analysis. The improvement is also demonstrated by the decrease in error counts of
all error types.

Seeing that the difference of our results from the comparison targets is mostly in the
lower precision score, increasing it should become the focus of future work.

5.3 Discussion of Results

The results presented above demonstrate that neural networks are viable as a method of
coreference resolution in Russian. Trained upon a similar set of features, they perform
on par with state-of-the art systems, and only slightly worse than the system using
mention clustering. Apart from that, our results show that features derived from semantic
information can be successfully used to boost the quality of system’s analysis.

Using the features derived from Wikipedia data improves the recall of the system,
which can be attributed to large size of the encyclopedia and its coverage of various
phenomena.The features derived from thesaurus data, on the other hand, serve to improve
the precision, thus the largest increase in quality being gained by combining the features
from both information sources. Still, lack of substantial increase in precision after adding
semantic features canbeobserved,which calls for improvements in the feature generation
process.

While features based on thesaurus and encyclopedic data help improve coreference
resolution for ontologically related mentions, such as hypernyms or synonyms, other
complicated cases of coreference still persist. Among them are:

• Direct speech pronouns. First and second person pronouns can be difficult to resolve
for a neural network due to their morphological differences from 3rd person ones.

• Split antecedents. Pairs such as“IvanTixonoviqiTat��naFinogenovna” (‘Ivan
Tikhonovich and Tatiana Finogenovna’) and “oni” (‘they’) will also have differing
morphological features, because both heads of the first mention will be analysed
separately.

• Relations, depending on context. Cases such as “Byxodec iz Higepiii pexil
octat�c� na PM� v Izpaile, pockol�ky na podinei ego �koby ppecledyet
opacny� ppizpak” (‘A native of Nigeriai decided to remain in Israel, because
he was haunted by a ghost in his homelandi’) are difficult to resolve, because the
understanding of the whole sentence is required to link “homeland” to the correct
country.

To target such cases, additional improvements need to be made in both the structure
of the model and the features used. For example, the context-dependent relations can be
possibly resolved by implementing similarity measures between word embeddings.
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6 Conclusion

In this paper we presented a neural network, designed for the purpose of coreference
resolution in the Russian language, and tested two different feature sets to estimate the
importance of semantic features for its performance. The results of evaluation using
MUC and B3 metrics demonstrated that its baseline performance is comparable to that
achieved in recent researches on the same topic, and that integration of semantic features
helps to increase the quality of analysis to a certain degree.

To target the shortcomings of the system, such as low improvements in precision
score, aswell as complicated coreference cases, future improvements both in the network
architecture and semantic feature extraction process are needed. They include: (i) testing
alternative network architectures, including recurrent neural networks; (ii) tuning of
hyperparameters; (iii) use of alternative word embeddings and features based on them
(theBERT languagemodel is of particular interest); (iv) improving the extraction process
of semantic features; (v) testing of other relatedness measures, including between word
embeddings. Another important development is integration of clustering and cluster-
ranking modules to account for entity-level information.
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Abstract. The article proposes a method for detecting semantic change using
diachronic corpora data. Themethod is based on the distributional hypothesis. The
analysis is performed using frequencies of syntactic bigrams from the English and
Russian sub-corpora of Google Books Ngram. To obtain the word co-occurrence
profile in its new meaning, syntactic bigrams that contributed most to the word
distribution change are selected and their time series are clustered. The method is
tested on a group of English and Russian words which gained new meanings in
the 20th century. The obtained results show that the proposed method allows one
to detect semantics changes, as well as to determine the time of these changes.

Keywords: Semantic changes · Diachronic corpora · Google Books Ngram ·
Cluster analysis · Bigram frequencies

1 Introduction

It has long been recognized that words may change their meaning. Semantic change has
traditionally been looked at from a variety of angles. Thus, there are various classifica-
tions of meaning change, for example, nine types of semantic changes are determined
in [1].

Semantic changes can be driven by language-internal and language-external factors.
It is a very complicated task to predict language change, either internally motivated
or caused by changes in history. However, one can trace meaning change performing
diachronic linguistic studies.

Traditionally, analysis of semantic changes has been carried out using etymology
and explanatory dictionaries and thorough examination of relevant published texts. How-
ever, creation of large diachronic text corpora provided a valuable complement to more
traditional methods of investigation. Large text corpora are an invaluable tool for lexi-
cographers allowing for automatic text processing and making the studies of semantic
changes less time-consuming.

The largest text corpus used in semantic studies is Google Books Ngram. It contains
scanned books in eight languages. The texts are written in different genres and tagged.
Anotherwidely used corpus is COHA, theCorpus ofHistoricalAmericanEnglish,which
is also a large collection of texts written in English. Besides text corpora, other language
data arrays are used for semantic studies, such as Twitter data [2].
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Studies of semantic change is a productive subfield of research in the corpus and
computer linguistics. However, according to [3, 4], there are no commonly usedmethods
and terminology in this area, which results in lack of consistency. Besides, most semantic
change studies are performed for the English language.

This article proposes a new complex method for identifying semantic changes. The
Russian and English sub-corpora of Google Books Ngram are used to demonstrate
how the method works. The investigation included selection of the groups of syntactic
bigrams, calculation of the distribution distance, comparison of the time series and
clustering of the revealed syntactic bigrams.

It is shown that the method allows one not only to detect words that change their
semantics, but also to determine the time when this change in meaning occurs, as well
as to describe new meanings through a set of the most significant uses of the word.

To test the method, two groups of Russian and English words were selected. The
first group included the words ‘sputnik’ and ‘sputnitsa’. These words were selected for
the analysis because changes in their semantics are obvious. It is reasonable to test the
method for the first time using the word examples which interpretation is simple. After
that, the method is tested on more complicated cases. To do this, the second group of
words was selected which included such words as ‘click’ and ‘apple’. Changes in their
semantics can be understood intuitively. However, the methods proposed earlier failed
to detect the meaning change of these words and they are a complicated case for the
analysis [2]. The task of this work was to test the method using the easiest and the most
difficult words for the analysis.

2 Related Works

Changes in word meaning take place continually in all languages. Corpus-based stud-
ies provide evidence that these changes can influence frequency of use of words [5,
6]. One of the methods used for tracing semantic change in text corpora is a method
based on distribution hypothesis [7]. According to it, a word semantics is determined
by its co-occurrence and context and can be approximated by a vector of frequencies of
word combinations that contain this word. This method has been improved in [8], which
proposes a word embedding method that compresses vectors of word combination fre-
quencies. Currently, it is the most popular method used in various studies in the field of
computer linguistics. However, being used in diachronic research, it encounters certain
difficulties due to the element of randomness that it contains. To improve this method,
Kulkarni [2] introduced a special alignment procedure which is technically very com-
plicated. As a result, semantics of a word is presented as a vector-valued time series. He
also compared several methods for detecting changes in semantics and concluded that
the word embedding method with alignment is the most effective one. However, in some
cases, a simple frequency approach or a method based on part-of-speech recognition
still leads to better results.

Variousmodifications of the frequencymethod and theword embeddingmethod have
been proposed in several papers [9–12]. However, there is no “gold standard” of testing
these methods [3], which makes their comparison problematic. Lack of a commonly
recognized method explains the relevance of searching for new approaches and methods
of detecting semantic changes.
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Usually, arbitrary selected words, which change their meaning, are used to demon-
strate efficiency of newly proposed methods. In [10], the authors propose a complex
methodology of analysis of syntactic dependencies in the Google Books Ngram corpus
detecting appearance of new meanings, their extension and narrowing. The algorithm
revealed 21 cases of meaning extension in the intervals 1909–1953 and 2002–2005.
However, the experts did not confirm the results in 8 cases. Semantics of three words
– ‘continuum’, ‘diagonal’ and ‘intonation’ – was studied in different fields of science.
For example, the word ‘continuum’ has its own meaning in physics and mathematics.
The authors believe that the proposed algorithm revealed a new meaning. However, this
result may be due to a sharp increase in the corpus size in the second interval (approx-
imately 15 times per year), as well as increase in the scientific literature, a parameter
which is not controlled by the authors of the article. The word ‘continuum’ is detected in
the corpus approximately 1000 times per year during the 1st interval and 100 thousand
times per year during the second interval. One can offer the following explanation of the
result presented in this article. There were different meanings of the word in the earlier
period. However, the algorithm failed to distinguish them. Probably, the threshold of dis-
tinguishing different meanings lies somewhere between 1 thousand and 100 thousand of
the word occurrence frequency. Thus, this article does not provide convincing evidence
that the proposed method reveals new meanings of words effectively.

The distributional method for detecting semantics changes is proposed in [2]. The
method reveals semantic shifts of such words as ‘gay’, ‘tape’, ‘recording’ very well.
However, the method does not work well with the words ‘click’, ‘apple’ and some
others. In general, this method is designed only to detect changes in semantics, but does
not allow one to determine the type of these changes - extension or narrowing of the
meaning etc.

The proposed method is efficient when new meanings of words appear and cause
growth of the word frequency. If the word frequency decreases, the word co-occurrence
vectors become “poorer” and do not detect narrowing of the meaning well. The article
[13] is one of the few works in which narrowing of the word meaning was detected at a
sharp decrease of its frequency.

3 Method

The proposed algorithm includes the following steps:

1. Some vector representation of the word semantics is chosen. Vectors characterising
the studied word in different time intervals are constructed. Two intervals, between
which the change in semantics is significant, are selected;

2. The distance between the vectors characterising the given word in the target time
intervals are calculated using this or that measure.

3. All syntactic bigrams that contain the given word are extracted from the corpus.
After that, individual contribution of the extracted syntactic bigrams to the distance
value obtained at the previous step is determined.

4. A small number of bigrams making the greatest contribution to the distance value is
selected according to the threshold.
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5. Groups of bigrams that simultaneously appear or fall out of use and whose frequen-
cies change synchronously are selected using the methods of the cluster analysis.
The clusters whose frequency increases indicate appearance of new word meanings.
The clusters which decrease in frequency indicate word meanings that fall out of
use.

Let us consider each of these steps in more detail.
It is proposed in severalworks to represent aword semantics quantitatively by vectors

of frequencies of syntactic bigrams that include the given word [10]. Syntactic bigrams
are primary units of a syntactic structure, including two words [14]. One of them is the
head, another one is its dependent. These words are not usually immediate neighbours.
By constructing frequency vectors for the target time intervals and using some measure
of distributional differences, it is possible to estimate how significant the changes in the
word distribution are between these intervals, as well as to estimate its semantic changes.

In this paper, the Jensen-Shannon divergence is used. It is one of the most well-
known measures of difference of frequency distributions [15], which will be written as
follows:

J SD(p||q) = 1

2

∑
i
pi log2

pi
(pi + qi )/2

+ 1

2

∑
i
qi log2

qi
(pi + qi )/2

(1)

Here, pi and qi are two frequency sets. This differencemeasurewas used in several works
on word semantics and language evolution [2, 16]. However, by calculating divergence
of the vectors of the bigram frequencies in successive time intervals, one can detect only
the fact of some changes, but cannot directly assess the direction of the changes that
occur. The latter requires additional rather time-consuming procedures for comparing the
semantic distances between the given word and other words in different time intervals,
as was performed, for example, in [3, 10]. Besides, to reliably estimate the divergence
of the frequency vectors, a sufficiently large statistics is needed. This requires averaging
of the frequencies over rather large time intervals and complicates the dating of the
changes.

When a new meaning of a word appears, the word distribution changes and a
new group of syntactic bigrams emerge. Thus, the task is to find groups of syntactic
bigrams that contain the given word, began to be widely used synchronously and whose
frequencies subsequently changed in a similar way.

The classification method can be applied to the series of frequencies of all syntactic
bigrams that contain the given word. However, there may be lots of such bigrams. This
increases the probability of random similarity in some pairs of the series. Therefore, it
is proposed to use a double criterion, preliminary selecting only a small part of syntac-
tic bigrams that contribute most to the increase of divergence between the vectors of
frequencies in the successive time intervals.
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The Jensen-Shannon divergence provides only an overall estimation of the difference
in the distribution of the word in the target time intervals. However, one can also estimate
the contribution that each of the syntactic bigrams, which contains a given word, makes
to the resulting divergence value. To do this, the terms corresponding to the individual
syntactic bigrams are selected in expression (1):

1

2
pi log2

pi
(pi + qi )/2

+ 1

2
qi log2

qi
(pi + qi )/2

(2)

Having determined the contribution of each bigram according to (2), the bigrams are
ranked by decrease of this contribution. Then, after setting a threshold, the bigrams
which form the observed divergence value are selected for further analysis.

Thus, having chosen a relatively small number of syntactic bigrams, we consider
the time series of their relative frequencies. The task is to distinguish (among them)
groups of bigrams whose frequencies change in a similar way over time. In [17, 18], it
was shown that the time series of frequencies of semantically related words change in
a similar way. Therefore, it is expected that the series of the bigram frequencies related
to one and the same meaning of the considered word will also behave in a similar way.
Hierarchical clustering methods are often used for such purposes. The used measure
of similarity/difference of the time series of the bigram frequencies can be different.
However, since the probability distribution of frequency fluctuations of the words and
bigrams is not known precisely, it is preferable to use non-parametric criteria. In this
paper, the Spearman correlation distance is used.

It is natural to choose the number of bigrams selected for analysis and the threshold
value for clustering based on the statistical significance of the detected clusters (that
is, minimizing the p-value). In this paper, these parameters were selected manually in
accordance with this criterion.

The question arises how to check statistical significance of the detected effects. It
should be noted that the number of the detected clusters can be a good statistical data
used to test the significance of the changes. Under most reasonable assumptions about
the probabilistic properties of the frequency series, the formation of a cluster including
a significant proportion of objects is very unlikely. P-value for this or that amount of
statistical data can be calculated using statistical modelling. To do this, we generate
sets from M of the time series containing N samples (in our case, M is the number of
selected bigrams, andN is the length of the time series of their frequencies). Probabilistic
properties of these series are set in a model based on the assumption about the features of
the studied system. We apply hierarchical clustering with the same parameters (distance
measure, algorithm for computing distance between clusters, threshold distance) to these
sets and determine the size of the largest cluster. Performing calculations for many times,
we find the p-value as proportion of cases, in which the size of the largest cluster was
less than or equal to the empirical value. In this paper, the p-value calculations were
performed under the assumption that the time series are a normal Wiener process [19].
In [20], there are arguments that prove the fact that the series of logarithms of frequencies
often have properties of a normal Wiener process (since we use the rank criterion for the
similarity of the series, logarithmization is not essential).

Thus, if significant changes are detected, the algorithm allows one to distinguish a
group of syntactic bigrams whose frequencies change in a similar way and which highly
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likely form a co-occurrence profile of a word used in its new meaning. In cognitive
linguistics, the same idea was developed in [21] based on [22, 23]. The analysis of the
time series of this group of bigrams allows one to date the emergence of new meanings
of words.

To test the suggested method, data on frequencies of syntactic bigrams taken from
the Google Books Ngram [24, 25] corpus are used in this article. Frequencies of only
those bigrams that consist of vocabulary 1-grams are analysed. (Vocabulary 1-grams
consist only of the letters of the corresponding alphabet and, possibly, of one apostro-
phe). Bigrams which differ only by the keyboard case are regarded to be identical. The
conducted experiments showed that lemmatization leads to deterioration of the results.
Therefore, it is not used in this work.

4 Case Study

Let’s analyse the emergence of newmeanings of the Russianword ‘sputnik’. Selection of
the target time intervals can be performed, for example, using the approaches discussed
in [3, 10]. However, in this paper, these intervals are selected manually. In order to avoid
the impact of the spelling reform of the Russian language carried out in 1918 (words
occurring before 1918 are not always recognized correctly in Google Books Ngram),
the data appeared after 1920 are used for the analysis.

Two intervals were chosen – 1920–1953 and 1987–2009. Overall frequencies of the
syntactic bigrams that contain the test word (‘sputnik’) were calculated in these intervals.

In Russian, the original meaning of the word ‘sputnik’ is a travel companion. The
word gained a new meaning after the creation of the first artificial satellite. The Jensen-
Shannon divergence between the obtained frequency distributions is 0.2153, which indi-
cates significant changes in the distribution of the tested word from one time interval to
another. We rank the syntactic bigrams according to their contribution to the divergence
value, select the bigrams which contribution is the greatest and apply hierarchical clus-
tering to the time series of relative frequencies of the selected bigrams (in the interval
1920–2009). The Spearman correlation distance is used as a measure of the time series
difference. The unweighted average distance (UPGMA) is used as an algorithm for com-
puting distance between clusters. To check and compare the obtained results, we perform
similar calculations for the word ‘sputnitsa’. The meaning of the word ‘sputnitsa’ is very
close to the original meaning of the word ‘sputnik’, it is the feminine form of the noun
‘sputnik’ and means a woman who accompanies you during your travel. However, a new
meaning of the word ‘sputnitsa’ didn’t appear. The used threshold difference value is
0.25. The clustering results are shown in Fig. 1.

It is seen that the large cluster includes 9 bigrams out of 15. All of them are associated
with the use of the word ‘sputnik’ in the 20th century in the sense of an artificial satellite
of the Earth. Besides, the word ‘gorod-sputnik’ (a satellite town) also appears due to
metaphorical shift. It is highly unlikely that such a large cluster appeared randomly when
the series of the bigram frequencies change independently. The statistical modelling
shows that the p-value is 6.79·10−5 for 15 independent series with a length of 90 (if each
series has properties of a normal Wiener process).



100 V. Bochkarev et al.

Fig. 1. Clusters of syntactic bigrams that contain the words ‘sputnik’ and ‘sputnitsa’. The dotted
line shows the dependencies above the threshold distance, the solid lines showdependencieswithin
the clusters

The second cluster, which includes 2 bigrams out of 15 (they are ‘sputnik svyazi’
and ‘cherez sputnik’) is associated with the creation of communication satellites. Four
bigrams which were not united in clusters at the given threshold difference value of
3 are the names ‘Sputnik Agitatora’ and ‘Sputnik Komminista’ (magazine titles). The
third bigram ‘ford sputnik’ is a fragment of the title of the book [26] published in 1979.
Thus, the method revealed three meanings associated with named entities. It should be
noted that bigrams associated with named entities can be revealed in advance using
other methods (for example, the overview of the modern methods of identifying named
entities can be found in [27]) and excluded from the analysis. And only one bigram
‘moi sputnik’ reflects the main semantics of the test word. The preliminary selection of
bigrams according to the values of the contribution to the Jensen-Shannon divergence
value (see formula (2)) was intended to exclude bigrams connected with traditional,
slowly changing word meanings. Therefore, if there is only one bigram (connected with
the main meaning of the word) among the selected bigrams, it means that this technique
achieved the goal, which created favorable conditions for finding new meanings of the
word ‘sputnik’.

Figure 2 shows how the overall frequency of the obtained clusters varies with time.
The clusters show a sharp frequency jump with subsequent stabilization or a slight
smooth decrease. The most significant frequency peak of the first cluster occurs in
1957–1958 (when the first Earth satellites were launched). The frequency increase of
this cluster had begun earlier, in 1954. From the beginning of the 50 s, the term ‘sputnik’
and the possibilities of space exploration were widely discussed in the USSR scientific
popular literature and science fiction. The frequency jump of the second cluster occurs in
1965–1967 (when the first communication satellites were launched, and the first lines of
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satellite communication were introduced). Thus, for this case, it is possible to accurately
date the emergence of the new meanings of the studied words.

Fig. 2. Change of the overall frequencies of clusters of syntactic bigrams that contain the word
‘sputnik’. The thickest line reflects the number of bigrams in the cluster. Line 1 corresponds to the
cluster including the syntactic bigrams ‘sputnik iskusstvennyj’, ‘sputnik pervyj’, ‘sputnik zemli’,
‘zapustili sputnik’, ‘na sputnik’, ‘sputnik sovetskij’, ‘sputnik gorod’, ‘zapustit’ sputnik’, ‘sputnik
amerikanskij’. Line 2 corresponds to the cluster including ‘cherez sputnik’ and ‘sputnik svjazi’.
Lines 3, 4, 5, 5 correspond to the syntactic bigrams ‘ford sputnik’, ‘sputnik agitatora’, ‘sputnik
kommunista’ and ‘sputnik moj’, respectively

The Jensen-Shannon divergence has a moderate value of 0.0877 for the tested word
‘sputnitsa’ between the frequency distributions of the syntactic bigrams in 1920–1953
and 1987–2009. Analysis of the time series of the bigram frequencies (analogous to
the above-described analysis) indicates two small clusters. The first cluster includes the
bigrams ‘sputnitsa oruzhiya’, ‘slava sputnitsa’ and ‘sputnitsa popezhdavshego’. The sec-
ond one includes the bigrams ‘vozle sputnitsa’ and ‘sputnitsa nerazrivnaya’. Statistical
modeling gives a p-value for appearance of the maximum cluster of 3 elements 0.5887
under the assumption that the frequency time series have properties of a normal wiener
process. The frequencies of the obtained two clusters significantly decrease from the
interval 1920–1953 to the interval 1987–2009.

Figure 3 shows total frequencies of two clusters detected in different years. As can
be seen, the frequencies of these clusters decrease in the target interval. The sharpest
decrease of the 1st cluster is observed after 1956. To test the hypothesis about the
homogeneity of the frequency samples of the first cluster before and after 1956, the
Wilcoxon rank-sum test is used. The main hypothesis is rejected at any reasonable
level of significance (the p-value is 3.51·10−6). The median frequencies of the first
cluster before and after 1956 are 1.91·10−8 and 1.53·10−9, respectively. It means that
the frequency has decreased by a factor of 12.5. However, the frequency of the word
‘sputnitsa’ did not fall after 1956 and even increased by the end of the 20th century.
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Fig. 3. Change of the overall frequencies of the clusters of syntactic bigrams that contain the word
‘sputnitsa’. 1 – the cluster that contains the bigrams ‘slava sputnitsa’, ‘sputnitsa oruzhiia’, ‘sput-
nitsa pobezhdavshego’; 2 – the cluster that contains the bigrams ‘vozle sputnitsa’ and ‘sputnitsa
nerazrivnaya’

The meaning of the word “sputnitsa” in the bigrams ‘slava sputnitsa’, ‘sputnitsa
oruzhiia’, ‘sputnitsa pobezhdavshego’ is metaphorical. The frequency use of this word
in these contexts significantly decreased. Thus, the meaning of the word ‘sputnitsa’ is
not extended as the meaning of the word ‘sputnik’.

It is noted in [2] that it was a complicated task to trace new meanings of the words
‘click’ and ‘apple’ in using the word embedding method. Let us apply the proposed
method to analyse semantic changes of these words. To do this, we use the data on
frequencies of syntactic bigrams from theEnglish (common) subcorpus ofGoogleBooks
Ngram and calculate the value of the Jensen-Shannon divergence for the intervals 1920–
1970 and 1990–2008. The Spearman correlation distances between the time series of
bigram frequencies are be calculated for the interval 1920–2008.

As for the word ‘click’, the Jensen-Shannon divergence between the vectors in the
given time intervals is 0.559,which indicates significant changes in theword distribution.
The parameters used for selecting syntactic bigrams and their clustering are the same
as in the above-described examples. The selected 15 syntactic bigrams are united in
3 clusters (see Fig. 4 (left)). The first cluster includes 8 bigrams which are associated
with the computer field: ‘click button’, ‘click on’, ‘click ok’, ‘click then’, ‘click right’,
‘click you’, ‘click tab’ and ‘select click’. The p-value that corresponds to the appearance
of such cluster is 5.34·10−4. The second cluster includes 4 bigrams (‘click the’, ‘click
of’, ‘heard click’ and ‘with click’). The third cluster consists of 3 bigrams (‘click a’,
‘click double’ and ‘was click’) which are also associated with the computer field. The
new meanings are to select something especially in a computer interface by pressing a
button on a control device (such as a mouse). The overall frequency of the first cluster
bigrams shows rapid growth in the interval 1983–1997 (see Fig. 5A), increasing from
5.6·10−8 to 3.2·10−5 (i.e. approximately 600 times). The overall frequency of the third
cluster also increases in the same years. However, its growth is not so significant. Unlike
the frequency of the first and third clusters, the overall frequency of the second cluster
gradually varies without rapid jumps. The period 1983–1997 is the time of widespread
distribution of personal computers and extensive use of the related terminology.
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Fig. 4. Clusters of syntactic bigrams that contain the words ‘click’ and ‘apple’. The dotted line
shows the dependencies above the threshold distance, the solid lines show dependencies within
the clusters

Let us analyse semantics of the word ‘apple’. The corpus contains 9173 syntactic
bigrams that contain the word ‘apple’. This value is the biggest among the considered
examples. To reliably distinguish new meanings of this word, we have to increase the
number of the clusterized syntactic bigrams from 15 to 20–30 and reduce the thresh-
old value of the correlation distance to 0.2. The Jensen-Shannon divergence between
the vectors in the given time intervals is 0.1236. It means that changes in the word
distribution is relatively moderate. Ten bigrams (out of 30) unite into a cluster, which
corresponds to the p-value 8.6·10−4. This cluster includes the following bigrams: ‘com-
puter apple’, ‘computers apple’, ‘macintosh apple’, ‘applemichael’, ‘ibm apple’, ‘events
apple’, ‘apple ibm’, ‘software apple’, ‘system apple’, ‘event apple’ (see Fig. 4 (right)).
All these bigrams, except ‘Apple Michael’, are associated with the company Apple Inc
and its products. Michael Apple is an educational theorist whose first works appeared in
the second half of the1980 s of the 20th century. The overall frequency of these bigrams
increases rapidly in 1984–1997 (approximately 80 times during these years), the period
of the Apple Inc company establishment, and gradually changes later (see Fig. 5B).
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Fig. 5. Change of the overall frequencies of the clusters of syntactic bigrams that contain the
words ‘click’ (A) and ‘apple’ (B). (A) Line 1 – bigrams ‘click you’ etc., 2 – bigrams ‘was click’
etc., 3 – bigrams ‘with click’ etc.; (B) Line 1 – bigrams ‘computer apple’ etc., 2 – bigrams ‘juice
apple’ etc., 3 – bigrams ‘tree apple’ etc., bigrams ‘of apple’ etc.

There are also three smaller clusters. The first one includes 5 bigrams (‘apple’s’,
‘apple big’, ‘juice apple’, ‘cider apple’, ‘pie apple’), the second one includes 3 bi-grams
(‘trees apple’, ‘tree apple’, ‘sauce apple’) and the third one includes 2 bigrams (‘apple
the’, ‘of apple’).

Thus, the proposed method allows one to distinguish emergence of new word
meanings and date the time of their widespread use.

5 Conclusion

The method of detecting new word meanings using large diachronic corpora is proposed
in this article. The method was tested on several Russian and English words. The data
on frequency of the bigrams that contain the tested words were taken from the Google
Books Ngram corpus. It is shown that the method allows one to detect emergence of
new meanings of words, to identify collocations in which the word is typically used in
its new meaning, as well as to date the moment when the words gain new meanings.

To analyze the emergence of newmeanings ofwords fully automatically, it is required
to find the way to choose the time interval in which the change in semantics of a word
is estimated, as well as to choose the number of analysed syntactic bigrams and the
threshold distance value in the process of clusterization explained from the point of
view of statistics. It is also needed to analyse the influence of the distance measure
used for clusterization of the frequency series on the obtained results. The example
of the word ‘apple’ shows that the series of the bigram frequencies were not always
successfully clustered (see Fig. 4, on the right). To detect new values, the distance
measure is required that can distinguish the moment of the first appearance of bigrams,
even if more significant differences are observed in their frequency changes in the time
following. The method has certain limitations on sensitivity since frequency of the word
in its new meaning must exceed a certain threshold share among all uses of the word.
This question requires further investigation.
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Nevertheless, the method application seems to be promising. The examples above
show that the method allowed one to reveal new meanings of the English words ‘apple’
and ‘click’ though the methods proposed earlier failed to do it (for more details see [2]).
Also, unlike other methods, the proposed method allows detecting narrowing of word
meaning, which is confirmed by the analysis of the Russian word ‘sputnitsa’.
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Abstract. Text rhythm is recognized as being one of the most impor-
tant subject areas of modern linguistic studies. There is a considerable
amount of literature on the analysis of rhythm in poetry and literary
prose. However, few researchers have addressed the problem of using
automated tools for rhythm analysis, whereas automated methods can
be of great benefit to this cause, especially when the research is con-
ducted on large text corpora. This paper presents a new automated app-
roach to integrated search of rhythm figures in fiction including anaphora,
epiphora, anadiplosis, symploce and simple repetition provided for by an
original lexical tool designed within the framework of the research. The
ad hoc experiments have proved this approach to be reliable and infor-
mative.

Keywords: Text rhythm · Rhythm analysis · Natural Language
Processing · Rhythm figures · Automated approach to rhythm analysis

1 Introduction

In terms of linguistics rhythm is a literary device that demonstrates the long and
short patterns through stressed and unstressed syllables, particularly in verse
form [1]. However, rhythm has a more complex structure that can manifest itself
at various linguistic levels in various text types and is characterized by a special
“movement” (mouvant) [13]. Fictional text rhythm has so far lacked a clear
definition that can be followed without reservation. Nonetheless in this paper
we define rhythm as regular repetition of similar and commensurable units of
speech that performs structuring, text-forming, and expressive functions [6].

The main purpose of rhythm analysis is deep penetration into the creative
method of an author, into their intent, originality of individual creativity and
skill. Identifying the specificity of the rhythm of writer’s works makes it possible
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to more successfully solve the problem of determining the authorship of texts.
This method is widely used in poetic text analysis, while its application to the
research of fiction can be questionable [9]. The problem confronted is large text
processing. Therefore, development of automated tools for rhythm analysis in a
non-poetic text is among the primary tasks of computational linguistics.

2 Problem Statement

The phonetic aspect of rhythm analysis is usually defined as the sonic periodic-
ity, i.e. change of consonants and vowels and reiteration of the same sounds. It
also includes the analysis of accent distribution, pauses and tempos. The lexical
aspect of rhythm involves repetition of words, for example, at the beginning or
the end of sequences. Within the framework of a grammar aspect of literary
stylistics, morphological and syntactic means of rhythmization are distinguished
for the analysis of rhythm. For this analysis, such characteristics as the repeated
use of words with a common root, the repetition of words in different tenses,
rhetorical questions, exclamations, homogeneous sentence members are impor-
tant.

The paper considers an original software application designed for the auto-
mated search for lexical figures of repetition. The application is set to be simple
and convenient focusing on finding the figures of repetition and displaying them
on the screen.

The following figures of repetition are selected for the research:

– anaphora (repetition of words at the beginning of a sentence or clause);
– epiphora (repetition of words at the end of a sentence or clause);
– symploce (joint use of anaphora and epiphora);
– anadiplosis (repetition of the final word of one clause or sentence at the begin-

ning of the following clause or sentence);
– simple repetition.

Summarily, the application should perform the tasks set above and be easy
to use.

3 Existing Tools: State-of-the-Art

Most of works in the field of rhythm analysis look at the definition of phonetic
aspects. American researchers Greene et al. [11] analyze the rhythm of a poetic
text. They define the analysis as extraction of patterns from existing online
poetry corpora. They use these patterns to generate new verses and translate
the existing poems.

The “Ritminme” program (http://www.ritminme.ru) allows to evaluate the
poetic rhythm selecting a rhyme to the given word and defining a rhythm scheme
basing on revealing the stressed and unstressed syllables.

http://www.ritminme.ru


Automated Approach to Rhythm Figures Search in English Text 109

Kishalova [12] proposes a similar approach. She analyzes the rhythm in
Russian texts with the “PULSE” program. The tool considers the average fac-
tor of unstressed syllables when analyzing the rhythmic structure of the text.
Experiments with fiction, news, and scientific texts show the dependency of the
rhythm on the text style.

Methods adopted in syntactical analysis are also applicable to rhythm anal-
ysis of poetry and prose.

Belousov and Dusakova [4] propose the tool that helps to analyse text rhythm
basing on the automatic computation of sentence lengths.

Couranjou and Lachambre [7] analyze the grammar structure of sentences
and their rhythm. The syllables are counted and a rhythm curve is built with
regards to the syllable number in a text portion, the research is based on a case
study of fiction.

Toldova et al. [17] compare systems of anaphora detection. The best results
are shown by linguistic algorithms that apply approaches based on rules and
ontologies.

Dubremetz and Nivre [8] use a binary logistic regression classifier to extract
chiasmuses, anaphoras, and epiphoras from political texts. This system proves
to be quite efficient: for epanaphora the accuracy and F-measure are around
55–63%, for epiphora—around 50%, for chiasmus—78.3%.

The best approaches to text rhythm analysis enable experts to make their
decisions on the basis of several types of text or word features.

In the area of rhythm analysis in Russian, English and French, the “Rhymes”
program (http://rifmovnik.ru) by N. Ketsaris assists in text processing in order
to find rhymes for the specified word by phonetical and lexical characteristics.

Russian researchers Boychuk et al. [6] analyze the rhythm of French fiction.
Their program allows to do it by applying a number of methods grouped accord-
ing to the aspect of analysis: phonetic, lexical and grammar.

Balint et al. [2,3] propose a method of English text rhythm evaluation. It
analyzes different rhythmic features, including organizational, lexical, grammar,
phonetic, and metrical. The program that implements this method uses statis-
tical algorithms that allow to achieve around 80% accuracy in prediction of the
text genre by its rhythm features.

Niculescu and Trausan-Matu [14,15] describe a Natural Language Processing
application that analyzes the rhythm of English, Romanian, and French texts of
different styles: poems, fiction, and political speech. It automatically performs
word hyphenation, search of stressed and unstressed syllables using a dictio-
nary, and detection of phonetic, metrical, and grammar rhythm features. The
authors show the benefits of their application for the automatization of linguistic
research.

The existing instruments prove to be targeted at the analysis of text rhythm
at the phonetic and lexical levels and/or at the assessment of sentence length.
The novelty of the tool described in this paper is seen in its ability to search and
process stylistic devices based on repetition.

http://rifmovnik.ru
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4 The Approach

The basis of the rhythmic means of this tool is a repetition that has the following
structure: source element + repeating elements. Depending on the means, the
elements of repetition can have the initial, final, middle, contact, non-contact,
cross positions within a rhythmic unit.

In order to achieve a higher degree of rhythmization with the help of these
figures, we should set out the following conditions: (1) presence of several repeat-
ing elements, (2) close proximity of the original and repeating elements, (3) high
frequency of elements in the text.

To analyze the use of figures of rhythmization, it is necessary to clarify some
stylistic terms since they allow for different interpretations in dictionaries and
academic literature.

Anaphora is one of the most complex figures. Firstly, it does not have a clear
distinction from the concept of deixis, often represented as a category combining
anaphora and deixis itself. In this combination, anaphoric relationships indicate
the context elements when referring from one word or phrase to another. This
relationship is called an associative anaphora but as for rhythm analysis a full
(tautological) anaphora is most important.

Secondly, in stylistics there are several types of anaphora as a rhetoric figure
depending on the ways of its manifestation: phonetic, lexical and syntactic. At
the same time, some dictionaries consider a syntactic anaphora as a lexical sub-
type, and others as an independent type. In this paper, a lexical anaphora
is regarded as most indicative from the rhythm viewpoint. Two elements of
anaphora repeated in adjoining sentences are sufficient for text rhythm percep-
tion.

Anadiplosis and simple repetition appear to be most confusing in terms of
distinction.

Most linguists share an opinion that anadiplosis (Greek “ana”—again and
“diploos”—double) is a repetition of the final word of one clause at the beginning
of the following clause or the repetition of the final word in a sentence and
the beginning of the next sentence [10]. However, a different opinion exists.
For example, French linguists Bergez, Robrieux say: “Cette figure de répétition
consiste à reprendre dans une phrase (souvent au début) un mot ou un groupe
de mots de la phrase précédente, de maniére à établir une liaison” (This stylistic
figure consists in repeating a word or a group of words of one sentence at the
beginning of the next sentence) [5,16]. Thus, in this definition, the number of
elements within anadiplosis is not determined.

The tool discussed in this paper also offers the implementation of a simple
retry search. At this level of development, such types of repetitions as redupli-
cation and epanalepsis are not distinguished.

The latter is one of the most controversial in stylistics, since, depending on
the conditions of use, it can be identified with anaphora, epiphora, anadiplosis
and other stylistic figures. The term “epanalepsis” is used as synonymous with
simple repetition, while there is a definition of etymological paraphrase for both
figures [10]. The main stylistic function of these figures is the expression of an
emotional state, certain feelings: anger, pain, despair, joy, etc.
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In this paper we consider epanalepsis as a repetition of a word or a part of a
statement interspersed with intermediate words.

Besides, it is important to determine the number of the elements. The smaller
the distance between repetitions, the more rhythmic the text is. Epanalepsis is
defined as a figure that excludes contact repetitions at the junction of clauses
or at the junction of sentences (anadiplosis functions), as well as cases of non-
contact repetitions at the beginning (anaphora) or the end (epiphora) of clauses
and sentences, and simultaneously at the beginning and at the end of clauses
(symploce).

It is also necessary to clearly distinguish between epanalepsis and reduplica-
tion (palilogy). Both are based on repetition: the repetition of words in the con-
tact position to accentuate their semantics is called reduplication, while the repe-
tition of words and phrases after intermediate words is considered as epanalepsis.

The algorithm for analyzing the entered text when identifying a lexical
anaphora, epiphora, or symploce includes the search for repetitions at the begin-
ning, the end of sentences, as well as at the junction of sentences and clauses.
To locate the position of the desired word, a punctuation criterion is applied
(comma, period, semicolon, exclamation and question marks, three dots).

To identify anadiplosis, the tool searches for repeating words separated by
commas without changing the forms, regardless of the position in a sentence.
To reveal the reduplication, the tool searches for a repetition of words separated
by commas without changing word forms at the beginning of a sentence. When
working with epanalepsis, it is necessary to take into account the repetition of
words that are not in a contact position in relation to each other, but are located
within a small rhythmic unit.

5 Software Implementation of the Tool

A randomly selected text is uploaded and automated search for the five figures
described above (anaphora, epiphora, anadiplosis, symploce and simple repeti-
tion) starts. The elements are highlighted with the corresponding colors, and a
list of all words in the text and the number of their repetitions are displayed.

As a result, the researcher can receive information about the used lexical
figures in the text, propose a theory about the text authorship, evaluate the
quality of translation and analyze the rhythm of the text.

The functional tool has a simple interface for displaying the text and the
list of all its words with the number of repetitions. Also it finds specific lexical
figures in the text, highlights the found elements and display their list separately
Fig. 1.

The program was implemented on the JavaScript language using HTML and
CSS. It is available at https://github.com/text-processing/html-tool.

The word list with the number of repetitions is formed according to the
following algorithm. In the beginning, all non-letter characters characters are
replaced with spaces. Extra spaces are removed, i.e. where their number is more
than one. Then the whole text is divided into an array, where the elements

https://github.com/text-processing/html-tool
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Fig. 1. Main page of the application

are individual words. In the resulting array the algorithm counts the number of
repetitions of each element. As a result, we get an associative array of words asso-
ciated with the number of their repetitions. The elements of the resulting array
are sorted in descending order by the number of repetitions and are displayed in
a table.

The user can edit the list of displayed words, i.e. delete specific words that
are not needed for investigation. The list is formed according to the algorithm
described above, but during the element-by-element output of the result, the
displayed item is searched for in the stop list (the list of stop words, i.e. ignored
words). If the element is found, it is not displayed.

The tool also allows to search such lexical units as anaphora, epiphora, sym-
ploce, anadiplosis, and simple repetitions.

The search for anaphora in the text occurs according to the following algo-
rithm. In the beginning, it forms an array of the first words of each sentence in
the text. This array counts word repetition number. If it exceeds one, the word
is entered into the resulting array. Then a new array is created from phrases the
beginning of which is formed of words from the resulting array. In this array we
search for repeating elements again. If repetition number is less than two, the
element is deleted. The remaining elements form the resulting array by updating
the existing elements or adding new ones. In the end, we get a list of anaphoras.

The algorithm for searching epiphoras is similar. The significant difference is
that the array is formed from the last words of the sequences. At the same time,
the formed phrases contain words from this array not from the beginning, but
from the end.

After extraction of these two figures, the application searches symploce com-
paring lists of anaphoras and epiphoras and choosing cases when they appear
together.

The following algorithm is applied to the search of the anadiplosis. The pro-
gram searches elements by the pattern: “word/phrase + punctuation mark +
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word/phrase” and adds them into the resulting array. Then the algorithm com-
pares the left and right parts separated by a punctuation mark. If they are
identical, the element is added to the resulting array.

The search for simple repetition is carried out according to the following
algorithm. In the beginning, all non-literal characters are replaced with spaces.
Then the whole text is reduced to a single register and divided into an array,
where the elements are individual words. In the resulting array the algorithm
counts the number of repetitions of each element. If this number is less than
two, then the element is deleted. In the end, we get an array whose elements are
simple repetitions.

6 Experiments

The experiment was conducted by a research team based at the Department
of Foreign Languages, Yaroslavl State Pedagogical University named after K.D.
Ushinsky. The text corpus was derived from the works of 23 English authors
selected with regards to the manifestation of such rhythmic figures as anaphora,
epiphora, anadiplosis, symploce and simple repetition. The following writers were
chosen for that purpose: K. Atkinson, J. Austen, Ch. Bronte, Ch. Dickens, E.M.
Foster, J. Fowels, N. Gaiman, E. Gaskell, Th. Hardy, J. Joyce, D.H. Lawrence,
D. Lessing, D. du Maurier, I. McEwan, I. Murdoch, S. Muriel, T. Pratchett, J.K.
Rowling, R.L. Stevenson, S. Thomas, J.R.R. Tolkien, O. Wilde, V. Woolf.

The researchers were divided into 2 groups, the first of which processed the
text manually, the second - used the Rhythmanalysis tool. The main objectives
of the experiment were (1) to determine the efficiency of the tool in terms of
time and accuracy of results, (2) to detect errors when working with the tool,
(3) to analyze problems and devise ways to solve them.

The first group of 8 researchers worked for 32 days 2 h a day. The second
group (also 8 people) coped with the task within 4 days, working 2 h a day.
Thus, the efficiency of the application is obvious: the text processing time is
reduced by 87.5%, which allows the researcher to be spared from a lot of tedious
and monotonous work.

The second stage of the experiment implied the identification of errors, which
the tool allows when searching for rhythmic figures (anaphora, epiphora, sym-
ploce, anadiplosis, simple repetition) in the texts. At this point, the re-searchers
had to spend more time checking on the data provided by the tool, since they
had to work both with the tool and with the texts.

The results of the experiments are presented in Table 1. In the analyzed
texts the tool found 4407 anaphoras. 89% out of them were detected correctly.
For example, “I wanted a miracle job advertisement. I wanted someone to
come along and say, “Just do what you’re good at and we’ll give you enough
money for your rent, bills, cigarettes and some nice food and clothes” (Scarlett
Thomas).

In the course of the analysis we also found a few disputable cases of anaphora.
First of all, not all anaphora elements were detected by the tool. In the following
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Table 1. Results of lexical aspects search

Means of rhythmization Number of occurrences in texts Accuracy

Anaphora 4407 89

Epiphora 2564 93

Symploce 18 65

Anadiplosis 458 62

Simple repetitions 28542 93

case it is caused by the word number limit in anaphora: “It asks whether it is
possible or even desirable to disrupt this. It asks whether it is possible to find
meaning in a world overflowing with it” (Scarlett Thomas). Another reason for
the partial detection of anaphora is the presence of an extra element within the
analyzed unit:

“Not in Sylvie’s room (they had long ago ceased to think of it as a room
that belonged to two parents).

Not in Maurice’s room , so generously sized for someone who spent more
than half his life living at school.” (Kate Atkinson)

However, the displayed text fragment allows to manually detect all elements
of the anaphora.

Not all displayed cases of the pronoun he can be regarded as anaphora. For
example, “He was a member of a cycling club and every Sunday tried to wheel as
far away from Birmingham’s smogs as he could, and he took his annual holiday
by the sea so that he could breathe hospitable air and think himself an artist for
a week.

He thought he might try to put some figures in his painting, it would give it
a bit of life and ‘movement’, something his night-school teacher (he took an art
class) had encouraged him to introduce into his work” (Kate Atkinson).

There is a text fragment of considerable length between the pronouns. More-
over, the first pronoun is in the middle of the paragraph while the second one is
at the beginning of a new paragraph.

In the following example the displayed preposition cannot be reckoned as
anaphora because the word is used in different meanings: “At first, being little
accustomed to learn by heart, the lessons appeared to me both long and difficult;
the frequent change from task to task, too, bewildered me... At that hour most of
the others were sewing likewise; but one class still stood round Miss Scatcherd’s
chair reading...” (Charlotte Bronte).

In 29 cases simple repetition was displayed as anaphora. For example:

– Eight years.
– Eight years! (Charlotte Bronte)

In 21% of cases the detected units were not anaphoras. Here, it is important
to emphasize that all cases of the definite article usage cannot be referred to
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as anaphora. For example, “The Librarian jumped it. The Luggage, of course,
followed them with a noise like someone tapdancing over a bag of crisps” (Terry
Pratchett). Besides, according to the rules of the English language the stress is
usually put on meaningful parts of speech. Therefore, the article cannot influence
the rhythm of the text in general. The only possible exception is the situation
when the article is a part of another rhythm figure, for example, gradation.

The contextual analysis allowed to detect the following number of end-of-a-
sequence repetitions provoking a rhetorical effect, for example: 35/46 (76%) in I.
Murdoch’s “The Bell”, 174/187 (93%) in D. Du Maurier’s “Rebecca” and 70/74
(94.5%) in V. Wolfe’s “To the Lighthouse”. We view this statistics to speak for
a high sensitivity of the method applied to the search of epiphora:

“Frank knew . And Maxim did not know that he knew” (Daphna Du Maurier
“Rebecca”).

“The young man was abusing the government. William Bankes, thinking what
a relief it was to catch on to something of this sort when private life was dis-
agreeable, heard him say something about “one of the most scandalous acts of
the present government.” Lily was listening ; Mrs Ramsay was listening ; they
were all listening” (Virginia Wolfe “To the Lighthouse”).

While analyzing the use of anadiplosis, the following was revealed:

1. The average number of uses per book is 18–37 units. A total of 458 cases of
anadiplosis were investigated. Of these, 62% are the correct search.

2. Most cases of use are classified by the tool as reduplication (repetition of the
same words in the contact position in one clause, whereas anadiplosis is used
at the junction of the clauses), for example: “A very, very brief time, and
you will dismiss the recollection of it, gladly, as an unprofitable dream, from
which it happened well that you awoke. My little, little child.’ cried Bob.
The father of a long, long line of brilliant laughs.” (Ch. Dickens)

3. The tool considers repetitions that are characterized by a polysyndeton (the
use of coordinating conjunctions close together, and more than needed, for
stylistic effect) as an anadloplosis, for example: “Scrooge went to bed again,
and thought, and thought, and thought it over and over, and could make
nothing of it.” (Ch. Dickens). This case must be regarded as a reduplication
with a polysyndeton.

4. The most indicative cases of anadiplosis revealed by the instrument are the
cases of using it at the junction of clauses: “It was right to do it, it was kind
to do it, it was benevolent to do it, and he would do it again. It was right
to do it, it was kind to do it, it was benevolent to do it, and he would do
it again.” (I. Murdoch). In this case, the example is also combined with the
epiphora (to do it at the end of sentences).

While carrying out the experiment the lexical tool identified the following
phrases as symploce: “O! O!”, “Norbert! Norbert!”, “Why? Why?”, “And so?
And I’m a hundred times more vulnerable than I was. And so?”, “Nothing! Noth-
ing!”, “No! No!”, “The Lighthouse! The Lighthouse!”. After a thorough analysis,
these examples are considered to be just a simple repetition of all the elements
of the phrase which can be seen as reduplication, but not symploce.
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As for simple repetition, this tool has the highest percentage of manifesta-
tions in the texts (more than 1000 cases per work). This is primarily due to the
fact that simple repetition as a complex means of rhythm involving the division
into different types of repetitions, combines the cases of use of reduplication,
epanalepsis, and in some cases anadloplosis. It is possible to layer of one means
to another.

7 Discussion

To improve anaphora detection it is necessary to

– exclude articles from the list of the checked words;
– reduce the number of the words in a search unit to 20;
– define the anaphora parameters more clearly.

For that purpose it is important to limit the number of words to 2–3 dur-
ing the search and to introduce the punctuation parameter that will help to
distinguish anaphora from simple repetition.

The main reason for misidentifying the epiphora is a considerable length of
sequences (mainly sentences) where new clauses hamper the perception of the
stylistically marked epiphora:

“...and he could not help hoping that Toby would sooner or later force such a
tête-à-tête upon him . He wished that somehow he could pull out of this mess the
atom of good which was in it, crystallizing out his harmless goodwill for Toby,
Toby’s for him”. (Iris Murdoch “The Bell”).

“He wanted something else that I could not give him, something he had
had before . I thought of the youthful almost hysterical excitement and conceit
with which I had gone into this marriage, imagining I would bring happiness to
Maxim, who had known much greater happiness before”. (Daphna Du Maurier
“Rebecca”).

In a few cases (not exceeding 3 in the sample) the repeated words, usually
personal pronouns, have different referents, which enables us to consider such
repetition as accidental and therefore irrelevant:

“Her face was glowing and she put up one hand to hide it . Her cigarette fell
on the floor and she abandoned it”. (Iris Murdoch “The Bell”)

Other examples (10 in the sample) reveal the inability of the method to
detect repetition at the end of clauses along with its successful identification of
the epiphora in sequential sentences:

“Truthfulness is enjoined , the relief of suffering is enjoined , adultery is
forbidden , sodomy is forbidden .

And I feel that we ought to think quite simply of these matters, thus: truth is
not glorious, it is just enjoined ; sodomy is not disgusting, it is just forbidden”.
(Iris Murdoch “The Bell”).

The solution to the problem is expected to be found in designing a feature
that would make the tool capable of simultaneously analyzing a sentence-and a
clause-long context with the “comma” serving the marker.
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As a way of resolving the problem of differentiating between anadiplosis
and reduplication by the tool, three possible ways are proposed:

– formulation of rules for the search for reduplication as a repetition at the
beginning of a sequence in steps of 3–4 words;

– exclusion of all adjectives (including a comparative degree) and adverbs from
the list of anadiplosis;

– restriction of cases of anadiplosis only to those that are observed at the
junction of clauses, separated by semicolon, period, question or exclamation
marks, as well as three dots.

The main feature distinguishing between the anadiplosis and reduplication
with a polysyndeton should be considered as a union which is not an element of
anadiplosis. In order to clearly identify structures with a polysyndeton, it seems
appropriate to compile a list of all possible unions used at the junction of clauses.

Due to the fact that cases with the pronoun “it” have 67% of the total
number of anadiplosis use, it is proposed to add cases with it to the list of search
conditions of the tool when it is considered as a repetition at the junction of
clauses separated by commas (it, it).

Taking into account the fact that the lexical tool identifies simple phrases
and utterances as symploce, but not the repetition of the beginning and the
end of the sentence which consists of the subject and/or the predicate, it is
considered necessary to apply a restriction (of at least 5 words which should
be in a clause/sentence) to the tool while detecting symploce in such texts as
fiction.

As a solution to the problem of inaccurate detection of the types of sim-
ple repetitions, it is necessary to divide these rhythmic figures into reduplica-
tion and epanalepsis. As for reduplication, the parameter should be the contact
position of words separated by commas (but not at the junction of clauses or
sentences), and, as for epanalepsis, the parameter should be the use of identical
words at certain intervals.

8 Conclusion

The described tool for the analysis of fiction text rhythm allows to conduct
integrated research into lexical rhythm figures including anaphora, epiphora,
anadiplosis, symploce and simple repetition. The tool has shown 80.4% relia-
bility which we view as relatively high. Pitfalls in the process of lexical figures
search and evaluation are in a few cases explained by the impossibility of exclud-
ing certain conditions of the repetition use. If this occurs, the decision whether
the case should be attributed to a lexical figure is taken by the researcher. This
automated approach holds the lowest number of pitfalls when applied to the
search of anaphora, epiphora and simple repetition. To make the detection of
the anadiplosis more precise, simple repetition must be divided into redupli-
cation and epanalepsis, which will spare cross search between the anadiplosis
and the simple repetition. In terms of symploce, this repetitive figure is rare in
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English texts, the search results can be improved by expanding the word range
between the repeated clauses. Future work will concentrate on the definition of
the author’s individual style by means of rhythm figures as well as on the appli-
cation of the above principles of rhythm analysis to texts written in languages
other than English.
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Abstract. In recent works on learning representations for graph structures, meth-
ods have been proposed both for the representation of nodes and edges for large
graphs, and for representation of graphs as a whole. This paper considers the
popular graph2vec approach, which shows quite good results for ordinary graphs.
In the field of natural language processing, however, a graph structure called a
dependency tree is often used to express the connections between words in a
sentence. We show that the graph2vec approach applied to dependency trees is
unsatisfactory, which is due to the WL Kernel. In this paper, an adaptation of this
kernel for dependency trees has been proposed, as well as 3 other types of kernels
that take into account the specific features of dependency trees. This new vector
representation can be used in NLP tasks where it is important to model syntax
(e.g. authorship attribution, intention labeling, targeted sentiment analysis etc.).
Universal Dependencies treebanks were clustered to show the consistency and
validity of the proposed tree representation methods.

Keywords: Syntax · Graph embeddings · Graph2vec · Representation ·
Dependency tree · Embeddings · Universal dependencies

1 Introduction

Techniques for vector representation (embeddings) and representation learning have
been increasingly attracting attention lately. This is due to the fact that effective rep-
resentation of input data is key to solving most machine learning and deep learning
problems. Vector representations, initially used in natural language processing [1, 2],
later saw widespread application.

Of particular interest are vector representations of graphs (graph embeddings).
Graphs can be of arbitrary size and structure, but using recently developed methods
[1], they can be reduced to a fixed-size vector, which is very convenient for machine
learning and deep learning. A dependency tree is a graph with a few distinct properties: it
is connected, acyclic and oriented. A special approach to vector representation is needed
to accommodate dependency trees, as we will show in more detail in the next section.
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2 GRAPH2VEC Approach

In [1], a neural approach was proposed for the training of whole-graph representations.
Importantly, this approach is completely unsupervised. The learning method is data-
driven; it requires a fairly large set of graphs to learn graph representations. An advantage
of this approach is the ability to capture structural similarity: vectors for structurally
similar graphs are close in the vector space.

Consider the following formal problem statement, as given in [1]. Given a set of
graphs G = {G1, G2, . . .} and a positive integer δ (the expected size of the vector
representation), wewant to train a δ-dimensional distributed representation for any graph
Gi ∈ G. The matrix of representations of all graphs will be denoted as � ∈ R

|G|×δ .
Let G = (N , E, λ) be a graph, where N is the set of nodes, E ⊂ (N × N ) is the set of
edges. The graph G is labeled if there is a function λ : N → l that assigns a unique label
from the alphabet l for each node n ∈ N . In addition, the edges can also be labeled, and
in this case there is an edge labeling function: η : E → l.

The main idea of the graph2vec approach is to view the entire graph as a document
and the rooted subgraphs (that encompass a neighborhood of certain degree) around
every node as words, that compose the document. In other words, different subgraphs
compose graphs in a similar way that different words compose sentences/documents
when used together [1].

We omit the basic graph2vec algorithm, because it is described in the source paper.
Note that we modify only the method of representing the graph. In [1], a specific method
for extracting rooted subgraphs was described, which is based on the WL [3] relabeling
process.

3 Adaptation Graph2vec Approach to Dependency Trees

3.1 Dependency Tree Concept

Let S = (w0, w1, . . . , wN ) denote a sentence of length N. Also, as in most computer
linguistics literature [4], we add the “artificial” token ROOT, which is represented as
w0. Similarly, let A = (a0, a1, . . . , aN ) be the representation of the sentence S, where
ai corresponds to the word wi (0 ≤ i ≤ N ). In addition to encoding information
about each word wi in isolation (for example, its POS-tag), ai most often also encodes
positional information about wi .

For example, Fig. 1 shows the dependency tree for the sentence A dog is chasing a
cat.

Fig. 1. Dependency tree example.
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The head of the first determinant a is dog, whereas the head of the second a is cat.
Additional information ai about wi is represented by the POS tag. Also, for each depen-
dency relationship between the head and the dependent word, the type of dependency is
specified. Obviously, POS tags and dependency labels are not unique and can be seen
in the same sentence more than once.

Each dependency tree is a connected, acyclic and oriented graph with certain func-
tions: μ : N → l pos , where l pos is the set of POS tags possible in a given language,
and the function η : E → ldep, where ldep is a set of dependency types that exist in the
language in question.

Thus, the dependency tree is represented by the tuple Ti = (N , E, μ, η). Otherwise,
the task remains the same – to construct a δ-dimensional vector representation of the set
of trees T = {T1, T2, . . .}, with the property that structurally similar trees will be located
near each other in the space of the distributed representation.

3.2 Relaxing of the WL Relabeling Process Constraints

What limitations of the GetWLSubGraph algorithm make it ineffective when applied
to dependency trees? First of all, the assumption about the uniqueness of the labels of
the nodes and edges of the graph, since the same POS tags can correspond to different
words in dependency trees. In addition, the sentence may contain the same dependency
types between different words. This is often the case with fairly complex sentences that
are quite common in natural language.

Secondly, the standard GetWLSubGraph does not take into account the use of edge
labels, which represent, in our case, the type of relationship between a pair of words
in a sentence. And finally, the original GetWLSubGraph procedure considers general
purpose graphs, in which the order of the nodes is not important. A set of root subgraphs
is used, which are then sorted topologically.

In our work, an improvement of the GetWLSubGraph algorithm is proposed, with a
relaxation of the above limitations:
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As can be seen, small changes are made in the algorithm for more efficient use
with dependency trees. In particular, we take into account the edge labels and reject the
assumption about node and edge uniqueness.

As an illustration, below are some sequences from the tree shown in Fig. 1, extracted
according to the GetWLSubgraphForTree algorithm. Note that the results include single
POS tags as well as dependency relationships between two and more words:

ROOT VERB DET NOUN VERB DET NOUN ROOT_root_VERB VERB_aux_VERB
VERB_nsubj_NOUN VERB_dobj_NOUN VERB_dobj_NOUN_det_DET VERB_nsubj_
NOUN_attr_VERB ROOT_root_VERB_root_VERB_nsubj_NOUN_aux_VERB…

3.3 Relabeling Process Based on Contracted Nodes of the Dependency Tree

The GetWLSubGraphForTrees procedure, however, may generate somewhat “artificial”
markup showing good results for general purpose graphs, but meaningless from the
linguistic point of view.

Let us use the intuition underlying dependency trees. For example, consider the
phrase beautiful cat, there is an ADJ (beautiful) <- NOUN (cat) dependency, where the
noun is the headword and the adjective is the dependent. In this case the adjective can
be seen as a “characteristic” of the noun, that is, we can collapse these nodes into one
and work with the single entity beautiful cat. This corresponds to the linguistic concepts
of noun phrase, verb phrase, etc. We can use this idea to relabel the dependency tree
so as to get meaningful representations, which can then be used later in the graph2vec
procedure:
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The ContractedExtraction algorithm starts by searching for graph nodes with no
outgoing edges (i.e. the output degree ofwhich is zero). Then each such node is iteratively
(4) “collapsed” (6) with the head node, and the label of this new node is formed from
the POS tags of the dependent and the headword, accompanied by the dependency type
(7). Finally, all node tags of the graph in question (8) are added to the representation list
of the graph sgn . If we have not collapsed the graph to one node (9), then we continue
examining the nodes of the graph with zero output degree (10), otherwise we assume
that the graph is collapsed and return the resulting relabeling representation (13).

3.4 Relabeling Process Based on a Set of Simple Paths Between the Nodes
in a Dependency Tree

Consider another algorithm for the relabeling process, which is based on the con-
cept of path. A walk over a graph is an alternating sequence of vertices and edges:
v0, e0, v1, e1, v2, . . . , ek−1, vk . A walk is a path if all vertices in it are distinct. Also, we
should take into account that the dependency tree is an oriented graph. In the proposed
relabeling process, we consider all the simple paths between all possible pairs of vertices
in this graph. As a result of the relabeling process, we simply list the sequence of all
paths in the given tree.

The proposed representation method has the following linguistic motivation: we
consider how one word in a sentence is related to another. Every word is not usually
connectedwith every otherword in the sentence,which is especially relevant for complex
sentences, because one entity in a sentence is not always directly connected with another
entity. In other words, since the dependency tree is an oriented graph, we cannot ‘go’
from any one word to any other word. Thus we get a finite number of subpaths that are
like ‘chains’ of syntactically connected words in a sentence. The complex of all syntactic
relations within a sentence can be described by its dependency tree (which is obvious),
but it also can be described by the set of all possible subpaths in this tree.
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4 Experiments: Applying the Graph2vec Approach to Dependency
Trees

We have conducted a few experiments to apply the proposed approach to dependency
tree representation learning, which showed that our methods are effective and that they
yield non-trivial results. In the experiments, we used spaCy [5], which is a modern
POS-tagging and parsing tool. SpaCy contains a number of pre-trained models, and in
addition, one can use different custom models, as we did for the Russian language [6].

4.1 Clustering Dependency Trees from the Universal Dependencies Treebank

Hopkins Statistics Calculation
The first objective that we had in mind was to draw analogies with classic word embed-
dings in NLP. Will clustering of dependency trees as vectors result in some grouping
of trees that have similar structure to each other? What properties will these clusters
have? To eliminate the effect of the syntax analyzer errors, we used the treebanks that
are part of the Universal Dependencies project [7], in particular, for Russian and English
(SyntagRus [8] and the English Web Treebank v. 2.3 [9]).

First, we used the Hopkins statistics [13] as a cluster structure existence test. The
SynTagRus [8] corpus has over 66,000 tagged sentences. Relabeling was performed,
followed by the standard graph2vec/doc2vec learning process. The resulting vector
representations were normalized and the Hopkins statistics was calculated (Fig. 2).

It can be observed that all kernels yield embeddings that have some clustering struc-
ture according to the Hopkins test. Also, the Path Extractor kernel results in the highest
value for SynTag Rus.

We used a similar method on the EnglishWeb Treebank, resulting in higher Hopkins
statistics values, compared to SyntagRus. This may be due to the fact that English

Fig. 2. Hopkins statistics for SyntagRus
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has a more fixed word order in comparison with Russian, so the parsing model is less
“confused”, which results in less variance. It is also interesting that the highest Hopkins
statistics value is obtained with Contracted Kernel, with Path Extractor only in the third
place (Fig. 3).

Fig. 3. Hopkins statistics for EWT

Thus, we can conclude that the space of these syntactic embeddings is characterised
by some clustering structure, and we will try to explore this structure with classical
clustering methods.

Clustering Process
The clustering was performed using the standard k-Means++ algorithm [10] within
the Scikit-learn framework [11]. The selection of the optimal number of clusters was
performed using the silhouette analysis method [12]. For both English and Russian,
five relabeling methods were used: GetWLSubgraphForTrees and ContractedExtraction
(for both: with and without taking into account the dependency types), as well as the
SimplePathExtraction.

Let us consider the syntactic embeddings obtained from the SynTagRus corpus [8].
The number of clusters was between 2 to 30, with the optimal value selected according
to the silhouette. It is worth noting, however, that the silhouette values were higher for
smaller numbers of clusters, but linguistic analysis showed that the resulting clusters
were too general. Therefore, the number of clusters was increased. Table 1 shows the
resulting number of clusters for each method.
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Table 1. Methods and number of clusters for SynTagRus trees.

Relabeling method Number of clusters

GetWLSubgraphForTrees (with dependencies) 14

GetWLSubgraphForTrees (without dependencies) 10

ContractedExtraction (with dependencies) 10

ContractedExtraction (without dependencies) 22

SimplePathExtractor 20

A similar methodology was used on the English Web Treebank [9], see Table 2.

Table 2. Methods and count of clusters for trees from EWT.

Relabeling method Number of clusters

GetWLSubgraphForTrees (with dependencies) 10

GetWLSubgraphForTrees (without dependencies) 19

ContractedExtraction (with dependencies) 29

ContractedExtraction (without dependencies) 18

SimplePathExtractor 10/14

After performing the clustering, we take the centroids of the clusters and choose
a number of nearest embeddings to these centroids. As a metric of similarity, we use
cosine similarity, as it is the standard method for embedding evaluation.

During linguistic analysis of the clusters obtained, the following features were noted.
While the clusterings differ from one another, they all capture the various structural types
in the given language. In other words, the clusterings successfully group structurally
similar sentences together. Although it is difficult, if even possible, to obtain a clustering
that would be a perfect model of textbook syntax for the given language, all methods
result in linguistically sound clusteringswith very distinct clusters, that can be considered
valid syntax models. All clusterings are freely available online at GitHub1. For space
constraints, we will not list the interpretations of clusters for all relabeling methods, only
for some of them. First, let us consider one relabelingmethod, SimplePathExtractor, used
on SynTagRus. It results in the following clustering:

(1) Complex sentences with relative clauses;
(2) Simple sentences with one indirect object;
(3) Elliptical (incomplete) sentences without verbs;
(4) Elliptical (incomplete) sentences with verbs;
(5) Simple sentences with an infinitive and one or more adverb;

1 https://github.com/OlegDurandin/dtree2vec.

https://github.com/OlegDurandin/dtree2vec
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(6) Complex sentences with adverbial clauses and at least one numeral;
(7) Incomplete sentences with proper nouns;
(8) Complex sentences that start with a verb and have a noun clause as the object of

this verb (importantly, the clause includes a verb and no adjectives, unlike Cluster
11);

(9) Sentences containing at least one adjective that is a direct dependent of a verb (as
in become silent);

(10) Sentences with homogeneous objects (direct or indirect), expressed by nouns;
(11) Complex sentences that start with a verb and have a noun clause as the object of

this verb (the clause includes an adjective and no verbs, cf. Cluster 8);
(12) Complex sentences with noun clauses that have an infinitive;
(13) Sentences containing at least one adjective that is a direct dependent of a noun (as

in electronic microscope);
(14) Sentences with homogeneous subjects, expressed by nouns;
(15) Sentences with a noun dependent on another noun (as in prichiny padeniya, which

is equivalent to the reasons for the fall);
(16) Short simple sentences with an auxiliary verb (e.g. byl = was) and an adjective

that is its dependent, as well as sentences where the auxiliary verb is omitted (but
is assumed);

(17) Sentences with homogeneous predicates, expressed by verbs;
(18) Sentences with a participle clause;
(19) Sentences with adverbial and adverbial participle clauses;
(20) Sentences with multiple pronouns.

As can be seen, the twenty clusters contain sentences of distinct syntactic structures.
Sentences with similar syntactic structures have similar syntactic meanings, or describe
different situations in a similar way, so to speak. For instance, consider Cluster 14. In
these sentences, the same predicate is shared by multiple subjects. Intuitively, it means
that within each sentence, the same statement is made about multiple things (or people).
For example, these two sentences from this cluster are completely unrelated semantically,
yet they are similar in syntactic structure:

B xod idyt kopobki iz-pod fpyktov, tele�ki iz cypepmapketov, ctapye
poliki, invalidnye kol�cki, velocipedy. (Fruit boxes, supermarket carts, old
rollers, wheelchairs, bicycles are used.).

Pocypalic� �aloby, ppotecty (Complaints and protests flowed).
For the sake of comparison, let us also consider the clustering with a smaller number

of clusters and a different kernel, GetWLSubgraphForTrees (with dependencies), also
on SynTagRus:

(1) Simple sentences that have adverbs, usually as direct dependents of verbs;
(2) Simple sentences containing numerals;
3) Sentences with pronouns and nouns;
(4) Short incomplete sentences consisting of proper nouns only (as in: Irina Mel-

nikova.);
(5) Sentences with nouns functioning as homogeneous subjects or objects, always

expressed by nouns;
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(6) Short incomplete sentences consisting of noun phrases, without proper nouns (as
in: Upoki ital��nckogo. = Lessons of Italian.);

(7) Sentences with homogeneous attributes expressed by adjectives;
(8) Complex sentences with noun clauses as objects;
(9) Sentences with particles, including the negative particle ne (=not);
(10) Complete sentences that include proper nouns (cf. Cluster 4);
(11) (Mostly) complete sentences consisting only of verbs, adverbs and pronouns (but

not nouns like Cluster 3);
(12) Sentences with noun phrases, but no proper nouns;
(13) Sentences with proper nouns and numerals;
(14) Sentences with determiners (e.g. etot = this).

As can be seen, different clusterings capture different structural types of sentences. A
relatively larger number of clusters results in amore detailed syntaxmodel in comparison
with a smaller number, as shown by the above clusterings.

Let us also show a clustering for the English language. This time, let us con-
sider an even larger number of clusters and not yet demonstrated clustering method,
ContractedExtraction (with dependencies):

(1) Sentences with a proper noun as the subject and a non-auxiliary verb (e.g. Kelly
hit the nail on the head);

(2) Incomplete sentences consisting of proper nouns and having no punctuation (Karla
Ferguson-Granger);

(3) Sentences containing pronouns and adverbs (I will NEVER go here again);
(4) Sentences containing particles (not, to);
(5) Sentences with an auxiliary verb and a proper noun as the object or part of the

adverbial modifier (Parking spaces are just big enough for a Mini Cooper);
(6) Imperatives usually starting with a verb (Take her to the vet or even Fuck you);
(7) Sentences having an adjectivewith an intensifier dependent (thoroughly impressed,

sooooo beautiful);
(8) Sentences having a determiner and adjective combination (a joint one, the best

little motel, the most common);
(9) Sentences with a numeral and an explanation of what it stands for (22,600 -

Number of planes carrying unscreened cargo or 57 - Percentage of Republican
federal judges) – this is captured by a numeral-punctuation-noun sequence in the
dependency tree;

(10) Incomplete sentences without verbs (Good local bikeshop or noise sentences like
Groups: alt.animals.cat);

(11) More complex sentences with proper nouns as subjects and also with noun phrases
consisting of an adjective and a noun (As the leaders like to boast, the Mujahedeen
is a family affair);

(12) Sentences with two or more adjectives describing the same object (Cheese was
falling off, so oily and greasy);

(13) Shorter sentences containing interjections (Er, no? or Hey guys);
(14) Sentences with sequences of three connected verbs (a small cluster; e.g. That

means making yourself known);



130 O. Durandin and A. Malafeev

(15) Questionswith chains of two verbs (usually an auxiliary ormodal one and a regular
verb, as in Do you have this information? or Should I get a balcony?);

(16) Sentences with two proper nouns as heterogeneous subjects or objects (Paul and
Judy are on board);

(17) Incomplete sentences with proper nouns and punctuation (cf. Cluster 2) (Bill – or
Dale,);

(18) Non-interrogative sentences with two verbs linked (cf. Cluster 15) (We do need a
formal plan or He will learn to really like this);

(19) Sentences with chains of two verbs and a lined adverb (You should reply ASAP);
(20) Non-standard ‘sentences’ (http://news.bbc.co.uk/2/hi/programmes/this_world/

4446342.stm or Andrew Edison@ENRON);
(21) Shorter sentences with a single verb and a dependent adverb (i completely agree);
(22) Sentences with a determiner + noun combination (There is no delivery);
(23) Incomplete sentences with numerals (4:00 pm–6:00 pm or 08/03/2000 11:35 or -

Act 5, Scene 1);
(24) Complex sentences with adverbial clauses (Open your image while it’s still in

color);
(25) Sentences with prepositional phrases (He was drinking like a fish or put her back

in the room);
(26) Sentences consisting only of nouns (non-proper) and punctuation (Thanks!!);
(27) Sentences with pronouns and determiners (She said a shower would be grand);
(28) Shorter sentences with pronouns and adjectives (It is spectacular or He’s great);
(29) Sentences that have verbs with pronouns as direct objects (hurt him or hire you)

As can be seen, the clustering captures many distinct sentence types in English. This
results in a fairly detailed syntax model, with sentences having structural similarities
grouped together.

5 Conclusion and Future Work

In this paper, an adaptation of the graph2vecmodel for the processing of dependency trees
commonly used in NLP was proposed. In particular, we proposed several modifications
of the WL relabeling process taking into account the properties of dependency trees. In
the experimental part of our work, a vector space was constructed for the SynTagRus
and EWT dependency trees, and clustering of this space was carried out. In the course
of linguistic interpretation of the clusterings, some patterns were revealed. Different
clusterings capture different structural types of sentences, with relatively larger numbers
of clusters resulting in more detailed syntax models. It is also worth mentioning that
the proposed methods result in models that completely isolate the syntax layer of the
language system, considering it separately from the lexical and semantic layers.

The proposed approach creates new opportunities for further research into syntax.
In the future, we plan to identify the common patterns of vector spaces of dependency
trees for different languages. Also, a promising research direction is the use of syntac-
tic embeddings in machine translation, paraphrasing, and a number of NLU problems
(intention classification, etc.) to prove the efficiency of such embeddings.

http://news.bbc.co.uk/2/hi/programmes/this_world/4446342.stm
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Abstract. This paper describes how to automatically recognize parts
of speech and other grammatical categories of a word such as gender
and number. Unlike some previous works, the vector of syntactic bigram
frequencies (including the considered word) is used as the source data
for recognition of parts of speech and the grammatical categories. Data
on frequencies of syntactic bigrams were obtained from the Russian sub-
corpus of Google Books Ngram. We used part–of–speech tags available
in Google Books Ngram, as well as data on parts of speech and gram-
matical categories of words obtained from the electronic dictionary Open
Corpora. To train the model, we selected words from the list of 100.000
most frequent words that don’t have homonyms and are found in both
Google Books Ngram and Open Corpora. A multilayer perceptron with
an output layer of the softmax type was used as a recognizer. The vector
of frequencies of syntactic bigrams including the test word and one of the
10.000 most frequent words was at the inputs of the network. The neural
network was trained by the criterion of minimum cross–entropy. When
recognizing parts of speech on the test sample, the average recognition
accuracy was 99.1%. Nouns and verbs were recognized best of all (with
the accuracy of 99.77% and 99.62%, respectively). The recognition accu-
racy of the word number was 99.61%. The achieved recognition accuracy
of the word gender was substantially lower, it was just 91.9%.

Keywords: Part of speech recognition · Neural networks · Google
Books Ngram · Bigram frequency

1 Introduction

Google Books Library is a project developed by Google which offers a digi-
tal database of scanned books [1]. It is an extra–large corpus of texts which
opened new opportunities for processing data and provided a solid foundation
for research studies. It contributed much to linguistics, social and computer sci-
ence. The updated version of the corpus was created in 2012. The main feature
of the new version was part–of–speech tagging [2].

Google Books distinguishes 12 parts of speech: ‘.’ (punctuation marks), ADJ
(adjective), ADP (preposition and postposition), ADV (adverb), CONJ (con-
junction), DET (determiner and article), NOUN (noun), NUM (numeral), PRON
c© Springer Nature Switzerland AG 2020
W. M. P. van der Aalst et al. (Eds.): AIST 2019, CCIS 1086, pp. 132–142, 2020.
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(pronoun), PRT (particle), VERB (verb), X (a catchall for other categories such
as abbreviations or foreign words) [2].

The quality of such POS tagging is disputable and was discussed, for example,
in [3]. Although POS homonymy is relatively uncommon in English, there are a
lot of 1–grams in the corpus tagged as corresponding to different parts of speech.
For example, the word “I” is marked up as corresponding to 12 parts of speech.
In total, there are 4858 1–grams in the English corpus, tagged as corresponding
to 12 parts of speech, 18753 1–grams marked up as corresponding to 11 parts of
speech, and 21018, 26508 and 32495 1–grams tagged as corresponding to 10, 9
and 8 parts of speech, respectively.

The Google Books Ngram Russian corpus lacks the tag “pronouns” which is
questionable. There are 10 parts of speech in the Russian corpus distinguished
by Google Books Ngram. At that, 71 1–grams are tagged as corresponding to
10 parts of speech, 219 1–grams are marked up as referring to 9 parts of speech
and 497 1–grams are tagged as corresponding to 8 parts of speech. Thus, Google
Books Ngram POS–tagging contains a lot of errors and needs to be improved.
It would be useful to check the POS tagging of words important for this or that
research. Since the corpus lacks free access to the texts of its books, this can be
done only based on information on the frequencies of the studied n–grams.

There were attempts to solve the problems of POS tagging with the help of
neural network methods. For example, in [4,5], the authors proposed a model of a
morphological analyzer based on a bidirectional recurrent neural network. Words
represented at the char–level were used as input data. Convolutional models also
proved to be good at solving the POS–tagging problem. In [6], they were applied
to text corpora from social networks. Like in previous articles, the authors used
symbolic representations of words.

Traditional methods are also used to solve this problem. For example, [7] pro-
posed linguistic rules to improve recognition quality of several POS–taggers. The
work objective is to build neural network models performing recognition of parts
of speech and grammatical categories of gender and number of Russian words.
The main difference of this work from others of that kind is that information on
syntactic bigrams [8] including the studied word (i.e. the word distribution) is
used as input data for POS recognition. Thus, there are no source texts available
for the analysis but there is statistical information that characterizes word dis-
tribution. The Russian language was chosen for research because it is a language
with developed morphology and the problem of parts of speech classification and
recognition has always been contentious in Russian linguistics.

The data on the frequencies of the syntactic bigrams were obtained from
the Russian subcorpus of Google Books Ngram [2]. The data on POS, gender
and number of words were obtained from the OpenCorpora electronic thesaurus
which includes 115 grammemes, 390273 lemmas and a great amount of word
forms [9,10]. It is the largest and most detailed Russian thesaurus; therefore, its
data were chosen for our research.

The problem related to homonymy disambiguation is formulated differently
in our work than in other works concerning POS–taggers. Parts of speech of
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homonyms can be defined by their distribution in the sentence. There are no
source texts in our case. However, there is statistical information about frequen-
cies of bigrams that contain the given word. Since the corpus is very large, the
word can have different meanings being used in it and can refer to different parts
of speech.

To solve the problem, one should estimate the percentage of use of the word
in this or that part of speech. To perform such estimation, it is desirable to
have a trained recognizer which allows distinguishing parts of speech of non–
homonymic words. It provides an opportunity to obtain some “ideal” frequency
distribution of words corresponding to this or that part of speech and obtain
more effective estimation of the percentage of use of the homonym in different
variants. However, it is beyond the scope of this work.

The problem of POS recognition remains an acute issue in modern theoretical
linguistics. The results of this research based on the distributive approach can
contribute much to it. Accurate POS recognition yields more reliable results in
corpus–based studies.

2 Model Description

To create the model for estimating the above described properties of the word, we
choose the architecture of the classical direct distribution network. Each of the
networks performing POS recognition and recognition of the words gender and
number was a four–layer perceptron which contained 64, 128 and 128 neurons
in the first three layers, respectively. Dimension of the last fourth layer is equal
to the number of classes of the training set. There are 3 classes to recognize
gender, 2 classes to recognize number, 17 and 12 classes to recognize POS using
POS tagging in accordance with the electronic thesaurus OpenCorpora or Google
Books Ngram, respectively. Relu was selected as a function to activate all hidden
layers. Using this activation function allows you to achieve a sparse activation [11]
and thus obtain a model of higher approximation power. The output layer was
activated by the softmax function [12]. This ensures that the sum taken over
all the outputs of the neural network equals 1, which allows us to consider the
output data as a probability distribution on the target classes. In addition, since
the dimension of the input vector is high (it is 20.000 in our case, as explained
below), the number of weights between the input and the first hidden layer is
also high, which can lead to overfitting the model, especially if there are few
examples in the training sample. To prevent overfitting, a dropout layer with
a parameter 0.3 was created before the first hidden layer [13]. Random 30%
of data from the input vector is “cut out” at each training iteration. Thus, an
analogue of stochastic regularization is created in the training process. In the
testing mode, the information is no longer cut out of the data vector. However,
the output data of this layer are corrected in a certain way to avoid distortion
in the process of their use by subsequent layers.

The model was trained using the backpropagation method based on gradient
descent. Implementation of the gradient method is presented in [14]. The Nadam
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algorithm is a combination of ideas described in [15,16]. It selects the optimal
value of the training speed parameter taking into account the previous values of
the gradient norm, and also saves some analogue of the inertia of the solution
point movement, which allows you to train deep models for a fairly small number
of iterations. In addition, during training, the norm of the resulting gradient can
be artificially limited from above so that, when it hits the “steep” parts of the
target function (this often occurs when moving in ravine functions), the decision
point does not move too far from the study area near the local minimum.

There are approximately 70 thousand examples in the training sample. There-
fore, stochastic gradient descent is used to ensure high performance while train-
ing the models. The entire training sample is divided into a fixedsize set of
batches, and the network weights and error gradient aggregation are updated
after all the examples from the batches have been provided. To solve the
described problems, the size of the batch was chosen to be 128. Thus, there
are about 550 updates of the network scales during one epoch.

The training data are a set of frequency vectors of syntactic 2–grams taken
from the Google Books Ngram database [2]. Syntactic bigrams are units of syn-
tactic structures denoting a binary relation between a pair of words in a sentence.
In each syntactic bigram, one word is called the head, and the other is its depen-
dent [8]. The number of unique 1–grams in the Russian corpus is 4863328. In this
case, the size of the full matrix of syntactic 2–grams frequencies will be 48633282.
Therefore, the use of all data from the database when training the neural net-
work is a computationally time–consuming task. We use only the frequencies of
syntactic bigrams, which are combinations of the test word with one of the sets
of reference words. The word is represented by two frequency vectors of the syn-
tactic bigrams of the Wx and xW type, where ‘W’ is the tested word form and
‘x’ is one of the reference forms (the word order in the syntactic bigrams shows
which word is the head and which is its dependent). In this work, 10 thousand
of the most frequent words occurring in the corpus (namely 1–grams consisting
of the letters of the Russian alphabet and, probably, one apostrophe) are used
as reference words. Thus, the word is described by a pair of vectors of dimen-
sion 10000. Both vectors are concatenated to obtain a single 20000–dimensional
vector representing the word.

3 Results

To train and test the POS recognizer, we used a sample of the most frequent
words found in the Russian subcorpus of Google Books Ngram. We also selected
70 thousand of most frequent words occurring in the electronic thesaurus Open-
Corpora. Then, we selected word forms (from the described samples) which
occurred in the thesaurus only in one part of speech and didn’t have homonyms
belonging to other parts of speech The OpenCorpora thesaurus distinguishes
17 parts of speech: ADJF—adjective (long), ADJS—adjective (short), ADVB—
adverb, COMP—comparative, CONJ—conjunction, GRND—gerund, INFN—
verb (infinitive), INTJ—interjection, NOUN—noun, NPRO—pronoun noun,
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NUMR—numeral, PRCL—particle, PRED—predicative, PREP—preposition,
PRTF—participle (long), PRTS—participles (short), VERB—verb (finite verb
forms). The training and test samples included 62790 word forms; 80% of them
were used for training the neural network model, and 20%—for testing. The
trained neural network showed an accuracy of 99.10% on the test sample (the
error rate was 0.9%). The recognition accuracy of different parts of speech is
shown in Fig. 1 and Table 1. It is clear that good results can only be obtained for
classes (for parts of speech) for which there are a sufficient number of examples
in the training set. Therefore, the figure and the table show the results only for
those parts of speech for which there were at least 400 examples in the sample.
The table also shows the number of word forms of each part of speech in the
sample.

Fig. 1. The percentage of POS recognition errors, %

As it can be seen, the best recognition accuracy is achieved for verbs (infini-
tives and finite forms) and nouns which represent relatively large groups of words.
The worst result was obtained for a small group of words, namely for short adjec-
tives and adverbs. In general, the Spearman correlation coefficient between the
number of examples and recognition accuracy was 0.70. On the one hand, this
value is relatively large. It indicates a significant influence of the number of
examples in the sample on the quality of the model training and the resulting
recognition accuracy. On the other hand, it is obvious at this level of corre-
lation that there are other important factors determining the number of POS
recognition errors.

Table 2 presents detailed data on error frequencies of various kinds, which
allows you to analyze which parts of speech are most often confused.

The errors are unavoidable since the problem of POS recognition remains one
of the major contentious issues in linguistic because there are certain limitations
and controversial points in the traditional classification of parts of speech. Tra-
ditionally, there are three types of grammatically relevant properties of words
that differentiate parts of speech: semantic, formal and functional. Sometimes
the properties of one part of speech can coincide with the properties of the other
part of speech making the classification disputable.
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Table 1. The percentage of POS recognition errors

Part of speech Percentage of Errors, % Number of examples

ADJF 1.47 14496

ADJS 8.21 686

ADVB 8.16 412

GRND 4.86 745

INFN 0 2039

NOUN 0.23 32348

PRTF 4.34 2312

PRTS 1.02 1032

VERB 0.38 8310

Table 2. Statistics of the POS recognition results on the test sample. The columns
show POS from the test sample according to the OpenCorpora Thesaurus, rows show
the recognition results in percent

ADJF ADJS ADVB GRND INFN NOUN PRTF PRTS VERB

ADJF 98.53 2.24 3.06 0.69 0 0.14 4.34 0 0.13

ADJS 0.10 91.79 1.02 0 0 0 0 0.51 0

ADVB 0.14 1.49 91.84 0 0 0.05 0 0 0.06

COMP 0 0 0 0 0 0 0 0 0

CONJ 0 0 0 0 0 0 0 0 0

GRND 0.03 0 0 95.14 0 0 0 0 0

INFN 0 0 0 0 100.00 0.02 0 0 0

INTJ 0 0 0 0 0 0.02 0 0 0

NOUN 0.72 4.48 1.02 0.69 0 99.77 0 0.51 0.13

NPRO 0 0 0 0 0 0 0 0 0

NUMR 0 0 0 0 0 0 0 0 0

PRCL 0 0 0 0 0 0 0 0 0

PRED 0 0 0 0 0 0 0 0 0

PREP 0 0 0 0 0 0 0 0 0

PRTF 0.48 0 0 2.08 0 0.02 95.66 0 0

PRTS 0 0 1.02 0 0 0 0 98.98 0.06

VERB 0 0 2.04 1.39 0 0 0 0 99.62

The obtained results showed that the following parts of speech are confused
most often in Russian. The gerund in Russian is confused with verbs because it
designates action and, thus, can have the same syntactic distribution as the verb.
Some linguists even consider the gerund to be a type of predicate [16]. The model
also confuses adjectives with participles and vice versa. Participles and adjectives
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have some common features: they describe object features and are used as a
definitive in a sentence. In Russian, participles used attributively agree with the
noun gender, number, case, and animateness. Thus, being a morphological form
of a verb, participles have such syntactic distribution and such a set of inflexive
categories that bring them closer to adjectives. The analysed classification of
POS included long and short adjectives. They can be confused because they
belong to the category of adjectives and share common properties. However,
the percentage of errors made by the model while determining long and short
adjectives is relatively low which means that their syntactic distribution has
differences and the model can distinguish them.

To train and test the model of word number recognition, 56253 1–grams were
selected which occur in the OpenCorpora only in the singular or plural forms.
The trained model was tested on the sample of 11250 examples. The number of
errors on the test sample was 44 (or 0.39%). According to the results of manual
testing, it can be concluded that the tested words occur in the corpus only in the
singular or plural since the thesaurus is incomplete. For example, noun forms
are confused in the genitive case, homonymous forms of nouns are also confused.
In general, it can be said that the model response is correct, but the described
examples were recognized incorrectly because the corpus is incomplete.

Gender recognition model was trained and tested on the sample including
32340 1–grams. We selected word forms which occur in the Open Corpora The-
saurus only in one gender. The sample included 47% of masculine, 33.6% of
feminine and 19.4% of neuter word forms. The test sample included 6468 exam-
ples. In this case, the proportion of erroneously recognized word forms was sig-
nificantly higher—525 examples (or 8.12%). Figure 2 shows the proportion of
recognition errors for word forms of different gender.

Fig. 2. The percentage of gender recognition errors, %

Masculine word forms are recognized with the best accuracy (8% error). It
may seem that gender recognition accuracy depends on the number of words in
the training sample (the more words are used, the more accurate the recognition
is). However, the situation is more complicated. Table 3 shows details of different
types of errors.
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Table 3. Statistics of gender recognition results on the test sample. The columns show
gender of words from the test sample according to the OpenCorpora Thesaurus, rows
show the recognition results in percent

masc. fem. neut.

masc. 96.27 4.47 18.19

fem. 2.64 94.95 5.72

neut. 1.08 0.58 76.09

Taking into account the number of words of each gender, it can be seen that
neuter gender is taken for masculine gender and vice versa in most cases. There
are 261 of such cases in a test sample, approximately one half of all the errors.
Gender variability is typical of a number of lexemes and their classes through-
out the history of the Russian literary language which can be expressed both
morphologically and syntactically. For example, nouns with certain suffixes, inde-
clinable nouns, abbreviations, composites can be of both masculine and neuter
gender. Gender is considered an inherent quality of nouns. However, it affects
the forms of other related words in the process of agreement. In Russian these
words are adjectives, pronouns-adjectives, numerals and participles. Past tense
verb forms with the suffix -l- are close to this group [17]. Neuter and masculine
adjectives have the same endings in some objective cases which can also cause
gender recognition errors.

The described method can be used to recognize the grammatical character-
istics of words not only by vectors of syntactic bigram frequencies, but also by
vectors of frequencies of simple bigrams (pairs of words which are immediate
neighbours in a sentence). Comparative testing of such recognizers is of interest
since frequencies of syntactic bigrams can be obtained using the corpus markup,
but frequencies of bigrams can be obtained without any preliminary analysis of
the texts.

The vectors of bigram frequencies for the training and testing of the recog-
nizer were constructed as described above, completely analogous to the vectors
of syntactic bigrams. The accuracy of the trained recognizer was 98.74%. Thus,
the results are slightly worse (the error probability is 1.4 times higher) than that
obtained using the vectors of syntactic bigrams. This is quite expected as the set
of syntactic bigrams that include the studied word characterizes it better/more
than the set of bigrams that contain this word. Nevertheless, POS recognition
can be performed quite effectively using the frequencies of the bigrams. The
obtained accuracy of word gender recognition by bigram frequencies was 99.64%,
the accuracy of gender recognition was 91.44%.

4 Conclusion

In this paper, we tried to solve the problem of POS tagging and recognition
of the grammatical categories of gender and number by word distribution.
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Vectors of syntactic bigram frequencies including the given word were used as the
source data. The data on the frequencies of the bigrams were obtained from the
Russian sub–corpus of Google Books Ngram. The built neural–network models
showed an accuracy of 99.1% when recognizing a part of speech, 99.61% when
recognizing the word number and 91.88% when recognizing the word gender.

Usually, morphological taggers are tested on specially selected sets of marked
texts. For example, the test set for the Russian language was developed at
morphoRuEval–2017 [18,19]. The testing results of such morphological taggers
as pymorphy2, mystem, UDpipe, rnnmorph are described in [20–25]. According
to these results, the accuracy of POS recognition of the modern taggers on the
test set is 96–98%.

The recognition accuracy value obtained in our work exceeds these values
and equals 99.1%. However, they cannot be directly compared. First, the tagger
described in this work and the listed morphological taggers solve fundamentally
different problems. In the first case, the decision is made based on the statistical
information on the word distribution; in the second case, it is made based on the
main function of a word in a sentence. Secondly, high accuracy values of the tag-
ger considered in this work were obtained on a sample words free of homonymy.
Nevertheless, the accuracy of the obtained results is good. The proposed POS
recognizer can possibly be used in conjunction with traditional morphological
taggers to improve recognition accuracy.

These neural network models can be used to improve markup in large
diachronic corpora if there is no access to the source texts. Detailed analysis
of recognition errors can contribute to linguistic theory.
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Abstract. Medical records contain a textual description of such impor-
tant information as patients’ complaints, diseases progress and therapy.
An extraction of this information could allow starting with processing
information stored in medical databases. In this article we introduce a
short description of a medical ontology storing information on patients’
complaints. We also describe an algorithm that uses this ontology for
extraction of claims from texts of medical records. The algorithm com-
bines both syntactic properties, and peculiarities, of a text and con-
nections between diseases’ properties and their values. The algorithm
corrects syntactical mistakes according to the hierarchical information
from the ontology. The resulting algorithm was proved on 3000 clinical
records of Department of Neurosurgery of FEFU.

Keywords: Medical record · Term extraction · Information retrieval

1 Introduction

Modern medical information systems allow storing structured information on
patient diseases, disease flow and outcome, therapy etc. The stored information
could be divided into non-, weakly and strongly structured. Some of medical
information systems divide a medical record into a set of formalized fields of
numerical nature or defined by dictionaries; there couldn’t be fields with text
descriptions in free textual form. Such information could be processed using
mathematical methods: statistics, machine and deep learning, time series analy-
sis, etc. Weakly structured information - images, electroencephalograms, cardio-
grams, ultrasonography, MRI - could be also stored in such medical information
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systems and mathematically processed. E.g. using Fourier and wavelet analy-
sis, neural networks - for purposes of feature extraction and further analysis.
That is why weakly and strongly structured medical information could be used
as a source for data mining in such areas as causal relations among functional,
metabolic and genetic status of patients, their way of living, therapy, morbidity
and survival probability, etc.

However, the most part of medical records are stored in unstructured text
form - fortunately, in data media. That is the case of patients’ complaints, medi-
cal background, patient diary, etc. Russian medical information systems formal-
ize the basic clinical records structure with the content of mentioned fields being
tables or text in a free form. An extreme case of electronic medical records is a
folder with documents stored by a doctor. Such information cannot be processed
directly without preprocessing. The mentioned files or fields of information sys-
tem should be processed by a fact extractor in order to construct a formalized
representation.

This paper describes a new method for formalization of patient complaints
written in a textual form. The method constructs a preliminary representation
of a complaint text on the base of syntactic analysis; the final representation is
refined using an ontology that describes relations among notions of a selected
domain - neurological diseases.

2 Overview

In 1986 US National Library of Medicine started a project of Unified Medical
Language System (UMLS) - a comprehensive publicly accessible collection of
electronic dictionaries, thesauri and ontology. (For more historical information
on UMLS consult [1].) It consists of Metathesaurus (hierarchy of terms collected
from many vocabularies), Semantic Network (relationships among these terms
and their categories), and SPECIALIST Lexicon and Lexical Tools (a large syn-
tactic lexicon of biomedical and general English combined with natural language
processing tools). The 2018AB Metathesaurus release (November 2018) contains
approximately 3.82 million concepts and 14 million unique concept names from
207 source vocabularies [2]. Metathesaurus vocabulary (Medical Subject Head-
ings - MeSH) was translated into 15 languages including Russian [3].

Currently, this collection is used in several big projects, e.g., MetaMap - a
program for information extraction from medical texts [4]. The MetaMap method
of a medical text processing consists of two stages: (1) natural language process-
ing of the medical text and fact extraction, and (2) notions refinement. The first
stage starts with tokenization and finishes with a syntactic analysis. It includes
an acronym/abbreviation identification, multi-word terms extraction, and their
identification in dictionaries. One word or phrase could have several entries in
thesaurus or dictionaries. That’s why MetaMap provides word and multi-word
term sense disambiguation. It maps terms combinations and then filters improb-
able combinations out. However, some terms keep an unresolved ambiguity. The
result of the medical text processing is a tagged text with a link to Metathe-
saurus.
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MetaMap system allows extracting and indexing such terms as pharmacy
names, their quantity, disease names, body parts, etc. Using these results, one
could conduct such processing as a text clustering and classification, text index-
ing, search results ranking, word sense disambiguation, logical inference, his-
torical information extraction and processing, etc. Authors claim that in 2014
the quality of Medical Text Indexer, based on MetaMap, was as high as 0.6 for
precision, 0.56 for recall, and 0.58 for F1 [5].

The MetaMap system was adopted for the Russian language [6]. Authors
use Exactus system for the natural language processing, Russian translation of
UMLS dictionary, the State Register of Medicinal Remedies and some other local
resources. The main purpose of this project is a logical inference for diagnosis
of chronic diseases. Using of machine learning algorithms allows the authors to
increase the precision of fact extraction up to 82% for a severity of disease and
99% for a flow of disease.

Another big system here is cTAKES [7]. Apart of UMLS, this system uses such
extra corpora as SHARP and ShARe. This project also aimed in detection of body
part and severity of disease. Authors use SVM method for increasing quality of
extraction; however, the final quality is not much better than MetaMap [8].

Currently, the machine learning approach to fact extraction is very common
in the medical text processing for different languages. Authors of MedInX system
[9] proclaim about 95% for precision and recall in extraction of medical terms
from Portuguese text. The same concept is used in TAKELAB system presented
at SemEval 2015 devoted to medical texts processing [10]. The authors of [11] use
the information extraction approach for a pictorial visualization of an electronic
medical record. They extract names of disease and sick body parts, and draw
this information on an abstract image of body.

In our project we could not use machine learning techniques [12] since the aim
of the project is to find and connect terms stored in the Database of Terms and
Observations, described below. That is why we are not using methods of Named
Entity Recognition [13] but extracting terms from dictionary and then trying
to find correct connections among them. We also could not use common sence
ontology [14] or thesauri [15] since they do not containing successfull terminology.

3 Database of Terms and Observations

The main part of our system is the Database of Terms and Observations [16].
It is formed on the basis of the ontology with the same name, designed accord-
ing to the best modern practice [17,18]. This ontology contains definitions of all
concepts classes and consists of two main types of medical terms descriptions –
symptoms and factors. Symptoms characterize the current functional state of a
patient, and factors are used to describe the risks of various diseases. Symptoms
and factors can be combined into logically related groups to make them easier
to navigate. Symptoms can be simple or composite. The first ones are described
by name and a set of qualitative, numeric, or interval values. Composite symp-
toms have a name and characteristics. Each characteristic is also described by
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its name and a set of possible values (qualitative, numerical or interval). Each
medical term may have several synonyms. The Database consists of about 1500
Symptoms, about 1300 Features and more than 25500 Values.

The “Symptom” section of this database contains several groups of symptoms:
“Complaints”, “Objective examination”, “Laboratory and instrumental examina-
tion”. In this article, we use only a group of symptoms of “Complaint”, describing
the subjective feelings of the patient, characterizing its current functional status
and the state of individual systems: digestive, respiratory, circulatory, nervous
system, etc. This group contains a subgroup “General complaints”, which includes
those that occur in many diseases (dizziness, weakness, nausea, sweating, etc.).
The subgroup “Pain” is a part of the subgroup “General complaints”, it includes
the symptoms: headache, back pain, neck pain, sore throat, etc. For most of
composite symptoms of the group “Complaints” are used characteristics such as
“localization”, “severity”, “cause”, “time of occurrence”, “intensity”, “frequency”,
etc. The characteristics of the group “Pain” also include the additional charac-
teristics: “irradiation”, “increasing”, “increasing”, etc.

A fragment of the Database of Terms is presented at Fig. 1. The group of
symptoms Pains includes Back Pain that has synonyms Spinal Pain and Lum-
bodynia. The symptom Back Pain has such characteristics as Localization (pos-
sible values are Lumbar Region and Lumbar Spine) and Amplification (possible
values are Deep Breath and In a Strong Position).

We have also designed an ontology for description of a medical record. It
includes personal information, patient complaints, disease flow, patient history,
results of general examination, clinical diaries, and diagnosis. Patient complaints
are described as symptoms and their values. When forming a medical record, the
symptoms and their values defined in the Database of Terms and Observations
are used.

The section of the Database in neurology was created according to 3000
anonymized medical records from the Department of Neurosurgery of Far East-
ern Federal University. The information resources described above are stored in
a heterogeneous repository developed by the authors [16].

Therefore, the aim of the current project is to create a software tool for
information retrieval from patients’ medical records. The output is a fragment
of the Database of Terms and Observations describing the current state of the
patient according to the analysed text of complaints.

4 Algorithm of Term Extraction and Connection

The main idea of the algorithm for patients’ complaints extraction is to run
a syntactic analysis and correct its results according to the hierarchy of the
Database of Terms and Observations. During syntactic analysis, every extracted
terms is considered as a single syntactic unit. The algorithm consists of two
stages. The Stage 1 conducts the pre-syntactic analysis of a medical record and
consists of patient’s complaints extraction, tagging, and terms extraction. The
Stage 2 conducts syntactic analysis of extracted terms and the whole text of the
complaint, and correction of resulting dependency tree.
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Fig. 1. A fragment of the Database of Terms and Observations

Now we will consider the algorithm in details starting with Stage 1.

Step 1 – Patients’ Complaints Extraction. There are several options here. The
first is to load a text of a complaint from a specific field of a healthcare
information system or a file in a specialized format. However, some medical
records are stored in a plain text format, therefore, we should extract complaints
from such text. Patient’s complaints are usually placed close to the beginning
of a document and start with such phrases as Complaints, Chief Complaints
( ) etc. In
some cases a patient doesn’t present any problems. Such situation is described by
phrases like No complaints, Doesn’t present any problems, Doesn’t present age-
related problems (

) etc. Thus, we
should exclude paragraphs with the former formulae.

Step 2 – Complaint Tagging. The extracted text of a complaint is tagged accord-
ing to a selected dictionary. Here we consider a word as a sequence of Cyrillic
characters. We used PyMorphy2 library [19] with OpenCorpora dictionary [20].
Thus, every token of a text is converted into its most frequent initial form.

Step 3 – Terms Extraction. As it was mentioned before, the Database of Terms
and Observations stores a hierarchy of such medical terms as Symptoms (Pi),
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Group of Symptoms (Pi), names of Features (Cik) and their Values (Hijk). The
aim of Step 3 is to find such entities and their synonyms in a complaint.

An entity consists of one or several words. In order to find them in a text,
the Database of Terms and Observations was converted into a prefix tree; all
words are converted to the most frequent initial form using PyMorphy. Thus,
the task of terms extraction could be reformulated as finding of the longest
sequence of words from text in the prefix tree. Note that a term in a text can be
ambiguous, i.e. it’s stored in the Database several times in several branches. E.g.,
a significant pain could belong to quite any body part. Thus, such term should
be connected to several branches in the Database. Depending on the extracted
branch or branches, a word or a multi-word term will be marked as a Symptom,
Feature, Value or their combination.

The result of Stage 1 is a sequence of words and word combinations, some
of them are tagged as terms and store a list of connected entities from the
Database of Terms and Observations. The aim of the Stage 2 is to convert such
sequence into a hierarchy according to our Database and to disambiguate the
list of connections with branches in the Database.

The Russian language has a lot of peculiarities, therefore, there could be
mistakes in connecting words using a parser. E.g., a value could be connected to
a wrong feature or symptom since such syntactical connection is more probable
than a correct one. The opposite problem is the syntactical incorrectness of some
connections between features and their values. We cannot follow [4] and construct
a Cartesian product of all possible connections filtering them out according to
some common sense rules because of complexity of such calculations. Thus, at
the Stage 2 we conduct a syntactic analysis and gradually correct its results
according to the Database of Terms and Observations.

Step 1 – Replacing Multiword Expressions. Here we are going to reduce the
complexity of a sentence by joining multiword terms into one token. Selected
multiword terms are parsed by UDPipe parser [21]. The parser returns a depen-
dency tree with a main word as a root. We copy all tags of this word to the
new constructed word. It makes a sentence shorter, thus, the parser processes it
faster and more correctly on the step 2. All non-term or one-word terms are also
tagged by UDPipe by reasons of uniformity. All term nodes store a list of routes
from the root node of the Database to an entity node with this term; because of
ambiguous nature of terms, there could be several routes in the list.

Step 2 – Parsing. At this step we parse the shortened sentence consisting of
one- and multiword terms, non-terms, and service words. The parsing allows us
not to consider all possible connections, but syntactically reasonable ones only.
However, the parser makes some mistakes in syntactic connections, thus we have
to correct them at

Step 3 – Correction of the Tree. The parser fails since a sentence could be
syntactically ambiguous. The Russian language of medical records has a very
specific structure; some sentences don’t contain a verb in their structure but have
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a long sequence of patient complaints. Therefore, a constructed dependency tree
could have mistakes in terms hierarchy; two connected Values, a Feature that is
child of its Value etc. Thus, we have to correct the dependency tree constructed
at Step 2 according to the Database of Terms and Observations. We state here
that two terms could be connected in a dependency tree only if they have a
direct path in the Database. Otherwise, a tree should be corrected according to
the following rules.

Rule 1. If a parent node has a lower level in the Database hierarchy that its
child node, we should swap these two nodes. E.g., if a Feature becomes a child
of a Value, we should exchange them in the tree.

Rule 2. If there is no direct path from a child node to its parent node, we should
move the child node to the parent’s level of a dependency tree. This situation is
possible if a Value was incorrectly subordinated to another Feature or Symptom.

Rule 3. Both parent and child nodes are Features but the child node has an
upper level of hierarchy in the Database. In this case we should swap these two
nodes.

Rule 4. There are two nodes connected to the same parent; one node has a lower
level of hierarchy in the Database than the other one and there is a direct path
between them. In this case we should subordinate the first node to the second
one.

These four rules should be applied to a tree until the process converges. The
rules move an incorrectly subordinated node to an upper level or subordinate
it to a node with a higher level of hierarchy that could be a parent for this
node. A node could be moved up several times until it finds a possible parent.
Otherwise, it will be moved to the highest level and stays here. Such situation
is possible if our Database is incomplete and this term should have at least one
extra reference.

We can use the resulting tree to filter out ambiguous connections of terms
with the Database of Terms and Observations. As it was mentioned above, a term
could be placed in several nodes of the Database. We should leave a connection
if it satisfies one of the following conditions.

Condition 1. The parent node has a route to a node in the Database that has a
direct path to the connected node, i.e., the stored route starts from one of the
routes of the parent node.

Condition 2. A child node has a route to a node in the Database that has a
direct path to the connected node, i.e., the stored root starts on of the child’s
route.
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Condition 3. There is at least one neighbouring node with a route that coincides
with the stored route.

These conditions state that we could leave only those routes which construct
a correct hierarchy. All other routes should be eliminated.

The resulting dependency tree could be used to construct a subtree from the
Database of Terms and Observations. According to Conditions 1–3, the resulting
tree contains only such routes which can be connected: a parent contains a root
(ideally, one root only) that points to a parent node for a child’s route. The
resulting subtree could be used as a formal description of a patient complaints.

5 An Example of Processing

Let us consider the following example, that was correctly analyzed:

(At admission to hospital complains to
an significant pain in lumbar spine, restraint of movement in lumbosacral spine,
ambulation disorder, dysfunction of pelvic organs). After selecting of terms, the
sentence has the following structure:

(At admission to hospital complains to an [significant] [pain] in
[lumbar spine], [restraint of movement] in [lumbosacral spine], [ambulation disor-
der], [dysfunction of pelvic organs]). Once terms are joined and parsed, the depen-
dency tree looks like following (translations are given in parenthesis).

Nodes 3 and 8 are at the same level of the tree, route 8 starts with route 6.
Thus, the node 8 should become a child of 3.
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In the same way nodes 14 and 16 should be moved to one level up.
The resulting tree looks as below.

The resulting subtree of the Database of Terms and Observations is following.

6 Results of Experiments

For our experiments, we have used 3000 of medical records describing a flow of
such neurological diseases as microplasia, brain concussion, stenosis etc. Records
were sampled and anonymized by neurologists of Department of Neurosurgery of
FEFU. All of these records containing patient complaints part, however, some of
them were short, did not contain or deny any complaints:

. An average size of a clinical
record is about 1500 word tokens.

100 records of our collection were randomly sampled, processed by our algo-
rithm, and manually checked. The selected records contain 1610 word tokens
of patient complaints, 1093 of these tokens were recognized as 711 terms. The
examination of selected medical records demonstrates that precision of our algo-
rithm for terms extraction is 0.96 while recall is 0.82; resulting f1-measure is
0.79. The precision was calculated as a relation of number of extracted terms
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to number of correctly extracted terms; recall was calculated as the ratio of the
number of extracted terms to the number of manually tagged terms in a text.

The resulting precision for terms connection was as low as about 0.5. By
precision of terms connection we understand the ratio of the number of correctly
connected terms (syntactically connected in text, hyerarcically connected in the
Database, with a term type and meaning being properly define) to the number of
connections in the resulting graphs. Such low results could be equally explained
by incompleteness of the Database and the set of Conditions changing an hierar-
chy of nodes in a tree. Some terms could be presented in the Database, however
they are not liked to any possible position in the Database. E.g Localization
characteristics could be connected to any kind of pain; entering a new kind of
pain a doctor could forget to link this new pain to the Localization.

For example, let us consider a sentence

which has a misspelling
, that is why one of the word wasn’t properly detected as

a term. The resulting graph is presented below.

The term should be connected with the token
but not . Moreover, the term was not disambiguated

since the parent token have no semantic tags. Thus, there are 4 correctly
attributed tokens out of 7 connections in the sentence (we are not consider-
ing prepositions here), i.e. the precision of connections is 4/7. In some cases
our algorithm connects a node to a wrong parent if it’s ambiguous. Thus, our
algorithm for building subtree of the Database needs further improvements.
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Abstract. In this paper, a deep learning method study is conducted to solve a new
multiclass text classification problem, identifying user interests by text messages.
We used an original dataset of almost 90 thousand forum text messages, labelled
for ten interests. We experimented with different modern neural network architec-
tures: recurrent and convolutional, as well as simpler feedforward networks. Clas-
sification accuracy was evaluated for different architectures, text representations
and sets of miscellaneous parameters.
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Networks · Long short term memory

1 Introduction

As social networks have experienced a recent growth in popularity, analysis of user data
is of utmost importance. In particular, extracted information about user interests and
preferences can be used in recommendation systems and for target advertising.

Existing systems modeling user interests or preferences typically make use of per-
sonal data (e.g. location,marital status, age, online communities, etc.) ormetadata (search
or watch history, user ratings). However, if such data is inaccessible, one can take advan-
tage of various NLP techniques to find out what users like by extracting this information
from user-authored texts, such as blog posts, forum or social network messages. This is
the task that will be tackled in this paper. It can be formally stated as follows:

Given a set of documents D = {d1, . . . , dn} and a finite set of classes C =
{c1, . . . , cm} corresponding to interests that are expressed in these documents, with
a constraint that each document d has only one corresponding class c, find a classifica-
tion function f that can determine for any given pair < d, c > whether the document
corresponds to the interest: f : D × C → {0, 1}

As can be observed, we have made several simplifying assumptions. For instance,
real-life user messages can contain none or, contrarily, more than one interest. Moreover,
we consider a finite set of ten interests (anime, food, art, games, books, music, nature,
travel, films, and football), whereas in reality there might be a larger or even infinite set
of classes. However, these assumptions are made only at the current stage; later, when
the problem is solved with satisfactory results, the task can be made more difficult.

© Springer Nature Switzerland AG 2020
W. M. P. van der Aalst et al. (Eds.): AIST 2019, CCIS 1086, pp. 154–159, 2020.
https://doi.org/10.1007/978-3-030-39575-9_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-39575-9_15&domain=pdf
http://orcid.org/0000-0002-8962-7496
http://orcid.org/0000-0002-7954-2106
https://doi.org/10.1007/978-3-030-39575-9_15


A Deep Learning Method Study of User Interest Classification 155

2 Related Work

Since the task considered in this paper is standard multiclass classification, let us review
the existing methods of text classification used on a range of tasks, such as spam filter-
ing, sentiment analysis, authorship attribution, etc. The current state-of-the-art is deep
learning-based text classification, with methods like Convolutional Neural Networks
(Zhang et al. 2015), Recurrent Convolutional Neural Networks (Lai et al. 2015), Long-
Term Short Memory (LSTM), C-LSTM and Attention-Based LSTM (Zhou et al. 2015;
Zhou et al. 2016) architectures.Ourwork focuses primarily on the deep learningmethods.

For text representation, embeddings such as doc2vec (Le, Mikolov 2014) have been
extensively used in recent years. In general, distributed representations perform better
than traditional features in the sense that embeddings are of significantly smaller dimen-
sionality and are modelling semantical relations between language units, although these
representations are not interpretable.

As for methods of inferring user interests or preferences described in literature,
there are some that are based on analyzing web bookmarks [Jung and Jo 2003], search
query logs (Limam 2010), user profiles (Cantador and Castells 2011), and mobile device
logs (Zhu et al. 2015). However, there have been very few works that attempt to apply
NLP techniques to extracting user interests. For example, Stone and Choi (2013) used a
SVM sentiment classifier on Twitter messages about a particular smartphone design. An
older paper (Paik et al. 2001) considers extracting user profiles from emails, which also
includes some information on interests and preferences. In (Liu et al. 2013), an attempt
is made to improve the accuracy of a recommendation system by extracting opinions
from customer reviews written in Chinese. Our work differs from existing research in
the following: (1) the task is formulated as a multiclass text classification problem with
a set of 10 classes, using a large new dataset of user messages written in Russian; (2)
modern deep learning methods are used.

3 Dataset and Text Representation

We automatically extracted a collection of 89,844 text documents not shorter than 150
characters fromweb forums on different topics (forum.kinopoisk.ru andwww.livelib.ru).
Eachof the documentswas assigned a label of one of the ten classes, or “interests”: anime,
food, art, games, books, music, nature, travel, films, and football. This set of categories
had been built in accordance with the empirical analysis of user forum activity. The
dataset is very unbalanced: there are more common classes like books (33%) or football
(26%) and rare classes like nature and art (about 1% each). Obviously, this poses an
additional challenge for our task.

We held out a validation set and a test set of 1000 texts each (uniform distribution,
100 texts of each class). All initial experiments were conducted on the validation set.
We also applied several stages of preprocessing: removing stop words and non-Cyrillic
tokens, then text lemmatization with MyStem (https://tech.yandex.ru/mystem/).

The following types of text representation were used. Firstly, on the 87,844 texts
of the training set, we learned a doc2vec (Le, Mikolov 2014) model. Secondly, we
developed two sets of 10 complex features each, based upon most informative words

http://forum.kinopoisk.ru
http://www.livelib.ru
https://tech.yandex.ru/mystem/
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and character trigrams for each class using the Positive Pointwise Mutual Information
(PPMI) (Bouma 2009) metric, which allows selecting the most pertinent words and
character trigrams that can be used in class prediction. Some examples are listed below:

FOOD: аппетит (appetite), кофе (coffee), блюдо (dish), гарнир (garnish); 'ыр ', 
'кеф', 'ощ ', 'сыр' (parts of food product names)

BOOKS: слог (author style), паланик (palahniuk), книжный (book), роман (nov-
el); 'афк', 'гюг', 'фка', 'руэ', 'дюм', 'элш', 'амю', 'юма'. (parts of famous writers’ 
names)

The actual feature values are computed as the proportion of class-specific elements
among all words/trigrams in a given text, for every class. Thus, we obtain 20 values: 10
for words predicting each class and 10 for character trigrams. At the next stage, we used
the different feature sets and their combinations to determine the contribution of each
type of feature and find the best configuration.

4 Experiments

We tested the following methods on our text classification problem: Feedforward NN,
CNN, and LSTM. For comparison, we also used some classic machine learning algo-
rithms: Naïve Bayes and Random Forest. The code was implemented in Python using
the scikit-learn and Keras frameworks. The best results for a number of methods can be
observed in Table 1. We used micro accuracy on the test set as the performance metric.

Table 1. Performance of classic machine learning and deep learning algorithms

Model Classification accuracy (micro)

Random forest classifier – 100 e 0.595

Gaussian Naïve Bayes 0.627

CNN: Conv1D 26 0.761

Feedforward: Dense 32 – Dense 32 0.771

Bidirectional LSTM 100 – Dense 100 – Dropout 0.2 0.785

LSTM 100 – Dense 200 – Dense 100 – Dropout 0.2 0.786

As expected, the deep learning algorithms outperformed the classicmachine learning
ones by a large margin. The best accuracy of 0.786 was shown by the LSTM algorithm.
This result can be considered fairly good, because there are ten classes and the data is
quite noisy and unbalanced. It can also be seen that the CNN model performed about
2% worse than LSTM. This can be explained by the fact that our representation ignores
structure: all features used are structurally unrelated.

We also attempted to compensate for dataset imbalance by weighting the classes. As
expected, this significantly improved accuracy, as shown in Table 2 for two models.
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Table 2. The effect of class weighting on classification accuracy

Model Weighted Unweighted

LSTM 0.786 0.743

Feedforward 0.771 0.723

As far as text representation is concerned, we experimented with different feature
combinations: the 300-dimensional doc2vec, the same vector plus 10 word-based fea-
tures or 10 character trigram-based features, as well as the concatenation of all 320
feature values. The results are shown in Table 3. It can be seen that the combination of
all features yields the best accuracy. Also, informative words are more effective than
character trigrams.

Table 3. The effect of different text representations

Model Doc2vec Doc2vec, words Doc2vec, character
trigrams

Doc2vec, words,
character trigrams

LSTM 0.657 0.747 0.717 0.786

Feedforward 0.640 0.740 0.735 0.771

We also investigated the effect of restricting the number of class-specific words to
consider when extracting the features. As in the case of class weighting, a general trend
was observed for all models: the best result was given by fewer words (see Table 4).

Table 4. Number of class-predicting words by PPMI for each class and classification accuracy

Model 100 200 300

LSTM 0.786 0.757 0.749

Feedforward 0.771 0.741 0.738

Finally, we also built a confusion matrix to see which interests were most frequently
misclassified. It can be seen fromTable 5 that themost challenging categoriesweremusic
and nature. Nature is often confused with art or travel, while music can be sometimes
mistaken for almost any other class.
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Table 5. Confusion matrix for the best-performing LSTM model

Anime Art Books Films Food Football Games Music Nature Travel

Anime 80 1 5 3 1 1 3 3 0 2

Art 3 74 2 1 0 0 0 3 5 4

Books 3 4 80 2 1 2 1 4 1 1

Films 3 8 4 78 0 0 1 2 0 0

Food 1 1 0 1 84 0 0 3 9 4

Football 1 0 1 2 0 88 3 1 0 2

Games 4 2 2 5 0 2 80 8 0 2

Music 4 1 2 5 2 4 5 72 3 1

Nature 0 7 1 0 6 0 3 0 72 7

Travel 1 2 3 3 6 3 4 3 10 77

Below is an example of a text that was misclassified:

Интересно всё. Каньоны - впечатляют. А Гранд Кэньон, естественно, 
больше всего. Необыкновенное ощущение от Леса Гигантов в парке Секвойя. И
запах - секвойи.  

(Everything is interesting. The canyons are impressive. And the Grand Canyon is, of
course, the most. An extraordinary sensation from the Forest of Giants in Sequoia Park.
And the smell of redwoods).

The ground truth label for this textwas travel, but the systempredicted nature. Indeed,
this is a fairly ambiguous example, as the author writes about nature at the places he/she
has traveled to. There are other similarly ambiguous texts in our data.

5 Conclusion and Future Work

In this paper, we have tackled the text classification problem of identifying user inter-
ests by text messages. We have conducted a number of experiments using the modern
deep learning architectures. The highest classification accuracy (0.786) was achieved
by a LSTMmodel using the doc2vec representation and twenty complex features based
on class-predicting words and character trigrams. Additionally, we experimented with
different ways to represent the data, and measured the impact of a few other parameters.
Our dataset and code are freely available1 for the community.

We believe that it should be possible to improve our results by further expanding the
training and test data sets, especially for the underrepresented classes; by using more
complex text representations and more advanced deep learning algorithms, as well as
conducting detailed error analysis. Our solution can be used as a standalone module or
as part of a more complex user interest identification algorithm.

1 https://github.com/Pythonimous/forum-classifier.

https://github.com/Pythonimous/forum-classifier
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Abstract. This paper is aimed at evaluating the performance of existing models
of morphemic analysis for Russian based on convolutional neural networks. The
modelswere trainedon a relatively small amount of annotated trainingdata (38,368
words). We tuned the hyperparameters to accommodate the harder task setting,
which helped improve the accuracy of themodel. In addition to testing 15 different
configurations on the available test set, a new sample of 800words containing roots
that are missing in the training sample (e.g. neologisms and recent loan words)
was manually created and annotated for morphemic structure (the new dataset is
made available to the community). The effectiveness of the models was evaluated
on this sample, and it turned out that the performance of the CNN models was
much worse on this set (an almost 30% drop in word accuracy). We performed a
classification of errors made by the best model both on the standard test set and
the new one.

Keywords: Morpheme segmentation for Russian · Convolutional neural
network ·Model evaluation ·Words with out-of-vocabulary roots · Error
analysis · Parameter tuning

1 Introduction

Amorpheme is theminimumsignificant unit of a language.Roots and derivational affixes
contain information about the lexical meaning of a word, and relational affixes express
grammatical meanings. This means that morphemic analysis can be used in tasks related
to lexical semantics and morphology. Morphemic analysis allows one to obtain a vector
representation (word embedding) of an out-of-vocabulary word using a combination of
vector representations of itsmorphs (morphemeembeddings) [1–3].Morphemic analysis
helps to reduce the vocabulary size and is used in machine translation [4] and speech
recognition [5]. Other areas of application of morphemic analysis are morphemic and
derivational mark-up of corpora [6], search query expansion by using cognate words in
information retrieval [7], and testing of morpheme parses carried out by students [8].

Many different methods have been used to tackle the task of automatic morphemic
analysis of Russian words. Very recently, in 2018, convolutional neural networks were
applied to the task, with results that can be considered state-of-the-art for Russian [16].

© Springer Nature Switzerland AG 2020
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The authors tested various configurations and ideas, but the best performance was
achieved by an ensemble of three CNN models with different random initializations:
F1-score = 97.16 F1-score and 87.53 word accuracy (percentage of words analyzed
correctly without taking into account the type of morphs).

In our paper, we use the models by Sorokin and Kravtsova on amuch smaller amount
of training data in order to see how much it will affect the performance. We use the
hyperparameter values proposed by the authors of [16], but also tune the parameters to
see if this can partly compensate for an almost twofold decrease in training data. These
experiment results can be useful for working with languages with similar morphemic
structures, but with less available labeled data than Russian (e.g. other Slavic languages).
Additionally, we perform an error analysis of the best-performing model to try and gain
insight into ways to improve it. Finally, we also evaluate the model on a new dataset
that we created, which consists of words with roots that are not seen in the training
set (neologisms, loan words, terms and other words not included in the morphemic
dictionary), which is also followed by an error analysis.

2 Evaluation of Convolutional Neural Network Models

We tested the CNN models from [16] using data [15] made available by the authors.
The dataset, compiled on the basis of Tikhonov’s dictionary [9], is a large collection
of 95,922 Russian words segmented for morphemes with indication of the type of each
morph. We made sure the words in the training and test samples were not repeated,
which was sometimes the case in the original dataset. The dataset was randomly divided
into training, validation and test samples in the ratio of 40/30/30 (38, 368/28, 777/28,
777 words). As can be seen, we make the proportion of the training data much smaller
than 75% used in [16], thus making the task significantly more difficult. All data and
materials are available at [17]. Some characteristics of data are given in Table 1. We
can observe that train, validation and test samples have similar characteristics, while the
sample of words containing previously unseen roots shows some differences.

Table 1. Dataset characteristics

Sample Prefixes Roots Suffixes Endings Linking
morphs

Postfixes Average
number of
morphs per
word

Train 0.114 0.319 0.367 0.137 0.036 0.028 3.824

Validation 0.116 0.318 0.367 0.135 0.036 0.029 3.836

Test 0.116 0.318 0.366 0.136 0.036 0.028 3.829

Previously
unseen roots

0.022 0.436 0.377 0.145 0.012 0.006 2.726

Firstly, we performed parameter tuning. The nepochs hyperparameter value was
reduced to 10 epochs (instead of 75 by default), and early_stopping – to 5 (instead of
10) in order to speed up training. The following hyperparameters were chosen as the ones
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to be customized: the number of convolutional layers, the width of the filter, the number
of filters, the number of dense output units, dropout rate and the number of ensembled
models with different random initializations. We considered 15 combinations of values,
including two combinations proposed by the authors of [16].

For size constraints, we will not list the evaluation results for all 15 configurations,
but only for two proposed by the above authors (#1 and #4), and for two that scored
best during our evaluation (#13 and #15). These results are given in Table 2, while
the complete tables for all 15 hyperparameter combinations and their evaluation results
are available at [17]. Note that for each performance metric (precision, recall, F1, word
accuracy), we give three values: the first is the result on the validation sample, the second
– on the test sample, and the third – on the sample with previously unseen roots (see
Sect. 4 for details).

Thus, the best performance was shown by our twomodels, resulting in a 2% increase
in word accuracy compared to the baseline. This was achieved by increasing the number
of convolutional layers, reducing the dropout rate and using ensembles of 3 or 5 neural
networks. Lower scores than those in [16] are explained by the use of a much smaller
amount of training data and fewer epochs. However, it is interesting to see that with
almost twice less data than in [16], the drop in performance is only about 5% (87.53

Table 2. Evaluation results

Model Hyperparameters Precision Recall F1-score Word accuracy

#1 Convolutional layers: 3
width of filters: [5]
filters: 192
dense output units: 64
dropout rate: 0.2
ensembled models with
different random
initializations: 1

0.943/0.943/0.764 0.957/0.956/0.819 0.95/0.949/0.79 0.787/0.783/0.516

#4 Convolutional layers: 3
width of filters: [5]
filters: 192
dense output units: 64
dropout rate: 0.2
ensembled models with
different random
initializations: 3

0.956/0.956/0.786 0.954/0.954/0.802 0.955/0.955/0.794 0.804/0.805/0.531

#13 Convolutional layers: 4
width of filters: [5]
filters: 192
dense output units: 64
dropout rate: 0.1
ensembled models with
different random
initializations: 3

0.962/0.963/0.784 0.956/0.956/0.809 0.959/0.959/0.796 0.823/0.824/0.544

#15 Convolutional layers: 4
width of filters: [5]
filters: 192
dense output units: 64
dropout rate: 0.1
ensembled models with
different random
initializations: 5

0.962/0.962/0.792 0.956/0.956/0.804 0.959/0.959/0.798 0.822/0.823/0.536
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word accuracy in [16] and 82.4 with our best model). Discussion of the results on the
new dataset of words with ‘unfamiliar’ roots is given in Sect. 4.

3 Error Analysis

We also performed error analysis to gain insight into the possible ways to improve the
performance of the system. From the words in the test sample that our best model made
mistakes in, 100 words were randomly sampled. These 100 words were then divided
into groups according to the presumed cause of the error. The most common ones are
the following: influence of more frequent morphs, presence of low-frequency morphs,
de-etymologization, abbreviations and morphological alternation. When analyzing the
types of errors associatedwith historical changes in themorphemic structure of theword,
an etymology dictionary [10] was used. The results of the error analysis are presented
in Table 3.

As expected, it can be seen that most errors probably result from a lack of data.
Indeed, the morphemic system of Russian is highly variable and inconsistent, so having
sufficient training data becomes all the more crucial.

Table 3. Types of errors with comments and examples

Cause of the error, num-
ber of such errors (in 

parentheses) 

Example (the correct seg-
mentation is shown in pa-

rentheses)
Comment 

influence of more fre-
quent morphs (34) 

том/ат (томат)

tom/at (tomat)

The frequency of the morphs-том-
(-tom-) and-ат- (-at -) is greater 
than that of -томат- (-tomat-)

unseen or low-frequency 
morphs (under 15 entries)

(28)

спринтер (спринт/ер)

sprinter (sprint/er)

The root-спринт- (-sprint -) is not 
found in the training set

de-etymologization (16) 

о/град/и/ть/ся
(оград/и/ть/ся) 

o/grad/i/t/sya
(ograd/i/t/sya)

Historically, this word used to have 
the root-град- (-grad-), but now it 

is -оград- (-ograd-)

roots are abbreviations
(5)

тюз/ов/ец (т/ю/з/ов/ец) 

tyuz/ov/ets (t/yu/z/ov/ets)

The word is derived from ТЮЗ
(TYuZ), which is an abbreviation, so 
each letter represents a separate root

morphological alternation 
(3)

лине/еч/н/ый
(линееч/н/ый) 

line/ech/n/yy
(lineyech/n/yy)

The morph-лин- (-lin-)
(разлиновать) (razlinovat) has 

allomorphs-лине- (-line-) and лини-
(-lini-), which confuses the model

other (14) 

про/гулоч/н/ый
(про/гул/оч/н/ый)

pro/guloch/n/yy 
(pro/gul/och/n/yy)

The morphs-гул- (-gul-) and-оч- (-
och-) have high frequency, yet the 

model fails to segment them
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4 Evaluation on Words with Previously Unseen Roots

It was also interesting to see how the CNNmodels would perform on a set of new words
(neologisms, loan words etc.) with roots previously unseen in training. To this end, we
created a new dataset. From the dictionaries [11, 12, 14] we selected words for which at
least one of the rootswas not seen in the training set. For thesewords, cognatewordswere
added that were chosen using the service [13]. Using this method, a sample of 800 words
was obtained, which included loan words (e.g. буккроссинг, bukkrossing, bookcross-
ing), terms (аденозинтрифосфорный, adenozintrifosforniy, adenosine-triphosphate),
neologisms (загуглиться, zaguglitsya, be googled), words derived from proper names
(неогумбольдтианство, neogumboldtianstvo, neo-Humboldtism). Since these words
did not have gold standard morpheme analyses, we manually decomposed them. The
new dataset is also available at [17].

The test results on this dataset were already shown in Table 1. It is worth noting
that the performance of all models is much worse on this dataset. The best model (with
the hyperparameters tuned by us) achieved 0.796 F1-score compared with 0.959 on the
‘old’ test set, and 0.544 (!) word accuracy versus 0.824.

The tested models were able to parse words with unfamiliar roots if
affixes have high frequency. For example, words containing the following affixes
were often analyzed correctly: postfix -ся (-sya-), infinitive suffix -ть- (-t-), par-
ticiple suffix - -вш (-vsh-), verb suffix -i- (-i-) (аутсорсить, autsorsit, to out-
source), suffixes -ств- (-stv-) (тьюторство , tyutorstvo, tutorship), -изм- (алармизм,
alarmism, alarmism), -ict- (-ist-) (шекспирист, shekspirist, researcher of
Shakespeare), and -ова-(-ova-) (сканировать, skanirovat, to scan), prefixespac- (ras-)
(распарсить , rasparsit, to parse up) and за-(za-) (забаговать, zabagovat, to intro-
duce bugs in code). On the other hand, the English-borrowed prefix pe- (re-) and suffix
-инг(-ing-) were not recognized (as in ремейк , remeyk, remake, and дайвинг , dayving,
diving), as these affixes have a low frequency in the training set. Upon the whole, we
can conclude that the model works only satisfactorily (0.544 word accuracy) with words
whose roots are not seen in the training set.

5 Conclusion and Further Work

Thus, we tested the existing CNN models with new parameter values to find that they
are quite effective for an almost twice smaller amount of labeled training data (about
1% worse by F1-score and about 5% – by word accuracy). Interestingly, the results are
muchworse on a large sample of 800words that we created, with ‘unfamiliar’ roots (loan
words, neologisms, etc.), with an almost 30%drop inword accuracy. Also, we performed
a linguistic classification of the errors made by the best model, both on the standard test
set and on the new one. Prospects for research include using new architectures of neural
networks, as well as applying automatic morphemic analysis (as well as morpheme-
based embeddings) to more general NLP problems such as various text classification
tasks.
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Abstract. Named entity recognition is an important part of the Informa-
tion Extraction process (extracting structured data from unstructured or semi-
structured computer-readable documents). To highlight in the text of people, orga-
nizations, geographical locations, etc., many approaches are used. Although, well-
known bidirectional LSTM neural networks, show good results, there are points
for improvement. Usually, the word embedding vector are used as the input layer,
but the main disadvantage of the last vector models (word2vec, GLOVe, FastText)
is that they do not consider the context of documents.

In this paper we present the effective neural network based on the deeply pre-
trained bidirectional BERT model, which was introduced in the fall of 2018, in
the task of named entity recognition for the Russian language. The BERT model,
trained for a long time on large unannotated corpuses of texts, were used in our
work in twomodes: feature extraction and fine-tuning for theNER task. Evaluation
of the results was carried out on the FactRuEval dataset and the BiLSTM network
(FastText+CNN+ extra)was taken as the baseline.Ourmodel, built onfine-tuned
deep contextual BERT model, shows good results.

Keywords: Named Entity Recognition (NER) · NLP · BERT · Deeply
contextual model · Russian language

1 Introduction

1.1 Related Works

Information extraction (IE) is the task of automatic extraction of structured data from
unstructured or semi-structuredmachine-readable documents. One of the important sub-
tasks of IE is NER - Named Entity Recognition - the labeling mentions of people,
organizations, geographical locations, etc.

Rule-Based and Statistical Models. The first approaches used to extract information
from texts are the definition of rule systems (for example, regular expressions, filters).
Systems typically use the GLR algorithm and additionally include tools for intermedi-
ate text processing (tokenizer, morphological analyzer). Showing rather high accuracy
results (~95%), they have rather low recall rate and are laborious for creating and sup-
porting. Also previously, hiddenMarkovmodels (HMM,MEMM)werewidely used and
further development into theCRF classificationmethod [1]. NowadaysCRF is often used
as the top layer of deep models.

© Springer Nature Switzerland AG 2020
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Bi-directional LTSM. Recurrent neural networks for sequence processing were pro-
posed in 1996 [2]. To solve the vanishing gradient problems on long sequences, a model
of special memory cells and gates was introduced, which tracks the state of the important
features through the entire sequence (LSTM) [3]. For the first time, to solve the NER
problem, this method was proposed in 2003 [4], the Effective neural network model was
introduced in 2008 [5] and was further developed in the work of 2011 [6]. In practice,
these models require almost no hard manual work to feature engineering. Since 2015, a
variety of network architectures have been introduced: BRNN+CNN [7], BLSTM-CRF
[8], BLSTM-CNN [9]. The main component of these models is Bidirectional recurrent
layer. To identify morphological-like features, a character-based convolutional layer is
introduced. As a rule, all these models additionally use word embeddings which enhance
their quality by using distributional semantics [10]. Mikolov proposed [11], trained on
the GoogleNews corpus (about 100 billion words), the word2vec model built on the
methods of CBOW (Continuous Bag of Word) and Skip-Gramm. Another recent work,
GloVe [12], used SVD decomposition of word co-occurrence matrix, trained on the
Wikipedia texts and web pages corpus (6 billion words). Based on these architectures,
models achieved F1 scores close to 92% in dataset CONLL2003 [9].

1.2 Deeply Contextual Representation

The key disadvantage of this approach is that word vectors have a single context, and as
a result, homonyms obtain the same vectors. To solve this problem researchers proposed
various options for extracting features from context [13, 14]. Thus, in 2018, the work of
ELMo was published, in which the output vectors are computed over the bidirectional
LSTM network with convolutions of characters [15]. The model was trained on a corpus
of 1 billion words and showed a significant increase in results in many tasks on the
natural language processing.

In 2018, there appeared works based on a fine-tuning approach, as opposed to the
extraction of features (feature-based) approach.With thismethod, first amodel has a long
preliminary training on a large corpus of unsupervised data, then the layers marked up
for different tasks are added to it and there is an additional training of the entire model.
Further work is based on the Transformer [16] architecture, which showed a signifi-
cant improvement in performance in most NLP tasks, especially in machine translation.
OpenAI GPT (Generative Pre-Training) [17] is a multi-layer model containing 12 Trans-
former blocks. The connections between the blocks are lined up from left to right. The
model was trained on the BookCorpus for a month using 8GPU.

BERT. As you can (see Fig. 1), the GPT model has only one-way communication
between Transformer blocks, while in the most token-level tasks, the context needs
to be taken into account both on the left and on the right. Researchers at Google have
corrected this flaw by releasing themodel BERT (Bidirectional Encoder Representations
from Transformers) in the fall of 2018 [18]. Two versions of the bidirectional encoder
were released (see Table 1), while the large model is more powerful than GPT, the base
one is the same size as the GPT. This allows you to compare two architectures. The
model was trained on two tasks. In the first approach - 15% of all tokens was replaced
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as follows: in 80% of the MASK token, in 10% by a random word, and in the remaining
10% the token was left unchanged. The model should have predicted hidden tokens.

Fig. 1. Modern deeply contextual models.

Table 1. Size of models.

Model L H A P

GPT 12 768 12 110M

BERT base 12 768 12 110M

BERT large 24 1024 16 340M

The second task was to predict the next sentence, was the continuation of the first or
not. In 50% of cases sentence there was the following sentence in the text, in the rest of
cases the sentence was the randomly chosen from the corpus. BERT can be used both in
the feature extraction mode (FE - feature extraction) and in the fine-tuning mode (FT -
fine-tuning) to train the models for specific tasks. For the English language in the NER
problem a new SOTA F1 92.6 (CONLL) was obtained.

In this paper, we will consider the use of BERT model for named entity recognition
task for the Russian language.

2 Experiments

2.1 Dataset

We test our models on FactRuEval dataset [19]. In 2016, in the framework of the Dialog
conference, a competition was held on the allocation of FactRuEval entities. For this, a
separate dataset was prepared, which contained marked texts from the websites “Private
Correspondent” and “Wikinews” in Russian. Dataset parameters are given in the Table 2.

2.2 Preprocessing

Data for training models was loaded using the built-in splitting of sentences into tokens.
Lemmatization and stemming were not used to preserve morphological features. In
variants of classic word embeddings (word2vec, GloVe, FastText), the replacement of
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Table 2. FactRuEval dataset.

Set Documents Sentences Tokens

Demo set 122 1769 30940

Test set 133 3138 59382

digital sequences with a special token DGT was used. For models that do not use a
register, lower-case tokens were used (in order not to lose significant information, it is
required to allocate the register into a separate attribute). To build a model, the sentences
were padded to a fixed size with a token PAD. For compound tokens, the main label was
assigned the first token, followed by the label X.

2.3 Evaluation

For evaluation our models we use the standard approach for information retrieval –
Precision, Recall, F-score.

Precision = TP/(TP + FP) (1)

Recall = TP/(TP + FN) (2)

F = (2 ∗ (Precision ∗ Recall))/(Precision + Recall) (3)

The results of the work were evaluated by python-version of the CONLL script [20]
(originally Perl).

3 Results

As part of the work, we carried out experiments on various algorithms using neural
network models. The model CNN + BiDirectional LSTM + emb was taken as the
baseline (Base).

For the BERT model, we used both fine-tunning (BERT FT) and feature extraction
(BERT FE) approaches. In our experiments, we use multilingual cased base model (104
languages, 12-layer, 768-hidden, 12-heads, 110M parameters). Architectures of models
are given in the Table 3.

The peculiarity of the deep contextual models of ELMo and BERT is that in order
to obtain a vector representation of words (feature extraction), it is required to submit to
the model input not one word, but an entire sentence. At the output we get the vector of
tokens that make up the sentence. These vectors were further used as the input layer of
the model.

Base and BERT FE models were trained for 50 epochs, while BERT FT for 20. The
results of our experiments are given in the Table 4.
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Table 3. Architectures of models.

Layers\Model Base BERT FE BERT FT

Word embeddings taygaa BERT BERT

Additional layers POS + Character CNN

Hidden layers BiLSTM

Classification layer FC or CRF FC
ahttps://rusvectores.org/ru/models/

Table 4. FactRuEval results.

Model Precision Recall F1

Bi-LSTM + CRF + Lenta [21] 83.8 80.84 82.10

Bi-LSTM-CRF + ELMo + fine-tuning [22] 83.19 85.41 84.29

CNN + emb (our baseline) + Bi-LSTM + CRF 82.31 77.33 79.74

Bi-LSTM + BERT FE 84.61 79.33 81.86

BERT FT 81.52 85.63 83.52

Analysis of common mistakes shows, that:

• It’s difficult for the model to recognize coreferences, for instance

;
• The model misses geographical adjectives as LOC entity, for example in sentence

;
• The omission of words like «kompani�», «opepatop», «cepvic» in the

phrases «kompanie� PepsiCo», «opepatopa telepeklamyBideoIntepnexnl»,
«cepvic YouTube»;

• Confusion in geopolitical objects, the assignment of LOC entities to ORG and vice
versa;

• Model also cannot recognize nominal names, for instance «bol�xo� cemepki»,
«bol�xo� dvadcatki».

4 Conclusion

The Named entity recognition task is one of the many practical applications of natural
language processing and is used as a preliminary step in the task of facts extracting. Like
inmany othermachine learning domains, high standards are set by neural networks.Until
2018, the main dominant architectures were various combinations of LSTM networks

https://rusvectores.org/ru/models/
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using vector word embeddings. Since the release of the ELMo model, the era of pre-
trained deep context models has begun. This paper considered the use of the BERT
model for named entity recognition applied to the Russian language.

As in many other downstreamed tasks of the NLP, the BERT model shows good
results in Named Entity Recognition.
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Abstract. This article explores the principles of synsets in the RuWord-
Net thesaurus and synonyms in the classical dictionaries of Russian syn-
onyms (N=10) to identify discrepancies and improve the principles of
organising synsets in RuWordNet. The relevance of the study is deter-
mined by the demand for WordNet resources in natural language pro-
cessing tasks. The authors selected 102 RuWordNet thesaurus synsets,
including nouns (N=34), adjectives (N=34) and verbs (N=34). The
meanings of the lexemes were correlated according to the data given in
Russian language thesauri (N=2). The comparative method and an inde-
pendent expert assessment of RuWordNet revealed a number of discrep-
ancies and inaccuracies in the representation of synsets concerning pol-
ysemy, hypo-hyperonymic relationships, lexical meanings of words and
parts-of-speech synonymy. On the basis of this study, the authors recom-
mend the elimination of individual shortcomings in the construction of
the RuWord-Net synsets, in particular the polysemy and parts-of-speech
synonymy.

Keywords: Computer lexicography · Synonymy · Dictionaries of
synonyms · RuWordNet thesaurus · Hypo-hyperonymic relationships

1 Introduction

For the modern stage of linguistic research, the creation of large-scale linguistic
resources for information retrieval systems is relevant. The development of such
resources is carried out according to a modern approach of linguistic research,
computational linguistics, whose development is based on the knowledge of gen-
eral linguistics. In particular, the development of thesauri takes into account
modern advances in lexicology, lexicography, semantics, pragmatics and cogni-
tive linguistics.

WordNet is one of the most popular linguistic resources available today.
Developed at Princeton University (https://wordnet.princeton.edu/), WordNet
is the largest electronic lexical database of English nouns, adjectives, verbs and
adverbs. The structure and principles of the organisation of language mate-
rial, as well as the features of WordNet, are described in detail by a number
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of scientific studies [1,2]. In the Google Scholar web search engine, WordNet is
mentioned (as of April 30, 2019) in 105,000 articles, which indicates the demand
for a resource for scientific research. WordNet is used in various studies in the
field of Natural language processing (NLP): information retrieval, automatic text
classification, automatic text typing, etc. The lexical database is often used to
determine the degree of semantic proximity of words [3] and in the word-sense
disambiguation task [4]. Currently, numerous WordNet interfaces, APIs and data
processing tools have been developed (https://wordnet.princeton.edu/related-
projects). WordNet analogues are created for many languages of the world. The
Global WordNet Association website http://globalwordnet.org/ provides infor-
mation about WordNet-like thesauri for more than 70 languages. A number of
studies have described the principles for creating multilingual thesauri [5].

This article is dedicated to the WordNet analogue for the Russian language
called RuWordNet [6]. The RuWordNet thesaurus was created at Moscow State
University under the guidance of Loukachevitch [7,8]. Currently, it is the only
Russian-language thesaurus created by experts and built on the principles of
WordNet (synonymic rows and the semantic relationships linking them).

This article presents the results of an independent assessment.
The main contributions of the study are:

1. We provide an independent expert assessment of RuWordNet aimed at the
improvement of the quality of RuWordNet synsets.

2. Following the results of the work, we give recommendations to eliminate the
discrepancies and inaccuracies revealed in the RuWordNet thesaurus.

The paper is organized as follows. Section 2 provides a brief survey on the
related work. Section 3 indicates the data and related methodology. Section 4
provides data analysis and key results. Section 5 discusses the results and gives
recommendations. Section 6 concludes the work.

2 Related Work

For the Russian language, several attempts have been made to create thesauri
similar to WordNet. The first attempt occured 20 years ago when the researchers
at the philological faculty of St. Petersburg State University launched the Russ-
Net project (http://project.phil.spbu.ru/RussNet/indexru.shtml) [9]. RussNet
contained 15,000 words and the suggested synsets were described by experts.
The project was completed in 2005. According to [10], the project data is not
coded uniformly and cannot be used in NLP applications.

The next attempt to create an electronic lexical database was the Russian
WordNet resource [11,12] which contained 100,000 words, obtained in a semi-
automatic way from various dictionaries. This thesaurus is currently unavailable.

Another project, Wordnet for the Russian language (http://wordnet.ru/) was
a thesaurus obtained by the automatic translation of WordNet into Russian. This
resource which contains 30,000 words is unverified [13].

https://wordnet.princeton.edu/related-projects
https://wordnet.princeton.edu/related-projects
http://globalwordnet.org/
http://project.phil.spbu.ru/RussNet/indexru.shtml
http://wordnet.ru/
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The Yarn project (https://russianword.net/) was a thesaurus created by the
crowdsourcing method [10]. Yarn currently contains 145,000 words, but it lacks
semantic relationships between synsets, including hypo-hyperonymic, which is
typical of thesauri. Both the resource itself and the research based on it are
actively developing to date [14–16]. Using Yarn, a selective expert qualitative
check of synonymic rows was carried out, where 200 synsets were evaluated by
four experts according to the evaluation system, which resulted in 103 synsets
of Excellent, 70 of Satisfactory and 27 of Bad quality [10].

The RuWordNet project is developed on the basis of an earlier version
called RuThes (http://www.labinform.ru/pub/ruthes/). The thesaurus contain-
ing 110,000 words and phrases was created by a semi-automatic method on the
basis of an extensive corpus of texts with post-editing. While the independent
verification of RuWordNet has not been performed, the authors of this paper
see this as the purpose of their study. The data on the thesauri is summarized
in Table 1.

Table 1. Comparison of WordNet-like thesauri for the Russian language.

Thesaurus Number of

words

Method of creation Independent

verification

Availability Development

stage

RussNet 15,000 Expert-based No Partly available In progress within

Yarn project

Russian-

WordNet

100,000 Semi-automatic based

on dictionaries

No Unavailable Completed

Wordnet for

the Russian

language

30,000 Automatic translation

of WordNet into

Russian

No Available Completed

Yarn 145,000 Crowdsourcing Yes Available In progress

RuWordNet 110,000 Semi-automatic, based

on corpus of texts with

post-editing

No Available In progress

It seems noteworthy that all the thesauri were created by different meth-
ods. Accordingly, it is of scientific interest to conduct a comparative analysis
of the quality of the created linguistic databases. The analysis of the quality of
RuWordNet synsets presented in the article is a step in this direction. The aim
of this research is to make an expert assessment of selected RuWordNet synsets
with a focus on qualitative analysis.

3 Data and Related Methodology

The current study which presents the analysis of RuWordNet synsets was con-
ducted by independent experts (N = 4) in Russian semantics and lexicography
[17]. First, the experts selected three semantic groups that are supposed to be
the most difficult for semantic analysis: a) feelings and emotions, b) mental and
verbal activity, and c) human relationships and social life. The raw data con-
sist of 102 synsets from RuWordNet including noun synsets (N = 34), adjective

https://russianword.net/
http://www.labinform.ru/pub/ruthes/
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synsets (N = 34) and verb synsets (N = 34). The total number of analysed and
compared lexemes is 976 for nouns, 520 for adjectives and 499 for verbs.

Second, the authors chose classical academic dictionaries of Russian syn-
onyms (N = 10) [18–27] with different principles for representing synonymic rows,
and used a comparative method to analyse the selected synsets in RuWord-
Net and dictionaries of Russian synonyms particularly considering discrepan-
cies. Thus, a relatively small number of analysed synsets were justified by a
qualitative rather than a quantitative approach.

Third, the meanings of the lexemes, mainly those that were polysemantic,
were refined in Russian language thesauri (N = 2) [28,29], since numerous cases
of discrepancies due to polysemy occurred.

The discrepancies found were summarised and systematised in the form of
tables. The full list of words selected for analysis in this study and the tables rep-
resenting comparative analysis of the synsets are available on the project website
(https://kpfu.ru/kompleksnyj-analiz-struktury-i-soderzhaniya-366287.html).

Statistical analysis of raw research data allowed the determination of the fea-
tures of RuWordNet, improved the quality of synsets, as well as the identification
and correction of errors in the thesaurus.

4 Results

The RuWordNet thesaurus presents a hierarchical lexeme treatment princi-
ple based on hypo-hyperonymic relationships that are established between the
generic and species synsets, which are the main structural elements of this the-
saurus. One of the basic principles of this resource is the ability to interchange
lexical units in most contexts. Moreover, the basic relationships are supple-
mented by the following: causation and consequence, domain, word formation
(single-root words) and parts-of-speech synonymy.

Similarities between the lexemes in RuWordNet synsets and synonymic rows
in dictionaries of Russian synonyms were justified if 50% or more dictionaries
supported the same meanings, otherwise the lexemes were fixed as discrepancies.
This allowed us to make a number of generalisations regarding:

(1) the description of the polysemy of lexemes;
(2) a presentation of hypo-hyperonymic relationships;
(3) the narrowing and extension of the meanings of words;
(4) a description of parts-of-speech synonymy.

The following are the results of studying the questions above.

4.1 The Polysemy of Lexemes

There are differences in the description of the synsets in RuWordNet and the
dictionaries of Russian synonyms. In nine synsets of nouns out of the 34 examined
(26%), the lexemes viewed as polysemantic in dictionaries of Russian synonyms

https://kpfu.ru/kompleksnyj-analiz-struktury-i-soderzhaniya-366287.html
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were presented in the RuWordNet thesaurus as monosemantic (strakh (fear),
radost’ (joy), skuka (boredom), etc.).

A comparative analysis of the synsets in the RuWordNet thesaurus and dic-
tionaries of Russian synonyms revealed significant differences in the descrip-
tion of polysemantic adjectives. Thus, 11 of 34 (32%) RuWordNet synsets are
presented as monosemantic, while thesauri [28,29] mark them as polyseman-
tic (adjectives bezlyudnyy (deserted), gostepriimnyy (hospitable), neozhidannyy
(unexpected), truslivyy (cowardly)).

Similar to nouns, nine synsets out of 34 (26%) demonstrated cases of poly-
semantic verbs marked as monosemantic in the RuWordNet, which contradicts
the descriptions provided by dictionaries of Russian synonym thesauri (the verbs
znat’ (know), grubit’ (be rude), mechtat’ (dream), etc.).

4.2 Hypo-hyperonymic Relationships

A comparative analysis of synsets in RuWordNet and dictionaries of Russian
synonyms revealed discrepancies in the principles of describing synonymic,
hyponymic and hyperonymic relationships. Regarding noun synsets (N = 34),
discrepancies in the interpretation of the synonym status between RuWordNet
and most dictionaries were noted in 24 synsets (71%): lexemes, defined as syn-
onymic in dictionaries, referred to hyponyms or hyperonyms in the RuWordNet
thesaurus. Regarding the total number of analysed nouns N = 976), 63 cases of
discrepancies were identified, which was 6%.

Regarding adjective synsets (N = 34), 23 synsets (68%) lexemes marked as
hyponyms or hyperonyms in the RuWordNet thesaurus were viewed as synonyms
in most of the analysed dictionaries. Of the total number of analysed adjectives
N = 520), there were 43 such cases (8%).

For verbs (N = 34), similar discrepancies were found in 20 analysed synsets
(59%). Regarding the total number of verb lexemes analysed (N = 499), 64 cases
of discrepancies per lexeme were identified, which was 11%.

A qualitative analysis of these discrepancies and the interpretation of possible
causes are presented in the next section of the article.

4.3 Narrowing and Extension of Meanings

The analysis of the lexemes included in RuWordNet synsets and dictionaries of
Russian synonyms revealed some discrepancies in the quantitative and qualita-
tive filling of synonymic rows, which might be explained by different approaches
to the interpretation of synonymy and semantic proximity of words in general.
We analysed cases of the most significant discrepancies and found the following.
First, in the synsets of nouns, adjectives and verbs, there are lexemes which are
not represented in the RuWordNet synsets, but are included in the synonymic
rows in dictionaries of Russian synonyms. Thus, we can distinguish the narrow-
ing of the lexical meaning when describing lexemes in RuWordNet compared
to dictionaries of Russian synonyms. Second, there are also words included in
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RuWordNet synsets, that are not presented in the synonymic dictionaries, which
we assume to be an extension of the lexical meaning.

The results of a comparative analysis of narrowing and extension of lexical
meanings of nouns, adjectives and verbs and statistical data are presented in
Fig. 1.

Fig. 1. Narrowing and extension of lexical meanings of nouns, adjectives and verbs.

4.4 Parts-of-Speech Synonymy

As noted earlier, while representing the relationships between words in synsets,
RuWordNet suggests the list of part-of-speech synonyms. We were interested in
whether parts-of-speech synonymy was presented in all analysed synsets, and
whether there were errors or inaccuracies in the description of parts-of-speech
synonymy. The analysis revealed the following. Parts-of-speech synonymy in 34
analysed noun synsets was given in 20 cases, which was 59%; however, in the
remaining 14 synsets (41%), parts-of-speech synonymy was not included. In the
case of adjectives, part-of-speech synonymy was described in 32 analysed synsets
(94%) and was not represented in two synsets – only (6%). Of the 34 verb synsets
analysed, the parts-of-speech synonyms were given in RuWordNet in 19 cases
(56%), while in the remaining 15 verb synsets (44%), parts-of-speech synonyms
were not indicated. Inaccuracies in the description of part-of-speech synonymy
were found in one noun synset (3%), in four adjective synsets (12%) and in two
verbal synsets (6%).

5 Discussion and Recommendations

The question of revising the scope of certain words in RuWordNet remains open,
since the problem of hypo-hyperonymic and synonymic relationships between
similar lexemes is still debatable and there is no clear answer regarding the
semantic status of these units. The analysis revealed significant discrepancies in
the description of polysemy: words marked as polysemantic in Russian thesauri
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are presented as monosemantic in RuWordNet, which requires clarification and
adjustment. For example, nouns strakh (fear), radost’ (joy), skuka (boredom),
len’ (laziness), zhalost’ (pity), toska (grief), mechta (dream), obman (deceit) and
mest’ (revenge).

In RuWordNet the verb obmanut’ (deceive) is presented with only one mean-
ing: “to deceive, mislead”, while the Russian thesaurus by Ozhegov identifies five
meanings of the verb obmanut’ (deceive): 1. Mislead. 2. Break the promise. 3.
Fail to meet expectations/assumptions. 4. Underpay (when calculating wages).
5. Betray, violate marital fidelity [29].

The following meanings are given in the Russian thesaurus by Efremova: 1.
Consciously mislead smb. 2. To commit trickery, fraud towards smb. 3. Fail to
fulfil your promises, not keep your word. 4. To show deception in love; betray
(wife, husband). 5. Seduce (girl, woman) [28].

Recommendations for expanding the meaning of the listed verbs should
be considered casual, especially in those controversial cases concerning hypo-
hyperonymic and synonymic relationships between similar lexemes.

Discrepancies in the principles of describing synonymic, hyponymic and
hyperonymic relationships could be illustrated by the following examples (for
statistics see Sect. 4).

In the description of the synset vostorg (delight) the following words are listed
as hyponyms in RuWordNet: upoyeniye (flush), ekstaz (ecstasy), ekzal’tatsiya
(exaltation); whereas all the analysed dictionaries of Russian synonyms define
them as synonyms [18,19,22,26]. Analysing the synonymic row of the adjective
boyazlivyy (fearful), we find that seven out of ten dictionaries of Russian syn-
onyms define the relationship between the lexemes boyazlivyy (fearful) and robkiy
(timid) as synonymic; whereas in RuWordNet, robkiy is marked as a hyperonym.

We revealed some discrepancies between the words represented in RuWord-
Net and synonymic rows in the dictionaries of Russian synonyms. For example,
the synset for the word obizhat’ (offend) in RuWordNet contains the following
set of synonyms: zatseplyat’ (hook) and ushchipyvat’ (pinch), while none of the
dictionaries identify them as synonyms. Similarly, the dictionaries do not estab-
lish synonymic relationships between obshchat’sya (communicate) and povestis’
(be tricked by); pridirat’sya (carp) and shpynyat’ (poke), pridirat’sya (carp) and
podkapyvat’sya (intrigue); mechtat’ (dream) and leleyat’ (cherish); rasskazyvat’
(tell) and opisat’ (describe).

Some synsets in RuWordNet in the section “part-of-speech synonymy” have
included the words of the same parts of speech as synonyms. For example, the
adjectives belen’kiy (white) and veselen’kiy (cheerful) are given as synonyms of
different parts of speech (as nouns) to the adjectives belyy (white) and veselyy
(funny), respectively. We assume that this is due to the phenomenon of sub-
stantivisation; however, we recommend clarifying the part-of-speech synonyms
of these words. Regarding verbs, the words znat’ (know) and nadsmekhat’sya
(make fun of) require clarification.

The cases of narrowing of the meanings of synonyms in RuWordNet compared
to the dictionaries of Russian synonyms are explained since RuWordNet was
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based on a news corpus, while the classical dictionaries of synonyms were focused
on fiction. However, we believe that, with the expansion of the corpus and the
inclusion of fiction, the list of synsets in RuWordNet will increase, while the
discrepancies will decrease.

The cases of expansion of the meanings of synonyms in RuWordNet are likely
related to a larger number of words (110,000) compared to the dictionaries of
Russian synonyms, covering a significantly smaller layer of vocabulary.

Evaluating the quality of hypo-hyperonymic relationships in RuWordNet is
an extremely complicated task, primarily due to the lack of a formal (opera-
tional) definition of hypo- and hyperonymy in linguistics. Modern computational
linguistics also does not provide methods for the automatic detection of hypo-
hyperonymic relationships corresponding to “golden standards”. Moreover, there
is no elaborate Russian language thesaurus compiled by professional lexicogra-
phers. This could be beneficial in comparing and analysing ambiguous data.
To establish valid hypo-hyperonymic relationships, we recommend carrying out
extensive theoretical studies that go far beyond the scope of this article.

6 Conclusions

In this research, we analysed the synsets presented in RuWordNet thesaurus
and compared the data with dictionaries of synonyms of the Russian language.
The comparative method and an independent expert assessment of RuWord-
Net revealed a number of discrepancies and inaccuracies in the representation of
synsets concerning polysemy, hypo-hyperonymic relationships, lexical meanings
of words and parts-of-speech synonymy. The recommendations would be benefi-
cial in the creation and improvement of similar linguistic databases, and expert
assessment seems to be the most appropriate approach in cases when qualitative
analysis is needed.
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Abstract. The problem of CV (or resume) text mining becomes increas-
ingly relevant nowadays as long as it could simplify the evaluation of
future employees and their suitability for the post for which they apply.
The paper proposes a procedure for automatic information extraction
from text documents, namely from candidate’s CVs. The described algo-
rithm is based on Natural Language Processing methods and allows to
transform text information into categorical features or classes. These
features may further be used as inputs for a machine learning model
to predict the suitability of the candidate for the position. Besides the
general method, the description of the experiments is given in which the
algorithm was used for clusterization of future employees according to
their previous position and job spheres they worked in. The obtained
classes were used to predict the probability of the candidate’s turnover
in the first six months. Their addition allowed to raise the model score.

Keywords: Natural Language Processing · Text mining ·
Clusterization · NLP methods · Machine learning · Word embedding ·
k-means · Unsupervised learning · Topic modeling

1 Introduction

The problem of automatic CV (or resume) preprocessing and prediction of the
candidate’s suitability for the position is relevant, especially in big companies
where the flow of new employees is high and the staff turnover is big. In this
context the task of CV text mining in order to extract information about the can-
didate and to transform it into features for machine learning algorithms arises.
This features could further be used to make a decision about the suitability of
the candidate for the position and to predict the probability that he or she will
quit the job in the near future.

The paper proposes a procedure based on Natural Language Processing meth-
ods for effective text mining and information extraction from CV text fields, such
as «Previous Job Sphere», «Previous Position», «About the Candidate» and oth-
ers, and their further clusterization. Thus, the algorithm assigns each candidate
c© Springer Nature Switzerland AG 2020
W. M. P. van der Aalst et al. (Eds.): AIST 2019, CCIS 1086, pp. 184–189, 2020.
https://doi.org/10.1007/978-3-030-39575-9_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-39575-9_19&domain=pdf
https://doi.org/10.1007/978-3-030-39575-9_19


Text Mining for Evaluation of Candidates Based on Their CVs 185

to one of the classes, which could be regarded as the candidate’s «type» and
which is quite informative in context of making a decision about the suitability
of the candidate.

In the second part of the paper a detailed description of the algorithm is
given. The third part describes the usage of the algorithm on the real data and
presents the results of the conducted experiments. The algorithm was tested for
information extraction for CVs (namely, for text fields «Previous Job Sphere»
and «Previous Position») of candidates applying in bank branches for the posi-
tion of banking product consultant.

2 Algorithm’s Description

Information extraction from a text field of CVs and its clusterization consists of
5 steps:

Step 1. Word embeddings construction;
Step 2. Computation of tf-idf index;
Step 3. Text field embeddings construction;
Step 4. Selection of the optimal cluster number;
Step 5. Final CVs clusterisation.

Below each step is described in more detail.

Step 1. Word Embeddings Construction. On the first step words which are
found in the CVs text field are embedded into the linear space Rn. Thus, for every
word we obtain an n-dimensional vector. Moreover, we want word embeddings
to preserve syntactic and semantic word properties. There exists a number of
word embedding algorithms which possess this quality. Among the most popular
are Word2Vec [3,4], FastText [1,2] and GloVe [5]. In addition, pretrained word
embeddings, built of large collections of documents, are available for free use in
many different languages including Russian.

Step 2. Computation of Tf-Idf Index. On the second step for each word in
every CV its tf-idf index is computed. Tf-idf (term frequency-inverse document
frequency) is a statistic which represents the importance of a word in a document
of the collection. It is proportional to the frequency of a word in a document and
inversely proportional its frequency in the collection of documents. Thus, tf-idf
discriminates rare words which are frequent in a specific document. That is why
in information retrieval it is often used as a weighting factor.

tf of a word t in a document d is defined as:

tf(t, d) =
nt∑

k∈d

nk

nt — a number of times a word t appears in a document d.
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idf of a word t in the collection of documents D is defined as:

idf(t,D) = log
|D|

|{di ∈ D|t ∈ di}|
where |D| denotes a number of elements in a set D.

Finally, tf-idf of a word t in document d which belongs to the collection of
documents D is computed as the product of tf(t, d) and idf(t, d,D):

tf − idf(t, d,D) = tf(t, d) ∗ idf(t, d,D).

Step 3. Text Field Embedding Construction. Then, the text field under
consideration in every CV is embedded into an n-dimensional vector. For this
purpose, vector representations of the words present in the CV are summed with
their tf-idf weights:

v(d) =
∑

w∈d

tf − idf(w, d) ∗ v(w)

d,w — a text field in the CV and a word in d, respectively,
v(d), v(w) — embeddings for d and w, respectively,
tf - idf(w, d) — tf-idf index of w in d.

Step 4. Selection of Optimal Cluster Number. For the clusterization of the
obtained CV embeddings a method known as k-means, proposed by Steinhaus [6],
is used. In process of work the algorithm minimizes the deviation of points from
cluster centres, which are called centroids. In other words, for a given K it
minimizes index of inertia:

JK(C) =
K∑

k=1

∑

xi∈Ck

||xi − µk||2 → min

K — cluster number,
JK(C) — index of inertia for the clusterization C with K clusters,
Ck — a set of points which belong to cluster k,
µk — a centroid of cluster k.

Thus:

Copt = argmin
C

JK(C) = argmin
C

K∑

k=1

∑

xi∈Ck

||xi − µk||2

Copt — optimal clusterization.
In k-means the number of clusters K is an input parameter which should be

selected manually. In order to choose the optimal number of clusters kopt the
following heuristic is used. For each number of clusters k under consideration its
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index of inertia Jk = min
C

Jk(C) is computed and the optimal number of clusters
is said to be that, for which the rate of inertia decrease Dk is minimal:

kopt = argmin
k

Dk = argmin
k

|Jk − Jk+1|
|Jk−1 − Jk| .

Step 5. Final CVs Clusterization. Finally, each CV is assigned to one of
kopt clusters or classes (where kopt was selected on step (4) according to the
information contained in the considered text field.

3 Experiments

The method was tested on real data. It was applied for information extraction
for people applying for banking product consultant in bank branches in a par-
ticular bank. The data was taken from inside bank sources and is not publicly
available. The dataset contained 8305 CVs with the labeled information assigned
to different categories («About the Candidate», «Skills», «Previous Job Sphere»,
«Previous Position» and others). For instance, for every candidate we had an
enumerated list of his or her previous positions (a sample is shown in Fig. 1).
The algorithm was used for text fields «Previous Job Sphere» and «Previous
Position». All the experiments were implemented on Python.

On the first step FastText word vectors pretrained on Russian Wikipedia with
300 components1 were used. In addition we experimented with word embeddings
trained on our data. However, the collection turned out not to be large enough,
the vocabulary was limited and the quality of the resulted embeddings was poor.

Then we chose the optimal number of clusters kopt by minimizing the rate
of inertia decrease via the procedure described in step 4. For «Previous Job
Sphere» the optimal number of clusters kopt was found to be 19 and for «Previous
Position» – 17.

Fig. 1. A sample for the text field «Previous Position»

The results of the clusterization are shown in Tables 1 and 2. It is worth
noticing that as long as we conducted our experiments for people applying in
bank branches previous job sphere (which means bank in English) separated
into an independent class. In addition to this, professions such as

1 https://rusvectores.org/ru/models/.

https://rusvectores.org/ru/models/
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Table 1. Examples of clusters for Previous Job Sphere

Table 2. Examples of clusters for Previous Position

(banking product consultant and financial product manager respectively) and
similar to them also constitute a separate class.

The obtained classes were further used in the task of prediction candidate’s
turnover during the first 6months of his work in order to estimate the perfor-
mance and usability of the algorithm. The initial ML model for this task used
the information about the candidate’s age, education, preferred salary and other
features describing the candidate which were of numerical or categorical type.
The clusterizations of text fields obtained via the algorithm were used as addi-
tional input features for the model. This gave a significant information gain



Text Mining for Evaluation of Candidates Based on Their CVs 189

and allowed to increase Gini from 0.22 to 0.28 (27% increase) which could be
regarded as quite meaningful as long as the task itself containes a high element
of uncertainty.

4 Conclusion

In the paper a new method of automatic information extraction from candidates
CVs was described. The information obtained via the algorithm could further be
used in order to make judgment about the candidate. A series of the experiments
was conducted in which the algorithm was tested on real data for two text fields
(«Previous Job Sphere» and «Previous Position») for candidates applying for
the position of banking product consultant. The obtained classes were used as
features for a machine learning model to predict the probability of candidates’
turnover. In the experiments the use of the new features allowed to improve the
score of the model.

In the future we plan to use other word embedding methods and to experi-
ment with embeddings pretrained on the collection of documents with the specific
vocabulary in order to improve the method. Besides we plan to apply the algo-
rithm to a larger scope of text fields such as «About the Candidate» or «Skills»
and to test it on other tasks.
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Abstract. Visualization as a means of easy conveyance of ideas plays
a key role in communicating linguistic theory through its applications.
User-friendly NLP visualization tools allow researchers to get important
insights for building, challenging, proving or rejecting their hypotheses.
At the same time, visualizations provide general public with some under-
standing of what computational linguists investigate.

In this paper, we present vec2graph: a ready-to-use Python 3 library
visualizing vector representations (for example, word embeddings) as
dynamic and interactive graphs. It is aimed at users with beginners’
knowledge of software development, and can be used to easily pro-
duce visualizations suitable for the Web. We describe key ideas behind
vec2graph, its hyperparameters, and its integration into existing word
embedding frameworks.

Keywords: Distributional semantics · Visualization · Word
embeddings · Graph representations

1 Introduction

Distributional word embeddings are now arguably the most popular way to com-
putationally handle lexical semantics. In such models, every word is represented
with a dense float vector: the number of dimensions is usually in the order of hun-
dreds, and may vary depending on the purpose of the model. The dimensionality
of word vectors is too high for them to be visualized directly. Therefore, popular
visualizations of embeddings are carried out using methods of dimensionality
reduction, the most famous of which are t-SNE and PCA. They transform high-
dimensional vectors into points on 2D or 3D planes, making them intelligible for
humans. More about these algorithms can be found in Subsect. 3.1.
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Fig. 1. vec2graph visualization
for the word ‘science’ and its
nearest neighbors in an embed-
ding model

In this paper, we show how one can eas-
ily and effectively visualize semantic relations
between words in the form of graphs with any
pre-trained word embedding model and our
vec2graph library. Here, vertices of a graph cor-
respond to words, while edges indicate seman-
tic similarity between them. Graphs can show
not only the proximity of vertices to each other,
but also the deeper structure of the connections
between words, giving the opportunity to look at
the communities of semantically related words.
For example, Fig. 1 shows the graph for the
English word ‘science’ and its 5 nearest neigh-
bors by cosine similarity.1 It reflects common
knowledge about various scientific fields. In particular, natural sciences (mathe-
matics, physics, biology, astronomy) are more closely related to each other than
to humanities, which constitutes a separate cluster. Below, we describe the pro-
cess of building and visualizing such graphs in more details.

2 Related Work

The foundations for word embedding models were laid in [2]: in 2003, they pre-
sented a neural probabilistic language model, which learned distributed repre-
sentations of words as a byproduct. In the next seminal paper [11], very efficient
Continuous Bag-of-Words and Continuous Skip-gram models were proposed and
described. These are shallow neural networks that are used to learn dense word
vectors based on the distributional signal from large corpora of natural texts.

Publications directly targeting the visualization of word embeddings are not
numerous. It is important to mention [1] in which not only neural language pro-
cessing analysis methods are reviewed, but also the examples of visualizations
for analyzing neural networks in the language domain are given. Authors believe
that the availability of open-source tools will encourage users to utilize visual-
ization in their research and development process, and the vec2graph library we
present is an example of such a tool.

In graph visualizations, variables are encoded and mapped in a straightfor-
ward and simple way. In finding the most aesthetic and understandable layouts
of our visualizations, we were guided by [6]. Our graphs meet the basic require-
ments of data visualization; in particular, they are intuitive, informative and
easy to read.

1 All English word embedding models used were downloaded from the NLPL Vectors
repository [4].
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3 Word Embeddings Visualization

3.1 Dimensionality Reduction

There are numerous ways of visualizing word embedding models. An intuitive
solution is to use dimensionality reduction: that is, to further embed high-
dimensional vector representations into a 2D plane or a 3D space.

A method known as Principal Component Analysis (PCA) emerged at the
beginning of the XX century. This is essentially a set of linear transformations
aiming to reduce data dimensionality while retaining as much of the original
variance across the data as possible [7,14]. To achieve this, the relative center of
the data is found, the co-variance (or correlation) matrix is calculated, and the
data is rotated and put on a new set of axes, two or three of which are used as the
features, dimensions, or the principal components for visualization. Though PCA
can be adapted for different kinds of data, due to the transformation and loss of
information the data suffers, the final image in most cases is mainly descriptive,
not inferential [8]. In other words, PCA produces an approximate simplification
of data, which may prevent one from performing rigorous analysis.

Another way to reduce dimensionality is the t-SNE algorithm, introduced
in [10]. t-SNE is non-linear, allowing to blow up the most dense vector con-
glomerates and shorten the distances between the most remote data regions.
Proper application of this technique requires certain skills and craftsmanship
in order to tweak its hyperparameters, such as perplexity (vaguely, the number
of close neighbors each point has) and the number of iterations, or runs [17].
Additionally, no matter the parameters, t-SNE can yield different results on the
same data because of its stochastic nature (even with few words, a desirably
expressive image is not what you get on the first run).

Fig. 2. A 2D t-SNE projection of the embed-
dings for Russian words animal names.

‘Semantic maps’ can be pro-
duced after applying dimension-
ality reduction methods to word
embeddings, allowing for a partial
or entire model overview at one
glance. Such visualizations make
most sense if they can be zoomed in
and out, with word labels showing
near the dots while the pointer hov-
ers over them, allowing for a more
detailed exploration. If only a part
of the vector space is shown and
if the picture is static, words can

actually be used instead of dots for more informativeness (see Fig. 2)2. However,
as the number of words increases, they inevitably overlap, decreasing readability.

2 All Russian word embeddings used were downloaded from RusVectores service [9].
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To try 3D PCA or t-SNE visualization on own data, one can use a TensorFlow
sub-module called TensorBoard Embedding Projector3. Possible options here are
the number of dimensions (2 or 3), the method (PCA or t-SNE) and method-
specific hyperparameters. Sometimes it can be difficult to immediately capture
the relations between words when looking at the resulting visualization. However,
Embedding Projector is still a powerful tool for word embedding exploration (see
Fig. 3 for an example).

Fig. 3. The Russian word ‘kot’ (cat) and its nearest neighbors projected to 3D using
PCA (left) and t-SNE with perplexity 5, learning rate 10 and 500 iterations (right)
in TensorBoard Embedding Projector.

3.2 Vectors as Graphs

Graphs as a means of visualizing lexical relations date back to at least XIV
century, when Raymundus Lullus conceived of the first systematic spatial orga-
nization of lexical items [18]. Since then, the idea of representing words as ver-
tices and semantic connections between them as edges has been popular among
scholars and researchers. One can recall WordNet lexical database [12] or Babel-
Net [13], a multilingual semantic network partially based on WordNet, and
their graph visualizations. Graphs are also sometimes used to extract sentiment
lexicons from word embeddings (SentProp algorithm in [5]), or to create mas-
sive semantic map representations (see, for example, word2vec-graph library)4.
Figure 4 shows examples of visualizing lexical relations as graphs. However, the
potential of graphs as word embedding schemata seems not to have been fully
realized yet.

This is mainly because behind the seemingly simple concept of a graph,
rich theoretical heritage lies. It includes such notions as transitivity, central-
ity, homophily, adjacency matrices and others, which, to our knowledge, have
not been extensively explored with regard to word embeddings. Neither our
vec2graph nor word2vec-graph are specifically created for such investigations,
but could be used as a basis for further development of the corresponding tools

3 https://projector.tensorflow.org/.
4 https://github.com/anvaka/word2vec-graph.

https://projector.tensorflow.org/
https://github.com/anvaka/word2vec-graph
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Fig. 4. Word network from BabelNet (left), visual summary of the SentProp algorithm
(middle); example of the word2vec-graph library output (right).

for analysis of lexical graphs. We also believe that semantic notions like poly-
semy, synonymy, antonymy, homonymy and the like could be efficiently extracted
from word embedding models by means of graph representations.

Both vec2graph and word2vec-graph allow for exploration of the word mean-
ing and its relations to other words. However, there are significant differences
between libraries as well. Our library (vec2graph) is aimed at visualizing small
groups of ‘similar words’ (usually the nearest neighbors of one query word by
cosine similarity). If the user wants to explore a larger number of words, he or
she can set a desired recursion level: in this case, the nearest neighbors of the
original query word are visualized into separate graphs with neighbors as new
query words. By contrast, word2vec-graph only gives the picture of the vector
space (embedding model) as a whole. Certainly, large scale visualizations pose
great interest, but most of the time scholars try go into detail, and for this reason
smaller sets of embeddings need to be explored and demonstrated.

Further on, vec2graph solves the important problem of graph visualization
availability (with easy parameter tweaking) for people whose coding skills are
not advanced. To actually employ word2vec-graph, one has to convert vector data
into graph data, modify a Python script, deal with binary files, Node.js, etc. In
contrast, vec2graph requires only an embedding model, a query and the path to
the directory for writing the output HTML files ready for viewing in any web
browser. Besides basic built-in Python modules, vec2graph depends only on the
well-known Gensim library [15] which is used to handle word embedding models.

Technically, we use the cosine similarities between the query word and its
nearest neighbors, provided by the most similar() method in Gensim. With
them, vec2graph produces small graphs, which are computationally efficient, but
still keep all the benefits of graph representations. In the simplest case, the
graphs are fully-connected, with cosine similarities between vectors serving as
weights on the edges connecting the corresponding word vertices.

Visually, the closer are the words in the vector model, the shorter are the
edges between their vertices in the graph (we also use a force-directed graph lay-
out, see Sect. 4). Distances expressed with edge lengths are more demonstrative
than cosine similarity values: one can easily understand the relations between
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Fig. 5. Representations for the word ‘cell’ embedding. Left: a list of nearest neighbors
sorted by their similarity to the query word (colors reflect frequency). Right: vec2graph
visualization, lower threshold of cosine similarity set to 0.6.

a set of words at a glance, as can be seen in Fig. 5. Note that the graph addi-
tionally uses the information about similarities between neighbors, which is
completely missing from the nearest neighbors list (it shows only the similarities
between the query word and each of the neighbors).

Another feature of graphs representations that sets them apart from lists
of nearest neighbors is the cosine similarity threshold, set in order to keep
edges only for the vertex pairs with cosine similarity equal to or higher than the
threshold (which is a hyperparameter). As a result, the visualized graph can stop
being fully-connected. This is impossible to implement with the lists of nearest
neighbors, since they do not possess the notion of edges between words at all.

This feature serves best if the words in the data are naturally separated into
clusters or communities. What happens in case our query word is ambiguous
(has multiple senses) is that the vertex which corresponds to the query word is
connected to separate disconnected groups of words (vertices). These clusters or
communities on the graph represent different senses of the given query word. This
can be a way to alleviate the known limitation of distributional word embeddings:
their blind eye to homonymy, or ambiguity of natural language words.

An example of this is shown in the right part of Fig. 5, produced by the
vec2graph module with the threshold set to 0.6. The three visible clusters rep-
resent three aspects of meaning of the word ‘cell ’: the biological term (‘stem’,
‘blood-forming ’, ‘glial ’), the mobile phone related sense (‘phone’, ‘cellphone’, ‘cel-
lular ’) and phone numbers (‘917-297-4123 ’, ‘556-4107 ’). In the nearest neigh-
bors list (the left part), these senses are mixed together.

4 Vec2graph Library: Practical Overview

At the implementation level, our vec2graph library can be described as follows.
The module takes as an input a word embedding model (in any format com-
patible with the Gensim library [15]), a query to the model (word or list of
words), and the path to the target directory. It saves interactive graphs formed
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using D3.js-based JavaScript [3] and plain HTML, being basically a standalone
HTML page or pages.

Also, the output can vary in terms of some parameters which optionally could
be provided along with the query. Those are:

– the number of nearest neighbors to be produced as vertices;
– the depth to which the algorithm has to drill down into the semantic network

(the higher this number is, the deeper the recursion, which means that it
produces visualizations for the neighbors of the neighbors of the query word);

– the cosine similarity threshold limiting the number of edges between words;
– the width of edges between nodes in a graph;

The resulting graph is then visualized in the browser using a force-directed
graph layout algorithm, as implemented in D3.js, employing Verlet integration
[16]. The Eq. 1 shows how we convert cosine distances xsim into weights on graph
edges:

yinv = 1 − xsim

wmagn = yinv × 100
zdist = wmagn × log(wmagn)) + 10

(1)

where xsim is cosine similarity of two words from a word embedding model, yinv
is a cosine distance, the 10 constant is the radius of graphic circles representing
nodes, and zdist is the final distance value piped to the graph layout algorithm
as a weight on the corresponding edge (the distance between the nodes).

Users can choose whether the D3.js library will be loaded dynamically from
content delivery network (CDN) each time the generated files are viewed in
a browser, or downloaded once when building visualizations and then stored
locally together with the produced files. This way it is possible to generate
interactive visualizations that are completely standalone and can be used for
further demonstration or exploration, without requiring Internet access or access
to word embedding models anymore (as long as no new words are queried).

If the query consists of several words, the library generates several interlinked
HTML files. For example, if the query is ‘cat, dog ’, and ‘dog ’ is found within
the nearest neighbors of ‘cat ’, this node will be clickable, and will open the
corresponding visualization for ‘dog ’.

Figure 6 shows examples of graph visualizations produced by vec2graph (8
nearest neighbors). The fully-connected graph (left) for the Russian word ‘kot’
(cat) is generated without setting the threshold of cosine similarity. However,
when using the value of cosine similarity 0.8 as a threshold (right), we can see
that (colloquial for ‘cat ’) is not a neighbor of ‘kot’ any more. We can
also see that the words (murzik) and (barsik), both common cat
names, are connected to each other with an edge, unlike the other neighbors,
which are linked to the query word only.
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Fig. 6. vec2graph visualizations for the Russian word ‘kot’ (cat). Left: fully-connected
graph. Right: threshold of cosine similarity to draw edges set to 0.8.

Vec2graph is extremely easy to use and is distributed via the Python Package
Index. In its basic form, it can be run as follows:

pip install vec2graph
from vec2graph import visualize
visualize(OUTPUT DIR, MODEL, WORD),
where OUTPUT DIR is the directory to store HTML files with visualizations,

MODEL is a pre-trained word embedding model loaded with Gensim, WORD is
the query word(s). More details and the full source code are available at https://
github.com/lizaku/vec2graph.

5 Conclusion

To sum up, we presented vec2graph: an open-source Python library to visualize
sets of word embeddings as graphs, with words as nodes and edges determined
by cosine similarities between these words. Graph representations of continuous
vector semantic models can be useful to filter noise relations, which in turn leads
to important insights about the structure of human language semantic space.
Additionally, it becomes possible to employ the rich inventory of graph theory:
random walks, community detection, graph statistics, etc. Last but not least, the
library is intentionally made very easy to use, so that meaningful visualizations
of word embeddings are available for large audience, without requiring serious
programming skills.

In the future, we plan to integrate vec2graph directly into Gensim. Another
direction for future work is automatic community detection (with corresponding
coloring of graph nodes) in the resulting graphs, which can be help to handle
polysemy in an even more convenient way.
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Abstract. The paper discusses the problems of preventing harmful information
spreading in social Networks. Social networks are widespread nowadays and are
used not only formanagers andmarketers propagation of advertising, promotion of
goods, but also by attackers to spread harmful information. Thus, there is a need to
counter the attackers. This paper presents simulation tools and several features that
contribute to the successful application for modeling social networks and examine
different strategies preventing rumors and harmful information spreading. The
authors cite an example of a simulation model for identifying intruders in a social
network, software tools and the results of simulation experiments.

Keywords: Social networks · Dynamic modeling · Static modeling · Random
graphs · Information dissemination

1 Introduction

Social networks have become an integral part of human life. So we always have the
opportunity to quickly connect with friends or other people, find out the news bulletin
for today, share our opinion. Social networks are used by large companies, individual
entrepreneurs or managers in order to promote products and brands. They are used to
spread advertising, technology, knowledge, investment, etc. [1–3]. Social networks are
also used by government agencies and various communities to control public opinion.
However, rumors [4, 5], and “fake” news [6], and malicious information [7] are suc-
cessfully spread on the social network. We should not forget that social networks are
successfully used by criminals and terrorists for the purpose of criminal conspiracy
[8–10].

Large numbers of studies related to monitoring, network analysis and prediction of
online networks development and informationmanagement have appeared. Thework [1]
considers several tasks being popular in online social networks: a task of analyses, a task
of forecasting, a task of management. So a task of analysis and monitoring implies the
collection of statistical data, the identification of changes in the online social networks
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and an assessment of various indicators. This could be, for example, identifying the
initiators of the discussion, monitoring the actual information objects being discussed,
assessing the naturalness of the discussions, etc. In forecasting tasks based on data that
were obtained during network analysis usually are trying to predict how the network
will change in the future. An example is the problem of disseminating information in the
network. Management tasks include all the above tasks for the reason that, first of all, it
is necessary to perform an analysis of the current situation in the social network, make
a forecast of its development, and, depending on the purpose of the research, consider
various management strategies. The task of spreading public opinions is an excellent
example.

There are various approaches to solving these problems, one ofwhich is themodeling
of social networks [2]. This approach, in contrast to the usual network analysis (Social
Network Analyzes (SNA)) [1, 11] is more flexible: you can build a social network model
that takes into account the characteristics of specific studies, set the required modeling
conditions. It is known that the mathematical abstraction of a social network is a graph,
and since from the point of viewof anoutside observer, connections are formed randomly,
random graphs are used [2, 12].

The article is structured as follows: static and dynamic approaches to a modeling of
social networks are examined. Static approach supposed an analysis of structural charac-
teristics of the online social networks; dynamic approach examines changes in network
characteristics depending on time, cause-and-effect relationships.Moreover special soft-
ware tools are proposed. These tools can be successfully used by both approaches. The
following is a description of the task of distributing prohibited information in a network
implemented in the simulation system Triad.Net.

2 Online Social Networks Modeling

There are two basic approaches to the analysis of social networks: static and dynamic
one (as it was mentioned above) [1].

Thefirst approach involves the studyof network structure (topology), its basic proper-
ties (contiguity, the degree of centrality, distance and others) [2]. This approach supposes
the investigation of the current state of a “snapshot” of a social network. Main attention
is paid to the geometric characteristics of the network (structure of network), as well as
the different relations between the nodes (members of the social network).

Static (structural) approach allows one to characterize accurately the current state of
the system, but does not make it possible to see one to-many pattern that become visible
only in the study of the structure of the network in dynamic. Indeed the useful information
about social network “can be achieved at points in time through the use of polling and
survey data, but the most interesting questions typically lie in the space in between
these snapshots in time” [3]. The causal mechanism of the changes in social networks
may be obtained due to simulation (in time). The static approach allows to understand
such complex adaptive system as society, assists the scientists and managers to take an
appropriate decision, but only simulation (discrete event or agent-based) “provides a
fully traceable implementation of these concepts that readily accommodates the varying
timescales at which events unfold within society” [3].
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The study of structural characteristics allows us to fairly accurately characterize the
current state of the system, but it does not allow us to understandmany of the patterns that
are noticeable only when time changes in dynamics. The authors of [1] enumerate tasks
in which the structural characteristics of a social network are investigated: (a) searching
for exact algorithms for generating recommendations of friends and content based on a
social graph [13]; (b) identifying the initiators of the discussion; (c) monitoring of the
actual objects under discussion; (d) forecasting the further development of the network,
etc.

Today, thanks to the study of the structural characteristics of social networks, a
large number of models have been developed that have structural similarities with real
networks (for example, the Buckley-Ostgus model [14], the Watts-Strogatz model [15],
the copy model [16], etc.

Dynamic modeling studies social networks in dynamics. Over time, the number
of nodes in the network, communication between nodes may change. In addition,
the processes taking place in the network should be considered: the dissemination of
information, opinions, rumors, knowledge, etc.

There are such models of activity in social networks [1].

1. Macro-level models consider the network as a whole, without taking into account
connections between nodes;

2. Micro level models view the network, taking into account the links:

a. models with thresholds are models in which there is a threshold value or a set of
threshold values used when a state changes;

b. models of independent cascades (in which each node gets at a certain step a
chance to activate other nodes) [17];

c. propagation models based on analogies with physics, medicine, and other
branches of science [4, 5];

d. Leakage [18] and contamination [19] models are a popular way of studying the
dissemination of information and innovation in social systems.

Dynamic modeling, in contrast to static modeling, allows studying the reasons for
why the network is in a certain state, which event is the cause of its transition to another
state. Thus, it is possible to solve more complex problems: predict the dissemination of
information in networks [20], form public opinion [1], form a discussion topic [13], etc.

3 Combining Dynamic and Static Modeling

So, a lot of research confirms that the combined use of static and dynamic modeling is
relevant. Consider some of these researches.

The authors of [21] studied various strategies for disseminating knowledge in the
network of employees of the academic center. For this purpose, the authors developed a
dynamic model (using the Monte Carlo method). The network structure in this study is
static (the number of agents and the connections between them do not change), but the
process of knowledge dissemination is dynamic.
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The simulation was carried out according to the following scenario: at each moment
of time for each pair of related agents, it turned out whether they had been in contact
during this period of time or not, after which, if a contact occurred, one of the agents
passed some piece of information to another. Upon reaching a certain level of awareness,
the agent joined the dissemination of knowledge.

The knowledge dissemination strategy in this study implies choosing of agents who
will initially disseminate knowledge. Four strategies were considered: (1) the first five
agents selected by degree of centrality, (2) 5 agents with the big number of published
work, (3) the first five agents selected by intermediate centrality (4) 5 central agents in
clusters.

To assess the effectiveness of strategies, two key indicators were considered: the
proportion of aware agents at specific time intervals and the amount of time required to
spread knowledge between specific portions of agents.

This model was tested on the network of cooperation of the research center.
The model was built on the basis of information about collaboration, the number of
publications, etc.

The authors examined the effects of various strategies on the dissemination of knowl-
edge and obtained the following results: the scenario inwhich agentswere selected on the
basis of centrality in clusters had the greatest impact on the dissemination of knowledge.

The author of [22] attempted to analyze the distribution of information in an ego-
centric network that has a unique node as a source. The study is based on a stochastic
multi-agent approach, where each agent is formed according to certain rules using data
from the real social network Twitter. The modeling process consists of six phases and is
iterative.

The first phase consists of uploading data from a real social network. After that,
during the second phase, the topics and moods of the messages (posts) extracted from
the sample data are classified. Then, in the third stage, sets of samples for each user
are created from the previously classified data. Each set contains user messages and
messages from his/her news feed (that is, messages from users who he/she is subscribed
to). Each model of user behavior is built from these sets (fourth phase), and the models
are used as input for a stochastic simulator (fifth phase). The model is executed. The
loop is repeated several times until the most accurate model is found.

Experiments have shown that the proposed approach is promising for modeling user
behavior in a social network.

A simulation model for the distribution of harmful information in the network was
developed in [19]. An epidemiological model was used as the basis. The classical model
of the spread of infection is based on the following cycle of the carrier disease: initially,
a person is susceptible to infection. If this person contacts an infected person, he can
with some probability become infected. Subsequently, the person over time either recov-
ers, acquiring immunity, or dies; immunity decreases with time, and the person again
becomes susceptible to infection.

A similar cycle was implemented in our paper. But we must notice that ordinary
users who are susceptible to infection are attackers-agents.

The task of disseminating harmful information can be formulated as follows. The
process of distribution of harmful information initiates any attacker agent by sending
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messages with harmful information to his list of contacts. An attacker can start a single
attacker or group of them. They send messages through each time unit.

Subscribers-recipients, having accepted the message, with probability β are included
in the attack process (become intruders). It is assumed that the user either read amessage,
either ignored it or deleted it altogether.

In addition, in each unit of time, the attacked nodes can be protected because of
defense mechanisms impact. Thus, they cease to send harmful information and become
immune to further attacks.

The simulation results are numerical arrays of data describing the dynamic process of
propagation of harmful information (the number of attacking, protected and potentially
vulnerable nodes in each time unit).

The simulation experiments were carried out using this model. The next section
presents the task of distributing harmful information in the network and illustrates its
implementation in the simulation system Triad.Net.

So the popularity of social networks is growing every day. In this regard, there are
more and more threats against which you need to protect network users. One of threats:
the distribution of harmful information in networks [7, 17]. Recently, a large number of
publications related to the study of the process of dissemination of harmful information,
rumors, etc. have appeared.

So in [7] an algorithm for large-scale networks monitoring with dynamically chang-
ing cascades of harmful information is considered. Several ways to decrease the spread
of harmful information through immunization of network nodes are considered in [17].
The search for candidates for immunization is performed dynamically during the process
of information dissemination.

Let us consider the task of identifying intruders on the network.
Formulation of the problem:
Given:N - the number of nodes equal to the number of network users; I0 - the number

of malicious subscribers - the primary sources of threat; R0 is the number of subscribers
initially insensitive to attacking influences; β - parameter that reflects the strength of the
threat, the likelihood of an attack; γ is a parameter reflecting the degree of resistance to
the threat, the probability of subscriber protection (β and γ in this study are defined as
constants, but can be expressed as functions depending on the profiles of social network
subscribers); t is the process time (in arbitrary units of time).

The process of distribution of harmful information (ZI ) initiates any attacker agent
by sending messages with harmful information to his list of contacts. An attacker can
be launched by a single attacker or a group of attackers. They send messages through
each time unit. Subscribers-recipients, having accepted the message, with probability β

are included in the attack process (become intruders). It is assumed that the user either
read a message; either ignored it or deleted it altogether.

In addition, in each unit of time, the attacked nodes can be protected due to the
impact of defensemechanisms.Thus, they cease to sendharmful information andbecome
immune to further attacks.

We implement this task using the Triad.Net modeling system.
The Triad.Net modeling systemwas developed at Perm State University [23–25] and

is intended for modeling computer systems.
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The Triad simulation model is divided into three layers: a structure layer (a set of
objects connected by communication lines, with the help of which objects exchange
information with each other), a routine layer and amessage layer. In our case, the set of
objects is the set of network users who are in a relationship with each other. The layer
of routines - software tools for the implementation of scenarios of behavior of network
users. The message layer is intended to describe messages of a complex structure. These
messages are shared by network users.

The structure layer is a procedure with parameters. So, the computer network model,
which is a dedicated server and several client computing nodes, can be described in
Triad language as follows: star (Server, Node [1..n]), where star is a graph constant
corresponding to the star network topology. In the Triad language, other graph constants
are also defined: cycle (cycle), rectan (lattice), tree (tree), etc.

Fig. 1. Bollobás-Riordan model Fig. 2. Buckley-Osthus model

Fig. 3. Copying model Fig. 4. Erdos- Renyi model
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A distributed system consisting of 3 servers (client nodes are connected to each of
the servers) can be described as follows: star (Server, Serv [a..c])+ star (Serv [a], Node
[1..k]) + star (Serv [b], Node [k + 1..m]) + star (Serv [c], Node [m + 1..n]). Here
operations (union of graphs) are used. It should be noted that the following operations
with graphs are defined in the structure layer: add/delete vertices, arcs, edges, union,
intersection of graphs, etc. The description above defines a whole family of structures.
Also there are procedures for constructing random graphs, used as models of social
networks (Figs. 1, 2, 3 and 4).

In addition, graph analysis procedures (diameter, number of vertices, edges, etc.),
as well as: clustering coefficient, centrality, transitivity, mutual orientation, etc., are
implemented in the layer of structures.

Routine is a specific scenario in which agents act. A routine consists of a sequence
of events that plan each other. The execution of an event is accompanied by a change in
the state of the object. Routine has input and output poles, with their help, agents interact
with each other.

A description of routine using the simulation language Triad [25]may be represented
as:

Routine <Name> { <A section of parameters> | <A defini-
tion of poles> } 
[<A section of initialization of routine> ] { <A descrip-
tion of events>}
EndRout

The following is the code for the routine used in the task.

routine Rout[boolean Defence; boolean bad; real beta; re-
al gama](InOut pol[50])
// initialization
initial
integer i;
real Seed:=0;
if (bad) then
schedule SendMessage in 0;

endif;
endi
//Events
// Event send messages
event SendMessage;
// The command to send a message to all poles
out " ";
// With probability gama, an agent turns from an at-
tacker into a protected one, 
// and stops sending messages.
if (RandomReal()<gama) then
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Defence:=true; 
bad:=false; 

endif;
if (Defence=false) then
schedule SendMessage in 1;

endif;
ende

// Input Processing Event
event;
// With the probability of the beta, the agent joins 
the attack.
//(Defence=false) check that the agent is not protected
//(bad=false) check that the agent is not attacking
if (Defence=false)&(bad=false)&(RandomReal()<beta) then
schedule SendMessage in 1;
bad:=true; 
Seed:=Seed+1;

endif;
ende
endrout

Information procedures are used to collect statistical information during simulation
experiments. Information procedures in the process of modeling observe the model
elements (events, variables, poles). When the state of the observed object changes (i.e.
when a variable value changes, when an event is executed, after a message arrives at the
input pole or a message is transmitted from the output pole) the information procedure
is connected to a specific model element and the data is processed according to the
algorithm specified in the information procedure.

A description of procedure using the simulation language Triad [26] may be
represented as:

Infprocedure<Name>(< A section of parameters >)]
initial< initial conditions >endi
handling// executed when one of the parameters changes
<Information Procedure Operator> { “;” <Information Pro-
cedure Operator> }endh
processing// executed when requesting a result
<Information Procedure Operator> { “;” <Information Pro-
cedure Operator> }endp Endinf

Below is the code of the information procedure, which calculated the number of
attacking, vulnerable and protected agents.
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infprocedure ip(
in array[50] of boolean bad;
in array[50] of boolean Defence)
// initialization
initial
integer cbad,cdef,cfree,i;
real prevtime:=0;
print "time\t"+"bad\t"+"def\t"+"\tfree";

endi
handling
if prevtime!=SystemTime then
print prevtime+"\t"cbad+"\t"+cdef+"\t"+cfree;

endif;
cbad:=0;cdef:=0;cfree:=0;
for i:=0 to 49 do
if Defence[i] then
cdef:=cdef+1;

endif
if bad[i] then
cbad:=cbad+1;

else
cfree:=cfree+1;

endif
endf;
prevtime:=SystemTime; 

endh
endinf

During the experiments, several runs of a simulation model with different input
parameters were carried out.

According to the results of the experiments, the following conclusions can be drawn:

• the I (t) attack process has an exponential dependence (Fig. 5);
• as β increases, the rate of infection of the nodes increases (attack intensity) (Figs. 5
and 6);

• with an increase in the probability of an attack β and a low probability of protection
γ, the time of the defense process increases (Fig. 6);

• the number of protected agents grows slower due to the fact that the agents transition
to this state from the attack state (Fig. 6);

• with a low probability of attack β and a high probability of protection γ, the attack
process has a non-exponential form (Fig. 7).

The authors conducted a number of other experiments and confirmed the studies [19],
which showed that the rate of infection of agents depends not on the network topology,
but on the number of connections between agents.
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4 Conclusion

The paper considers an example of solving a problem of disseminating malicious infor-
mation in a social network. To study the dissemination of information in the network,
the simulation method and the simulation system Triad.Net were used.

Triad.Net software has a number of characteristics that make it a convenient tool for
modeling social networks. Simulation tool Triad.Net includes procedures for construct-
ing graphs, including random ones, used as models of social networks. The number of
graph vertices is given as input parameters, so it is possible to construct a graph with
a large number of vertices and with a complex structure, while the structure descrip-
tion in the Triad language remains concise. The procedures for analyzing graphs of a
layer of structures make it possible to determine the structural characteristics of a graph,
which are usually obtained when performing network analysis procedures. In addition,
Triad.Net allows to explore and dynamic processes occurring in a social network.

So this paper demonstrated the viability of the Triad.Net for solving problems related
to the research of social networks, including the tasks of disseminating of harmful
information.

Acknowledgements. The study was carried out with the financial support of the Russian
Foundation for Basic Research in the framework of the research project No. 18-01-00359.

References

1. Gubanov, D., Chkhartishvili, A.: A conceptual approach to the analysis of online social
networks. Large-Scale Syst. Control (45), 222–236 (2013)



212 I. Dmitriev and E. Zamyatina

2. Davydenko, V.A., Romashkina, G.F., Chukanov, S.N.: Modelirovanie sotsial’nkh setei,
pp. 68–79. Vesntik TSU (2005)

3. Zhao, N., Cheng, X., Guo, X.: Impact of information spread and investment behavior on the
diffusion of internet investment products. Phys. A 512, 427–436 (2018)

4. Zhang, Y., Zhu, J.: Stability analysis of I2S2R rumor spreading model in complex networks.
Phys. A 503, 862–881 (2018)

5. Zan, Y., Wu, J., Li, P., Yu, Q.: SICR rumor spreading model in complex networks:
Counterattack and self-resistance. Phys. A 405, 159–170 (2014)

6. Ilieva, D.: Fake news, telecommunications and information security. Int. J. “Inf. Theor. Appl.”
25(2), 174–181 (2018)

7. Yang, D., Liao, X., Shen, H., Cheng, X., Chen, G.: Dynamic node immunization for restraint
of harmful information diffusion in social networks. Phys. A 503, 640–649 (2018)

8. Bindu, P.V., Thilagam, P.S., Ahuja, D.: Discovering suspicious behavior in multilayer social
networks. Comput. Hum. Behav. 73, 568–582 (2017)

9. Tumbinskaya, M.V.: Protection of information in social networks from social engineering
attacks of the attacker. J. Appl. Inform. 12(3(69)), 88–102 (2017)

10. Filippov, P.B.: Use and implementation of personal data protection in social networks of the
Internet. J. Appl. Inform. (2(38)), 71–77 (2012)

11. Dang-Pham, D., Pittayachawan, S., Bruno, V.: Applications of social network analysis in
behavioural information security research: concepts and empirical analysis. Comput. Secur.
68, 1–15 (2017)

12. Raigorodskii, A.M.: Proceedings of Moscow Institute of Physics and Technology (State
University). In: Random Graph Models and Their Application, pp. 130–140 (2010)

13. Roth, M., et al.: Suggesting friends using the implicit social graph. In: Proceedings of the
16th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining,
Washington, DC, USA, pp. 233–242 (2010)

14. Buckley, P., Osthus, D.: Popularity based random graph models leading to a scale-free degree
sequence. Discrete Math. 282(1–3), 53–68 (2004)

15. Watts, D., Strogatz, S.: Collective dynamics of ‘small-world’ networks. Nature 393, 440–442
(1998)

16. Kumar, R., Raghavan, P., Rajagopalan, S., Sivakumar, D., Tomkins, A., Upfal, E.: Stochastic
models for thewebgraph. In: Proceedings of the 41st SymposiumonFoundations ofComputer
Science, p. 57 (2000)

17. Zhou, C., Lu, W.-X., Zhang, J., Li, L., Hu, Y., Guo, L.: Early detection of dynamic harmful
cascades in large-scale networks. J. Comput. Sci. 28, 304–317 (2018)

18. Zhukov, D., Khvatova, T., Lesko, S., Zaltcman, A.: Managing social networks: applying the
percolation theory methodology to understand individuals’ attitudes and moods. Technol.
Forecast. Soc. Chang. 129, 297–307 (2018)

19. Abramov, K.G.: Modeli ugrozy rasprostraneniya zapreshchennoi informatsii v
informatsionno-telekommunikatsionnykh setyakh., Vladimir (2014)

20. Newman, M.E.: A measure of betweenness centrality based on random walks. http://aps.
arxiv.org/pdf/cond-mat/0309045.pdf

21. Kang, H., Munoz, D.: A dynamic network analysis approach for evaluating knowledge dis-
semination in a multi-disciplinary collaboration network in obesity research. In: Proceedings
of the 2015 Winter Simulation Conference, Huntington Beach, pp. 1319–1330 (2015)

22. Gatti, M., et al.: Large-scale multi-agent-based modeling and simulation of microblogging-
based online social network. In: Alam, S.J., Parunak, H. (eds.) MABS 2013. LNCS
(LNAI), vol. 8235, pp. 17–33. Springer, Heidelberg (2014). https://doi.org/10.1007/978-3-
642-54783-6_2

23. Zamyatina, E.B., Mikov, A.I., Mikheev, R.A.: TRIADNS computer networks simulator
linguistic and intelligent tools. Int. J. “Inf. theor. Appl.” (IJ ITA) 19(4), 355–368 (2012)

http://aps.arxiv.org/pdf/cond-mat/0309045.pdf
https://doi.org/10.1007/978-3-642-54783-6_2


How to Prevent Harmful Information Spreading in Social Networks 213

24. Zamyatina, E.B., Mikov, A.I.: Programmnye sredstva sistemy imitatsii Triad.Net dlya
obespecheniya ee adaptiruemosti i otkrytosti. Informatizatsiya i svyaz (5), 130–133 (2012)

25. Mikov, A.I.: Formal method for design of dynamic objects and its implementation in CAD
systems. In: Gero, J.S., Sudweeks F. (eds.) Advances in Formal Design Methods for CAD,
Preprints of the IFIP WG 5.2 Workshop on Formal Design Methods for Computer-Aided
Design, Mexico, pp. 105–127 (1995)

26. Mikov, A.I.: Avtomatizatsiya sinteza mikroprotsessornykh upravlyayushchikh system.
Irkutsk University Publ., Irkutsk (1987)



Effect of Social Graph Structure
on the Utilization Rate in a Flat

Organization

Rostislav Yavorskiy1,2, Tamara Voznesenskaya2, and Ilya Samonenko2(B)

1 Surgut State University, Surgut 628412, Russia
2 Higher School of Economics, Moscow 101000, Russia
{ryavorsky,tvoznesenskaya,isamonenko}@hse.ru

Abstract. The goal of our research is to investigate how the communi-
cation structure of an organization affects its performance. In the paper,
we study a simulation model of a self-organizing team conducting scien-
tific research. The key parameter of the model is the social graph of the
organization, which defines the team creation process. For this model, we
formally define the average utilization rate of the group. Under some nat-
ural condition, the utilization rate is a function of the social graph. Lower
and upper bounds of this characteristic are established. The obtained
result has evident practical meaning and policy implications for organi-
zation management.

Keywords: Social graph · Simulation modeling · Social network
analysis · Corporate networks · Team model · Self-organizing teams

1 Introduction

Project teams are important working structures for business continuity due to
their high potential, high problem-solving ability and flexibility. Understanding
and prediction of human interactions in teams is a key challenge for modern
social sciences. Many factors must be considered to describe such processes:
social, psychological, economic, etc. In this paper, we study a dynamic model,
which describes self-organized collaborative teams in a flat organization.

The paper is organized as follows. A short overview presented in Sect. 2 covers
the most relevant publications on mathematical and computational models used
to analyze the team creation process and efficiency of self-organizing teams. In
Sect. 3 we provide formal definitions, then different restrictions and conditions
on the model are considered. The main part of the paper consists of theorems
in Sect. 4, which formalize some properties of the model with respect to these
conditions.
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2 Literature Overview

2.1 Team Modeling Approaches

In [1] an analytical model for the project team selection problem is proposed
by considering several human and nonhuman factors. Because of the imprecise
nature of the problem, fuzzy concepts like triangular fuzzy numbers and lin-
guistic variables are used. The skill suitability values of the candidates and the
size of each project team are modelled as fuzzy objectives. The proposed algo-
rithm takes into account the time and the budget limitations of each project
and interpersonal relations between the team candidates. A simulated annealing
algorithm is developed to solve the proposed fuzzy optimization model.

In [11] the team formation problem is studied. For a given task T , a pool of
individuals P with different skills and a social graph G that captures the compat-
ibility among these individuals the authors study the problem of finding X ⊂ P
to perform the task. For a team built from X the effectiveness of teamwork is
measured by the communication cost. The authors study two variants of this
problem for two different definitions of communication cost and show that both
variants are NP-hard. Their approach is quite similar to the one we consider in
this paper.

In [2] a meta-model is developed that can be used to model specific team rec-
ommendation scenarios. The elements of this model are: input space, consisting
of team member variables; output space, consisting of output/outcome variables;
dependencies that map the input space to the output space; team external vari-
ables that influence a team from the outside; constraints that have to be satisfied
before a team is composed according to a model.

A general team recommendation framework for finding the best deal teams is
presented in [12]. The proposed framework can take into account diverse individ-
ual and team features, and accommodate various cost or feature functions. The
authors introduce a team quality metric based on a weighted linear combination
of these features, the weights of which are learned using a machine learning app-
roach by leveraging historical project outcomes. A combinatorial optimization
algorithm is used to search for the possible solution space for the approximate
best team.

In [7] a hybrid simulation model has been developed to investigate how work-
ers’ predisposition to altruistic tendencies, an important personality factor, influ-
ences their willingness to help their co-workers on a production task. Model
inputs were derived from experimental data, including participants’ personali-
ties, perceptions, and decisions regarding whether or not to help team members
complete a task.

A mathematical model of teamwork and its organizational structure are pre-
sented in [17] in order to characterize a group of sub-teams according to two
criteria: team size and information technology. The effect of information tech-
nology on the performance of team and sub-teams as well as optimum size of
those team and sub-teams from a productivity perspective are studied and a
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quantitative sensitivity analysis is presented in order to analyze the interaction
between these two factors through a sharing system.

In [14] the authors develop a process mining approach that is able to dis-
cover team compositions for collaborative process activities from event logs. The
resource perspective (or organisational perspective) deals with the assignment
of resources to process activities. Mining in relation to this perspective aims to
extract rules on resource assignments for the process activities. The approach is
evaluated in terms of computational performance and practical applicability.

Our model presented in Sect. 3 is influenced by all these publications but is
not identical to any of them.

2.2 Case Studies and Specific Areas of Application

In [13] the nature of self-managing agile teams and the teamwork challenges that
arise when introducing such teams are studied. The authors conducted exten-
sive fieldwork for 9 months in a software development company that introduced
Scrum. They describe a project through Dickinson and McIntyre’s teamwork
model [5], focusing on the interrelations between essential teamwork components.
Similarly, in [9] the authors examine the evidence of the application of modelling
and simulation techniques to support the management in eXtreme Programming
(XP) projects. Sim-Xperience, a simulation model to assist the XP team in the
management of their projects is presented. This model has been developed fol-
lowing the agent-based paradigm, well suited to simulate social behaviours. Thus,
the model allows one to analyze the effect of different decisions on team man-
agement process, observing the evolution of the project development as well as
the deviations in comparison with initial estimations.

In [18] three networks were studied, that representing socio-metric interac-
tions in academic teams. The authors described a competence network using a
weighted bipartite graph of users and concepts linking the former to the lat-
ter. A social network is described using a graph, where vertexes are users and
edges are friendship between them. The authors also introduced the idea of a
team network as a hypergraph, where the set of hyperlinks describe the joint
appearance of users and concepts.

In [8] the results of the study of 23 software organizations in New Zealand
and India are presented. The authors identified six informal roles that team
members adopt in order to help their teams self-organize: Mentor, Co-ordinator,
Translator, Champion, Promoter, and Terminator.

Another application area is considered in [3], where the authors describe the
work of operators and a model of incident team formation called the Tailor-made
Teams in Operations Centers (T-TOCs). Paper [6] presents a multi-agent model
that describes students’ participation in a group in a computer-supported collab-
orative environment. The developed system recognizes their team roles as they
work collaboratively, automatically builds their profiles, diagnoses the state of
the collaboration considering the balance of team roles as an ideal situation, and
proposes corrective actions when the group behaviour is far from this ideal. In
[16] the authors developed a teamwork dashboard, founded on learning analytics,



Effect of Social Graph Structure on the Utilization Rate 217

learning theory and teamwork models that analyses students’ online teamwork
discussion data and visualizes the team mood, role distribution and emotional
climate.

2.3 Overview of Utilization Rate Analysis

Utilization of IT professionals in software firms is studied in [10]. The authors
develop a mathematical model for allocating different categories of IT profession-
als, according to the requirement of various consultancy projects, as a binary
fuzzy multiobjective programming problem. The considered objectives are effort
maximization at all phases for executing the projects, and overall cost minimiza-
tion of the firm. A binary fuzzy goal programming technique is applied to find
the solution to the problem.

Article [4] examines the utilization, underutilization, and misutilization of
expatriate skills in overseas assignments. Using quantitative data from multina-
tional corporations, the research first examines expatriates’ utilization of eight
distinct skills and how patterns of skill utilization influence important job atti-
tudes. The study highlights the idea that effective skill utilization depends not
only on the selection and training of expatriates themselves but also upon the
level of skill and teamwork among host country nationals and the quality of
support provided by the MNC as a whole.

In paper [15] the authors propose a formalism to assess parameters that
contribute to employee utilization and contribution, such as individual effort,
product level experience, defect percentile, project complexity, manager rat-
ing. Based on the presented analysis recommendations were suggested made
for future resource allocation and areas of improvement.

As it follows from the literature overview above, the topic of team modelling
and analysis generates regular interest among researchers. One may conclude
that a meaningful modelling approach should take into account the skill profiles
of the employees, their roles and communications. Analysis and improvement
of employee utilization are widely covered in business administration literature,
but papers, which use mathematical modelling for that are quite rare.

3 Formal Definitions

3.1 Simulation Modeling of Team Formation

In this paper, we consider a simplified version of the more general model devel-
oped for modelling and analysis of team performance in a research centre [19].
A detailed description of the generalized approach is to appear as a journal
publication.

Input parameters of the model to analyze are the following:

– P = {p1, . . . , pn} is a finite set of the group members (employees);
– S = {s1, . . . , sk} is the set of different skills or roles required to perform a

team projects;
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– π denotes competencies profiles for the team members, that is

∀p ∈ P (π(p) ⊆ S ∧ π(p) �= ∅); (1)

– G ⊆ P × P is an undirected social graph of the organization, so G(p1, p2)
indicates that employees p1 and p2 have established relations enough to invite
each other to a new project.

The simulation process is executed in the following way:

1. Project inception. A free employee p decides to initiate a new project. At
this moment the project team consists of the initiator only. If π(p) �= S then
just created team is incomplete and needs to be extended with members who
have the missing skills from S − π(p).

2. Team extension. Every member of an incomplete team sends an invitation
to join to all his contacts in the social graph of the organization. The employee,
who received an invitation, may choose to join the team if his skills reduce
the gap to the necessary skill set. Any employee can join not more than one
project.

3. Project start and finish. For starting a new project the gathered team must
have at least one member for every skill. So, when the skill set of the joined
members reaches or exceeds the project required skills set all the pending
invitation are cancelled and the team starts to work on the project. After
finishing the project all the team members become free again.

4. Project idea cancelling. It may happen that the required skills set is too
demanding or all the other employees are busy with their projects. So, the
skills of the joined member are not enough and no one else intends to join
the project team. Then the project is cancelled and already joined members
become free.

The simulation process asynchronously runs the rules above for all the agents
(employees). The resulting system behaviour is significantly affected by the fol-
lowing time-related parameters:

τinit — time for a free employee to initiate a new project;
τresp — response time, time an employee needs before he rejects an invitation,
or accepts it and invite his contacts in the social graph to join the team;
τform — team formation time after which the project initiator cancels the idea;
τexec — project duration time.

3.2 The Utilization Rate

In business, the utilization rate is an important characteristic that reflects the
overall productive use of a firm or an individual. A standard way to calculate
the utilization rate is to take the number of productive hours and divide by a
total number of working hours. For the model described above we can define the
following formal versions of this term:
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ρc(p) — utilization rate for an employee p in a particular run c of the model;
ρc — average utilization rate for the whole group in a particular run c;
ρmin, ρmax — correspondingly minimal and maximal group utilization rate
for the given team P with profiles π and social graph G over all possible runs
of the model.

Clearly, the time related parameters τinit, τresp, and τform add to the idle time
of an employee, and therefore reduce the resulting utilization rate. That is why
for the analysis below we assume that

τinit = τresp = τform = 0. (2)

From practical point of view that means that all the communications are fast
and decisions are instant in comparison to the duration of projects.

Let c be a particular model run, p ∈ P, and τ+(p), τ−(p) denote correspond-
ingly the total productive time of employee p and the time when p was not
working on a project. Then the utilization rate of an employee in the model run
is defined as follows:

ρc(p) =
τ+(p)

τ+(p) + τ−(p)
(3)

Let C be the set of all possible runs of the model. Then we define the minimal
and maximal utilization rate for given social graph of organization G and profiling
function π as follows:

ρmin(G, π) = min
c∈C

{
1
n

n∑
i=1

ρc(pi)

}
, (4)

and

ρmax(G, π) = max
c∈C

{
1
n

n∑
i=1

ρc(pi)

}
. (5)

Let Δ denote the duration of the modelled period. Then

Δ = τ+(p) + τ−(p) for any p ∈ P. (6)

So
1
n

n∑
i=1

ρc(pi) =
1
n

n∑
i=1

τ+(pi)
Δ

=
1

nΔ

n∑
i=1

τ+(pi). (7)

It is convenient to calibrate the internal model time in such a way that

Δ = 1 (8)

then we get the following formulas for minimal and maximal utilization:

ρmin =
1
n

min
c∈C

{
n∑

i=1

τ+(pi)

}
, ρmax =

1
n

max
c∈C

{
n∑

i=1

τ+(pi)

}
(9)

for fixed G and π.
It is clear that for all the definitions one has

0 ≤ ρ ≤ 1 (10)
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3.3 Two Skills Case

In this paper, our intention is to provide a more deep analysis of the utilization
rate for a special case of the presented model when

|S| = 2 and |π(p)| = 1 for any p ∈ P. (11)

In practical terms it means that any project needs team members with two types
of skills, e. g. a researcher and an engineer, and every member of the group is
skilled in something one.

4 Lower and Upper Bounds for the Utilization Rate

In this section, we prove upper and lower bounds for the utilization rate for the
two skills version of the model defined above. Let n1 and n2 denote the numbers
of group members with first and second skill correspondingly.

ni = |{p ∈ P : π(p) = si}| for i = 1, 2. (12)

Theorem 1 (Tight upper bound). For any social graph of organization
(P, G) and skills distribution π the following holds:

ρmax(G, π) ≤ 2
min(n1, n2)

n1 + n2
(13)

and this upper bound is tight.

Proof. Under assumptions of the two skills model, every project team consists of
exactly two members, a researcher and an engineer. So, if their numbers do not
coincide, for example, we have more researchers, n1 > n2, then in any moment
of time at least n1 − n2 researchers are idle due to lack of engineers so at most
2n2 team members are working:

ρmax(G, π) ≤ 2n2

n1 + n2
if n1 ≥ n2. (14)

If G is a complete graph, then the inequality (14) turns into equality, because
after finishing one project an engineer can immediately find a mate researcher
to start a new project, so n2 engineers and the same number of researchers are
always working.

Similarly

ρmax(G, π) ≤ 2n1

n1 + n2
if n1 ≤ n2. (15)

Combination of (14) and (15) proves (13). ��
Notice that with the similar argument the upper bound result could be proved

for |S| > 2.
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Theorem 2 (Tight lower bound). Assume the following:

1. model simulations have zero communication time (2),
2. member profile function π satisfies the two skills assumption (11),
3. social graph of organization (P, G) is connected and every employee has a

connection to someone with the complementary skill.

Then the following holds:

ρmin(G, π) ≥ 2
n1 + n2

(16)

and this lower bound is tight.

Proof. Since every employee has a connection to someone with the complemen-
tary skill in G at every moment of time at least one project is on the go. Indeed,
if everyone is free then instantly any team member may invite a friend with the
opposite skill and they will start a new project. So, at least 2 employees are
always occupied and lower bound (16) always holds.

Fig. 1. Example of the social graph of a two-skilled organization. Squares indicate
members with one skill, circles with the other one.

In order to prove that this bound is tight considered graph on Fig. 1. With
such structure of communications in the organization, it may happen that nodes
with labels “A” and “B” form a stable team, which successfully works on a
sequence of projects while all the remaining employees are always idle due to
lack of contacts with free employees with complementary skills. ��

5 Conclusion

In the paper a simulation model of a flat organization consisting of self-organizing
teams has been suggested. The model allows to formally define the utilization
rate of the organization on the base of the communication graph. Below are some
ideas and possible directions for future research.
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5.1 Social Network Analysis

Notice that under the instant time and instant decision assumptions (2) values of
ρmin and ρmax are functions of the communication graph G labelled by the skill
profile function π. So, it would be interesting to study dependencies between the
utilization and other graph characteristics, such as diameter, clustering coeffi-
cient, centrality, the structure of the core, etc.

5.2 Recommendations for Team Supervisors and Managers

The main results of the paper have a clear interpretation for the organiza-
tion managers. The worst case example shows, that even if one has to say 10
researchers and 10 engineers, all the people are actively willing to join a project
(instant decision assumptions), the social graph is connected and, moreover,
every engineer has a connection with a researcher and vice versa, even then it
may happen that 18 out of 20 employees are always idle and ρ = 10% due to the
inefficient structure of the communication graph. In practice, it is hardly possi-
ble to make the social graph of an organization complete, because of individual
specifics and cultural differences between employees. But, adding at least some
new communication links may significantly improve the overall performance of
the company.

5.3 Enhancements of the Model

One research direction we consider is to enrich the model with more detailed
formalization of individual skills, competencies and roles of employees.

Another direction would be to study different individual algorithms of
decision-making procedures (here we assume that each team member is focused
only on maximizing the overall performance).
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Abstract. Smoke is a challenging object to detect because of its changing texture,
color and shape etc. These features can be extracted with the help of learning
algorithms like regression, SVM, decision tree, but they do not provide an optimum
result when provided with the large dataset and comparatively, accuracy of the
deep learning algorithm increases. The reason of the increase in the accuracy of
the algorithm is that, it is trained on the provided dataset andwith the increase in the
number of input data, the extraction of the dominant features of the desired object
will also increase, so that it can able define as well as the detect the similar object.
For the detection of the smoke, convolutional neural network is used, which take
an image as an input. Transfer learning is used in the algorithm, in which VGG-19
network is used but it does not provide the satisfying results, so it is modified by
introducing batch normalization layers in the network. The batch normalization
increases the converges rate of the network. The accuracy increases by 3% when
the number of epochs increase from 10 to 50.

Keywords: Deep learning · VGG-19 · Convolutional neural network

1 Introduction

Smoke is the product of the combustionmaterial in the presence of the oxygen.Generally,
it is considered as the initial product, before the fire which causes much more damage
to the property. And also, Smoke coming out of a vehicle causes the pollution in the air.
So, to prevent the damage it should be stopped for which it should be detected before
causing any conflict.Here the process of Smokedetection comes into play.The traditional
detectors which are generally used, they work only in indoor as the smoke generated
should pass through them for its detection which is the one of the disadvantages of the
detectors. As for open area it is very difficult for these detectors to detect the smoke. So
various other methods are used which used the images as an input, to detect smoke in
the basis of its properties. Smoke detection mainly involves three steps pre-processing,
feature extraction and classification. Pre-processing includes the denoising of the image,
background subtraction and contrast matching etc. Denoising of the image can be done
using filter or applying some threshold value on the image. In the feature extraction step,
the properties of the object to be detected can be used like for example a chair, in this
edge of the chair can be used its one of the features. Classification process includes the
verification which tells us about the object detected is the desired one or not.
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Features of the smoke changes with the time for example as the fire increases, the
density of the smoke increases and if the oxygen is not regulated sufficiently from the
combustion material, smoke is produced. For the better detection of the smoke deep
learning can be able to withstand the process, because it itself decides the most suitable
features which can be used for the best representation of the desired of object.

1.1 Convolutional Neural Network

Convolutional neural network takes an input of an image and can learn valuable param-
eters to differentiate that image from the rest of the image. It can detect both spatial and
temporal features of an image, it basically depends on the amount of data used for the
training of the network. It changes the form of the input image into simpler form, so that
it is easy to understand but does not lose its features which are unique to that image.
Single layer can extract only the low-level features of an image but with the addition of
more layers the level of features extraction can be increased. Pooling layer is used for
the reduction of the dimensions to decrease the computation power and also it helps to
extract the dominant features. Pooling is of two types max and average. In the max pool-
ing, maximum value of the particular position of the image is taken and in the average
pooling layer, the average value of all the values is taken into consideration. Max pool-
ing is more beneficial than the average pooling because it performs the noise reduction
along with the dimensionality reduction, but in the other it performs the dimensionality
reduction as a noise suppression. For the classification process, convolutional neural
network use fully connected layers.

Training the network from scratch required a lot of training data to train the data we
require the compatible graphic processing unit which can ease the training part by taking
less time. Another way of training is using the pretrained network, they can provide us
with better results with less amount of training data. Few of the pretrained network
which are known to provide good results are VGG-net, Res-net, inception and Xception.
In the VGG-net there are VGG 11,13, 16 and 19, the number describes the depth of
the network. The VGG-19 contains 19 deep convolutional layers which is work on the
basis of 144 number of parameters. [1]. VGG stands for the Visual geometry group.
This network is the improvement of the Alex-net by increasing the kernel size with the
addition of the various 7–10 convolutional layers. In the end, for the classification three
fully connected layers are used. It achieves the accuracy of 92.3% on the image-net [2].
Objective of the paper:

• Modification of the pretrained network.
• Higher accuracy in a smaller number of epochs.

2 Review of Literature

Kaabi et al. [3] used the machine learning technique which is composed of numerous
Restricted Boltz-man layer in which size of the frame can negatively affect the train-
ing and testing. Extraction and classification can be performed by the neural network



Discernment of Smoke in Image Frames 229

simultaneously which is used by Yin et al. [4], by stacking the 14 layers which has the
accuracy rate of 96.37% and false alarm rate of 0.60%. Convolutional neural network is
modified in the sense that the individual convolutional layer used is with combination of
the normalization layer and the overfitting problem is resisted by using more samples for
the training than usual. Filonenko et al. [5] performed the comparative study in which
they used the various pretrained network to see which have more accuracy in detecting
the smoke and state of the art method outperforms the other network.

Kaabi [6] used deep belief network which is a stacked with Restricted Boltzmann
machine(RBM). RBM is one of the machine learning algorithms which is used for
dimensionality, reduction, classification and feature learning. Gaussian mixture model
is also used to extract the regions containing smoke. Training system consist of two layers
one is input layer and one is hidden layer. Loss function is the energy function which is
used to define the probability distribution from the parameter model.With the addition of
the output layer, it behaves as the multi-layer perceptron which uses stochastic gradient
descent method for small sets. Then the classification is done by the logistic regression.
Frizzi et al. [3], workedwith three layers convolutional, pooling and then fully connected
layers. Convolutional layers are the core building blocks which consist of rectangular
grids and it is the convolution of the previous layer i.e. the detect the features which
are easily recognizable. Pooling layer is the subsample of the input. Fully connected
layer is associated with the high-level reasoning. The further the layers go the more the
distinctive features are detected.After the layers training is done to detect the smoke from
the image. Tao et al. [7] used the deep learning method for the detection of smoke and
concluded that for the large dataset, the used traditional algorithms accuracy is decreases
in comparison with the author’s used algorithm. Smoke detection using deep learning.

3 Smoke Detection Using Deep Learning

In this algorithm, there is the use of transfer learning for the detection of smoke present
in the given input. Transfer learning is the process of using the trained model to perform
some another related task. The use of transfer learning is advantageous in comparison
with the training of the network from the scratch because in it, the judgement is performed
on the basis of the knowledge from the previous training of the network. This leads to
earlier judgement i.e. the time taken to train the network is very less. Vgg-19 is the
pretrained network which is used for the training of the dataset.

It contains 19 deep layers which consist of convolutional layers 3 × 3 size with
number of filters increasing with the factor of 2. After some set of layers, there is max-
pooling layer and in the three are three fully connected layers with the classification of
1000 objects. As we have to classify only 2 objects smoke and non-smoke, firstly we
modify the last fully connected layer from 1000 to 2 and also modify the last classi-
fication layer to classify according to the 2 objects. Accuracy of Vgg-19 trained with
the smoke dataset was not sufficient. Problem of internal covariance occur in the deep
neural network because of the fact that the internal parameters of the network changes
on the proceeding of the result from one layer to another with different distribution of the
internal parameters. This results in the different outputs from each layer, this is one of
the ill effects of the covariate shift. To reduce this batch normalization, as it increases the
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representation ability of the individual layers. For example, if the network is trained for
the white cat, it does not contain batch normalization layer. It will not be able predict the
colored cat, but if we use batch normalization it can somewhat have sufficient accuracy
in the detection. Also, it speeds up the training, the higher accuracy can be achieved in
a smaller number of the steps. It also decreases the problem of overfitting because of its
regularization effect [8, 9] (Table 1).

Table 1. VGG-19 Architecture and Modified VGG-19 architecture

Conv3-64 and Batch- Normalization
Conv3-64 and Batch- Normalization

Max-pool
Conv3-128 and Batch- Normalization
Conv3-128 and Batch- Normalization

Max-pool
Conv3-256 and Batch- Normalization
Conv3-256 and Batch- Normalization
Conv3-256 and Batch- Normalization
Conv3-256 and Batch- Normalization

Max-pool
Conv3-512 and Batch- Normalization
Conv3-512 and Batch- Normalization
Conv3-512 and Batch- Normalization
Conv3-512 and Batch- Normalization

Max-pool
Conv3-512 and Batch- Normalization
Conv3-512 and Batch- Normalization
Conv3-512 and Batch- Normalization
Conv3-512 and Batch- Normalization

Max-pool
Fc-4096
Fc-4096

Fc-2
Soft-Max

4 Discussion

4.1 Dataset Analysis

Dataset is the data, used for the training and the testing of the algorithm. Dataset can be
of images, video, audio etc. For the smoke, dataset available on http://staff.ustc.edu.cn/
~yfn/vsd.html is used for the testing and training of the algorithm. On the site, there is
availability of four set of images and three videos (Fig. 1).

http://staff.ustc.edu.cn/%7eyfn/vsd.html
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Fig. 1. Images of dataset 1 and 2

Set 1 contain 552 smoke images and 831 non-smoke images. Set 2 contain 668
smoke images and 817 non-smoke images. Set 3 contain 2201 smoke images and 8511
non-smoke images. Set 4 contain 2254 smoke images and 8363 non-smoke images. In
the smoke images, only dense smoke is there and in non-smoke images, it is the images
of the landscape, buildings, people etc. For the training and testing purpose set 1 and
set 2 is used. The size of images is 100 × 100. Set 1 contain the smoke images, which
covered the whole image and they are from different surroundings. The density of the
smoke in the image is high and comparatively there is a greater number of images which
contain the black color smoke. Set 2 contains the smoke and non-smoke image of same
type, but in different conditions.

In video 1, the smoke is of high density and other objects are also present like the
vegetation and a person tomake the detection difficult. In the video 2, the smoke is of low
density, it will be challenging for the network to detect, as it is train on the high-density
smoke images. In the background, there is vegetation which is contained in the training
set, not the same but somewhat similar. In the video 3, the smoke is of black color and
of high density and the network is trained on this type of smoke which will help in its
detection. Background of the frame of video is one of the images in the set used for the
training of the network.

4.2 Experiments

Transfer learning is the method which is used for the detection of the smoke. Firstly, the
Vgg-19 was used for the training of the dataset with the training options of stochastic
gradient descent method and initial learning rate of 0.01. After the 1000 iteration the
there was no change in the convergence i.e. the network is not able to learn from the
dataset. The problem was in the convergence of the graph and batch normalization is
the layer which helps in the fast convergence of the network, modification was done.
Batch normalization layers were added after convolutional layers in the network and
the code was run for 10 epochs which is 1380 iteration. The learning rate is kept 0.001
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because other learning rats like 0.1, 0.01 were not providing good results. The converges
of the network increase in the tremendous rate i.e. from 0–300 iteration the graph starts
converging toward the 100%.

Though the fluctuation is very high, but its accuracy was sufficient to go ahead with
changing of the parameter to increase it even further. The accuracy came out to be of
94% with the detection rate of 88.1%, but with high error rate of 11.9%. Augmentation
was also performed on the data as the images in the training dataset were only 1383 and
training of the network required large amount of data for the network to learn from the
images, the traits of the smoke particle. The error rate is more in the smoke because of
the factor that the dataset used for the training the network is not sufficient for it, to learn
about the smoke. The accuracy can be increased by increasing the number of iteration
and dataset (Figs. 2 and 3).

Fig. 2. Between training accuracy and iteration

Fig. 3. Graph between training loss and iteration

On this term on the next algorithm the augmentation percentage of the images is
increased further and also the number of iterations is increased from 10 to 50 epochs
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which increase the iteration from 1380 to 6900. The resulted graph by changing the
parameters increase the accuracy of the network by 3%.

The convergence of the graph further increases, as in the last epochs the accuracy
remains for 100% with the use of the transfer learning the network is learning from the
previous knowledge it gained. This helps to achieve good results. The graph between the
training loss and iteration shows that loss percentage decrease to approximately 0 value,
which means that the provided dataset and augmentation process helps the network to
properly define the features which can be used to define smoke.

Overall accuracy of the network came out to be 98.8% with the error rate of 1.2%.
when the network is tested on the same set on which it is trained, the accuracy came out
to be 100% i.e. the network is completely able to define the smoke present in the set 1
and also the non-smoke images present in it.

4.2.1 Testing On the testing of the algorithm on the videos provided in the dataset.

1. Video 1
Few problems were faced but also, it gives good results on the data other than the
trained data. In the first image, the smoke present is less in density and the network
is trained on the dense smoke but the difference in the values can be seen when the
frame is cropped to the part where the smoke is present, there is change in the one
decimal value i.e. in the normal frame the value is 0.0048 and in cropped frame
the value is 0.036 which means that smoke is detected somewhat but the network is
being confused by the background in the back of the smoke (Fig. 4).

Fig. 4. Frames of video 1

2. Video 2
In the first frame of the other video, the smoke is present which is dense in nature but
it is only present in some part of the frame and the decimal value is approximately
same as the value in the light smoke frame where the focus is on the smoke. In the
second image, the part of the smoke is cropped it state the accuracy of detection
99.93% (Fig. 5).

3. Video 3
Accuracy of the network is 99% in both the frames because of the fact that number
of images of black is more in the training data set, the video has high density smoke
of black color smoke according to which the algorithm is trained (Fig. 6).
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Fig. 5. Frames of video 2

Fig. 6. Frames of video 3

4.3 Comparison

Comparison is done on the basis of detection rate, false alarm rate and accuracy.

DetectionRate = Tp

Qp
× 100 (1)

FalseAlarmRate = Fp

Qn
× 100 (2)

Accuracy = Tp + Qn − Fp

Qn + Qp
× 100 (3)

In the training details, Tao et al. [4] done the 80,000-iteration using batch size of 128
and in comparison, the proposed performed 6900 iteration using batch size of 12. The
author used the Alex-net network for the training of the data and modified its layers for
the optimum accuracy (Table 2).

Error Rate = Fp + Fn
Qp + Qn

× 100 (4)

Accuracy of the proposed algorithm is greater than the papers except two algorithms
[10] and [14] but the error rate is less than the other paper algorithm. The accuracy can be
increase by increasing the iteration. [4] implements the deep normalization and convo-
lutional neural network, it is having less accuracy in comparison with the proposed algo-
rithm. The epochs performed in this is 100 where as in the proposed it is only for the 50.
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Table 2. Comparison between the proposed algorithm and the other algorithm

Paper Detection rate False alarm rate Error rate

[10] 98.7 1.35 1.33

[11] 97 1.35 2.13

[12] 97.8 1.10 1.68

[4] 84.5 5.39 10.0

[13] 95.4 1.67 3.02

[14] 98.2 1.84 1.79

[7] 94.2 0.86 –

Proposed
algorithm

97.965 1.71 1.196

The accuracy can be increased, but the algorithm is trained on Intel core i5-4210U Cen-
tral Processing Unit with 8 GB ram, and Graphical processing unit in the system is less
than the required for the training of the deep learning algorithm.

In the comparison, the proposed algorithm performed better than the [7] and in the
other comparison, it outperforms the other algorithm in the error rate and four algorithms
in detection rate. These algorithms are differently compared because of the formulas used
by them to compute the parameters.

5 Conclusion and Future Scope

Deep learning which extract the feature automatically according to the training dataset
provided us with good results. For the comparison purpose, only set 1 and set 2 are used
for the training and testing. In the first training 1380 iteration, the detection rate came out
to be 94% and when we increase the iteration to 6900 the detection rate increased to 97%
and it can be further increased. There was a limitation in this algorithm that it was not
able to detect the smoke of low density. The dataset used for the detection purpose has
smoke which fully cover the image, so the proposed algorithm faces some problems in
detecting the smoke in the environment where a greater number of objects were present.
For the future, the dataset can be increased to increase the accuracy and also residual
convolutional neural networks can be used which can produce better results.
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Abstract. Face recognition is a very challenging and important task in many
areas. This sort of algorithms is used in security systems, for person authorization
tasks, person reidentification, etc. In face recognition speed and quality are very
important, but in this research, we concentrate on quality improvement. In this
paper we propose a new solution for face recognition using RGB-D data obtained
withKinect sensor. Theproposed solution is basedon anew typeof feature descrip-
tors – Deep Learning Features (DELF), which showed high classification results
on Google landmarks dataset. We compared DELF descriptors with HOG, MSER
and SURF descriptors using two classification schemes: error correcting output
codes (ECOC) and decision trees. Conducted experiments showed an improve-
ment in classification quality using F1 score metric when face recognition is based
on DELF descriptors and ECOC classifier.

Keywords: Face recognition · Classification · Feature descriptor · DELF ·
HOG ·MSER · SURF · ECOC · Decision tree

1 Introduction

Face recognition is performed inmany areas: person identification, authorization,mimics
recognition, etc. However, facial images taken in an uncontrolled environment may
contain different head positions, facial expressions, lighting, and clothing. Since the
variation type is unknown for such images, the development of an algorithm capable to
processing all these factors at the same time becomes critical.

A sparse representation classifier (SRC) allows you to process face images with
occlusion (e.g., sunglasses),which removes or adjusts the pixels of themasking elements.
However, these pixels may have a similar texture with a human face and therefore cannot
be identified. Some researchers also tried to solve the problem of head position invari-
ance using 2D images. For example, Gross et al. [1] built Eigen-light fields, which are
two-dimensional models of faces from all points of possible perspectives. This method
requires a large training set containing images with different head positions. Moreover,
images must be taken under fixed shooting conditions. Head position variations are non-
linear and cannot be modeled by linear methods. That is why the performance of these
methods rapidly decreases with extreme head positions.

Face images in various lighting conditions can be generated using a 3D model [2].
In addition, a face image can be used to correct the position of the head or to create a
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new one. For example, the iterative closest point algorithm (ICP) [3] detects the optimal
transformation to minimize the nearest point distance between two point clouds. Some
approaches [4–6] use thefinal ICP error for face recognition.However, this point-to-point
error is sensitive to changes in facial expressions.

To copewith the problemof facial expression invariance,Bronstein et al. [5] proposed
a representation of facial surfaces based on isometric deformations. Mian et al. [4]
proposed a multi-modal partial processing method that uses texture information and
focuses on hard parts of the face. Kakadiaris et al. [7] suggested using the annotated face
model (AFM) to transform the input three-dimensional model into a model invariant
to facial expression. Passalis et al. [8] proposed an advanced AFM method that uses
face symmetry to process missing data obtained by self-trapping in un frontal head
positions. An extensive review of methods for recognizing 3D facial images is given in
[9]. Existing 3D face recognitionmethods are not designed to handle cases with masking
elements. Moreover, they all suggest the presence of high-resolution 3D scanners. Such
scanners are expensive, cumbersome and have a slow speed of work, which limits their
use (Table 1).

Table 1. Comparison of 3D scanners

Device Processing speed (sec.) Price ($) Precision (mm)

3dMD 0.002 50000 0.2

Minolta 2.5 50000 0.1

Kinect 0.033 200 1.5–50

On the other hand, some 3D scanners process the scene relatively quickly and at
the same time have low cost. For example, the Kinect sensor is not expensive, has a
high scanning speed and compact size. These properties are most attractive for everyday
recognition. However, the data provided by Kinect contain a lot of noise and have low
depth resolution. Figure 1 shows a comparison of Kinect data with Minolta, however
the 3D face model obtained using Kinect is far from perfect.

Fig. 1. 3D face model comparison for Kinect and Minolta sensors

In Sect. 2 we briefly describe the proposed algorithm steps including preprocessing
and decision making. Section 3 is devoted to DELF description. In Sect. 4 classification
algorithms used in this research are briefly described. Section 5 contains the dataset
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[10] used and the results of conducted experiments. In this paper, we do research on the
applicability of the Kinect depth sensor data used separately or in conjunction with the
RGB image, when recognizing faces in different positions of the head and with different
facial expressions. To show the advantage of the proposed solution results, we examined
several descriptors and classifiers.

2 The Proposed Algorithm

The general scheme of face recognition systems is well known, and the proposed app-
roach is based on existing pipeline. It can be divided into two main parts: face detection
and face classification.

The first one part is implemented as a two-step procedure. The first one step obtains
RGB and depth data from Kinect sensors and combines them to similar resolution. The
RGB data on Kinect sensor has resolution 1280× 960 pixels, whereas the depth sensor
provides the data with resolution 640× 480. To use these data sources together they are
adjusted to a common resolution - 1280 × 960. The second step is face detection on an
image. This step is based on Viola-Jones algorithm.

The second part of the proposed algorithm is based on descriptors calculation for the
adjustedRGB-Ddata and further classification.At this stepwe select severalwell-known
face descriptors: HOG, MSER and SURF and the new one approach - Deep Learning
Features (DELF) [11].

3 Delf

Well known methods like SIFT and SURF provide good results in keypoints detec-
tion but have limitations on applied transforms that can lead to incorrect detection or
missed detection. This is why we decided to analyze the state-of-art Deep Local Fea-
tures (DELF), proposed by Noh et al. [11]. These features are based on CNN trained
with image-level annotations on a large landmark image dataset. The CNN structure
described in the initial paper contains 2 main blocks (Fig. 2): dense localized feature
extraction and keypoint selection (attentionmechanism). Both blocks are coupled tightly
in one CNN architecture. Both blocks are trained on the Google Landmark dataset which
contains 1060709 images from 12894 landmarks and 111036 additional query images.
This approach detects and describes semantic local features of an image, which can be
geometrically verified between images showing the same object instance.

Fig. 2. DELF CNN architecture
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The first block is based on a fully convolutional network (FCN) taken from the
ResNet50model, using the output of the conv4 x convolutional block. To handle different
scales an image pyramid is constructed, and FCN is applied to all the scales. As a result,
a dense grid of features is constructed. Finally, the features are localized on the basis
of their receptive fields. The network is trained with a cross-entropy loss for image
classification. During this stage no attention layers are used. Instead of them average
pooling is applied. The input images are initially center cropped and rescaled to 250 ×
250. Random 224 × 224 crops are then used for training. The second block is trained
to assign high scores to relevant features and select the features with the highest scores.
Attention mechanism leads to selection of the most valuable features from the dense
field. In fact, this block represents a sophisticated pooling layer to reduce the number of
features (features dimensionality reduction is another important step of the algorithm,
but it does not concern training). This block is trained in the same way as the first one
using image-level labels. However, the attention score function is not trained jointly
with the feature extraction stage but is learned given the fixed descriptors after their
fine-tuning. Random image rescaling is done during attention block training.

4 Classification Schemes

4.1 Error Correcting Output Codes (ECOC)

In a multi-class classification, the challenging part is to select a label from more than 2
possible options. For example, in the digit recognition task, we need to map each digit
to one of 10 classes.

Some classifiers, such as a decision tree or aBayes classifier, can solve a problemwith
several classes directly. Error Correcting Output Codes (ECOC) classifier consists of a
set of binary classifiers (classifiers ensemble). ECOC is used in multi-class classification
tasks. The ECOC algorithm consists of two stages:

1. a cascade of binary classifiers is constructed, each of which is responsible for
eliminating some uncertainty regarding the correctness of the input data class;

2. a decision ismade using a voting scheme that considers the decision of each classifier.

4.2 Decision Tree

Decision tree [12] is a hierarchical structure, which has non-terminal nodes defining
feature space partition, and terminal nodes defining elementary classification function
(in the simplest case – the class number). While constructing a decision function, the
domain, which is a K-dimensional hypercube, is divided by axes. As a result, we receive
a tree structure. There are different strategies for decision trees constructing. In this
research we use C 4.5 decision tree [13].



Face Recognition Using DELF Feature Descriptors on RGB-D Data 241

5 Experiments

To carry out research we used a standard PC (Intel Core i5-3470 3.2 GHz, 8 GB RAM).
As a source of data for research we used a free dataset [10]. The dataset consists of
images for 31 persons. For every person there are 51 images made for 17 different head
positions and 3 different facial expressions. The examples are presented on Fig. 3.

Fig. 3. Examples of images from the dataset [10]

As the images from the dataset contain not only face information but also background
part, we use the first step of our approach to detect faces using Viola-Jones algorithm.
For some head positions Viola-Jones was not able to detect any face, so we manually
extracted it. The example of a face detection error is presented on Fig. 4.

Fig. 4. Face detection step with several mistakes that were corrected manually

When faces are extracted, we do the adjustment step for RGB and depth data. An
example of this procedure is presented on Fig. 5. As we can see RGB and depth data
have the same size.

Fig. 5. RGB and depth data adjustment step result
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After the first step of data preprocessing, we move to the second step of face recog-
nition. As it was stated above, we used 4 types of descriptors with two classification
schemes. Dividing the whole preprocessed dataset on train and test sets (1271 images
for the train and 310 images for test) we could estimate the quality of the proposed
solution.

To evaluate the performance of the proposed algorithm F1_Score (F1) measure is
used, which is calculated using true positive (TP), false positive (FP) and false negative
(FN) values:

p = T P

T P + FP
, r = T P

T P + FN
, F1 = 2 · p · r

p + r
.

The results of different classification algorithms comparison using four types of
descriptors is presented in Table 2. The average feature extraction time for all descriptors
is 0.5 s.

Table 2. F1 score values for different combinations of descriptors and classification algorithms

Classifier DELF HOG MSER SURF

RGB data

ECOC 0.95 0.92 0.85 0.76

Decision tree 0.84 0.86 0.76 0.78

RGB-D data

ECOC 0.97 0.82 0.85 0.91

Decision tree 0.88 0.86 0.74 0.76

The results show that DELF descriptors use lead to a slight increase in face
recognition task for RGB and RGB-D input data.

6 Conclusion

In this paper, we proposed an algorithm for face recognition on RGB-D data using
new deep descriptors DELF. We compared several classification schemes and 3 more
descriptors calculation methods to show the advantage of DELF over the well-known
HOG, MSER and SURF algorithms. Experimental results showed that DELF-based
solution leads to quality increase for RGB-D input data as well as for RGB input data.
Further we plan to fine tune DELF descriptors and compare classification results with
deep CNN solutions for face classification (FaceNet, etc.).
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Abstract. The paper describes a method of efficient specialized infor-
mation support for the automatic process control system by saving only
information about key elements of an image with a complex structure.
When carrying out studies, the authors introduced a concept of the image
with a complex structure, including an object under study and a set
of elements affecting its uniformity. To describe the image, the authors
introduced a structural unit of information with regard to the object
under study, including a brightness class and brightness histogram, an
initial point and description of the border; for elements inside the object
under study: an initial point of the area of every element and a descrip-
tion of an element border. To implement a structural unit of information,
the authors developed a functional diagram of software, consisting of two
blocks: a block forming a mathematical description of the image to be
stored in the corporate data warehouse; and a block using a mathemat-
ical description for an expert evaluation subject to requirements for a
recovery of an initial image.

Keywords: Image · Image structure · Structural unit of information ·
Mathematical description · Data warehouse

1 Introduction

A rapid growth of industrial enterprise information environment fosters develop-
ment of methods of efficient organization and management of specialized infor-
mation support and software for the automatic control system for processes,
production and technology process planning. Modern technologies of informa-
tion support for process and production control systems involve designing and
developing a structure of a data base and data banks, and alternative ways of
data representation and storage, including graphic data [1].

At large enterprises a number of records in databases for storing process
parameters amount to millions of records with over 500 fields and a size of every
c© Springer Nature Switzerland AG 2020
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record up to 15,000 MB. For example, at one of the largest Russian steelmaking
companies, for a continuous casting division for full calendar 2017 and six months
of 2018 only, data warehouse (DW) contained 6,211,239 records, and every record
had 306 fields with a total size of 9180 MB. Regarding the rolling division, the
maximum number for the same period totaled 18,998,408 records with 408 fields
and 9760 MB of every record. A total size of records for all divisions in DW
amounts to 1 EB. It should be noted that DW not only stores current data, but
also backs them up for further recovery.

Methods of efficient organization and specialized information support of pro-
cess and production control systems include [2–5]:

– optimizing a database structure, taking into account functional features of
search requests for parameters, characterizing a production process: revi-
sion of query plans, redistribution of query weight classes, query refactoring,
changes in a structure of indices, fine tuning of query plans;

– changing a composition and type of fields of a process parameter data base
to increase reliability and completeness of data, characterizing the process:
database denormalization and normalization, adding, removing and changing
fields.

If it is possible to store original information in a smaller size (at least 30%
less), data are to be optimized. Theoretical and practical studies on the design
and development of methods of efficient organization and management of spe-
cialized information support and software for the automatic control system for
processes, production and technology process planning include papers aiming at:

– offering methods of building and using control systems with a distributed
structure, which should match control parameters for every section [6,7];

– analyzing features of building information support of PCS for potentially
dangerous facilities [8,9].

At present, a graphic presentation of information in DW becomes more and
more important. Graphic information gives a full presentation of a current or
dynamic state of the facility. Now both conventional and new algorithms of
graphic information processing are under active development [10]. However, to
store graphic information in the DW operational space, we have to provide a
lot of space, and, as a rule, such information is excluded from a set of stored
information.

To use graphic information, our task is to find a compromise, when choosing
a set and form of presentation of information, which is supposed to be stored
in DW. The most popular approach is to save images using compression algo-
rithms [11–15]. One of improved lossy compression algorithms JPEG is given in
studies [11] and lies in dividing into an object and background of the image and
applying different compression ratios for each taken separately. This contributes
to increasing a total graphic data compression ratio and saving the image object
better in quality than the background quality. The algorithm given in the paper
is based on marking the most informative areas of the image, not having a
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uniform distribution of brightness inside the image and borders, defining the
object. Less popular lossy compression methods include a method described in
[12], which is based on a decomposition of quasi-cyclic components of the image
into vectors of relevant sub-band matrices by applying a variance sub-interval
frequency response analysis/synthesis. In simulation experiments, conducted by
the authors of the paper, the compression method showed a high-level compres-
sion of images, whose energy was in a few frequency domains. A rather easy-to-
understand lossy compression algorithm is described in paper [13]. Every pixel of
the image has a one-to-one correspondence to X and Y from a random sequence
of numbers, acquired by a Henon discrete mapping. Thanks to cancelling a frag-
ment of the acquired, randomly transferred image at one of the steps of the com-
pression algorithms, disk space taken up by graphic data decreases. The authors
state that up to 70% of the image area, depending on its texture, is successfully
subject to cancelling without significant losses. Papers [14,15] describe an image
compression algorithm adapted to a graphic data structure. The adaptation is
deemed to be a process of dividing the image into non-overlapping fragments,
taking into account their information value or morphological structure. To solve
a task of the adaptation, the authors introduce a concept of the mask, which
show one or several fields of interest. It is assumed to mark the mask by statisti-
cal characteristics defined by a brightness histogram based on values of average
entropy, characterizing changes in image brightness. An adaptive compression
method described by the authors makes it possible to save information about
the area of higher interest in the image close to its original accuracy and keep
the file size small. The described algorithms are mainly an improved JPEG for-
mat and may be successfully used subject to limitations stated by the authors.
Due to a variety of reasons attributed to a field of application, a small file size
and relevant quality of graphic information is not always acceptable, when it
is important to keep an original quality of marked objects in the image only,
disregarding other ones.

Regarding current warehouses of industrial data about a process and equip-
ment status, there is a contradiction: on the one part, graphic information about
the object makes it possible to eliminate a human factor, when performing an
expert evaluation, and, consequently, improve the quality of decisions taken in
view of full information, applying modern information automated or automatic
processing methods; on the other part, directly placed graphic information fills
DW quickly, entailing high expenses for purchasing and maintaining hardware.

To eliminate contradictions, we developed a method of efficient organization
and management of specialized information support and software for the auto-
matic control system for processes, production and technology process planning.

2 Research Methods

Let us assume that when conducting a study on a production process, we acquire
an image, showing an object under research in an arbitrary shape and its non-
uniformity in darker irregular shaped elements (Fig. 1a). Such type of the image
shall be called an image with a complex structure.
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Fig. 1. Image structure: a - general view of the image with a complex structure; b
- particular case of the image with a complex structure, using a sulfur print as an
example.

Features of images with a complex structure are as follows:

– the object under study is limited and its borders are described by the con-
tinuous function Γ = Γ (x; y);

– the object under study and elements inside have an irregular shape;
– the object under study in the image and elements inside are randomly

arranged.

A simplified case of the image with a complex structure is considered to be
a scanned image of a continuous cast square billet sulfur print, where the non-
uniformity means formation and development of internal defects [16,17]. In this
case, the object under study has a square shape, requiring the identification of
one of its vertices Coor and a tilting angle of one of its sides with respect to
borders of a complete image (Fig. 1b). The borders of the object under study
are described by four equations of straight lines, whose positions are set online.

Considering the fact that a ratio between average background brightness
and a main object under study is different for a set of images, it is required to
introduce a parameter or a set of parameters to classify the difference between the
background and the object. Paper [17] presents an image cascade classification
algorithm, solving this task by assessing shape-generating parameters of the
brightness histogram. In our further research we believe that a classification
task has been already solved, and a route of marking and segmenting the object
under study has been chosen.

A size of the file for saving the image with its full information capacity
amounts to 7 MB. When designing a database for DW, conventional methods of
image placement (routes 1 and 2) are considered and a new method (route 3) is
offered, as given in Fig. 2.

The following symbols are introduced in Fig. 2: PP is a production process;
DW is the data warehouse; I0 is an original image; I1 is the image after its
compression; I2 is the image after its preliminary processing; ArPr is an array of
finite elements of the image with a complex structure; SrMD is a structural unit
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Fig. 2. Routes of a graphic data layout in DW.

of information built on a mathematical description of the image with a complex
structure.

Route 1 describes a process of placing the image in DW after its compression
by conventional algorithms [12–15].

Route 2 involves two stages:

– preliminary image processing, including algorithms of a classical theory of
an image processing [10], aims at improving an original image for its further
segmentation;

– extracting final properties, which results in creating an array of evaluations
for internal elements of the object under study (for example, a point-based
expert evaluation of development of internal defects).

New route 3 involves two stages:

– preliminary image processing, which is similar to the stage in route 2;
– creating a mathematical description of the image by a preset structure for

key objects of the image.

Following routes 2 and 3, at stage 1 images are classified by algorithms
described in studies [17], and an individual route of conventional preliminary
processing algorithms is built.

A concept of a key object for every type of the image is additionally defined
for every task.

The above routes are characterized by properties given in Table 1.
Having generalized properties, characterizing routes of placing graphic data

in DW, we put forward a hypothesis about the advantages of representing the
image as a mathematical description. To use a new technique, we developed a
method of building a mathematical description of the image with a complex
structure for the efficient organization of specialized information support for the
process control system.

To describe the method, let us consider the image with a complex structure
and introduce a system of coordinates on its surface (Fig. 3). According to [17],
every image has a corresponding class with regard to a ratio between background
brightness and the object under study. Let us set the value of the class Km,m =



Efficient Information Support of the Automatic System 249

Table 1. List and evaluation of properties of routes for a graphic data layout in DW

No Route properties Route number

1 2 3

1 Providing the smallest size of the file with the image + + −
2 Saving information about properties of elements in the image − + +

3 Saving information about the image structure + − +

4 Recovery of an original image − − +

5 No need for saving the file with the image − − +

1...M , where m – class number, M – number of image classes of the task under
consideration. Image brightness is characterized by a histogram, containing 256
color shades. To get a mathematical description of the image histogram, it is
enough to present a structure as the linear array G = (g0, g1, ..., g225).

Fig. 3. Scheme of a structured image.

In the field of the image we mark the object under study, whose mathematical
description contains coordinates of the border initial point A = A(x, y) and the
object border as analytic or table function Γ = Γ (x, y). Due to the border of
the object under study, we can segment the area for a detailed view of elements,
defining a deviation from uniformity. The above parameters of the image form
the first part of the structure of an image mathematical description and contain
the fields: the brightness class, the image brightness histogram, the initial point
of the object under study, and a description of the border of the object under
study.

By segmenting the image for the object under study, we mark an array of
elements to describe the deviation from the uniformity E = E(E1, E2, ..., En)
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inside its border, and every element is a structure to save coordinates of the
initial point of entry into the element area and the analytic or table function
of the border of every element Aq = Aq(xq, yq), q = 1..n, where n - number
of elements of the object under study. Thus, we formed the second part of the
structure for a mathematical description of the image – parameters of the object.

Considering that during the production process a set of images for every
unit of products is formed or selectively, for products of a critical application,
a structural unit of information is formed, containing a structural field of a
mathematical description of the image:

SrMDj = SrMDj(FIj{Kjm, Gj , Aj ,Hj}, OIj{|Ajq,Hjq|}), (1)

where j - record ID in DW; FI - a structural unit of information to describe
the image in general; OI - a structural unit of information to describe sets of
elements inside the border of the object under study; q - element number in
the field of the object under study, q = 1..n; n - number of elements of the
deviation from object uniformity. A graphic representation of a structural unit
of information for the field of a mathematical description of the image in DW is
given in (Fig. 4).

A structure for a mathematical description of the image involves development
of a relevant algorithmic environment, enabling the automatic expert evaluation
of elements in the image in compliance with state or industry-specific standards
and recovery of a similar original image, if necessary. Figure 5 shows a flow
diagram of software for creating a mathematical description of the image with
a complex structure and its use for the expert evaluation of the deviation from
uniformity of the object under study.

Fig. 4. Graphic representation of a structural unit of information built on a mathe-
matical description of the image with a complex structure.
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Fig. 5. A flow diagram of software for creating a mathematical description and its use
for the expert evaluation of the deviation from uniformity of the object under study in
the image.
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In Fig. 5 a condition of the evaluation determines a need for recovery of the
image to compare expert evaluations acquired in the automatic mode with a
direct visual evaluation of the expert. Following the diagram given in Fig. 5,
software was developed to carry out tests and evaluate efficiency of saving only
a mathematical description of the image in corporate DW.

3 Results of the Research

One of tasks solved with a theory of segmentation of the image with a complex
structure is saving space occupied by the image in corporate DW with informa-
tion about the quality of continuous cast billets, when designing a continuous
casting process feedback control system [18–20].

Sulfur print images of continuous cast billet transverse templates are chosen
as initial data. Figure 6 shows typical images, corresponding to different classes.
A total amount of the tested base is 110 images for a period of 2011–2018. Every
image contains an object under study in a shape similar to a square one.

Fig. 6. A set of images for software testing.

Using software, we can open image I0, process it and get image I2. A list of
segmented elements and a mathematical description of the image are built for
image I2 to be stored in DW (Fig. 7).

We calculated the dispersion with a recovered image and a ratio of com-
pression by conventional methods with regard to every image. Results of the
simulation experiment with averaged parameters are given in Table 2.
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Fig. 7. A software window.

Table 2. A final share of the image after its compression with regard to image formats
and dispersion

Compression ratio Conventional compression methods Amethod of saving key parameters

JPEG Dispersion PNG Dispersion SISImg Dispersion

Minimum 24.67% 14.6175 51.24% 94.0750 0.53% 0.1218

Average 8.24% 3.0487 43.83% 64.4573

Maximum 2.98% 0.3743 43.31% 64.8741

4 Conclusions

The analysis of theoretical and practical developments of using, compressing,
and storing images showed that the use of images contributed to an increase in
completeness and reliability of information, when taking decisions following the
expert evaluation of the object under study. The object under study may corre-
spond with many branches, including the evaluation of quality of steel products,
scheduling maintenance and repairs of equipment, evaluation of uniformity of
the object during a medical examination, assessment of a flat surface, etc. The
authors offered a method of saving key parameters of images with a complex
structure, differing from conventional ones by the fact that DW stores a mathe-
matical description of an image structure, including information about a struc-
ture of a main object under study and a structure of elements inside the object.
A structure of the image characterizes a brightness class, brightness histogram,
an initial point of the object under study and all its elements, a description of
a border of the object and a border of elements inside the object. The stated
elements of the structure are sufficient for an expert evaluation in compliance
with relevant OST and GOST standards. Following the functional diagram, the
authors developed software, which proved efficiency of saving only a mathemat-
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ical description of the image in corporate DW, as shown by assessing the quality
of continuous cast billets. A share of occupied space of a final image size is 0.53%
without losing the information content of an original image.
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Abstract. Plant recognition is an important problem and can be per-
formed manually by specialists, but in this case, a lot of time is required
and therefore is low-efficiency. Thus, automatic plant recognition is an
important area of research. In this paper, we propose an ensemble of
models to increase the performance of plant recognition. The ensemble
of models presents a composite model which has two-level architecture.
At the first level of the stacking model, convolutional neural networks are
used, which demonstrate high performance in solving problems of object
recognition. At the second level, gradient boosting methods are used.
The model is taught using an open database of plant images contain-
ing 12 different species. Experiments with a plant dataset show that the
proposed model is significantly better than other classification methods.
High classification accuracy makes the model very useful for supporting
the plant recognition system for working in real conditions.

Keywords: Plant · Recognition · Convolutional neural networks ·
Stacking · Gradient boosting · Random forest

1 Introduction

In this paper, we consider the problem of recognizing a plant image. Plant recog-
nition is a critical problem especially for biologists and chemists and can be per-
formed by human experts manually, but it is time-consuming and low-efficiency.
There are many methods and approaches to solve this problem, which can be
divided into a few groups. The first group of plant recognition methods uses the
shape of the leaves, the texture, and the color characteristics of the plant images.
In Ref. [1] the shape parameters of a leaf (length, width, area, perimeter) are
used for recognition plant. In Refs. [2] and [3] the shape based approaches using
leaves contours are described. A method of recognizing plant leaves by combining
the texture and shape features is proposed in Ref. [4]. In Ref. [5] the shape and
texture parameters are used to differentiate between lobed and unlobed leaves.
Color characteristics with shape parameters are used for weed recognition in
fields [6], the shape, color and texture characteristics are jointly used [7,8]. To
extract parameters of plant the different modeling techniques are applied: fuzzy
c© Springer Nature Switzerland AG 2020
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logic [9], fractal dimensions [10], Fourier analysis [11], wavelets [4,12], curvelets
[13] and Zernike moments [14] are used. The different classifiers are used: neural
networks [4], genetic algorithm [5], support vector machines [12,13].

The second group of methods presents reduction methods, such as Principal
Component Analysis (PCA), Linear Discriminant Analysis (LDA), Locality Pre-
serving Projections (LPP) and Locally Linear Embedding (LLE). They are often
applied to reduce the dimensionality of the extracted features. PCA and LDA
are used to detect legumes in Ref. [15]. The approach for feature subset selection
to classify the leaf images based on Genetic Algorithm (GA) and Kernel PCA
(KPCA) is described in Ref. [16].

The third group of methods includes Convolutional Neural Networks (CNN).
CNN’s are seen as a breakthrough for image classification and seem to be very
promising for this purpose CNN’s have been very successful in many machine
learning areas, including image recognition [17,18,25], speech recognition [19],
object detection [20,21], image superresolution [22–24]. CNN is a special archi-
tecture of artificial neural networks, proposed by Yann LeCun in 1988. Despite
the success of CNN application, the mechanism behind them is still not fully
understood.

Although several effective plant recognition methods have been proposed
there is a potential to improve the performance of plant recognition. In this
paper, we study an ensemble method, which presents a technique that combines
a few machine learning methods into one predictive model. There are differ-
ent techniques: bagging, boosting and stacking. We focus on stacking technique
which is introduced by Wolpert in the year 1992 [26]. We study two level stacking
models for plant recognition. At the first level, different CNN models are used.
At the second level, the results are refined using meta-classifier (random forest,
gradient boosting and etc).

2 Stacking Method

Stacking method uses several machine learning technique to obtain better pre-
dictive performance than could be obtained from any of the constituent machine
learning methods alone. The stacking procedure has two levels. The first level
classifiers are called base learners and second level classifier is named a meta-
learner. At the first level, CNN’s are applied. To CNN learn to make predictions
from training the dataset, we perform k-fold cross-validation procedure. The
cross-validation predictions of different CNN’s are combined to form of a new
matrix, which is called the “level-one” data. CNN consists of four types of neural
layers, which are convolutional layers, pooling layers, dropout layers, and fully
connected layers. Different kinds of layers play different roles.

The second level input data uses the output of the first level models (“level-
one” data) and the second level model learns to make predictions from this
data. Thus, we train the second level classifier on the level-one data. The follow-
ing methods can be used as second-level classifiers: Random Forests, gradient
boosting, Neural Network, etc.
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Random forest is one of the popular classification methods. The reason for
this was not only the high accuracy of Random forest. Firstly, the Random for-
est guarantees protection from overfitting, even in the case when the number of
features significantly exceeds the number of observations. Secondly, a training
sample with the use of a random forest may contain features measured in differ-
ent scales: numerical, categorical, and nominal, which is unacceptable for many
other classification methods. Gradient boosting is a technique, which generates
a prediction model in the form of an ensemble of weak prediction models. The
gradient boosting is based on the gradient descent algorithm, which minimizes
prediction loss when new models are added. Extreme gradient boosting (XGB)
follows the idea of gradient boosting, which transforms many weak predictive
models into a strong model.

The image dataset is divided into two datasets. The first dataset is used to
train and validate the model. The second dataset (test dataset) is used to assess
the performance of the trained model. We use a 90/10 division, i.e. 90% of the
images are used for training and validation, and 10% is left for the test dataset.
When models of first and second levels are trained, we use the procedure of
10 fold cross-validation. The predicted values of the validation dataset are used
to assess the model performance. Since the training set has a small size, the
procedure of data augmentation is used. As a way of data augmentation, image
rotation is used. As a result, the size of the training dataset increases, although
the resulting training examples are, of course, highly interdependent.

3 Experiments and Results

Dataset and Performance Metrics. To build the stacked model for plant
recognition the dataset of plant images is used. The dataset has been recorded
at Aarhus University Flakkebjerg Research station in collaboration between the
University of Southern Denmark and Aarhus University. The dataset includes
4750 plant images from 12 species at few growth stages. The number of sam-
ples in each species is varied from 221 to 654. The stacked model is built on
an RGB plant image subset of 12 kinds of plants, which are Black-grass, Char-
lock, Cleavers, Common Chickweed, Common Wheat, Fat Hen, Loose Silky-bent,
Maize, Scentless Mayweed, Shepherds Purse, Small-flowered Cranesbill, Sugar
Beet. We perform experiments with a closed set experimental protocol. This
means that for each image in the dataset the stacking model needs to predict
to which of the 12 classes the input image corresponds to. Based on that we
report the following metrics for the experiments: precision, recall and F1 score.
In the multi-class classification case, the micro and macro average of metrics are
used. A macro-average of metrics defines the metric for each class and then com-
putes an average of class metrics, whereas a micro-average of metrics aggregates
the contributions of all classes to compute the average metric. In a multi-class
classification setup, micro-average is preferable if there is a class imbalance.
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The Architecture of the Model. We design CNN using the best values of
tuning parameters and evaluate the performance of CNN after training. The
image samples from each category of the plant were randomly split into ten
batches and 10-fold cross-validation was used to produce the final result. CNN
trained on the image dataset lead to an overall accuracy of 84.6%. We also calcu-
late the confusion matrices from the evaluation results on the validation dataset.
A confusion matrix is a table that is often used to describe the performance of
a classification model on a validation or testing dataset for which the true val-
ues are known. It allows easy identification of confusion between classes e.g. one
class is commonly mislabeled as the other. A confusion matrix gives us insight
not only into the errors being made by a classifier but more importantly the
types of errors that are being made. Analysis of the confusion matrix shows that
most Black-grass samples were classified as positive Loose Silky-bent ones, and
only 38.2% were classified correctly. Contrariwise 38 samples of Loose Silky-bent
species were classified as positive Black-grass ones.

An analysis of the plant recognition result obtained above shows that the
Black-grass and Loose Silky-bent species are very similar to each other. As such,
at the first level, two CNN models are created. The first CNN model (CNN-A) is
used to recognize 12 species. The second CNN model (CNN-B) recognizes only
two species (Black-grass, Loose Silky-bent).

CNN-A model was trained using the tuning parameters shown above. CNN-B
model was trained using next parameters: resolution 64 × 64, number of convo-
lution layers is equal to 5, number of max-pooling layers is equal to 4, number
of dropout layers is equal to 5. After appropriate experimentation, these values
gave the best results during training. The learning rate defines a drop-based
schedule which drops the learning rate by a factor every twelve epochs.

Results. When training CNN-A and CNN-B models, data augmentation is used
to create additional artificial images and, therefore, to prevent overfitting that
may occur. The three variants of training dataset augmentation are considered.
At first variant, the training dataset augmentation is not used. At second variant,
the images obtained by rotation original images on angles in the range from 0 to
360 with step 15 are added to the training dataset. At third variant, the images
obtained by rotation original images on angles in the range from 0 to 360 with
step 10 are added to the training dataset. At second variant and third variant,
the size of the training dataset is increased by a factor of 24 and 36 respectively.

Comparison of the CNN-A models with different augmentation sizes is pre-
sented in Table 1. In Table 1 the micro avarage of performance metrics are defined
on the validation and the testing datasets respectively.

As can be seen from Table 1, the performance metrics obtained on the val-
idation dataset grow with increasing the augmentation size. However, the per-
formance metrics obtained on the testing dataset reach maximum values in the
second variant and not increase in the third variant. These facts can be explained
by the overfitting the CNN-A model. Thus, the best results are achieved by
increasing the training dataset by 24 times (second variant).
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Table 1. Performance metrics of CNN-A model on validation and validation and test-
ing dataset.

Dataset First variant Second variant Third variant

Precision Recall F1 score Precision Recall F1 score Precision Recall F1 score

Validation 0.841 0.841 0.841 0.948 0.948 0.948 0.983 0.983 0.983

Testing 0.814 0.814 0.814 0.938 0.938 0.938 0.937 0.937 0.937

To training CNN-B model, the input data of the CNN-B is formed by extrac-
tion from training and validation datasets images labeled as Black-grass or Loose
Silky-bent species. To prediction on a testing dataset by CNN-B, the input
data of the CNN-B model is formed only from those images of testing dataset
that were recognized by the CNN-A model, as the images of Black-grass or
Loose Silky-bent species. Table 2 presents the performance metrics of the CNN-
B model trained in a training dataset with different degrees of augmentation.
Micro-average of performance metrics are obtained on the predicted values of
the validation dataset and the testing dataset.

Table 2. Performance metrics of CNN-B model on the validation dataset.

Dataset First variant Second variant Third variant

Precision Recall F1 score Precision Recall F1 score Precision Recall F1 score

Validation 0.755 0.755 0.755 0.799 0.799 0.799 0.837 0.837 0.837

Testing 0.676 0.676 0.676 0.725 0.725 0.725 0.802 0.802 0.802

As can be seen from the tables, the best performance of model training is
achieved with an increase in the training dataset of 36 times (third variant).

In the second level, the “level-one” data is formed from the predicted values
obtained using the CNN-A and CNN-B models. As a result, two datasets are
formed. The first dataset (training and validation datasets) is used for training
and validation of the model at the second level. The second dataset (level-one
testing dataset) is used to predicate and evaluate the performance of the second-
level model and ensemble of models in general. The next methods are used to
build second-level models: random forest (RF), gradient boosting (GB), extreme
gradient boosting (XGB). When GB is used, we obtain the next best values of
the tuning parameters: number of trees to fit is 80, maximum depth of a tree is
20, learning rate is 0.05. When XGB is used, we define the next best values of
the tuning parameters: number of trees to fit is 94, maximum depth of a tree
is 2, learning rate is 0.04. When RF is applied, we define the next best values
of the tuning parameters: number of trees of forest is 325, maximum depth of a
tree is 10, the number of features to consider when looking for the best split is
0.4. Using the best values of tuning parameters we fit models by RF, GB, CGB.
Table 3 shows the micro average of performance metrics obtained using different
second-level models.
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Table 3. Performance metrics of the second level model on the validation and testing
dataset.

Dataset RF GB XGB

Precision Recall F1 score Precision Recall F1 score Precision Recall F1 score

Validation 0.949 0.949 0.949 0.952 0.952 0.952 0.948 0.948 0.948

Testing 0.948 0.948 0.948 0.953 0.953 0.953 0.946 0.946 0.946

As can be seen from Tables, the best results are shown by a model using a
gradient boosting at the second level as a classifier.

4 Conclusion

This paper considers the problem of plant recognition with the help of a model
ensemble. We studied the stacking technique which has two levels. In the first
level uses convolutional neural networks. In the second level gradient boosting
shows best performance as a meta-classifier. The most successful convolutional
neural network of the first level achieved an F1 score of 0.938 on the testing
dataset. While the use of a model ensemble allowed us to increase the F1 score
to 0.953 on the testing dataset. Based on the high level of performance of the
results obtained, it becomes evident that the stacking technique is a good way
of improving the model performance for plant recognition.
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Abstract. The article describes a software pipeline for detecting, track-
ing and classification of static hand gestures of the Russian Sign Lan-
guage in a video stream using computer vision and deep learning tech-
niques. The dataset used for this task is original, includes 10 classes and
consists of more than 2000 unique images. The solution includes a hand
detection module that uses a color mask, a gesture tracking module, a
static gestures classification module in the detected region of the image
based on convolutional neural network, as well as an auxiliary image
preprocessing module and dataset augmentation module.

Keywords: Deep learning · Convolutional neural networks ·
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1 Introduction

Robotic systems have become key components in various industries. Recently,
the concept of Human-Robot Collaboration has attracted the attention of a wide
range of researchers. Many examples suggest that a human possesses incompa-
rable problem-solving skills, largely due to advanced sensory-motor abilities, but
has limited strength and accuracy [1]. However, robotic systems have resistance
to fatigue, a higher speed, accuracy, and performance, but significant limita-
tions in flexibility. Well defined and implemented Human-Robot Collaboration
concept can free a human from heavy tasks through an intuitive and reliable
interface.

Gestures are one of the ways to exchange information, communicate. The
information underlying facial expressions and gestures are at the basis of an
efficient communication channel of human interaction [2].

Hand gesture recognition refers to the mathematical interpretation of human
palm movements by a computing device. In order to interact with humans,
robotic systems must correctly understand human gestures and execute appro-
priate commands with a sufficient degree of accuracy.

c© Springer Nature Switzerland AG 2020
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Interfaces based on the custom gestures recognition are various on its applica-
tion, implementation techniques, and readiness for the market. So, for example,
system DICE (Dynamic and Intuitive Control Experience) from Mercedes-Benz
provides a gesture-based user interface for the multimedia system of a car [3].
Google LLC patented the system for driving pattern recognition and safety con-
trol that offers to track the driver’s hands movements and transform certain
gestures into commands to control onboard electronics [4]. Russian researches
also demonstrated a concept of protection against spam bots based on the ges-
tural CAPTCHA mechanism [5].

Moreover, technological giants such as Apple, Kuka Robotics, BMW, Face-
book, Netflix, and others are actively developing the direction of promising
human-machine interaction interfaces, where gesture interaction is one of the
most popular direction. And the task of precise and confident recognition of
gesture commands is in the high priority.

The present study demonstrates a system for detecting, tracking, and classi-
fication of static hand gestures of the Russian Sign Language in a video stream
using computer vision and deep learning techniques. The topic is relevant and
represents a basis for a scalable and robust control system based on the gesture
commands, which can be used as an interface for human-machine interaction.

2 Hand Detection Using Color Mask

Human hands and body have unique visual features. In the task of recognizing
gestures based on images, gestures consist of fragments of hands and/or body
images. Therefore, the usage of such visual signs in the identification of gestures
is quite reasonable.

Color is a simple visual function for identifying gestures from background
information. However, color-based gesture recognition systems are strongly influ-
enced by lighting and shadows [6]. Another common problem in body parts
detecting based on skin color is that the skin color is very different among human
races. (Fig. 1).

Fig. 1. Skin color palette

Another way to identify gestures is to use the unique shape and contour of
the human body. A significant contribution to the formalization of this method
was made by Serge Belongie and his colleagues [7].

However, the use of color masks for such tasks is justified in view of the relative
simplicity of the method itself, especially at the prototyping stage [8–10].

Finding the ROI (region of interest) - hand region in this case, divided into
the following steps (Fig. 2):
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– initial blur the image (Gaussian blur was applied with kernel size = 3) in order
to avoid noises;

– convert the image from RGB to HSV color space [11];
– define the upper and lower boundaries of the HSV pixel intensities to be

considered as a skin;
– in order to remove binary noises, apply a series of erosions and dilations to

the color mask using an elliptical kernel (OpenCV library features);
– detect and draw a hand’s ROI. In order to simplify the solution, ROI, in this

case, is the area with the highest number of neighbor white pixels;
– ROI is ready for the classification task.

Fig. 2. ROI detection using skin color mask: 2.1 - original, 2.2 - HSV filter, 2.3 - color
mask, 2.4 - ROI

3 Dataset and Data Preprocessing

In order to train, cross-validate and test of the classifier, original dataset was
developed1 Dataset includes 2071 images of hands in a certain gesture config-
uration. Each hand configuration is a class itself and corresponds to a certain
static gesture of the Russian Sign Language. In total, 10 classes are represented
(Fig. 3). Images were made with different people, light conditions and back-
grounds.

Before sending the data to the classifier, it is necessary to perform image pre-
processing - transformations that will help to get rid of minor characteristics for
the classifier, which in turn will increase the performance of the classifier. Image
preprocessing reduces the number of unimportant details (e.g. color information
from RGB space) [12].

Table 1 represents the image parameters from the dataset before and after
preprocessing.

In case of small datasets more synthetic data is needed. In order to do so,
data augmentation techniques are used. It is common knowledge that the more
1 Source code and dataset (gestureset) are available on the GitHub: https://github.

com/olpotkin/DNN-Gesture-Classifier.

https://github.com/olpotkin/DNN-Gesture-Classifier
https://github.com/olpotkin/DNN-Gesture-Classifier
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Fig. 3. Random samples from the dataset

Table 1. Parameters of images from dataset: before and after preprocessing

Parameter Original image Preprocessed image

Format .PNG .PNG

Width (px) 128 64

Height (px) 128 64

Color space RGB Grayscale

Color Depth 3 1

data a deep learning algorithm has access to, the more effective it can be. Even
when the data is of lower quality, algorithms can actually perform better, as long
as useful data can be extracted by the model from the original data set [13].

Following operation were applied in order to get more synthetic images
(Fig. 4):

– random rotation (all directions, +/−10◦);
– random resized crop.

Fig. 4. Random samples from the dataset

In order to minimize overfitting of the classifier, the dataset was divided into
3 parts:

– training set contains about 80% of the dataset (1671 images);
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– test set, contains about 20% of the data set (400 images) and used for eval-
uation of the model (these samples never used during training and cross-
validation processes);

– cross-validation set, contains about 20% of the training set (300 images).

4 Neural Network Architecture for the Classification
Task and Performance Review

In this section described CNN architecture applied for classification task on the
abstract level. As a benchmark were taken two models: LeNet-5 CNN architec-
ture [14] and static gesture classifier from [15].

The main disadvantage of LeNet-5 is overfitting in some cases and no built-in
mechanism to avoid this. So, benchmark architecture was improved by adding
dropout layers. Improved LeNet-5 architecture for gesture classification task was
represented in [15]. The main disadvantage of this model is a comparably low
performance on the test set (91.38%).

New improved architecture is more complex, includes more convolutions and
units in dense layers (Fig. 5).

Fig. 5. Improved CNN architecture for the gestures classification task

Training and test procedures were performed on the benchmark classifiers.
Results of benchmark classifiers and improved classifier are shown in Table 2.

Table 2. Classification results: benchmarks vs current implementation

CNN Training loss Training accuracy Test loss Test accuracy

LeNet-5 0.0681 0.9985 0.5134 0.8708

Static gesture classifier from [15] 0.1411 0.9369 0.2385 0.9138

Imroved classifier 0.1310 0.9433 0.2119 0.9360

The neural network is developed using the PyTorch framework with the fol-
lowing hyper-parameters after the optimization: learning rate is 0.001, batch size
is 20, the number of epochs is 24, the metrics – accuracy, the optimizer type –
Adam.
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5 Conclusion/Future Work

As a result of the research, a unique dataset with 10 classes and more than
2000 unique images was developed and published as well as software pipeline for
detecting, tracking and classification of static hand gestures of the Russian Sign
Language in a video stream using computer vision and deep learning techniques
(Fig. 6).

Fig. 6. Gesture control interface

The solution includes a hand detection module that uses a color mask, a
gesture tracking module, a static gestures classification module in the detected
region of the image based on convolutional neural network, as well as an auxil-
iary image preprocessing module and dataset augmentation module. For neural
network design development PyTorch framework was used.

The classifier demonstrates an accuracy of classification in 93.6% on the test
dataset that is better than the result of the previous version – 91.38% and LeNet-
5 classifier – 87.08 %. The represented results of accuracy are sufficient to be a
strong basis for the initial industrial prototype of gesture control interface and
further research in this direction.

In the next generation of the project, the semantic segmentation approach for
classification task will be used with Fully Convolutional Network [16]. It assumes
another way for dataset labeling and requires more data. In order to solve this
problem new images will be created using new synthetic data techniques (random
perspective transformation, random noise, Generative Adversarial Nets [17], etc.)
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Abstract. This paper addresses the complex problem of learning from
unbalanced datasets due to which traditional algorithms may perform
poorly. Classification algorithms used for learning tend to favor the
larger, less important classes in such problems. In this work, to handle
unbalanced data problem, we synthesize data using variational autoen-
coders (VAE) on raw training samples and then, use various input sources
(raw, combination of raw and synthetic) to train different models. We
evaluate our method using multiple criteria on SVHN dataset which con-
sists of complex images, and perform a comprehensive comparative anal-
ysis of popular CNN architectures when there is balanced and unbalanced
data and determine which operates best in class imbalance problem. We
found that data synthesis via VAE is reliable and robust, and can help
to classify real data with higher accuracy than traditional (unbalanced)
data. Our results demonstrate the strength of using VAE to solve the
class imbalance problem.

Keywords: Imbalanced data · Convolutional Neural Network (CNN) ·
Variational autoencoder (VAE)

1 Introduction

During the last few years classification has become an important task in field
of machine learning and pattern recognition. A wide range of classification algo-
rithms i.e. decision trees, neural networks, rule induction, bayesian network,
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nearest neighbor, support vector machines, and deep learning convolution meth-
ods have been well developed and successfully applied to many different appli-
cation domains.

Datasets in which one or more classes are particularly rare or don’t have
enough samples, but are more important, are termed as unbalanced or imbal-
anced datasets. In an unbalanced data set, the majority class has more samples
as compared to minority class which contains only a small percentage in a com-
plete set due to which the prediction of small classes in classification models tend
to be rare, infrequent or ignored. Consequently, during testing samples belong-
ing to the minority classes are misclassified more often than those belonging to
the majority (frequent) classes as shown in Fig. 1a. In many multi-class classi-
fication problem, there are many minority classes. Even in some applications,
these minorities classes are important i.e. (for information extraction, feature
reconstruction).

Fig. 1. Number of cropped samples (32 × 32) of each digit from the SVHN dataset
used for the classification task, where the green and blue color bar represents training
and testing samples in (a) raw and (b) synthetically generated samples w.r.t. VAE Best
model. (Best viewed in color) (Color figure online)

Thus, in imbalanced datasets, classification methods rely on ill defined or not
fully characterized set of data for each class. Consequently, these methods suffer
from unbalance data problems, and result in learning ineffective weights used
for classification tasks. Some methods solve this problem by assuming that the
training instances are evenly distributed among different classes [2,3,7,10,20,29]
or by using traditional sampling methods [1,4,5,16,17,27,32] which are used to
support class imbalance. Hence, the classifications coming from this setup are
unreliable.

An alternate solution to handle such problems (less or incomplete represen-
tation of raw data) is to generate synthetic samples from the raw (training)
samples, and use combination of raw and synthetic samples to train the classifi-
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cation models at the training or learning phase, and similar samples that appear
during testing should be accepted successfully.

Accordingly, in this paper, we implement and evaluate the idea of dealing
with the class imbalance problem for classification tasks, by training CNN with
additional representation of the synthetic data. The aim is to successfully distin-
guish between classes during testing, despite having limited training samples for
minority classes. To implement this idea, we employ an unsupervised deep learn-
ing method to learn latent space and synthesize samples of minority classes using
variational autoencoders (VAE). We report the detailed experimental setup with
comparative analysis of results on SVHN dataset using three popular CNN mod-
els and with multiple selection criteria of training samples. We demonstrate that
our method can successfully discriminate between classes, and performs signifi-
cantly better than just using the raw (training) samples. To conclude, our main
contributions are:

1. A simple and efficient framework for analyzing and dealing with class imbal-
ance problem by generating training data instead of collecting and manual
annotation of new data.

2. Feature learning and synthesis of data using the latent space of VAE and
further training different CNN models.

3. A detailed experimental evaluation which shows the effectiveness and diver-
sity of our data generation method in combination with three classical meth-
ods of classification.

4. We demonstrate our experimental results on SVHN benchmark.

The rest of the paper is organized as follows. Section 2 describes related
work to present the effort and success of research community. Section 3 explains
the methodology for the selection of optimal classification model when there is
unbalanced data, and by using additional synthetic samples generated by VAE.
Section 4 explains the experimental details, discussion about the achieved results
and implementation details of our methodology. Section 5 concludes our paper.

2 Related Work

2.1 Unbalanced or Imbalance Class Scenarios

There exists several methods in literature for solving (handling) the class unbal-
ance or imbalance problem. These methods are commonly divided into the fol-
lowing three categories.

Class Imbalance at Data Level. These techniques utilize the distribution
of a dataset to solve problem by synthetic re-sampling of the data. It can be
achieved through: under-sampling the majority class, oversampling the minority
class, or by combining both (under and over sampling) techniques.
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Under Sampling: This method tries to balance the distribution of class
by randomly removing samples from the majority class samples (i.e. noisy, bor-
derline or redundant) which may degrades the performance of system [14,21].
However, in this way valuable information could be compromised. Liu reused
the same data without adding new information [24].

Over Sampling: The alternate to under sampling is to over sample the
number of minority class samples. This can be done by generating new synthetic
data of minority class [23,28]. On the other hand, [6,34] interpolates or duplicates
the minority class to reduce the data imbalance but with the assumptions that
naturally occurring class distribution is not best for learning, and substantially
better performance can be obtained by using a different class distribution which
directly depends on the complexity of the dataset (different variants of images
or signals i.e. illuminations, cropped or rotated, magnified etc.).

Class Imbalance at Classifier Level. It is another way to handle class imbal-
ance, where one optimizes the performance of learning algorithm on unseen data.
A mine classification algorithm was introduced by William [35] which employs
cost-sensitive learners by favoring the minority class. Farquad introduced an
approach which not only effectively balance the data but also provides more
number of samples for minority class [9] by training SVM as a preprocessor and
the actual target values of training data are then replaced by the predictions of
trained SVM which are later used to train different methods i.e. Multilayer Per-
ceptron (MLP), Logistic Regression (LR), and Random Forest (RF). Usually
one-class classifiers accept the sample which belongs to one class by rejecting
others but [33] Wasikowski introduced a method which achieved better perfor-
mance on multi-dimensional data set. To use boosting methods in combination
with SVMs is also an effective method to solve the class imbalanced problem [7].

Class-Imbalance at Feature Level. Above-mentioned methods are not able
to deal with high dimensional class imbalance problems [33]. To deal with class
imbalance problem in high dimensional spaces, feature selection is a key tech-
nique [15]. A detailed performance study of feature selection from nine different
metrics in classifying text data drawn from the Yahoo Web hierarchy is done by
Ertekin [8]. Maldonado [25] introduced a method based on a backward elimina-
tion approach for feature ranking and embedded classification using SVM, by
selecting those attributes that are relevant to discriminate between classes under
imbalanced data conditions.

3 Methodology

Our goal is to solve class imbalance problem, so we synthesize samples using
learned latent distribution of the raw training data and then, use various input
sources (raw, combination of raw and synthetic) data to train different classifi-
cation models.
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3.1 Learned Latent Representation

Let’s consider the raw training samples x ∈ X . To effectively synthesize samples
from x, we must first convert these samples into more a suitable representation.
There are several methods proposed in literature to learn such representations
and simultaneously generate data samples i.e. VAE [18] and GAN (Generative
Adversarial Network) [13]. We used VAE because they are easy to train (due to
limited resources) as compared to GAN model and have an important generative
property.

More specifically, our model uses hierarchical latent space. First, we trans-
form x into a latent space through a family of VAE as shown in Fig. 2. (We detail
the VAE’s architecture and parameters in Sect. 4.5).

Fig. 2. Architecture of VAE (variational autoencoder)

The latent space representation from the VAE is a learned distribution rep-
resented by two parameters (μ, σ). During the training phase, our goal is to
reconstruct the input space, while imposing a prior distribution into the latent
space. That is, if Θ is a set of parameters for the VAE model, we use back-
propagation to learn these parameters, and to find the optimal model that lets
us to reconstruct the digits. To achieve this, we select those parameters of the
VAE models that minimize the loss function with Eq. (1).

Θ∗ = arg min
Θ

Loss = ‖x − x̂‖2 + KL(N(μ(x), σ(x)) ‖ N(0, I)) (1)

where KL is the Kullback-Leibler divergence to measure the distance between
the prior and the learned distribution [11,12,18]. We assumed that our learned
latent distribution N(μ(x), σ(x)) is distributed as a Gaussian for the models, and
try to minimize its distance towards a zero-centered unitary Gaussian, N(0, I).

Consequently, given training samples of any class, we can map them to a
distribution space which has a high level representation with a useful property:
i.e. to draw samples of different variants that are close to the original values
with some randomness. This particular behaviour is important to synthesize new
samples. However, if we carefully select which samples to use, we can synthesize
less likely samples from the given class.
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3.2 Synthetic Data Sampling

Given any learned latent distributions that we named V, we can synthesize train-
ing data using Eq. (2).

DG = μ + σε : (μ, σ) ∈ V, ε ∈ E (2)

where each new sample is drawn from the distributions defined by our method
Sect. 3.1, ε is generated from a noise distribution (normal) E .

3.3 Classification Models

Once we have raw and synthesized samples of training sets X , we trained three
different deep classification models by split training data in two subsets (training
and validation) and with different percentages (%) and combination of training
samples as shown in Table 1. The three models are:

LeNet. LeCunLeCun [22] was a pioneer to introduce the 7-level convolutional
network which classifies digits and it was applied by several banks to recognize
hand-written numbers on cheques digitized in 32 × 32 pixel gray-scale input
images. The ability to process higher resolution images requires larger and more
convolutional layers, so this technique is constrained by the availability of com-
puting resources.

AlexNet. A very similar architecture to LeNet was proposed by Alex [19] in
which a network was deeper, with additional filters per layer, and stacked con-
volutional layers. But this architecture design significantly outperformed all the
prior competitors and won the challenge by reducing the top-5 error from 26%
to 15.3%. It was trained for 6 days simultaneously on two Nvidia Geforce GTX
580 GPUs which is the reason for why their network is split into two pipelines.

VGG-16 Net. The runner-up at the ILSVRC 2014 competition is VGG-16 Net
which was developed by Simonyan and Zisserman [30]. It is a similar architecture
to AlexNet but with 16 convolutional layers of size 3 × 3 convolutions with alot
of filters. They trained this model on 4 GPUs for more than 2 weeks. Currently
these trained VGG-16 weights have been used in many research applications and
challenges as a baseline feature extractor from the images.

4 Results and Evaluation

4.1 Dataset

To validate our method we used SVHN dataset1 [26], which was collected using a
combination of automated algorithms and the Amazon Mechanical Turk (AMT)
1 Publicly available at http://ufldl.stanford.edu/housenumbers/.

http://ufldl.stanford.edu/housenumbers/


276 T. S. Sheikh et al.

Fig. 3. Digits from SVHN dataset generated using VAE. The first row are raw (train-
ing) digits, while the second tow corresponds to the synthetic (generated) samples.
Each sample is assigned a single digit label (0 to 9) which corresponds to the center
digit.

framework [31]. The dataset is available in two standard formats but we used
cropped digits having character level ground truth with a fixed resolution of
32 × 32 pixels as shown in Fig. 3. Further, this dataset is subdivided into three
subsets: 73 257, 26 032, 531 131 digits for training, testing and extra (training).
The extra samples are the less difficult ones and easier than the other two subsets.

4.2 Experimental Setup

For our experiments, we evaluated our method by synthesizing samples from the
raw(training) data of the SVHN dataset [26] using learned latent distribution and
further we trained three different classification models (i.e. AlexNet [19], VGG-
16 Net [30] and Lenet [22]). For CNN models training, we used two different
ways first with the raw (training) samples by varying proportion from 100% to
25% with a step size of 25% and then as a combination of raw and synthesized
training samples from the VAE using multiple criteria as reported in Table 1.
During these experiments the training samples is sub-divided into two parts
(train and validation part). The training data was used to learn the features
and the models performance is evaluated with the validation part. During CNN
testing, the model was evaluated only with the test portion of the dataset (which
were not part of the training data). Some of the other important details of the
system are as follows.

4.3 Model Training

We performed a train, validation, and test data split to find the best hyper-
parameters of the model (using training and validation split), and then eval-
uated on the test partition of the dataset. For the classification task we used
three different models. We train them using raw (training) samples and with
the combination of raw and synthesized samples, as previously described using
different percentages of data samples and then evaluated, during testing. Our
evaluation metrics is the accuracy, where the higher the score represents the
best model for this particular task. The results reported in this section are from
our implementation using Python 3.6.5 executed on an NVIDIA GeForce GTX
1080-Ti with TensorFlow and keras framework.
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4.4 Comparative Analysis of Results

We report the accuracy performance of training three models with and without
synthetic data in Table 1. It is apparent that, in the case of unbalanced data,
training using raw and synthetic samples (which are generated using our VAE)
is superior to when training is done without such samples. This trend is true
for all models. Thus the empirical evidence favors the idea of combating class
imbalance by means of synthesizing artificial data. The results also demonstrate
that such synthesis can be done by employing VAE, which are easy to train as
compared to more complex generative models like GAN’s.

Table 1. Comparisons of accuracy metric on SVHN dataset with different models and
percentages (%) of raw and synthetic samples used in the experiments. Raw training
samples (RS) are randomly selected with 100%, 75% ,50% and 25%. Further we select a
different percentage of synthetic samples (SS) (i.e. 95%, 75% ,50% and 25%) generated
from the 25% of raw training samples (RS) using VAE. Blanks cells denotes the cases
with no synthesis samples.

RS (%) SS (%) Test Accuracy (%)

AlexNet VGG-16 Net LeNet

100 0.9225 0.9276 0.8843

75 0.9189 0.9113 0.8703

50 0.9073 0.8728 0.8502

25 0.8472 0.7972 0.7833

25 95 0.8643 0.8701 0.8488

25 75 0.8201 0.8412 0.8072

25 50 0.8050 0.7813 0.7591

25 25 0.723 0.7150 0.7047

Furthermore, we also report the result of our experiments when using dif-
ferent percentage of raw training samples (without synthetic data) in Table 1.
The highest accuracy results were obtained with 100% samples in comparison
to other percentages (%) for all models because in other cases the samples are
randomly selected with some % of training set which includes several variants
of complex images (rotate, crop, mixed etc.) per digit and some amount of per-
spective distortion which affects the features learning of CNN. First row of Fig. 3
shows the few instances of each digit and second row corresponds to the synthetic
data generated using VAE.

In Fig. 4 we showed the accuracy and loss curves of three classification models
which performs best (with and without synthetic data). In all scenarios, our
goal was to find the optimal models when trained with raw and synthetically
generated data to achieve smooth and stable results with high accuracy and low
loss. Subsequently, if we compare each model individually they are approximately
close to each other whereas, in case of only raw samples there is variation which
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effects the model performance to classify the digits accurately. We observed that
the method’s performance depends on two factors the way we synthesis data via
learned latent space of VAE (generate random samples) and other is the features
learned by CNN.

Fig. 4. Accuracy and Loss curves w.r.t. Best Model on SVHN dataset for the method
when 25% of raw samples (RS) are selected with no synthetic samples (a,c,e) and
25% of raw samples (RS) concatenated with 95% synthetic samples (SS) (b,d,f) in our
experiments.
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4.5 Implementation Details

Our proposed framework comprises of two main modules: CNN [19,22,30] and
VAE as shown in Fig. 2. For synthetic data generation, we used a CNN based
VAE [18] with a Gaussian distribution. There are five hyper parameters that
we tuned for our VAE model: amount of layers, number of filters, learning rate,
batch size, and dimensionality of latent space. One more parameter which was
common for all settings is the reconstruction loss. We evaluated our proposed
model with amount of layers from 2, 3. The number of filters, we used: 64, 128
and for learning rate: 10−2, 10−3 and 10−4. The batch size was also used: 32, 64,
128. And the most important is the sizes of the Gaussians vary from 80 to 140
with a step size of 20, we selected these dimensions due to resource constraints
and for executing all of these experiments. The decoder is a mirror image of
the encoder in terms of layer structure. For the reconstruction loss function in
Eq. (1), we used mean squared error (MSE) or binary cross entropy. If the input
values are in [0, 1], then we use cross entropy, otherwise we use MSE.

These are the following hyper-parameters that we tune for each CNN model:
learning rate, batch size and epoch. We evaluated model with five values of
learning rate: 10−1, 10−2, 10−3, 10−4, and 10−5. For the batch size, we used 32,
64, 128, 256 value. And for the epochs we used 10, 20, 30, and 40. For the loss
function, we used categorical cross entropy because our input are in range [0, 1].

5 Conclusion

In this work, we showed an effective way to handle class imbalanced learning
by using VAE in combination with different literature classification models. For
our experimental evaluations, we used variational inference to generate synthetic
samples using different percentage of raw (training) samples by learning a latent
distribution. Our method does not require any additional data except the train-
ing data, we trained different classification models which can be easily distin-
guished between classes during testing and we also used multiple criteria’s to
select training data (with and without synthetic data) samples. We evaluated
and showed the robustness of our method against the traditional (unbalanced
or raw training samples) method on SVHN dataset. Our results demonstrate
the strength of using VAE (generative property) to solve the class unbalance or
imbalance problem.
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Abstract. Highly brilliant synchrotron X-ray beams enable fast non-destructive
evaluation of residual strains even in large and thick engineering objects under
operando conditions. Large datasets of 2D patterns are acquired at high rate,
meaning that near real time evaluation demands fast data processing and map-
ping of residual strain. The somewhat time-consuming traditional data processing
algorithms involve the conversion of each 2D X-ray diffraction pattern within a
substantial stack to 1D intensity plots by radial-azimuth sectoral binning (“cak-
ing”), followed by peak fitting to determine peak center positions. A new approach
was realized and programmed as the open-source code to perform residual strain
evaluation by direct ‘polar transformation’ of 2D X-ray diffraction patterns. We
compare residual strain calculations by ‘polar transformation’ and ‘caking’ respec-
tively for an Aluminum alloy bar containing a Friction Stir Weld and subjected
to ex-situ three-point bending. ‘Polar transformation’ method shows good agree-
ment with the traditional ‘caking’ technique, but also exhibits excellent speed, and
robustness.

Keywords: ‘Caking’ · ‘Polar transformation’ · Residual stress/strain ·
Synchrotron X-ray diffraction

1 Introduction

In the last two decades, various approaches were developed connecting the conven-
tional mechanical methods with modern microscopy techniques for experimental evalu-
ation of residual stress and strain at the micro-scale. Diffraction of micro-focused high-
energy synchrotron X-ray beams (μSXRD) proved to be one of the fastest and most
convenient techniques for residual strain estimation [1]. For the empirical evaluation
of residual stress, the μSXRD method offers unique benefits [2]. Firstly, μSXRD is a
non-destructive technique which preserves material integrity during the test, unlike other
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destructive or semi-destructivemethodswhich cannot be directly checked by repeatmea-
surements. Secondly, different approaches require stress-free reference samples, which
are usually challenging to construct and prepare. Furthermore, their spatial resolution
and depth penetration are typically orders of magnitude worse than those ofμSXRD [3].
An additional benefit of the synchrotron-based method is that it can provide information
about the average bulk strain over the depth of the sample, and not just from the surface
as for other techniques [4, 5].

The term residual stress refers to the presence of internal forces in a body in the
absence of external fields [6]. They play a crucial role in the deformation behavior of
processed engineeringmaterials [7]. The knowledge of residual stress distribution allows
optimizing the durability of engineering components and assemblies [8]. The stress is
a derived extrinsic property that is defined as force per unit cross-sectional area, and is
not directly measurable. Consequently, the approaches to stress evaluation rely on the
measurement of some intrinsic property, such as strain, or indirect deduction of force.

The use of high energy synchrotron X-ray diffraction provides the possibility of
measuring residual elastic lattice strain and then deducing stress by using the material’s
elastic properties in the generalized Hooke’s law expression.

Thus, the emphasis of synchrotron diffraction data interpretation falls on strain deter-
mination from μSXRD scattering patterns. To streamline and speed up the analysis of
many data files, a ‘polar transformation’ approach has been proposed that obviates the
need for the traditional radial binning technique.

2 Methods and Materials

2.1 Sample Preparation

A 4 mm-thick rolled plate of Aluminum alloy AA6082-T6 plate was used for the manu-
facturing of a Friction Stir Welded joint. The welded plate was subjected to wire Electro
Discharge Machining to cut out a sample with parallel sides. The sample was then
subjected to four-point bending to induce permanent plastic deformation associated
with specific bending strain profile. The resulting residual stress state within the sam-
ple represents a combination (superposition) of welding-induced and bending-induced
effects.

2.2 SXRD Experiment

The experiment was conducted at Diamond Light Source on the Test Beamline B16. The
beam energy was defined at 18 keV using multi-layer monochromator. The variation of
strain across the bent bar was investigated by scanning the sample across the beam
(collimated to 0.1 mm square beam spot) as shown in Fig. 1.
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Fig. 1. Illustration of the investigated Aluminium alloy bar with the scan area.

2.3 Center Estimation of Calibration Pattern

In this study calibration test was performed using silicon powder that enables to define
the exact center position of the diffraction pattern and use this for all subsequent analyses.
The analysis of the 2D diffraction pattern of the reference specimen is demonstrated in
Fig. 2.

Fig. 2. The scheme of the center estimation for calibration pattern (3056 pixel = 15 cm).

The correct center of the calibration diffraction pattern was found by several simple
operations, as follows:

(a) select the specific circle and make markers in four directions (0◦, 90◦, 180◦ and
360◦, respectively) for the initial center estimation;

(b) set indent from the circle and create a region of the interest (ROI);
(c) choose a circle and perform a numerically stable direct Least Squares fit [9] using

an ellipse, to account for various sources of distortion, namely, the combination
of detector misalignment (tilt of the detector normal direction with respect to the
incident beam), and non-equibiaxial residual strain.
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2.4 ‘Caking’

Defining precise residual strain values requires careful interpretation of 2D μSXRD
patterns so that the radial peak position reaches the accuracy approaching 10−4 or even
better. Currently, there is a reliable and efficient approach for 2DμSXRDdata interpreta-
tion in use based on radial-azimuthal binning (colloquially referred to as ‘caking’) which
allows obtaining strains with high accuracy. However, this method has some drawbacks
in terms of the large processing time and a large number of steps required. ‘Caking’ is a
multi-stage process that involves the following stages: calibration, conversion of the 2D
pattern into a 1D profile, and Gaussian fitting for peak center determination to calculate
strain values.

The first experimental step is the assembly of ancillary equipment for positioning
(and possibly loading) the sample, placing the detector and beam stop, calibrating the
sample-detector distance, obtaining exact information regarding the image center of
diffraction patterns, and calibrating the geometrical distortion related to detector’s ori-
entation angle. Next, it is essential to collect scattering patterns from reference sample(s)
and processing them via ‘caking’ to reduce 2D diffraction pattern to 1D radial functions
of the azimuthal angle ϕ that can be visualized as line plots of scattered beam intensity
against radial position R as shown in Fig. 3.

Fig. 3. 2D diffraction pattern of calibration with selected azimuthal angle ϕ in 20◦ increments to
produce 1D intensity distributions (3056 pixel = 15 cm).

These operations were then applied to each 1D profile for azimuthal angles around
values of 0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, 315◦, and 360◦.

Step three is fitting of most intense peak positions (Ri ) as a function of the azimuthal
angle (ϕi ) by a sine function, namely,

Ri = a + b sin(2(φi + c)) (1)

where a, b and c are offset, amplitude and phase shift, respectively.
The relationship between residual strain and d-spacing is defined as

ε = d − d0
d0

= d

d0
− 1 = a + b

a0 + b0
− 1 (2)
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where ε is an elastic residual strain, d = a + b is d-spacing of a strained sample, and
d0 = a0 + b0 is the value of d-spacing when the sample is strain free (from calibration
image).

Nevertheless, conventional ‘caking’ approach has drawbacks, as it requires defining
regions, selecting directions, splitting into sectors and averaging them that are imprecise
for a textured sample whose ring intensity is nonuniform or spread on ring region. This
should be considered in the context of the processing time of this analysis increasing
manifold for large amounts of images.

2.5 ‘Polar Transformation’

In this investigation, we consider a new technique of determining residual strain based
on the geometric transformation [10] of the 2D diffraction pattern from a Cartesian to a
polar coordinate system with respect to the pattern center as shown in Fig. 4, namely,

R = Xi−X0
height o f image · magnitude(I );
φ = (Yi−Y0)

360◦ · angle(I )
(3)

Following this cartesian-to-polar transformation, Debye–Scherrer rings can be dis-
played as lines on the radial-azimuthal contour plot. Following this, the entire trans-
formed intensity pattern can be fitted with a sine function (1) to determine the residual
strain variation (2).

Fig. 4. The typical 2Ddiffraction pattern (a) and its polar transformation (b) (3056 pixel= 15 cm).

3 Results and Discussions

In this study, the accuracy of a new technique based on the polar transformation of 2D
μSXRD patterns was validated by comparison with the conventional ‘caking’ method.
The programming language Python 3.7 with set standard libraries (os, numpy, scipy,
matplotlib, lmfit, opencv and skimage) was used for obtaining 1D profiles from 2D
patterns, Gaussian and polar transformation fitting respectively.

The approaches described above were applied to the series of summed diffraction
patterns as a function of vertical position. Figure 5 shows the dependence of peak center
positions on the azimuthal angle. The set of experimental data of ‘caking’ significantly
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less than in case ‘polar transformation’. It influences essential difficulties related with
comparison two methods: the lack of experimental points for ‘caking’ approach is con-
nected with a particular small angle range by contrast with ‘polar transformation’ where
fitting the entire 360˚. At the result, the errors are reduced in determining the fitting
parameters, and hence strain.

Fig. 5. The dependence of peak center position against azimuth angle range on (0◦, 360◦, step
15◦) for ‘caking’ (a) and the complete revolution for ‘polar transformation’ (b): the blue ‘o’
markers are experimental data, the red solid lines are sine fitting (with black error bars). (Color
figure online)

Figure 6 demonstrates the correlation between data of residual elastic strains at the
azimuth angles from 0◦ to 360◦ with a step equals 15◦ respectively.

Fig. 6. Comparison of residual elastic strains obtained from ‘caking’ (red line) and ‘polar
transformation’ (blue line) techniques. (Color figure online)

The presented Cartesian-to-polar transformation technique allows determining the
strain and subsequently stress values for various in plane directions. The results of this
approach show good agreement with ‘caking’ microstrain results.
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In this study, a technique for the processing of 2D X-ray diffraction patterns from
synchrotron experiments is presented that is referred to as the ‘polar transformation’
interpretation approach. The advantage of ‘polar transformation’ lies in the ability to
perform fast processing of large numbers of 2D diffraction patterns without repeated
binning conversions, with the specific purpose of extracting strain information.

The key benefits of the new method are:

(a) reduction of computational effort andprocessing time (the library timewas imported
from Python for time process measurement; the results showed 41 vs 1011 s for
‘polar transformation’ and ‘caking’, respectively);

(b) simplification of the analysis by omitting the conversion of 2D patterns to 1D
profiles followed by Gaussian peak fitting;

(c) minimizing possible error sources associated with radial-azimuthal binning.

The new technique for the processing of 2D X-ray diffraction patterns collected
at synchrotrons in large volumes conforms to these requirements. Furthermore, the
efficiency of the original method may additionally facilitate online strain mapping in
engineering objects during data collection. Cartesian-to-polar transformation of 2D syn-
chrotron X-ray diffraction patterns allows separating Debye-Scherrer rings distortions
into the contributions from detector misalignment and strain, respectively.
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Abstract. The paper discusses amethod of fast identification of fingerprints based
on templates. The method is based on the properties of local neighborhoods of
minutiae and consists of two stages. At the first stage, the neighborhoods of minu-
tiae are compared independently from the request and reference templates. For
each pair of minutiae, their similarity is estimated. To improve performance rating
classes are introduced. They filter out unlikely pairs of minutiae. Some of the best
ratings for each pair of minutiae of request and reference templates are accumu-
lated in the histogram. As a result of the first stage, a histogram is constructed
for the entire database. Based on the histogram, some of the most similar pairs of
templates are selected. At the second stage, the already selected pairs of templates
are compared additionally, taking into account the consolidation of minutiae. A
significant increase in identification performance, in contrast to other publications,
is achieved by eliminating false candidates in the first stage.

Keywords: Fingerprint · Fast identification · Minutiae · Histogram

1 Introduction

Currently, fingerprints are widely used to identify a person’s identity [1]. To do this,
use Automated Fingerprint Identification Systems, access control systems, etc. They
are essentially a pattern recognition system that recognize a person by determining
the authenticity of a specific physiological characteristic [2]. Personal identification
involves the interaction of computer systems (CSs) with large databases [1]. To improve
the performance of CSs, identification based on fingerprint image templates [3], that
is, on their models. Templates can provide acceptable image recognition quality [4, 5],
but the performance of CSs is limited [6]. Increasing the performance without loss of
recognition quality is possible due to the increase in hardware cost. However, thismethod
of increasing productivity is not acceptable. Therefore, a new challenge arises [7]. How
can, by means of a slight decrease in the quality of recognition, do raise the productivity
of CSs by tens and hundreds of times without a noticeable increase in their cost? This
is the task, which is currently actual. It can be solved by applying new mathematical
models of images, new recognition algorithms and software building paradigms [8, 9].
In this paper, such questions of identification of the person are considered.

The work is structured as follows. The introduction briefly describes the current state
of the identification task, the formulation of the problem and its relevance. Section 2
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outlines the main known methods for improving the quality and performance of identifi-
cation. Section 3 reveals the structure of classifiers based on topology and ridge counting.
It also outlines the algorithm to build a histogram of similarity of the request and refer-
ence templates. Section 4 proposes the new fingerprint matching itself for the database
share. It also reveals the essence of the fast identification algorithm. Section 5 is devoted
to presenting the results of experiments. In conclusion, the findings of the study and the
further direction of work are discussed.

2 Related Works

Methods that improve quality and increase identification performance are well known
[2]. Primary selection rate of pairs of minutiae has a significant impact on performance
[5, 6]. At the same time, minutiae, as well as the relations between them, can be stored
in a template in various ways. In this case, the ridge count [7, 8] or Euclidean distance
[9, 10] between pair of minutiae is most often used. Usually ridge count is determine
by the number of ridges that are intersected by the segment which connecting pair of
minutiae [11].

Local minutiae topological structures (LMTS), noise and distortion resistant, has
been proposed by Jiang at the end2000 [12]. Later, Fengproposed amethodof combining
LMTS into pairs [13], and Cao - into star structures [14]. In [15], generalized methods
of combining LMTS into structures of two, three elements and k-points of a structure
are considered.

In paper [16], the special k-plet structure builds for each minutia. For verification or
identification, the Coupled Breadth First Search (CFBS) method was proposed. Algo-
rithmbased onCFBSmethodperforms amatching of twographs that based onfingerprint
image skeleton. Tracing the skeleton lines form k-plets. Later this idea have developed
in [17]. In this case, the fingerprint has performed as oriented graph.

In [17], the authors describe Minutiae Adjacency Graph (MAG). Each minutia sup-
plies MAG construct. When it is built, the minutiae closest to the given minutia are
selected on the basis of a certain threshold value. Each edge in graph is represented in
the form of

{
i, j, di j , ri j , ϕi j

}
, where i, j – are the numbers of minutiae, di j – is an

Euclidean distance between i and j minutiae, ri j – is the value of ridge count between
them, ϕi j – is an orientation of the edge.

In [18], the authors extend the MAG graph method. They build MAG graph not only
for minutiae, but also for loops, deltas and whorl of pattern.

The above-mentioned algorithms are designed to identify images of medium or
high quality value. Quality is assessed by the NIST criterion [19]. Minutiae detected
on the fingerprints define the graphs. During identification, the edges of the graphs are
comparing and summarizing their similarity score. From all minutiae, select those pairs
of minutiae for which the total estimate of similarity score is maximal.

In general, these algorithms show good performance, but their acceleration is prob-
lematic. The restriction arises because the division of the formed structures into classes
is not determined at the stage of image processing. The implementation of the necessary
functions for this will lead to an increase in the number of calculations and a decrease in
identification performance. Obviously, the preliminary classification of structures and
their ordering can further improve the performance of algorithms.
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Thus, the formulation of the problem is not to speed up the selection of pairs of
minutiae that are potentially identical. This is not enough. It is necessary to build a
histogram based on the selected pairs of minutiae and their similarity estimates, which
will allow weeding out unlike patterns in advance. A detailed analysis of the templates
left only for a small share of database. This will further enhance the performance.

The complexity of the problem lies in the variability of images, and in the content
of the templates. This affects the classification of structures. To compensate for this, it
is necessary to develop a stable classifier, as well as a method for quickly assessing the
similarity of pairs of minutiae. In addition, it is necessary to select the quantile degree
of similarity of templates on the histogram carefully, that is unknown from analogs.

3 Classificatory

Consider the fingerprint identification algorithm. The fingerprint template consists of
the following data: a list of minutiae and a list of structures (nests) for these minutiae.

Each minutia mi consists of its coordinates and orientation [3]. For convenience,
minutiae are supplied with the type ti ∈ {0, 1}: ending or bifurcation, with ti = 1 for
ending and ti = 0 for bifurcation.. The description of minutia using the formula

mi = {(xi , yi ), αi , ti }, i ∈ 1..n, (1)

where (xi , yi ) are coordinates of mi ; αi is a direction of mi in the range [0; 2π], ti is a
type of mi , n is a number of minutiae.

Consider the cross sections for two types of minutiae: the ending (Fig. 1) and the
bifurcation (Fig. 2). The direction vector of every minutia goes upwards in the number
of lines tangential to the line [20]. Perform a sequence of operations.

Let us carry out projections from each minutia to the right and to the left on the
adjacent lines perpendicular to the direction vector of each point. Fix all projections.

Select one minutia and draw a section to the right and to the left. To ensure stability,
we will cross section perpendicular to the intersected lines. The section cuts each line
into two parts, which we call links. Let us enumerate the links clockwise.

For ending number 19, the enumeration begins with the line on which the ending is
located (link number zero in Fig. 1). For bifurcation number 19, the enumeration begins
with a line dividing into two other lines (link number zero in Fig. 2). In the figures, the
section for the ending generates seventeen links (0…16), for the bifurcation – seventeen
links (0…16). As a rule, we chose the depth of the section arbitrarily (5–17 lines).

This method of enumeration of links allows to enumerate the links in a spiral way
and arbitrarily change the depth of the section. However, the method of numbering is
not essential.

When constructing a nest for a minutia, we trace the course of each link, starting
from the section. We trace the link to a meeting with another minutia located on the line,
or to a projection from another minutia (minutiae number 20…27 in Figs. 1 and 2). A
minutia located on the left or right of the link can form this projection.
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Fig. 1. A section for ending as a nest.

Fig. 2. A section for bifurcation as a nest.

There are many links. Their number calculates using the formula

wi = 4x + 2 + (−1)ti , (2)

where ti – is a type of minutia mi , x – number of intersected lines.
While building a nest, for every link minutiae and projections form events (Fig. 3).

Every event corresponds to the number [7, 21]. The last bit depends on the direction of
the minutia, which formed the event. The link number and the number of the minutia
that generated event supply each event. Events 1100 and 0000 do not take into account.
The line either closes or breaks off in the background. There are no other events on line.

For each minutiami , all generated links are form the nest. In the nest, the ridge count
rik is measured from the main minutia mi (center) to the minutia mk , which belong to
this nest. So, the value of ridge count rik equal to the number of lines intersected by the
section connecting the minutiae mi and mk .
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Fig. 3. Events detected on the links.

The set of links in the nest for minutia mi has the next form

Ni = {mk, dik, rik, γik, vik}, mk = {xk, yk, αk}, k ∈ K , (3)

where dik , is the distance between minutiae mi and mk , rik is the ridge count between
the same minutiae, value γik – azimuth, which equal to the angle of the turn of αi to the
ray from minutia mi to minutia mk , αi from formula (1), vik is an event for minutia mk

[7, 20] in the nest of minutiae mi (see Fig. 3), K is the number of links for this nest.
Note that the parameters of links are very stable. They are not depend on the image
orientation, choice of the coordinate center and image scale except of dik value.

Two minutiae mi and mk , k ∈ K , form a dipole in the nest (Fig. 4). We supply each
dipole with its length dik , equal to the distance between these minutiae, the ridge count
rik , and the angle ϕik as the difference of the vectors αi and αk of minutiae mi and mk ,
see formula (1) and (3). Thus, the dipole has the form

Dik = {γik, dik, rik, ϕik}. (4)

There are many dipoles, one of whose ends coincides with the central minutia mi .
For this nest, we form a Multiplicity of Nest Dipoles (MND). We present two dipoles
for the request and reference fingerprints at the Fig. 4.

Fig. 4. Parameters of dipoles for request and reference templates.
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Template stores all MND of fingerprint. Compare eachMND of the request template
with eachMND of the reference template. In this case, a list of the nearest pairs of MND
is formed and their similarity is estimated. For evaluation, the geometric and topological
characteristics are applied [22]. The following formula applies:

ψ
(
ω(mi ,mk), ω

(
m j ,mg

)) = f (�d,�γ1,�γ2,�γ3). (5)

Here �d = ∥∥dik − d jg
∥∥ is the norm of the difference of the lengths of dipoles;

�γ1 is the norm of the difference of azimuth angles γ jg and γik ; �γ2 is the norm of
the difference of the azimuth angles of γg j and γki ; �γ3 is the norm of the difference
between the angles ϕik and ϕ jg (4); function f is a first degree polynomial. Without loss
of generality, we consider the value 0 ≤ ψ ≤ 1. The closer this value of ψ to one, the
more similar the dipoles.

The topology similarity of dipoles depends on the event vik of request template and
the event v jg of the reference fingerprint. It depends on the first bit of events as shown
on the Fig. 3. Event as a number define the link state. It is zero if the angle of minutia
direction is oriented along the course of link; otherwise, it is one [22, 23]. We use a
logical operation “exclusive or”:

λ
(
ω(mi ,mk), ω

(
m j ,mg

)) = vik ⊕ v jg. (6)

It is clear that λ ∈ {0, 1}.
The final similarity of two dipoles is a combination of formulas (5) and (6) in the

form of

sik, jg = ψ
(
(mi ,mk),

(
m j ,mg

)) ∗ λ
(
(mi ,mk),

(
m j ,mg

))
, (7)

where

sik, jg = s
(
(mi ,mk),

(
m j ,mg

))
.

The formulas (5)–(7) estimate the similarity of two dipoles. For quick calculation
of the normalized differences using formula, it is necessary to reduce lengths of dipoles
and angles value to the integer range 0…127. It is easy with the help of quantization.
These values allow us to use the methods of multibyte add, subtract, absolute value [24].

Thereafter, it is possible to select the most similar dipoles, associated with minutiae,
but it requires brute force dipoles of the request and reference templates.

For each minutia, we select at least two closest minutiae from its nests. For example,
for minutiami two minutiaeml andmr are selected (the more minutiae are selected, the
higher accuracy and the lower performance). Therefore, minutia mi forms two dipoles
(see Fig. 5). The ridge count equal ril and rir , respectively for selected minutiae.

For minutiae ml and mr , the azimuth angle is defined as γik ∈ {0; 359}, k ∈ {l, r}.
With the help of quantization we reduce this angle to γik ∈ {0; 63}. This set gives us 64
possible classes.

The number of classes is not enough; there is high probability of erroneous com-
parison of two different dipoles. The additional bit in the dipole description allow us to
double the number of classes. This bit is the same as the value of vik by formula (3),
where k ∈ {l, r}, vik ∈ {0, 1} (Fig. 5). Thereby, the number of classes increases to 128.



Fast Identification of Fingerprint 295

Fig. 5. Two dipoles and their parameters for central minutia mi .

Let us add the reverse bit vki that the nest of minutiamk forms, k ∈ {l, r} (see Fig. 5).
The method of its calculation is the same as for the nest of minutia mi . Therefore, we
define the class cik like a byte shown in Fig. 6.

Fig. 6. Structure of the class cik .

Thus, the number of classes expended to 256. Now rewrite the structure of MNDs
according to formula (4) in the form

Dik = {cik, dik, rik, ϕik}, k ∈ {l, r}. (8)

Before matching dipoles ordered by classes. This order depends on the value of
classes. Then the intersection of the list of classes for request and reference templates is
calculated [23]. If the classes are equal, the angles ϕik and ϕ jg difference, the distances
dik and d jg difference, the ridge count rik and r jg difference are estimated (see Fig. 4).
If the values of these differences within the specified tolerances, then minutiae mi and
mk saved in the list L0. So minutiae mi and mk are considered as possible candidates of
identical minutiae pairs in the list

L0 = {(mi ,mk)}, k ∈ {l, r}.
Tolerance values are determined at the training stage. Comparison of dipoles based

on the classes as fast as comparison of integers. Any other estimation performs after
comparison of classes. It increases productivity. Therefore, the list L0 is built quickly.

Then take a pair ofminutiaemi andmk from the L0 list. Consider themasminutiaemi

and m j (see Fig. 4). The nest of each minutia forms multitude of events {vik1, vik2, . . .}
and

{
v jg1, v jg2 . . .

}
according to formula (3) and (6). Two multitudes of events define

two 32-bit words. The number of link on which the event is detected determines the bit
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index in the word. Thus, the word reflects the topological properties of the whole nest.
The word counting for each nest can be done before template matching. We compare
these two 32-bit words using a logical operation of the exclusive “or” (“XOR”). The
number of matching bits is counted [24]. After that, the list L1 is forming as selecting
the best matching score bi j for pair of minutiae mi and m j :

L1 = {(
mi ,m j , bi j

)}
, i ∈ {1, n1}, j ∈ {1, n2}, (9)

where n1 is the number of minutiae in the request template and n2 – in the reference
template.

The list L1 is ordered by matching score bi j . Then from the list L1 we select the M
best pairs or less if the templates too small and estimate the similarity of two templates
in the form of

s =
∑M

m=1
bim , jm , (10)

where indices im , jm are unique and not duplicated.
Similarity estimation (9) of two templates is performed very quickly. Comparing

request template with each reference template from database, we construct the histogram
of similarities H(s), where s determined by the formula (10). Obviously, this is an
align-free method.

Value M is determined at the training stage and depends on the type of impression:
rolled or plain fingerprint. Increasing the value M leads to better selection of genuine
pairs.

4 Matching

Performance improvement is not only in the use of dipole classes, but also in the
application of the properties of histogram estimates.

Let us define a quantile q of the best estimations for the histogram H(s) using (10).
This will determine a small proportion of all referenced templates from database. We
denote this part of the reference templates as Hq(s). Compare request template with
every reference template from Hq(s) using formulas (1)–(9).

For a single pair of request and reference templates now we make a qualitative
matching.

From the list L1 we select K = √
n1n2 themost similar pairs of nests using (9). They

are correspond to the minutiae mi and m j , which are usually identical on the genuine
fingerprints (Fig. 4). We denote Ki and K j as the number of links for nests of minutiae
mi and m j . For evaluation, both geometric and topological characteristics are applied
[22]. We use next formula for pair of nests estimation in the form of

Qi j =
∑min(Ki ,K j)

k,g=1
ψ

(
ω(mi ,mk), ω

(
m j ,mg

))
, (11)

where ψ
(
ω(mi ,mk), ω

(
m j ,mg

))
is the formula (5). Dipoles are compared on the

identically numbered links.
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Based on the list L1 (9) and similarity of nests according to the formula (11), we
construct the list L2 in the form of

L2 = {(
mi ,m j , Qi j

)}
, i ∈ {1, n1}, j ∈ {1, n2}, (12)

where n1 is the number of minutiae in the request template and n2 – in the reference
template from the share of histogram Hq(s). The list L2 is ordered by matching score.

Note, that list L2 is represented as sets of nests. Select the best pair of minutiae mi1
and m j1 from the list L2, i1 ∈ {1, n1}, j1 ∈ {1, n2} (12). Create new list L3 and empty
it. Reset values V1 and V2.

The algorithm of matching based on the start minutiae mi1 and m j1 . It consists of
the following steps.

1. Push into the list L3 pair of minutiae mi1 and m j1 from the list L2 and reset the
quality Qi1 j1 .

2. Reset the value V1.
3. For each pair of minutiae mi and m j from the list L3 estimate the quality Qi j if it

is zero.
4. Sort the list L3 in ascending order.
5. Pop from the list L3 the best pair of minutiae mi and m j .
6. Accumulate quality Qi j for these minutiae in the variable V1.
7. Delete pairs of minutiae with the same indexes i and j if they are duplicated in

other pairs of minutiae in the list L3.
8. Compare dipoles Dik and Djg in the nests according to the formulas (4)–(6) and cal-

culate similarity of two dipoles sik, jg using (7). Regardless of equality or inequality
of classes, the angles ϕik and ϕ jg difference, the distances dik and d jg difference,
the ridge count rik and r jg difference are estimated (see Fig. 4). If the values of
these differences within the specified tolerances, then new pair of minutiae mk and
mg push into the list L3. Reset the quality Qkg . Tolerances are determined at the
training stage. So minutiae mk and mg are considered as possible candidates of
identical minutiae pairs. According to formula (8) in the nest can form many pairs
of minutiae

(
mk1 ,mg1

)
,
(
mk2 ,mg2

)
…They are all listed.

9. If the list L3 is not empty, go to 3.
10. If V2 < V1 then V2 = V1.
11. If the number t of pairs ofminutiae selected from the list L2 is less than the specified

threshold and the list L2 is not empty, push into the list L3 pair of minutiae mit+1

and m jt+1 from the list L2 and reset the quality Qit+1 jt+1 .
12. If the list L3 is not empty, go to 2.
13. Yield saved to the result V2. The end.

The best estimation of one of the paths taken as the result of matching.
On the basis of this algorithm fragments are developed along pairs of similar nests

that are connected to each other. This fact is the same as in the paper [16]. Consolidation
of estimations is done automatically. Finally matching score equal to

MS = V2/
√
n1n2, (13)
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where n1 is the number of minutiae in the request template and n2 – in the reference
template from the share of histogram Hq(s). For reference templates that are not part of
Hq(s), set MS = 0.

5 Computational Experiments

To test the proposed algorithm we selected 6,000 images from FVC 2000, 2002, 2004
and 2006 databases (only optical sensor). There are images of good, mean and bad
quality. A matching was made for them. It depends on the size of the database.

The graph in Fig. 7 illustrates functional dependence of the summary error rate versus
the matching rate. The solid bold line illustrates this dependence for algorithm without
using of histogram, only matching stage. In this case, the speed of matching is regulated
only by tolerances. The dashed bold line illustrates dependence of the same algorithm
with using of histogram. In the late case, the speed of matching is regulated by both
tolerances and the size of small proportion of referenced templates. The abscissa axis
shows the number of comparisons, million per second. The ordinate axis represents the
error in percentile@10−3 (see [13]). On left side both graphs correspond to the compar-
ison of templates without any accelerators. On the right side the solid line corresponds
to the comparison of templates with minimal tolerances, the dashed line corresponds to
the comparison with the same tolerances combined with small proportion of referenced
templates equal to 10%. As you can see, the acceleration of the algorithm is nonlinear.
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Fig. 7. Error in percentile@10−3 vs. number of comparisons, millions per second

To compare algorithm with other results the international testing FVC OnGoing
benchmark were used [25]. Some tests results of palm identification for January 12,
2018 are presented in the Table 1. The method, described in this paper, is used in the
PPM algorithm. His average match time corresponds to the beginning of the graphs.
Minutiae recognition method is described in [26].
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Table 1. Comparative analysis of algorithms

Algorithm Average match time, ms Template size, byte FMR10000

PPM 51 36922 6,179

M3gl 911 88958 9,643

MinutiaeClusterFull 86 3344160 10,214

HXKJ 705 12288 17,536

MCC-Based (Baseline) 241 214629 20,107

6 Conclusion

The paper proposes a fingerprint identification algorithm that works in two stages. At the
first stage, a histogram evaluation of fingerprint similarity is performed. At the second
stage, the fingerprint matching itself is performed for the database share. The use of
histogram estimates further increases the performance of the algorithm due to a small
loss of quality.

The method relies on topological events that are stored in a template. The size of the
template increases slightly. The advantages include the fact that the comparison of nests
is reduced to comparison integers and performing a logical bitwise Hamming operation
(lists L0 and L1). This significantly reduces the identification time.

Further direction of research is seen in the development of new accelerators and
adaptation of the algorithm to work with large database. Separately experiments on
FVC2004 DB1 will be conducted.
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Abstract. Convolutional Neural Networks (CNN) show state of the art
results on variety of tasks. The paper presents the scheme how to pre-
pare highly accurate (97% on the test set) and fast CNN for detection not
suitable or safe for work (NSFW) images. The present research focuses
on investigating questions concerning identifying NSFW pictures with
nudity by neural networks. One of the main features of the present work
is considering the NSFW class of images not only in terms of natural
human nudity but also include cartoons and other drawn pictures con-
taining obscene images of the primary sexual characteristics. Another
important considered issue is collecting representative dataset for the
problem. The research includes the review of existing nudity detection
methods, which are provided by traditional machine learning techniques
and quite new neural networks based approaches. In addition, several
important problems in NSFW pictures filtering are considered in the
study.

Keywords: Image recognition · Pattern recognition · Not suitable or
safe for work · Convolutional neural networks · Pornography detection

1 Introduction

The Internet as a quite free information dissemination platform provides access
for numerous texts, images, and other types of uncensored information. Freedom
of information on the Internet helps us make more thoughtful decisions based on
a variety of sources. But sometimes Internet resources must follow the rules and
engage censorship and deny public access to some of the data. Censorship can be
determined by resource subjects or audience or the company, that must follow
the law. One type of information which often must be censored is not suitable or
safe for work (NSFW) data. NSFW is a class of information, that contains nudity,
intense sexuality, pornography, obscene texts, and other disturbing content. In
our paper, we limit NSFW content to pornographic pictures. In our work such
type of content is named positive class, since this class is our aim to find. Hence,
normal or suitable for work images are named as a positive class. Evidently, the
c© Springer Nature Switzerland AG 2020
W. M. P. van der Aalst et al. (Eds.): AIST 2019, CCIS 1086, pp. 301–312, 2020.
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NSFW filtering images problem exists for the web resources, which are opened
for uploading and publishing user’s content with images. If we moderate such a
resource we face three main tasks. First of all, a moderation process “by hand”
takes too much time to analyze all the images. Big lag between uploading picture
and publishing makes web resource less attractive for users.

Secondly, it should be noted that the research is provided for the Russian
market and law. The investigation of law enforcement practice leads us to the fact
that there is no single-valued definition of prohibited pornographic content in
different countries. To determine what is the violation of the law, and what is not,
usually uses expert assessments. That is why we should take into consideration
what users determine as not suitable content. As a result, the definition of such
content should be wide. In this work, we use the following definition: image is
not suitable for work if it contains not covered full breast’s areola and genitals
or part of it. These things can be drawn or photographed. Thirdly, we must
minimize unsuitable pictures as much as possible. Otherwise, Internet resources
can break the law or lose the audience. In other words, the aim is to minimize
false positive rate, however false negative rate is less important for us.

Our experiments indicate that modern pretrained neural networks show good
results in our problem on many training set configurations. As a result the most
challenging task is to collect representative and diverse dataset. The dataset that
most appropriate to out NSFW class definition.

The main contribution of this research is the creation of a fast automatic
image pre-filtering algorithm with a minimal false positive rate. In order to
archive the goal we:

– review existing nudity detection methods;
– make a procedure to collect the data for training purpose;
– train chosen neural networks;
– compare precision, recall, and speed of our approaches with others.

The remainder of this paper is organized as follows: related works overview is
discussed in Sect. 2. Section 3 provides information about the dataset formation
procedure, while Sect. 4 presents a proposed methodology, experimental evalua-
tion measures, and the baselines. In the end, we conclude and discuss our results
on the test dataset.

2 Background

Filtering obscene images is not a novel task. In 1996 Fleck et al. [1] made one of
the first attempts to create an automatic NSFW image detector. In 2012, Marie
Short, together with co-authors, [2] conducted a study of works for 2002–2012
on filtering obscene images. Further, we observe several most important works
from our point of view.
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2.1 Skin-Based and Bag-of-Visual-Word Approaches

Approaches which are based on the search and analysis of regions with human
skin are widely presented in the literature [1,3,4]. For instance, Margaret Fleck
and co-authors in 1996 [1] proposed a two-step algorithm. The first stage is the
collection of images with a large proportion of pixels with a color close to the
body. The second stage is a geometric analysis of “skin” areas.

Another widely used approach in the image classification task is the BoVW
(Bag-of-Visual-Words). A dictionary of such features or words can be prepared
in several ways. The most popular methods are SIFT (Scale-invariant feature
transform) [5] and SURF (Speed Up Robust Features) [6].

Some of the first people who applied BoVW in order to solve the problem of
filtering obscene images were Deselaers with co-authors [7]. They showed results
superior to all previous algorithms based on the search and analysis of regions
with human skin. Sandra Avila et al. in 2009 [8] developed the BoVW based
approach and suggested to add color information to SIFT features (Hue-SIFT).

2.2 Convolutional Neural Networks

Today convolutional neural networks (CNN) show the best results in classifica-
tion and other image tasks. The most well-known example of CNN application in
the classification problem, which would significantly exceed all other algorithms,
is the victory of AlexNet [9] in ILSVRC 2012 (ImageNet Large Scale Visual
Recognition Challenge) [10].

The results shown on ImageNet not only allowed us to increase quality of the
classification on a particular task but also allowed us to significantly improve
the classification results for many other problems. It turned out that the model
trained on ImageNet can be retrained (fine-tuned) for other tasks, even not only
classification ones. If we consider the classical architecture of CNN, it turns out
that the majority of layers in the neural network generate a feature vector. Then,
machine learning model [9], fully connected layers [11] or convolutional layers
[12] solve classification task based on the generated features. As a result, the
network trained on ImageNet generates features that can effectively represent
a variety of images and objects. Some of the most popular models are (ResNet
[13], Inception [14], VGG [11] and their modified versions. In this paper, we will
use one of the modifications of the network Inception-Xception [15], rethinking
and optimization of several known CNN architectures – MobileNet [12] and one
of the variants of the architecture ResNet – ResNet-50. All these types of CNN
showed good results on the sample ImageNet, but at the same time, learns
quickly because of compact and effective architectures.

In the problem of filtering pornographic images, neural networks are also
used and show better results compared to other methods. One of the first suc-
cessful applications of CNN for this task is the work of Muhammad Mustafa in
2015 [16]. He retrained two well-known architectures: AlexNet [9] and GoogleNet
[17] on a sample of NPDI [18]. Sample NPDI is one of the few public samples
for comparison of models filtering obscene images. Among newer works trained
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on the NPDI sample, one can distinguish the work of 2017 by Maurizio Perez
and co-authors [19]. They experimented with filtering pornographic videos using
the same network architectures and slightly improved neural network training
techniques, showing better results for this dataset.

Today at least two free models are available for comparison. The first model1

is the ResNet-50 network with a reduced number of folds on each layer, pre-
trained on ImageNet and trained by specialists from Yahoo on its own pro-
prietary sample. The second model2 was trained to filter pornographic photos,
not drawings. The model has the same architecture as the Yahoo network, also
trained on a closed sample, but its main purpose is the classification of poses
during sexual intercourse. Objective of the project is significantly different from
ours, but the output of the network can be reduced to our formulation of the
problem.

3 Dataset Formation

Generally, CNN demonstrates satisfactory results only after training on a huge
dataset, but gathering sample from scratch is a challenging task since collec-
tors should strongly identify criteria for every class, accurately choose data
sources, elaborate gathering procedure and finally collect the data. All these
points require time, resources and certain competencies. As a result, several
carefully prepared datasets were considered.

3.1 Existing Datasets

There are several datasets for nudity detection task [8,20]. But they are not
applicable to our problem as nudity and our NSFW class definition are not the
same. In other words, picture with open genitals or with quite small not covered
skin area is NSFW content, but it cannot be uniquely defined as nudity. Moreover
usually nudity class does not contain drawn pictures. Also, there is Pornography
database [18]. In contrast to the previous two, this dataset contains photos and
drawn pictures and determine two classes very close to ours. The dataset is a
collection of films and selected frames from the films. The benign images also
divided into two subclasses: “Easy” and “Difficult”. We use only the frames for
our task. Close investigation ofPornography database shows us several problems.
The first problem is label correctness. NSFW class consists of frames from films
with NSFW content, but it seems every n-th screenshots was placed into sample
without label checking. But pornographic videos from the database have benign
scenes at the beginning, also pornographic scenes have frames which contain
only faces, interior and etc. According to our negative class criteria, 67 images
from 200 randomly taken pictures from pornographic (only 33,5%) can be named
as NSFW. In the same time we did not find any wrong labeled images in the
positive class as a result a benign class is correct.
1 https://github.com/yahoo/open nsfw.
2 https://github.com/ryanjay0/miles-deep.

https://github.com/yahoo/open_nsfw
https://github.com/ryanjay0/miles-deep
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The second problem is frame quality. A big part of the dynamic frames are
blurred and several NSFW pictures cannot be absolutely classified by human.

The third is a size of the dataset. Pornography database has 6387 and 10340
images for negative and positive classes correspondingly. Since CNN requires
huge dataset for training and clear labels we suppose that such number is not
enough for training effective classifier from scratch or fine-tuning. Moreover, our
NSFW definition mentioned above is wider than the negative subset of this
dataset. As a result, the Pornography database is not perfectly suitable for our
tasks, but it was used in several experiments. The results are presented in the
Experimental Results section.

3.2 Dataset Gathering Procedure

Consequently, we have to collect our own dataset. The main issue for collecting
dataset is how to make it representative and able to be a good source for training
classifier. In order to resolve this problem we apply an iterative procedure:

– Gather initial sample;
– Conduct a validation experiment;
– Investigate misclassified items.

If there is obvious misclassified subclass then add more images from the most
problem subclass and repeat the second stage. Otherwise end procedure.

Validation experiment in the second stage is testing of fine-tuned model
pretrained on ImageNet. As testing model architectures were considered some
widely used neural network such as AlexNet, ResNet and Inception. Searching
the best model type for validation experiment was not provided. Number of
epochs determined by the moment when accuracy improvement on validation
set was less than 0.005. Usually, this figure was between 3 and 10 epochs. Cer-
tainly, we can get better results if we train network longer, but we believe that
such a criterion makes it possible to maintain a balance between time and result.
We fine-tune only fully connected and the last convolutional layers. Intermediate
dataset was split into training (80%), validation (10%) and testing (10%) sets.
We explore the test set in order to observe errors and find the most problematic
picture cluster. Subsets using strategy is to train network on the training data,
choose the best model according to error on validation images and investigate
quality on the test set.

The testing experiment strategy is not optimal, but it gives us information
which helps us to improve our sample.

3.3 Application of the Iterative Procedure

At the first few iterations we exclude drawn pictures from NSFW class to simplify
the searching misclassified subclasses process.

First few iterations show us that we should add more safety images with big
flesh color areas and with human faces. These results are quite obvious since a
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huge part of NSFW images contain faces. It should be noted that every iteration
network achieves more than 90% accuracy on the validation set. It can testify to
the fact, that the architectures can be well trained on a specific dataset (20000 of
NSFW images and 20000 of suitable data), but new examples show poor models
generalizing power even with extensive use of augmentations. Since chosen archi-
tectures show great generalization on a more difficult challenge of classification
of 1000 classes, we decide that the problem is in the dataset and we need to
collect more data. Our aim was to collect around half a million pictures for both
classes. While expanding dataset especially NSFW class we faced a problem.
Whereas proven benign images are placed openly for research purposes datasets
such as VOC2012, ImageNet, INRIA person and others, gathering tremendous
number of pornographic images is a challenge. First of all, as it was already men-
tioned, there is no universal NSFW class definition. As a result, we observe that
many images which are placed in pornographic resources are safe according to
our definition of negative class, but at the same time, there is quite a small num-
ber of resources with similar NSFW marks as ours. As the main source of such
images we used Danbooru sites and microblogs, for instance tumblr.com. Such
microblogs allow users to post any images. Some users publish NSFW images in
their blogs and tag images or whole blogs. In order to collect the positive class we
rely on description of those images from source, because we cannot check every
image manually. We did not use prepared crawlers with collected NSFW URLs
pictures3,4 since they did not exist at the time of dataset gathering formation.

From the web sites, which support picture tagging, we use images which are
marked by “NSFW”, “Not safe” and other similar tags or at least one tag which
describes content as not suitable in our definition. From the microblogs without
picture tagging we use images which are placed in microblog with the name
containing NSFW keywords or phrases for example sex, naked, porno and etc.

Drawn pictures are grouped in accordance with discovered description. In
other words, we firstly collect not suitable pictures according to the description.
Then we gather similar in style and content drawn images, for example benign
anime and hentai. And finally, we add this drawn set to the dataset and improve
it by the iterative procedure. As a result, we have a structure of dataset as it is
described below.

Negative class:

– 250000 – photos of the real world;
– 120000 – drawn pictures;
– 35000 – photos of people with big open skin areas;
– 15000 – face images;
– 25000 – photos of people in the crowd and alone;
– 5000 – desert images;
– 420000 – total positive sample size.

3 https://github.com/GodelBose/NSFW Detection.
4 https://github.com/EBazarov/nsfw data source urls.

https://www.tumblr.com
https://github.com/GodelBose/NSFW_Detection
https://github.com/EBazarov/nsfw_data_source_urls
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Positive class:

– 300000 – images with natural human nudity;
– 120000 – drawn NSFW pictures;
– 420000 – total negative sample size.

3.4 Upgrading of Dataset A

We observe that neural networks after training on dataset A become too “strict”
in terms of negative class. In other words people in bikini and other types of very
open suits are constantly qualified as NSFW images by many network architec-
tures and learning strategies. Quality metrics are presented in the Experimental
Results section.

More precise investigation of dataset A shows us that there are quite a lot of
examples of wrongly gathered images from negative class. It was discovered that
some blogs without drawn pictures with NSFW keywords in name contain mostly
erotic images with covered genitals and breast. Moreover, sometimes prohibited
class definition in microblog changes over time. For instance, sometimes the
author places in his blog mostly erotic images and in some time posts only
images, which correspond to our NSFW class specification. Another problem
appears when people mark benign pictures with few NSFW tags. We suppose
that it can be explained by different understanding of what pornographic image is
and a human factor. Benign images are selected on the desirable level. We haven’t
discovered any wrongly collected pictures for the negative class. Furthermore,
networks trained on dataset A make very few mistakes in classification photos
of the world. Most parts of errors are pictures that contain people in revealing
clothes.

Drawn pictures have few wrongly marked instances (less than 5%), but clas-
sification quality of such images is quite poor (80% in contrast to 95% for the
photos). We suppose that the reason for it is imbalanced subclasses of drawn
pictures in negative class. The largest part of collected benign drawn content is
anime, but positive class contains not only NSFW anime images or hentai.

As a result, we decide to upgrade dataset A by the next improvements:

– Use stronger NSFW photos gathering conditions;
– Increase benign images proportion in positive class;
– Balance drawn pictures distribution in both classes and increase its proportion

in the sample.

Also, we modified conditions of NSFW content:

– From Danbooru websites, we collect images marked by “NSFW”, “not safe”
and other at least three similar tags which describe content as not suitable
in our definition.

– From microblogs, we use image placed in microblog with a name containing
NSFW keywords for example sex, porno and 98 of 100 images from this blog
must be NSFW (images must be checked by the experts).
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Since new conditions require manual checking we were forced to reduce new
sample size. Also, as we have not saved pairs “images - tags” and “image - blog
name” we had to recollect positive class. The final distribution of the new sample
of dataset B described below.

Negative sample:

– 30000 – photos of the world;
– 24000 – photos of people with big open skin areas;
– 23000 – drawn pictures;
– 77000 – total positive samples size.

Positive sample:

– 44000 – images with natural human nudity;
– 33000 – drawn NSFW pictures;
– 77000 – total negative sample size.

Models trained on dataset B show more appropriate results and the last
sample was chosen as the main.

4 Experimental Results

In this section we describe conducted experiments with the collected data and
some other datasets.

4.1 Proposed Methodology

As it was already discussed convolutional neural networks are state of the art
in various tasks. So CNN were chosen as the main classification method. For
training networks fine-tuning was applied, since using pretrained networks sig-
nificantly reduces training time and allows to achieve better results. Xception,
MobileNet and ResNet-50 architectures were used for training, since these net-
works show competitive results in ILSVRC and other competitions, they are
quite fast, compact and they have pretrained weights on ImageNet in Keras. We
did not provide experiments with architecture modifications since vanilla net-
works demonstrate desirable results. Also we have limited computational budget
and we cannot provide many experiments.

Most networks were trained in Keras framework with Tensorflow backend
using Adam optimizer with learning rate 1e–4. We reduce learning rate by a
factor 2 when validation accuracy did not improve for a three epochs. In all
experiments we train networks for 100 epochs and choose the best by validation
accuracy. Random flip, rotation, shear, brightness and gamma jittering aug-
mentation techniques were used in order to improve generalization power. We
convert Yahoo model in Keras for fine-tuning. Also Caffe framework was applied
for testing vanilla Yahoo and Miles-Deep pretrained networks.
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4.2 Evaluation Measure

In order to evaluate proposed approach we run several experiments and write the
results of the experiments to the Table 1. Columns “Precision (neg/pos)” and
“Recall (neg/pos)” show precision and recall of testing negative and positive
subsets correspondingly. For other two columns “Recall for NSFW photos” and
“Recall for NSFW drawings” we split the testing positive NSFW subset into
photos and drawn pictures respectively.

Table 1. Evaluation on dataset B

Architecture Procedure Frame-

work

Precision

(neg/pos)

Recall

(neg/pos)

Recall for

NSFW

photos

Recall for

NSFW

drawings

Yahoo ResNet50 1by2 – Caffe 0.81/0.98 0.99/0.76 0.87 0.64

Miles-Deep ResNet50 1by2 – Caffe 0.56/0.98 1.0/0.19 0.26 0.09

Yahoo ResNet50 1by2 Fine-tuning Keras 0.97/0.95 0.95/0.96 0.97 0.93

ResNet50 Fine-tuning Keras 0.95/0.96 0.96/0.95 0.97 0.91

ResNet50 (grayscale) Fine-tuning Keras 0.95/0.95 0.95/0.95 0.96 0.92

Xception Fine-tuning Keras 0.96/0.98 0.98/0.96 0.97 0.94

Xception Re-training Keras 0.96/0.75 0.86/0.97 0.98 0.96

MobileNet Fine-tuning Keras 0.95/0.94 0.95/0.96 0.97 0.93

In Table 1 the first column notes a network structure like ResNet50, Xcep-
tion or MobileNet. Such a name like Yahoo ResNet50 1by2 means a particular
implementation of the corresponding architecture. Column “Procedure” demon-
strates whether we use fine-tuning procedure, pretraining on additional data or
use pretrained model as-is. All models were fine-tuned only on the dataset B
and pretrained on ImageNet. In retraining procedure we pretrain model using
dataset A and then fine-tuned on dataset B. Next we specify a framework which
was used: Caffe or Keras. As we can see, the best precisions shown by Xcep-
tion network both fine-tuned and retrained. Also, we can see that fully trained
Xception network works slightly better on drawn pictures than fine-tuned one.
The downside is that a fully retrained network has much less precision of NSFW
class. It should be noted that MobileNet architecture shows competitive preci-
sions. One more interesting experiment with grayscale images has been done. We
evaluated, how useful color information for the networks in this task. Since we
have only pretrained weights for color images, standard ResNet50 architecture
was fine-tuned on 3 channel gray pictures. Surprisingly results are very close to
the color modification. This fact gives us possible way to speed up inference.

Also several experiments were conducted on the NPDI dataset with Xception
architecture pretrained on ImageNet. Training procedure was the same as in
experiments with dataset B. We can see in Table 1 that pretraining on the dataset
B is better than other options. As it was already mentioned the definition of
NSFW content is different from ours. Consequently using of NPDI train sample
leads to metrics improvements. Also since NPDI dataset has noisy labels we did
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Table 2. Evaluation on dataset NPDI

Architecture Dataset Precision (neg/pos) Recall (neg/pos)

Xception NPDI 0.93/0.96 0.94/0.95

Xception A 0.63/0.88 0.85/0.69

Xception B 0.92/0.76 0.50/0.97

Xception A; NPDI 0.91/0.91 0.85/0.95

Xception B; NPDI 0.95/0.98 0.97/0.97

not try to improve these achievements or try to use NPDI as pretraining sample
and only convinced of the superiority of dataset B in close task (Table 2).

We conduct several speed tests except quality evaluation. Speed is important
characteristic of algorithms especially in commercial usage. We compare several
architectures on machine with NVIDIA GTX 1080, CUDA 9.0, cuDNN 7.3.1,
Keras 2.2.4 and TensorFlow 1.12. It was done with 64 batch size and constant
image in RAM (Random Access Memory).

As we can see in the Table 3, the slowest result shown by ResNet50. Xcep-
tion architecture performs just a little bit faster. Yahoo ResNet50 1by2 runs
more than 2 times faster on Caffe than vanilla ResNet50 on Keras. The fastest
architecture in this table is MobileNet.

Table 3. Images per second performance.

Architecture Framework Images per second

MobileNet Keras 596

MobileNet v2 [21] Keras 548

Yahoo ResNet50 1by2 Keras 423

VGG 16 Keras 230

Xception Keras 206

ResNet50 Keras 203

If we sum up our results, Tables 1 and 3 demonstrate that MobileNet shows
the best tradeoff between speed and quality. That is why it is chosen to run
in production system. You can check the inference of our neural network on
the demonstration version, which is available at fapme.me5 with Russian user
interface.

5 Conclusion

This research is dedicated to the topic of creation of highly accurate convolu-
tional neural network for filtering not suitable or safe for work images. As a
5 https://fapme.me.

https://fapme.me
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NSFW class of images we consider not only photos in terms of natural human
nudity, but also include cartoons and other drawn pictures containing obscene
images of the primary sexual characteristics.

In order to achieve our goal, we review existing nudity detection methods
which are provided by traditional machine learning techniques and quite new
neural networks based approaches. In addition, several important problems in
NSFW pictures filtering are considered in the study.

We have found that existing neural networks trained on NSFW the dataset
achieve more than 90% accuracy on validation. Consequently the most challeng-
ing task is to collect representative and diverse dataset.

The results of the work are:

– dataset iterative collecting procedure;
– artificial neural networks trained on the dataset;
– comparison with other existing approaches.

The best tradeoff between precision, recall and speed has been achieved using
pre-trained MobileNet v1 after fine-tuning procedure on our dataset.
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Abstract. Network planning is one of the most significant problems
that airlines solve every day. Currently, airlines utilise traveller decision
choice modelling, which has certain drawbacks. It analyses each market
independently, which does not consider the entire Airline network infor-
mation with its dynamic structure formation based on competition factors.

In the paper, we show that Airline network structure provides an accu-
rate prediction for the current network and for future lines. We compare
several approaches for Airline network link prediction via structural net-
work embeddings, which are interpreted as new itinerary markets estima-
tion.

Keywords: Itinerary prediction · Network embeddings · Link
prediction · Network planning · Airline market estimation

1 Introduction

The airline business is very competitive, so airlines try to act in an optimal way
to gain profits. There are different ways to do it: marketing, operations or better
network planning. Marketing is aimed to create brand loyalty and attract new
users to a specific carrier. Operation optimisation is the cost reduction policy,
such as infrastructure development or plane maintenance strategy.

Network planning deals with finding the optimal schedule and appropriate
plane types while choosing proper prices for a specific route. This paper considers
how an airline could efficiently enter new itinerary markets of Airline network
using modern approaches in network science.

The standard way to estimate potential markets is based on a prediction
of demand, market shares and corresponding profit [2,4]. Usually, one needs to
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build discrete choice models or quality of service index for users who will possibly
flight in such routes [2].

Discrete choice modelling is the class of methods that aimed to explain or
predict individual choice over given decision space. This is a subtask of classifi-
cation. Using it, airlines estimate the probability of traveller’s choice across dif-
ferent combinations of ticket parameters. Such models vary across the industry,
but the main tool is the Multinomial or (Generalized) Nested Logistic Regres-
sions models [2]. Airlines choose such methods because it is easy to explain in
comparison with other more powerful approaches like tree-based ensembles or
neural networks. Recently, some works on the application of modern methods
were presented in [19,22]. It is also possible to extrapolate results from other
similar markets to new interesting routes [2]. These similarities are shaped from
experts’ opinion, but network science methods can provide such similarities in a
strictly formal way.

Quality of service index (QSI) is an empirical method assigning manually
founded weights to different parameters of tickets such as departure time, route
or carrier. In what follows, demand prediction is estimated as normalised QSI
across different carriers [9].

Frequent flyers bring a large part of the profit to the carrier. Such trav-
ellers are sensitive to different parameters of flights: schedule, ticket type, price,
airports, services and personal preferences to specific airlines. The methods
described above solve the problem from travellers point of view, so it con-
centrates on offer-specific parameters. However, such models do not take into
account information about the whole Airline network.

Another problem of these methods involves the temporal structure of new
market discovering: many new routes would be closed after a small time period
(about half a year). Thus, it is necessary to apply a new approach that can
predict the date and duration of the new airline opening.

Taking into account that profits on a new route are of great interest as an
aggregated market parameter, it is interesting to learn from how the whole net-
work formation, rather than study behaviour of specific users. Modern methods
on network science allow the accounting of all network information such as air-
port and origin-destination market-specific attributes.

In what follows, we describe the structure of our work. Section 2 overviews
related work. Section 3 describes the experimental setup, following by Sect. 4
with results and discussion sections.

It is important to mention that there is a lack of research works in the chosen
field because most data remain confidential. Lack of data also induces us to
choose the United States market for research as the only available data, however,
described in this paper methods are applicable for other Airline networks as well.

2 Airline Prediction via Link Prediction

In terms of network science, the new itinerary route problem can be stated as a
link prediction problem (LPP). LPP is a problem of predicting new edges in the
network or reconstructing missing edges in noisy graph data. It could be solved
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by classic machine learning methods over graph feature space [34]. The main
problem in such an approach is to create feature vectors for node pairs and take
into account the nodes and edges attributes together with vectorized features of
the graph structure.

The basic approach suggested to find several similarity measures between
vertices [20] (e.g. common neighbours, Jaccard coefficient, etc.). If nodes are
similar by a certain threshold than new edge should exist. This approach can
be expanded using topology and social network analysis theory bringing more
complex metrics such as generalized Jaccard coefficient, hitting time between
nodes or homophily and structural balance [34].

From a machine learning point of view, link prediction problem can be
solved by standard classification approach using standard frameworks over fea-
ture space for pairs of nodes and predicting whether the edge between them will
appear/exist in the network. The answer on how to construct such features with-
out domain expert and independent of the task was found via the formulation
of graph embedding.

Network embedding construction is a set of methods that aimed to derive
meaningful features of discrete graph-structured data. These methods allow to
find automatically a low-dimensional description of nodes and edges [5,6,8,11,
36,37]. It helps efficiently solve LPP because it does not require the calcula-
tion of all the similarities or manually engineering graph-related features. For
dynamic networks there exist graph embedding models taking into account tem-
poral component in structural data [10,13].

Also if we can assign a probability to each edge, then we can use probabilistic
models and directly estimate edge probability in different types of networks
[1,7,18]. A detailed survey of approaches on link prediction problem can be
found in [34].

3 Network Embedding

There are different approaches to network embedding construction, but mainly
it is based on the three following methods: matrix factorisation, random-walks
and deep learning.

3.1 Matrix Factorisation

This groups of methods apply matrix factorisation to different representations
of the graph structure. Laplacian Eigenmaps use graph Laplacian and aimed to
preserve first-order similarities and graph community structure [3].

HOPE directly factorises proximity matrix and achieves embeddings as a
concatenation of self node representation and its context [23]. Such an approach
allows catching high-order proximities and asymmetric transitivity in a graph.
VERSE also learn embeddings to directly reconstruct node similarities [32].

Despite this group of methods is the best theoretically learned, it is very
computationally intensive.



318 D. Kiselev and I. Makarov

3.2 Random Walks

Due to problems of the previous approach and good results in NLP, another
method was proposed. The main idea is to sample random walks from the graph
and learn node embeddings with skip-gram approach [21].

Random walk sampling varies between different methods. DeepWalk [24]
use simple random walk sampling. While it is biased towards first-order prox-
imity, LINE preserves both first and second-order proximities [29]. Node2vec
adds different levels of random-walks (a mixture of breadth-first and depth-first
searches), that allows the model to preserve local and global graph information
[14]. Author of Diff2vec proposes the other method of random walks sampling
based on diffusion on graphs [28].

Also, methods in this group can be extended to catch other graph properties.
GEMSEC extends classical random-walk based method with K-means objective
to save cluster information [27]. Struc2vec extends classical random-walk models
with accounting for graph isomorphism and structural similarities [26]. Walklets
capture the different levels of community membership [25].

3.3 Deep Learning

Graph convolution networks (GCN) provides better computational efficiency for
semi-supervised tasks, like LPP or node classification [16]. One of the main
advantages of GCNs is its ability to account node attributes.

Given the graph G(V,E), adjacency matrix A and feature matrix X of size
(Nnodes, Nfeatures), where Nnodes refers to number of vertices and Nfeatures to
number of node attributes.

GCN can be defined as a set of hidden layers Hi = f(Hi−1, A), where H0 is
equal to matrix X, and each hidden layer is the tensor of node vector represen-
tations. At next hidden layer, these features are aggregated using propagation f .

It means that graph convolutions aggregate feature information of its neigh-
bours based on the adjacency matrix.

Also one can build graph autoencoder (GAE) using graph convolutions [17].
The main idea is to learn latent representations with GCN encoder and recon-
struct adjacency matrix of the given graph with an inner-product decoder. The
learning of such a model is similar to classic autoencoders, so classic reconstruc-
tion loss can be used. Reconstructed adjacency matrix gives estimates for links,
even it did not exist in the original graph.

Similar to other cases of autoencoders, there is a probabilistic interpretation
Variational Graph Autoencoder (VGAE). It introduces conditionally indepen-
dent probability distributions over latent variables and uses probabilistic infer-
ence to reconstruct adjacency matrix.

[30] introduce symmetrical graph autoencoder with weight-sharing. It is pro-
posed to solve the memory-intensive learning of VGAE. Also, weight-sharing
allows for better generalization and faster convergence.



Prediction of New Itinerary Markets for Airlines via Network Embedding 319

4 Experimental Setup

4.1 Data Description

Network data is obtained from the US Department of Transportation Airline
Origin and Destination Survey (DB1B) [31]. It is 10% subsample of all air-
line tickets reported by carriers. Minimal available time delta for DB1B data is
quarter.

We analyse only data for the latter year (2018). The overall number of cities
connected by graph was 414 and number of edges was 73482. Time dynamics
from first to last quarter is described in the following Table 1.

Table 1. Dynamics of graph structure

2018 Q1 2018 Q2 2018 Q3 2018 Q4 Total

Nodes 392 395 393 396 414

Edges 54212 58089 59829 58520 73482

New nodes – 11 5 11 –

New edges – 9966 8473 7411 –

Removed nodes – 8 7 8 –

Removed edges – 6089 6733 8720 –

For train period we choose the first quarter of 2018. We use the whole network
for train models because our main task is to predict new routes (edges) in the
future.

Test positive examples are all flights (edges) opened in the periods after
the first quarter of 2018 (train period). Negative examples are generated as
edges that connect nodes accessible with second-order proximity. Such edges
were selected to be consistent with the shortest path length for positive test
sample (11.54% for length 1, 88.37% for 2 and 0.09% for 3). In an intuitive way,
such edges are the two-legs trips of the travellers.

The created test sample is imbalanced, so we undersample negative examples
in the amount equal to the number of positive observations. It is necessary
because evaluation metrics that we use is sensitive to imbalance classes.

4.2 Experiments

Models. We test all models described in the Network embeddings section.
Deep learning models tested in two cases: semi-supervised learning and unsu-

pervised pretraining with supervised classifier after it.
Also, we test different edge aggregations for such embeddings: simple node

vectors concatenation and Hadamard product [14].
We use gradient-boosted decision trees as supervised classifier (LightGBM

implementation [15]). This method is one of the most powerful for classification.
It allows catching non-linear dependencies in data.
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Model Training. Firstly, all models trained on data from the first quarter of
2018.

All embeddings learned with default parameters except node vector dimen-
sions. It is equal to 64.

After that, we use achieved node embeddings as features for GBM classi-
fier. Edge features obtained in two ways: the concatenation of node vectors and
Hadamard product of it. GBM trained on half of the test sample.

We concatenate train set with half of the test set for training end-to-end
semi-supervised models. It allows comparing the results of different types of
learning.

LightGBM hyperparameters set to default without fine-tuning in order to
compare the quality of embeddings in a similar framework.

Evaluation. Model is evaluated using the area under the ROC curve and aver-
age precision metrics.

ROC-AUC can be interpreted as the probability of random negative example
sampled from a uniform distribution is ranked lower then sampled random pos-
itive. It means, that ROC-AUC measures overall model quality independently
from the chosen class threshold.

Average precision is similar to the area under the Precision-Recall curve.
Higher the score, better work of classifier, because it can predict classes with
high precision for a larger subsample of data independent from the threshold.

5 Results

Evaluation results are presented in Table 2.
As we can see Hadamard product shows worse performance in all cases.

Concatenation provides more opportunities for feature aggregation: GBM can
catch non-linear dependence between different elements of the embedding vector.

The best results show HOPE, LONGAE, node2vec and Laplacian Eigenmaps.
The first three methods are similar only in accounting for high-order proxim-
ity and it can use it globally for the whole graph. But Laplacian Eigenmaps
preserves only first-order. Also LINE model can catch high-order similarity, but
this method works only for the local neighbourhood. LLE, DeepWalk, diff2vec,
VERSE and Struc2vec accounts only first-order similarities.

As we mention above, airlines are interested in routes with high demand.
Such markets usually attract travellers even if they need to perform multi-leg
trips. So incorporating information of such possible travellers movement allow
achieving good results.

We suppose that Laplacian Eigenmaps works good because it catches clus-
tering. High metrics for Walklets model confirm that hypothesis. GEMSEC uses
a greedy algorithm that could be insufficient to create valuable partitioning in
the given graph.

LONGAE shows better results then VGAE because of weight-sharing
between encoder and decoder parts. Such result is consistent to original LON-
GAE paper [30].
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Table 2. Results of model validation (AUC)

Edge aggregation Concatenation Hadamard

Model ROC PR ROC PR

VGAE semi-supervised 0.678 0.804 – –

LONGAE semi-supervised 0.891 0.864 – –

Node2vec 0.945 0.947 0.879 0.868

HOPE 0.951 0.952 0.921 0.916

Laplacian Eigenmaps 0.949 0.951 0.908 0.899

Locally Linear Embedding 0.927 0.926 0.828 0.808

LONGAE unsupervised 0.952 0.952 0.928 0.913

VGAE unsupervised 0.943 0.944 0.899 0.878

DeepWalk 0.939 0.939 0.89 0.874

LINE 0.936 0.934 0.831 0.802

VERSE 0.93 0.926 0.854 0.839

GEMSEC 0.923 0.921 0.823 0.802

diff2vec 0.931 0.928 0.849 0.837

Walklets 0.944 0.945 0.892 0.964

struc2vec 0.941 0.942 0.904 0.892

6 Conclusion

In this paper, we apply modern network science methods for the task of an
airline itinerary prediction. We show that high-order similarities and graph clus-
tering are important in that task. Standard airline approaches are based only on
traveller behaviour, not taking into account network topology.

For example, our best model successfully predicts several new itineraries
that connect Trenton and some other cities (Chicago, Nashville, Jacksonville,
Raleigh/Durham and etc.). This flights exists nowadays and have the largest
passenger flow over all routes in our test-sample. In original train graph (Q1
2018) Trenton was connected with 16 cities, 13 of it was connected with all
six new itineraries from Trenton. Visualisation of subgraph for Trenton is pro-
vided on Fig. 1. The green line shows new predicted itineraries, hard dashed line
shows the existing routes from Trenton and the pale dashed line shows edges to
predicted cities from Trenton‘s neighbours. Our best model predicts 1188 false-
negative edges in 2018 Q2. 672 of it was closed in 2018 Q3 and 429 in 2018 Q4
(total 1101). It means the model can help airlines to make a decision about the
new itinerary market opening.

Further Research. We explore this Airline network planning from the follow-
ing sides.
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Fig. 1. Visualization of airline predictions for Trenton (dark-green) (Color figure
online)

Graph Dynamics. Different attributes of graph always changing, e.g. new routes
are created, price depending on booking window and planes. Such information
should be included in the model.

Network Attributes. In this paper, we concentrate only on network structure, but
Airline network is attributed, e.g. we can describe the city in terms of sightseeing,
that is a proxy for travellers attractiveness. As shown in some papers, taking
in account node attributes can give better results [16]. However, in the airline
network, most data is located on edges, so we aim to study edge-based network
embedding models similar to ELAINE [12], Edge2Vec [35] and GAT [33], which
use incidence matrix and allows to catch edge attributes with the help of Line
graph or properly chosen edge information aggregation.

Heterogeneous Network. Also, we should consider airports in one city as different
nodes, but different air companies represent different edge types, and predicting
of a new airline for one company is correlated with the predictions for the other
air companies operating in the same market.

Domain Specific Problems. It is important not only predict whether to open a
new route but also models should provide good estimates of parameters that are
under airlines’ interest. Such parameters can be market shares, optimal prices,
profit and schedule optimizations.
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Abstract. Nowadays hashtags are an important mechanism of seman-
tic navigation in social media. In the current research we considered the
problem of building associative series of hashtags for Instagram. These
series should meet two criteria: they should be relatively short and should
not have wide semantic gaps between sequential hashtags. A generator
of such series could be used for creating recommendations for increasing
the quantity of hashtags in messages.

We gathered information from approximately 15 million messages
from Instagram and built a co-occurrence network for hashtags from
these messages. To build associative series we defined a formal definition
of the semantic path building problem as a multicriteria optimization
problem on the co-occurrence network.

We developed a combined optimization function for both criteria from
the semantic path building problem. For measuring semantic similarity
between hashtags, we use a metric based on vector embedding of hash-
tags by word2vec algorithm. Using empirical paths built by different
algorithms, we graduated the parameters of the combined optimization
function. The function with these parameters could be used in Dijkstra’s
algorithm and in a specialized greedy algorithm for building semantic
paths which look as appropriate associative series.

Keywords: Semantic navigation · Hashtags recommendation ·
Co-occurrence graph · Path finding · Greedy routing

1 Introduction

Hashtags are an important mechanism of semantic navigation in social media.
In the current paper we will use Instagram as a basic example of social media,
but usually other contemporary social media have quite similar functionality. In
Instagram a hashtag simultaneously plays the role of an ingoing and an outgoing
link. A hashtag is typically first used as outgoing link from the message to the
automatically generated navigation page for this hashtag. This navigation page
consists of links to all messages which include this hashtag. In such a way a
hashtag in a message works as ingoing link from the navigation page of the
hashtag.
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Every hashtag has certain semantics and its meaning is usually too narrow
or too wide for the meaning of all the message. Usually a message is described
by a set of hashtags, which complement and clarify each other. A large number
of relevant hashtags increases the popularity of the message, because a hashtag
works as an incoming link to the message. But manually finding up to 30 relevant
hashtags (upper limit for Instagram) for a message is labor-consuming. Our
goal is to develop an algorithm which would help to enlarge the small set of
hashtags created by the message author. In particular, the algorithm will offer
an associative series of hashtags which is a semantically connected sequence from
the source hashtag to the target hashtag consisting of new hashtags. Any pair
of hashtags from the original hashtag set could be used as a source and a target
hashtag for building an associative series, and the author of the message could
select appropriate hashtags from the series to enlarge the original hashtag set.

2 Related Work

Many problems which are similar to building an associative series of hashtags
have been considered in the literature. In [1] the problem of building lexical
chains, which are sequences of semantically related words in a text, was exam-
ined. A word is added to an existing chain only if it is related to one or more of
the words already in the chain by a cohesive relation. The standard application
of lexical chains is text segmentation, which was firstly suggested in [2].

The semantic distance could be used for approximation of the cohesive rela-
tion between words. Semantic distance could be computed using one of the two
major classes of methods: resource-based measures, which use thesaural rela-
tions or resources alike to WordNet [3], used in [4]; or measures of distributional
similarity such as word2vec [5].

Tasks similar to building an associative series are often considered in the
analysis of knowledge graphs. There are usually many paths connecting a pair
of entities in a knowledge graph, and the classical approach to the problem of
choosing an optimal path - finding the shortest path - is extensively studied [6].
However, in real-life applications, the most-valuable paths are those that are
short and meaningful, rather than just being the shortest [7].

An empirical analysis of human navigation shows that humans can easily find
intuitive, but not necessarily the shortest paths in knowledge graphs. Examples
presented in [8] illustrated the difference between the paths found by human
and the results of a shortest-path algorithm: the shortest paths are far less
semantically meaningful than the paths found by the human. It means that the
distance constraint needs to be relaxed to include longer, but meaningful paths.
In the paper [7], authors call the process of navigating from one entity to another,
guided by entity semantics, semantic navigation. The paths which are built by
the semantic navigation process can be used to connect the entities and explain
their relationships. These paths could be applied in a wide range of real-world
applications, such as knowledge completion [9] and entity recommendation [10].
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Existence of metrics similar to semantic distance could be useful for building
a suboptimal shortest path, using only local information about a network struc-
ture. It could dramatically decrease the computational complexity of building a
path in big networks [11]. In [12] it was shown that the length of these subopti-
mal paths (authors call them semantic paths) was only slightly longer then for
optimal solutions, when this approach was applied to Wikipedia network. More-
over, it was shown that semantic paths have much stronger semantic coherence
in the path steps towards the destination, as compared to the shortest paths.

3 Methods

3.1 Problem Formulation

Associative series should be relatively short: it is desirable that the length of a
series is less than 10 hashtags. Furthermore, it should not have wide semantic
gaps: the logic of every transition in a series must be obvious to a human. It
is desirable that the logic of the transition does not deviate from the direction
from the source to the target: every next hashtag in the series must be seman-
tically closer to the target hashtag and further from the source hashtag. This
property could be called “semantical monotony”. In Fig. 1 there are examples of
associative series built for terms from Wikipedia in [12].

Fig. 1. Examples of associative series (from [12]) with and without semantic gaps and
deviation from the direction from the source to the target term.

For the current research a corpus of 14.6 million of Instagram messages was
gathered. For preventing duplicates, messages with the same hashtag sets and
user ids were filtered out from the corpus. We aimed to create an algorithm
for building associate series of hashtags based on using a co-occurrence net-
work of hashtags. In the co-occurrence network, hashtags are nodes. Facts of
co-occurrence of a pair of hashtags in a common message induce creation of
links between nodes. We use the number of co-occurrences as the weight for a
link. To exclude facts of accidental co-occurrence, we add links only between
hashtags which occur in two or more messages. This way we built a network
with 1.7 million nodes (hashtags) and 63.9 million of weighted links.
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To create associative series of hashtags using the co-occurrence network, we
need to build a path in the network which meets the associative series cri-
teria mentioned earlier. We will denote such path as a semantic path. Let’s
make a formal definition for the problem of the semantic path building. Let
P = (n0, n1, . . . , nL−1, nL) be a path of length L, from a source node a (n0 = a)
to a target node b (nL = b), and there is a distance metric between the
nodes: d(ni, ni+1) = di+1, which could be interpreted as a metric of seman-
tic similarity between two consequent nodes. Then the optimal semantic path
is a path which does not have wide semantic gaps, i.e. D (P ) →

P
min where

D(P ) = max
i∈[0,L−1]

d(ni, ni+1) = max
i∈[1,L]

di and also a path with shortest length, i.e.

L(P ) →
P

min. Hence, we postulate the problem of the semantic path building as

a multicriteria optimization problem:
⎧
⎨

⎩

D(P ) →
P

min (1)

L(P ) →
P

min (2)

Here both criteria are important but at the same time they contradict each
other. Without criterion (1) the path could be shorter, but it could include
wide semantic gaps. Without criterion (2) the path could have more connected
sequential nodes, but it could be too long and lose “semantical monotony” – an
important implicit condition for a semantic path.

3.2 Formulation of the Combined Semantic Path Criterion

To effectively solve the semantic path building problem we need to combine
the contradictory criteria (1) and (2). For this purpose, we built a combined
semantic path criterion, including in it both criteria in a more adaptive form,
which permits to combine them and adjust the weights for both criteria.

In the first step we consider the criterion (1) which prevents wide semantic
gaps. Instead of the strict max function which is used in (1) for the combined
criterion, we use a smooth maximum function Sα which tends to the strict
maximum function when parameter α tends to infinity: Sα →

α→∞ max. For our

task we choose the LogSumExp (LSE) as one of smooth maximum functions:
Sα = LSEα (d1, · · · , dL) = 1

α log
(∑L

i=1 exp (αdi)
)
.

By optimizing LSEα →
P

min instead of D(P ) →
P

min we aim to diminish not

only the semantic distance for the hop with the widest semantic gap (as it was
for D (P )), but also other hops in the path which have wide gaps of comparative
size. The monotonic log function and the multiplier 1

α do not affect choosing an
optimal path P . Hence for the optimization purpose, instead of LSEα, we can
use a simplified function Wα (P ) =

∑L
i=1 exp(αdi) →

P
min.

In the second step we consider the shortest path criterion (2). Optimization
of function Wα (P ) →

P
min will lead to a path with a lot of semantically narrow

hops, most of which are not approaching the target node. To account for the
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criterion (2), we add a penalty d for adding every next hop to a semantic path
(for convenience we use a scaling factor γ for the exponent):

Wα,d,γ (P ) = γ ·
L∑

i=1

(exp(αdi) + d) →
P

min. (3)

Function Wα,d,γ is the combined semantic path criterion with three parameters:
α determines a penalty for wide semantic gap in a hop, d determines penalty for
adding every next hop and γ is used to balance the two criteria.

3.3 Specification of a Semantic Distance Metrics

In the formal definition of the semantic path building problem we assume that
there is a distance metric between the nodes: d(ni, ni+1) = di+1, which could be
interpreted as a metric of semantic similarity between two consequent nodes.
Instead of directly using weights of co-occurrences networks as the value of
semantic similarity, we consider more advanced distance metrics based on embed-
ding of nodes in a vector space, which has several hundred dimensions. This tech-
nique is influenced by well-known word embedding algorithms such as word2vec
[5] and GloVe [13]. Vector representation of nodes (hashtags) could be interpreted
as a description of their hidden semantics.

There are two different approaches to embedding network nodes in a vector
space - based on network topology and based on additional features - which
depend on the domain of a network. In [14] more than 10 algorithms of embed-
ding based on network topology are described. There are several main techniques:
based on matrix factorization; based on random walks; based on deep learning.

Despite embedding based on network topology been well developed, we chose
to do embedding based on additional features of nodes. As the topology of the
co-occurrence network of hashtags was not given initially and was derived from
the corpus of Instagram messages, we chose to build hashtag embeddings directly
from Instagram messages. Main advantage of this solution is the direct access to
the source data instead of data retrieval from the secondary source. For example,
when directly working with Instagram messages, we have a possibility to take
into account the proximity of hashtags in messages in the embedding procedure.
Finally, we chose to use word2vec embedding algorithm [5] with the following
options. The number of dimensions of embedded vectors is 300, the size of the
sliding window is 10 (the maximum distance between the current word and
words in its context). We use skip-gram variant of the word2vec model, because
it works better for rare words (hashtags).

3.4 Filtering the Co-occurrence Network of Hashtags

For large networks, like the co-occurrence network of hashtags, building the strict
shortest path could be computationally too difficult. Vector embedding for nodes
could be used as a fast working heuristic for finding the global direction to a tar-
get node. It is possible, because, unlike a metric based on network distances and
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weights of links, a metric based on vector embedding could be quickly calculated
for any pair of nodes.

Nodes with high degree could create computational difficulties for any path
building algorithm. Therefore, we decided to do a nodes degree distribution
analysis for the hashtags co-occurrence network. In Fig. 2a the nodes degree dis-
tribution is shown in log-log coordinates. The tail of the distribution for the
co-occurrence network is similar to scale-free networks. It means that there are
hub nodes which represent popular hashtags with a very high degree (∼105 in
our case) in the co-occurrence network. Most links from these hubs are semanti-
cally weak, but they sufficiently increase computational complexity of building
a semantic path.

Fig. 2. Nodes degree distribution of the co-occurrence network. a. Initial network b.
Network after weak links filtering

To solve this problem, we decided to filter weak links. For every node ni we
ranged all links to neighbor nodes N(i) by their co-occurrence weights cij . Then
we choose top k links so that the sum of their weights is 80% of the total sum of
links weights from ni:

∑
j∈Top(k,N(i)) cij = 0.8 · ∑

j∈N(i) cij . Links from ni with
lower cij which are not in the top k set are filtered out.

After filtering initial 63.9 million undirected links we got 61.9 million of
directed links. Filtering procedure is not symmetrical: the link from ni to nj

could be deleted, but the link from nj to ni could pass the filter. In Fig. 2b
the out degree distribution of nodes for filtered network is shown in log-log
coordinates. After filtering, the degree of top hub nodes dropped approximately
by one order of magnitude to ∼104 links per node.
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Fig. 3. Graph of the objective function Wα,d,γ with values of α, γ for which

Wα,d,γ

(
P greedy H

a,b

)
< Wα,d,γ

(
P dijkstra hops

a,b

)
for most of paths. Qi here are right

boundaries of i quartiles of the distribution of semantical distances for connected nodes
a. Horizontal axis scales from the beginning of first quartile (Q0) to the end of forth
quartile (Q4) b. Horizontal axis scales from the beginning of second quartile (Q1) to
the end of third quartile (Q3)

3.5 Tuning Parameters of the Objective Function and Choosing
Path Building Algorithms

Parameters α, d, γ of the objective function Wα,d,γ must be tuned before using
the function for solving the optimization problem of the semantic path building.
For setting the parameter d, which determines penalty for adding every next hop
to a path, we use the scale from the distribution of semantical distances d(ni, nj).
We calculated distance metric values for the co-occurrence network between all
connected nodes and found quartile boundaries for this distribution (see Fig. 3a).
We set the parameter d equal to the median value of the distribution. Hence
adding every next hop to a path would add to the value of the Wα,d,γ a penalty
equal to median distance between connected nodes.

Fig. 4. The greedy algorithm for building suboptimal shortest path from [12]

For tuning α and γ we chose the following approach. We randomly chose
several pairs of nodes (hashtags) from the co-occurrence network (a, b) and built
two types of paths between them. Paths of the first type P dijkstra hops

a,b were built
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by Dijkstra’s algorithm [15] which simply minimizes the path length (number of
hops). Paths of the second type P greedy H

a,b were built by simple greedy algorithm
from [12] (see Fig. 4 for details), which uses semantic distance to the target
node in heuristics. Then we chose α and γ for which: Wα,d,γ

(
P greedy H

a,b

)
<

Wα,d,γ

(
P dijkstra hops

a,b

)
for most of the pairs. Using these values of parameters

in object function Wα,d,γ in Dijkstra’s algorithm will lead to preferring paths of
the second type to paths of the first type.

Fig. 5. The greedy top-k algorithm: modification of the greedy algorithm from [12]
with a possibility for storing k best current paths.

Building a semantic path in a big network using Dijkstra’s algorithm could
be too computationally expensive because the computational complexity of Dijk-
stra’s algorithm is O(n log n + m log n), where n is the quantity of nodes and m
is the quantity of links in a network. Instead of using algorithm which utilizes
global information about a network, we could build an algorithm which utilizes
only local information and heuristics about direction to target node based on the
semantic distance metrics. We built such an algorithm by extending the greedy
algorithm from [12] with a possibility for storing k best current paths. Details of
our “top-k greedy algorithm” are described in Fig. 5. This algorithm lies between
the simple greedy algorithm and the well-known A* algorithm [16], which uses
heuristics for boosting Dijkstra’s algorithm.

4 Results

Finally, we use the objective function Wα,d,γ with two chosen parameters sets
with the same value of parameter d: α = 5.0, d = 0.55, γ = 0.096 and α = 7.0,
d = 0.55, γ = 0.071. We use this function in two algorithms of building sematic
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path on the modified co-occurrence network which was obtained after filtering
semantically weak links. The first algorithm is Dijkstra’s algorithm in which
function Wα,d,γ is used to weigh each considered link. The second algorithm is our
top-k greedy algorithm, which was used for a function Wα,d,γ with parameters
d = 0.55, γ = 0.071.

Fig. 6. Paths from source node #econometrics (in Russian: ) to target
node #laziness (in Russian: ) built by different algorithms

We get two semantically remote hashtags #econometrics (in Russian:
) and #laziness (in Russian: ) and build semantic paths

from #econometrics (source node) to #laziness (target node). Results of using
different algorithms with different parameter sets are shown in Figs. 6 and 7. For
comparison we add paths built by Dijkstra’s algorithm, which simply minimizes
the path length (number of hops) (see column 2) and by simple greedy algorithm
(see column 1).

As one can see, semantic paths built by specialized algorithms have lengths
(number of hops) between the length of the shortest path and the length of the
path built by the simple greedy algorithm. It means that these sematic paths
meet the criterion for associative series: they are relatively short. Also, the widest
semantic gaps in paths built by specialized algorithms are sufficiently narrower
than in the Dijkstra’s shortest path and even narrower than in the path built by
the greedy algorithm. It means that these sematic paths meet the other criterion
for associative series: they do not have wide semantic gaps. In the Table 1 below
there are several examples of semantic paths for different source and target nodes
built by algorithms which are considered above.
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Fig. 7. Semantic paths from source node #econometrics (in Russian: )
to target node #laziness (in Russian: ) built by the greedy top-k algorithm and
Dijkstra’s algorithm with the same parameters set for Wα,d,γ . Coordinates of points
for hashtags defined by semantic distances to source and target hashtags. A wider line
means a more semantically close link.

Table 1. Examples of semantic paths built by different algorithms

Alg. types∗ Semantic paths from source to target

Value above the arrows is distance metric between the nodes

1 #sky
0.43−−−→ #plane

0.27−−−→ #flight
0.47−−−→ #onvacation

0.40−−−→
#getinternationalpassport

0.38−−−→ #passport

2 #sky
0.43−−−→ #plane

0.28−−−→ #airport
0.65−−−→ #passport

3 #sky
0.57−−−→ #trip

0.40−−−→ #abroad
0.50−−−→ #internationalpassport

0.35−−−→
#passport

1 #prettyhair
0.32−−−→ #longhair

0.38−−−→ #shorthair
0.46−−−→ #facedrawing

0.38−−−→
#sketch

0.34−−−→ #art

2 #prettyhair
0.32−−−→ #longhair

0.74−−−→ #art

3 #prettyhair
0.32−−−→ #longhair

0.50−−−→ #curls
0.49−−−→ #curlygirl

0.67−−−→
#artphoto

0.51−−−→ #art

1 #library
0.22−−−→ #liketoread

0.31−−−→ #lovebooks
0.29−−−→ #forcedmarriage

0.46−−−→
#romance

2 #library
0.44−−−→ #novel

0.59−−−→ #romance

3 #library
0.44−−−→ #novel

0.59−−−→ #romance

1 #art
0.30−−−→ #imdrawing

0.38−−−→ #drawtogether
0.47−−−→ #arteducation

0.51−−−→
#forkids

2 #art
0.77−−−→ #forkids

3 #art
0.40−−−→ #drawing

0.60−−−→ #childdevelopment
0.51−−−→ #forkids

∗Types of algorithms:

1 - path built by Dijkstra algorithm (min W, α = 7, γ = 0.071)

2 - path built by Dijkstra algorithm (min W, α = 5, γ = 0.096)

3 - path built by Greedy top-k algorithm (min W + H, α = 7, γ = 0.071)

Besides these formal criteria, we could make a subjective judgment about
using these paths as associative series. For all the three semantic paths (see
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columns 3, 4, 5 in Fig. 6), logic of transitions in every step is obvious for a
human. For all transitions, except steps 2, 3 in column 4, we have “semantical
monotony”: every next hashtag is semantically closer to the target hashtag and
further from the source hashtag. And all semantic paths are short enough.

5 Discussion

We have proposed the definition for the optimization problem of the semantic
path building on a co-occurrence network of hashtags, which leads to build-
ing associative series of hashtags. Moreover, our solution could be applied more
widely to build associative series of any terms. For the two-criteria optimization
problem of the semantic path building we propose the combined optimization
function Wα,d,γ . Three parameters of this function allow to balance the criterion
of minimizing the widest semantic gap and the criterion of minimizing the length
of the path. The procedure of tuning of these parameters was built by apply-
ing optimization function Wα,d,γ for two different path building procedures and
comparing results for test examples in the real co-occurrence network of hash-
tags.

We gathered information about using hashtags in Instagram and built
the co-occurrence network with 1.7 million nodes (hashtags) and 63.9 million
of weighted links. After the analysis of nodes degree distribution in the co-
occurrence network, we optimized the link structure of the network for it using
in the semantic path building algorithm. We built the semantic distance met-
rics between nodes (hashtags) based on word2vec algorithm and used them in
semantic paths building algorithms. We built examples of semantic paths using
the Dijkstra’s algorithm and the fast greedy algorithm and performed subjective
judgment about using these paths as associative series.
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Abstract. The question of creating a navigation recommender system based on
user preferences arose with the development of recommender systems. The paper
presents the theoretical and algorithmic aspects of making a personalized recom-
mender system (mobile service) designed for public transport users. The main
focus is to identify and formalize the concept of “user preferences”, which is
based on modern personalized recommender systems. Informal (verbal) and for-
mal (mathematical) formulations of the corresponding problems of determining
“user preferences” in a specific spatial-temporal context are presented: the pre-
ferred stops definition and the preferred “transport correspondences” definition.
The first task can be represented as a classification problem. Thus, it represented
usingwell-knownpattern recognition andmachine learningmethods. In this paper,
we use an approach based on the estimation algorithmproposed byYu.I. Zhuravlev
and nonparametric estimation of Parzen probability density. The second task is
to find estimates for a series of conditional distributions. The experiments were
conducted on data from the mobile application “Pribyvalka-63”. The application
is a part of the tosamara.ru service, currently used to inform Samara residents
about the public transport movement.

Keywords: Recommender system · Transport correspondences · User
preferences

1 Introduction

The amount of heterogeneous data characterizing the transport situation in the city has
increased due to the widespread and active use of modern electronic communication sys-
tems, global navigation systems, and various active and passive sensors. Navigation and
recommender systems use such information quite widely [1]. However, the expectations
and demands of users and the amount of information that has to be taken into account
when planningmovements are growing, alongwith the development of services and their
popularization. User demand is individualized from the classic tasks of searching for the
“shortest path” [2] or getting a “forecast of arrival at a stop of public transport” [3, 4],
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shifting expectations from services to Intelligent personal assistants. Although the final
decision or choice in such systems remains with the person, the options of the solutions
they offer significantly depend on the scenario conditions of the request as well as on
previous actions and decisions of the user [5, 6]. The use for all of the indicated factors
is possible in “self-tuning” systems for individual user preferences based on machine
learning methods [7]. The imperfection of existing algorithms and the lack of significant
experience in the use of machine learning methods in recommender systems hinders the
development of such services.

Multimodal routing is the ability to use several modes of transport in one trip. The
analysis of modern literature devoted to recommender systems of multimodal routing
[5, 8, 9] allows us to identify some major problems:

– The cold start problem is awell-known andwell-researched problem for recommender
systems [8, 10]: it is essential to achieve a balance between the accuracy of the
recommended routes from system initialization. Thus, the acceptable setting time
for a personal preference profile should be small.

– The receiving information method from the user is not formalized [11, 12].
– Individual characteristics such as personal income, age, gender, numbers of family
members, access to public transport influence the choice of the route for the same
purpose of the trip [13].

– User preferences change over time. In addition, context influences user selection
[14, 15].

– Typical existing solutions mainly use the Bayesian approach with a sequential
parameter recalculation scheme [5, 16].

– It is possible to use transfer learning to improve recommendations [17].
– There is the problem of determining traffic flow on the vehicle route [18].

This article proposes one of the possible ways of describing and solving the problem
of determining individual preferences of users of public route transport and creating a
personalized recommender system. The system uses user interaction data from mobile
service to solve the problem of creating a personalized recommender system. The second
section of the work formalizes the basic concepts and introduces the basic notation for all
objects of interaction. In the third section,wedescribed the data received from the interac-
tion of the public transport user interaction with the mobile application “Pribyvalka-63”
and used in this research. Mobile application and service tosamara.ru are currently used
to inform Samara residents about public transport movement and the estimated transport
arrival time at the selected stop as shown in Fig. 1. Also in this section, the variants of
non-formalized (verbally described) definitions of “user preferences”, suitable for further
consideration, are presented. The fourth section presents the mathematical formulations
of problems, as well as methods and algorithms. We were forced to omit the descrip-
tion of the algorithm for determining the users-preferred “transport correspondences” in
Sect. 4.2 due to the limitations of the article. However, the details of the algorithmwill be
presented at the conference. Finally, the fifth section presents the results of experimental
studies on real data obtained using the mobile application “Pribyvalka-63”.
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Fig. 1. The interface of the mobile application “Pribyvalka-63”.

2 Basic Definitions

Let S be the set of public transport stops. Let xs ≡ (xs, ys, zs) be the spatial (geo-
graphical) coordinates for each stop s ∈ S and ID(s) is some unique stop identifier. We
can assume without loss of generality that the set S is ordered (for example, by ID(s)):
S = {

s1, s2, . . . , s|S|
}
.

Let the value d be the calendar date, the value t is the time of day, and w(d) ∈ W is
the day of the week, taking values from the set:

W = W0 ∪ W1,

W0 ≡ {MON , TUE,WEN , T HU, FRI }, W1 ≡ {SAT, SUN }. (1)

Let V be the set of public transport vehicles, where the type characterizes each
element v ∈ V of the set:

t ype(v) ∈ {BUS, T RAM, T ROL , MARS}, (2)

and each vehicle has a unique identifier ID(v). We defined the position of the vehicle v

in the moment (d, t) by:

x(v, d, t) ≡ (x(v, d, t), y(v, d, t), z(v, d, t)). (3)

We denote the routes set of public transport objects as M. In addition, five arguments
characterize each route m ∈ M:

m ≡ (
I D(m), N (m), s(m), N∗(m), x(m)

)
, (4)

where I D(m) is the route identifier, N (m) is the number of stops in the route, and s(m)

is the sequence of stops of the length N (m) of the form:

s(m) =
(
sm1 , sm2 , . . . , smN (m)

)
, (5)

where smn ∈ S
(
m ∈ M, n ∈ 1, N (m)

)
. Let S(m) ≡ {

smi
}
i=1,N (m)

⊆ S be the stops set
of the corresponding route, ind(s,m) is the transport stop index s of the route m, such
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that ind
(
smn ,m

) = n. We consider the index undefined when s /∈ S(m). In this case we
define ind(s,m) as ind(s,m) = �. We denote the routes set passing through one or a
couple stops as follows:

M(s) ≡ {m ∈ M: s ∈ S(m)},M(s1, s2) ≡ {m ∈ M: s1 ∈ S(m) ∧ s2 ∈ S(m)}. (6)

More detailed information about the route geometry is represented by a pair
N∗(m), x(m), where the first value determines the number of nodes of the polyline
describing the route, and the second is the vector defining the coordinates of these
nodes:

x(m) ≡
(
xm1 , xm2 , . . . , xmN∗(m)

)
. (7)

For convenience, we will call the pair (m, k),
(
k = 1, K (d,m)

)
as route implemen-

tations (RI) on the day d.
Additionally, we denote t(d,m, k, s) as a vehicle arrival time assigned to RI (m, k)

on day d, to stop s ∈ S(m) (in case s /∈ S(m) we consider the time value as undefined).
We define the vehicle assigned to RI (m, k) on day d, as v(d,m, k) ∈

V
(
k = 1, K (d,m)

)
.

In addition to the vehicles, pedestrians and passengers, considered in the paper as
the users of transport services, are participants in the traffic. Let U be the set of users,
and we will characterize each specific user u ∈ Uwith a unique identifier ID(u) (mobile
device id or hash code) and spatial coordinates at a specific point in time d, t :

x(u, d, t) ≡ (x(u, d, t), y(u, d, t), z(u, d, t)) (8)

If there is no information about user coordinates, we consider that they have
“undefined value” � (all three at the same time).

3 Problem Statement

We use data from the mobile application “Pribyvalka-63” in this paper for analysis. The
data contains the following information:

1. public transport stop information (identifiers and coordinates);
2. public transport route information (identifiers and stop identifier list);
3. information about the vehicle (identifiers), location coordinates (the vehicle transmits

its coordinates two times per minute), route identifier;
4. coordinates of users and request parameters are recorded with requests (request

results are not saved since they can be restored from vehicle traffic data) in the form:
I D(s), d, t, I D(u), x(u, d, t);

5. user response to the request is not saved.
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The following two options “user preferences” seem appropriate based on the
presented data:

– user-preferred public transport stops at the specific space-time coordinates of the user
(Fig. 2);

Fig. 2. Blue circle—stop location, purple circles—user location points at request time. (Color
figure online)

– user-preferred “transport correspondences” in the space-time context. “Transport cor-
respondence” refers to the actual movement from one stop to another, the route chosen
and the route vehicle type. Information about the “Start” and the “End” public transport
stops is additional information for a specific user (Fig. 3).

Fig. 3. “Start” and “End” stops of a specific user.

Finally, the problem statement is to get “user preferences” user-preferred public
transport stops and user-preferred “transport correspondences” for some specific user
u ∈ U using information 1–5 obtained from the recommender system.
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4 Methods

4.1 User-Preferred Public Transport Stops

The task of determining “user-preferred stops” for a user with specific space-time
coordinates can be formalized as follows.

Let us consider the event set for a specific user. Each event in this set is a vector
describing the space-time context and the corresponding answer. It is necessary to indi-
cate the most “relevant” answer (answers) for the received vector (which may be absent
in the list of examples), if necessary, ordering them by relevance.

For the case of a single issued response, the described task is a well-known classi-
fication problem [19, 20] or machine learning [7, 21] problem. In this case, the system
should indicate the object/event class as a feature vector, according to the object/event
description. Any recognition algorithm can be represented as two consecutive operators.
The first operator translates the description of the object into a numerical value char-
acterizing the “membership” to the class. And the second, according to the indicated
value, refers to a specific class [22]. In statistical methods of recognition, the posterior
probability [19] is used as a numerical value, in algebraic [23] as estimates, in a neural
network as the output of the last layer of neurons, etc. We denote the specified numeric
value by �( f eatures; class).

Thus, the formal description of the problem statement for a specific user u ∈ U can
be represented as follows (where γ ≡ I D(s)).

Given:

1. The event set in the form {xi , di , ti ; γi }i∈�. (feature vector; answer)
2. The feature vector of the new event x, d, t .

Wanted: The permutation of objects σ : N|S| → N|S| from an ordered set (public
transport stops) S = {

s1, s2, . . . , s|S|
}
for the specified vector x, d, t such that

�
(
x, d, t; I D(

sσ(1)
)) ≥ �

(
x, d, t; I D(

sσ(2)
)) ≥ . . . ≥ �

(
x, d, t; I D(

sσ(|S|)
))

. (9)

The result for the user is an ordered stops list:

sσ(1), sσ(2), . . . , sσ(|S|). (10)

The formal quality measure of the final decision is described as:

�� =
|S|∑

i=1

1

i
�

(
x, d, t; I D(

sσ(i)
))

. (11)

Solution:
Theory of pattern recognition and machine learning offers a variety of methods for

solving the problem. In this paper, we use an approach based on the estimation algorithm
proposed by Zhuravlev [23] and nonparametric estimation of Parzen probability density
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[19]. We define the value �( f eatures; class), which characterizes the belonging of the
feature vector to the class, as

�(x, d, t; γ ) =
∑

i∈�
μ(x, d, t; xi , di , ti )I (γi = γ ), (12)

where

μ(x, d, t; xi , di , ti ) =

I

(
(w(d) ∈ W0 ∧ w(di ) ∈ W0)∨

(w(d) ∈ W1 ∧ w(di ) ∈ W1)

)

· exp(−α|t − ti |) · exp(−β‖x − xi‖). (13)

Event indicator:

I (a) =
{
1, a = true;
0, a = f alse.

(14)

The values α, β ∈ R+ are coefficients, |t − ti | is the numerical value (for example,
the number of seconds), which characterizes the difference between t, ti . We denote the
algorithm for solving the problem of determining “user-preferred stops” as follows:

Step 1. Calculate the values (12) for all stops from the set S:

�(x, d, t; I D(si )), i = 1, |S|. (15)

Step 2. Sort by decreasing the set of values obtained in (15). Get a permutation
σ : N|S| → N|S| (9).

The resulting permutation is the solution to the problem. An ordered list of stops
provided to the user (10).

“Cold Start” problem solution:
We supplement the initially empty set of events to solve the “Cold Start” problem

as follows:

{(xi , d0, t0; I D(si ))} ∪ {(xi , d1, t0; I D(si ))}, i = 1, |S|, (16)

where t0= “0h00min”, d0 and d1 are the dates, respectively, of theweekend andworking
days preceding the system launch date, and xi

(
i = 1, |S|) are transport stop coordinates

si
(
i = 1, |S|). Analysis of expressions (12)–(13) shows that with such “start” data the

contribution of the time component exp(−α|t − ti |) in expression (12) will be the same,
and the differences in values �(. . .) will be completely determined by differences in
Euclidean distances from the point x to the transport stops coordinates xi

(
i = 1, |S|).

Thus, the value �(x, . . . ; I D(s)) will be more significant when s is closer to x.

4.2 User-Preferred “Transport Correspondences”

The task of determining the user-preferred “transport correspondences” can be presented
as the task of estimating the probability characteristics (relative frequency) of the corre-
spondences used by a specific user u ∈ U. That is the movements from the transport stop
s1 to the transport stop s2 in the space-time context. The following values are important
for specifying user correspondences:
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• pu(t |s1, s2,m,Wa)
(
m ∈ M(s1, s2), a = 0, 1

)
is a correspondence time distribu-

tion density s1→ s2 with the route choicem on the weekdayWa ; the density function
corresponds to the “boarding time” on the route vehicle, and is indicated to stop s1;

• pu(t |s1, s2,Wa) is a correspondence time distribution density s1 → s2 on the
weekday Wa ;

• Pu(s1, s2|Wa ) is a correspondence probability s1 → s2 on the weekday Wa ;
• Pu(m|s1, s2,Wa ) is a probability of choosing the route m to implement the
correspondence s1 → s2 on the weekday Wa ;

• Pu(m|Wa ) is a probability of choosing the route m to implement the correspondence
on the weekday Wa ;

• P∗
u (s|Wa) is a probability that the stop s is the “end/start”.

Additional information about user behavior can be obtained from additional data:

• pu(ρ|Wa) is a distance distribution that the user is able to overcome without using
route vehicles;

• pu(τ |ρ ,Wa) is a time distribution that the user spends in overcoming the correspond-
ing distance.

All specified values can be easily calculated by the user correspondences set:
{
sstarti , sendi , m j

i , k
j
i , t

(
d,m j

i , k
j
i , s

start
i

)
, τ ∗

i , σ ∗
i

}

i∈Id
(17)

Here sstarti , sendi are correspondence starting and ending stops, m j
i , k

j
i are informa-

tion about the route used by the user, t
(
d,m j

i , k
j
i , s

start
i

)
is the vehicle arrival time RI at

the transport stop sstarti and τ ∗
i , σ ∗

i are the mean and the standard deviation of potential
boarding on the vehicle.

However, the problem is that the data set presented in (17) cannot be obtained from the
mobile application “Pribyvalka-63”. Therefore, the problem is to calculate the transport
correspondence data (17) and calculate the statistical values from this section based on
data 1–6 in Sect. 3 collected by the recommender system. The calculation algorithm (17)
according to data 1–6 from Sect. 3 is not presented in the article due to limitations on
the size of the article.

5 Experiments

This article presents experiments only for user-preferred public transport stops due to
limitations on the size of the article.

The presented method software implementation written in Python. The results
visualized based on Google Maps. We used “Pribyvalka-63” mobile application and
tosamara.ru service data in the experiments.

The database obtained during the experiments contains information about requests
of 57190 users. Each user is represented by a unique impersonal identifier ID(u), which
is defined by the device ID hash code. The database contains 4103161 user requests for
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an arrival forecast at a public transport stop. From 1478 stops of the tosamara.ru service,
users made requests to 1417 stops.

For the experiments, we selected common user requests that represent the average
user of the service. Maps with different parameters α, β ∈ R+ used by Eq. (12) and
request time were built to visualize the results of the proposed approach. The color of
the area on the map corresponds to the first stop from the ordered list (10). An example
of determining the preferred stop for the user, as shown in Fig. 4.

Fig. 4. Preferred stops map depending on user location.

Leave-One-Out cross-validation was applied to obtain statistical indicators charac-
terizing the quality of the proposed algorithm. The partitions number C1|�| of the user
requests set in this case is equal to |�|, and the classification accuracy is calculated as
follows:

Accuracy = 1

|�|
∑

i∈�
I
(
zi ≡ I D(sσi (1))

) · 100% (18)

where the indicator I (a) corresponds to (14).
Also, anothermethodwas implemented for comparisonwith the proposed algorithm,

in which the user was offered the nearest stop, without taking into account previous
requests. The proposed algorithm accuracy was 93%, while the nearest stop prediction
resulted in 65% of this quality measure.



350 A. A. Borodinov and V. V. Myasnikov

6 Conclusion

In this paper, we presented the informal and mathematical problem formulations of
defining user preferences. Users take public transport route in a personalized recom-
mendation system task. We showed the results of an experimental study. We developed
the algorithm using pattern recognition and machine learning methods. The determining
the user preferred “transport correspondences” task was formalized, and the solution
was specified. One of the directions of further work is the analysis and search for the
best algorithm for predicting a user-preferred public transport stops. Another area of
research is a detailed presentation of user-preferred “transport correspondences”.

Acknowledgments. The work was funded by the Ministry of Science and Higher Education of
the Russian Federation (unique project identifier RFMEFI57518X0177).
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