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Active Nanoobjects, Neutrino and Higgs
Boson in a Fractal Models of the Universe

Valeriy S. Abramov

Abstract Theoretically the relationships of the main parameters of active nanoob-
jects with the Higgs boson and the Higgs field in a fractal models of the Universe
are investigated. Neutrino, nanoparticles, atomic defects, quantum dots can be as
active nanoobjects. The neutrino is characterized by the phenomenon of hysteresis.
The estimation of the neutrino rest mass is obtained. Using the example of a silica
nanoparticle, trapped in an optical trap and placed in a vacuum, estimates of the
limiting frequency of rotation of a particle in a laser field with circular polarization
and the size of the nanoparticle are obtained. Using the example of atomic defects
in boron nitride nanotubes, we obtained estimates of the wavelengths of quantum
emission of separate photons. Super-nonradiative states of physical fields are investi-
gated. The properties of nanoparticles depend on pressure, state of physical vacuum
and cosmological parameters.

Keywords Active nanoobjects · Neutrino · Higgs boson · Higgs field · Fractal
models of the Universe · Optical traps · Nanoparticles · Frequency of rotation ·
Physical vacuum · Super-nonradiative states

1 Introduction

The Nobel Prize in Physics in 2018 was awarded to A. Ashkin, J. Moru and D.
Strickland for their discoveries in the field of laser technology. A. Ashkin proposed
to use the optical traps, developed the technology of “optical tweezers”, which allows
us to manipulate nanoobjects using a laser [1]. G. Mourou and D. Strickland studied
the compression of amplified chirped optical pulses [2]. To compress the pulses,
the reflection from diffraction lattices is used. The use of periodic structures and
metamaterials [3] leads to various non-linear effects. Femtosecond laser coherent
spectroscopy makes it possible to reveal the features of the behavior of active objects
in such nonlinear systems [4]. In [5], as an active object a quartz nanoparticle in a
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vacuum trapped in an optical trap was investigated. In this case, the spin of an angular
momentum of the laser light is transmitted to the mechanical angular momentum of
the particle. The rotation of single 100 nm particles occurs at frequencies of the order
of 1 GHz. Atom-like defects in two-dimensional hexagonal boron nitride (hBN) have
recently become perspective for quantum informatics. In [6], single-photon quantum
emission from atomic defects in boron nitride nanotubes (BNNT) was investigated.
This system shows high stability at room temperature, which is attractive for creating
various opto-mechanical devices.

On the other hand, such nanoparticles [5, 6] are model nanoobjects [7] for study-
ing the physical properties of vacuum. Taking into account the hypothesis of the
hierarchical structure of the Universe [8, 9], we can use these experimental results in
cosmology: in the study of anisotropic models [10] of fractal cosmological objects;
superradiance [10–12] of gravitational waves, relic photons from binary black holes,
neutron stars; the nature of dark matter particles and dark energy [13, 14], the chiral
fractal structures of the Universe. Also, there is the task of describing the super-
nonradiative states of various fields: gravitational, relic photons, the Higgs field, the
neutrino field, the physical vacuum. When describing such various nonlinear phys-
ical models, singular points (attractors), lines, surfaces, special volume structures
(strange attractors) arise. Many physical properties near these features are stochastic
in nature, it becomes necessary to simulate stochastic processes. In [15–17] attractors
and the deformation field, the mutual influence of attractors and stochastic processes
in coupled fractal multilayer nanosystems were studied.

The aim of this paper is to describe: a model nanoobject and the Higgs field; the
neutrino parameter relationships with the Higgs boson and the Higgs field; super-
nonradiative states of fractal objects.

2 Description of the Model Nanoobject

To describe the main characteristics of a model nanoparticle, we use the connections
of the rest energy of the Higgs boson EH0 = 125.03238GeV and the gravitational
field EG = 12.11753067μeV from [10–12]

EH0/EG = ν∗
H0/νG0 = NHG; EG/νG0 = EH0/ν

∗
H0 = 2π�. (1)

Here � is Planck’s constant. Taking into account (1), we find the parameter NHG =
1.0318305 ·1016. The numerical values of characteristic frequencies are equal νG0 =
2.9304515 GHz, ν∗

H0 = 3.0237293 · 1025 Hz. On the basis of these characteristic
frequencies, we find the frequencies of the graviton νG = νG0/Na and the effective
Higgs boson νH0 = ν∗

H0/Na . Here Na is the Avogadro number. Numerical values
are νG = 4.8634664 · 10−15 Hz, νH0 = 50.182731 Hz.

For the accelerated expansion of the Universe, in [9], the basic relations of the
parameter connections |ξ0H |2 with the rest masses of the effective atom mH and the
Higgs boson MH0 are obtained in the form
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|ξ0H |2 = mH/MH0 = MH/mH0 = EH/EH0 = RH/RH0;
MHa = NaMH ; M ′

H0 = NamH0; RH = 2GMHa/c
2
0; RH0 = 2GM ′

H0/c
2
0. (2)

Here MH = NamH and mH0 = NaMH0 are molar masses of effective atom and
Higgs boson; EH is the rest energy of an effective atom; RH , RH0 allow interpreta-
tion of Schwarzschild radii of black holes with masses MHa , M ′

H0; G is Newton’s
gravitational constant; c0 is the light speed in vacuum. Based on (2) in [9], the main
spectral parameters of the theory were obtained

∣
∣S′

01

∣
∣ = 0.039541282, S′

02 = 0.03409, S′
03 = 0.460458718, S′

04 = 0.53409. (3)

Radii RH , RH0 are characteristic parameters that must be considered when mod-
eling active microobjects and using them in laser nanotechnology. There is a need to
capture, move, transpose, rotate the nanoparticles by the laser field.

In [5], the rotation of a nanoparticle in the form of a dumbbell was achieved by a
laser with circular polarization. Linear polarization laser causes the nanoparticle to
vibrate. In our model to estimate the limit frequency of rotation of a nanoparticle, we
use the expression νrot = 2QH3|χe f |νG0. Here, the parameter QH3 = 0.700790572
determines the positions of the inflection point for the function QG , the local min-
imum for the function VQ , zero of the function AQ from [9] for the model of
an accelerated expansion of the Universe. The parameter |χe f | = 0.250425279
describes the effective susceptibility in the anisotropic model of fractal cosmolog-
ical objects [10, 11]. Based on νrot , we find the estimate νrot = 1.0285631GHz,
which is close to the experimentally [5] obtained frequency of 1.029 GHz at pres-
sure 7.2 · 10−6 mbar. The rotational speed depends on pressure. Experimentally [5]
at the pressure 1.1 · 10−5 mbar, the signal is fixed at 1.31 GHz, which corresponds
to the rotation frequency of 655 MHz. In our model [10], the rotation frequency ν ′

c2
and the density of cold dark matter Ω ′

c2 are determined from

ν ′
c2 = �′

c2νG0; �′
c2 = ν2

γ b/4|λ|2N ; υ2
γ b = υ2

0/�′
c2. (4)

Here the frequency 3.9749732ГГцbγν = ,Ω ′
c2 = 0.2240917, the Fermi effective

velocity υγ b = 14.343536 · 106 cm s−1, associated with neutron stars; the speed
is υ0 = 6.7835402 · 106 cm s−1 in the flat cosmology model. Taking into account
νrot , we find the numerical values ν ′

c2 = 656.6899MHz, 2ν ′
c2 = 1.3133798GHz,

which are close to the above frequencies from the experiment [5]. This indicates the
significant role of pressure, when changing the rotation frequency of the nanoparticle,
the dependency of its properties on the state of physical vacuum and cosmological
parameters.

To describe the other characteristics of the model nanoobject, we write the
expressions for the main energies

εG00 = N ′
0EG |ξ0H |2; εG01 = N ′

01EG |ξ0H |2; εG02 = N ′
02EG |ξ0H |2;

Eg00 = z′
μεG00 = z′

μnGεμ00; Eg01 = z′
μεG01 = z′

μnGεμ01;
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Eg02 = z′
μεG02 = z′

μnGεμ02. (5)

Parameters N ′
0, N ′

01, N ′
02 take into account the presence of Bose condensate

and the Higgs field [9]. Based on (5) we find the numerical values εG00 =
823.57274meV, εG01 = 836.14777meV, εG02 = 820.80269meV. Taking into
account the cosmological redshift z′

μ = 7.18418108 [9] and quanta nG = 3, that are
transferred by gravitational waves [10–12], on the basis of (6) we find the remain-
ing energies Eg00 = 5.9166956 eV, Eg01 = 6.0070369 eV, Eg02 = 5.8249533 eV;
εμ00 = 274.52425meV, εμ01 = 278.71592meV, εμ02 = 270.26756meV. Note that
the energy Eg00 is close to the energy gap of 5.95 eV for atomic defects in boron
nitride nanotubes (BNNT) [6], from which the emission of individual photons was
experimentally observed.

Based on the energies and parameters from (5), (3), we find the energy spectra

εg0x = Eg00S
′
0x , εg1x = Eg01S

′
0x ; εg2x = Eg02S

′
0x ; (6)

ε∗
G0x = εG00S

′
0x ; ε∗

G1x = εG01S
′
0x ; ε∗

G2x = εG02S
′
0x ; (7)

εν0x = εμ00S
′
0x ; εν1x = εμ01S

′
0x ; εν2x = εμ02S

′
0x . (8)

Spectrum (6) allows us to perform estimates for the average diameter of a point
defect da , the Raman shift 1/λRS in the spectrum of BNNT using the formulas

2da = λg24|χe f |; λRS = 2πnG(1 + �0ν)λg14

λg24 = aλ/εg24; λg14 = aλ/εg14. (9)

Here aλ = 1239644.01meV nm is the constant parameter, �0ν = 0.002939801
is the neutrino density [10–12]. The numerical values da = 49.892844 nm and 2da =
99.785688 nm are close to the average estimates of the sizes of nanoparticles of 50 nm
and 100 nm from [6] and [5], respectively. The Raman shift λRS = 7304.6019 nm
almost coincides with the value 1/λRS = 1369 cm−1 from experiment [6]. Next,
we find the energy difference between the branches of the spectrum (6) δεg1 =
εg13 − εg12 − εg21 = 2330.8865meV and the corresponding wavelength λδ1 =
aλ/δεg1 = 531.8337 nm. This transition between the branches of the spectrum with
a wavelength λδ1 close to the wavelength of 532 nm of the exciting green laser
from [6]. The transition with the energy difference δεg1/2 = 1165.4433meV and
wavelength 2λδ1 = 1063.6674 nm is close to the wavelength of the 1064 nm laser
used in [6] for optical modulation. In [6], for observing photoluminescence, two
different defects in BNNT (two emitters) were obtained. The maximum emission
of individual photons from these emitters was obtained at wavelengths of 571 and
569 nm. In our model, the energy differences between the branches of the spectrum
(6) and the corresponding wavelengths are equal:

δεg2 = εg13 − 3εg22 = 2170.2746meV,
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λδ2 = aλ/δεg2 = 571.1923 nm;

δεg3 = εg13 − 3εg22 + εg11 − εg21 = 2177.4744meV,

λδ3 = aλ/δεg3 = 569.3036 nm. (10)

These values are close to the experimental data for emitters [6].
The branches of the spectrum (8) are located inside the band gap of the spectrum

(6) and depend on temperature. Stable quantum emission of photons is observed in
a wide range of temperatures, including room temperature. The upper bound for the
temperature is about 800 K [6]. Taking into account the energy spectrum (8), we find
an estimate of the upper limit of temperature using the formula

Tνs = aT (εν13 + εν12) = 799.84687K; aT = 5.802778417K (meV)−1 (11)

In [9–12], in the framework of the anisotropic model, estimates of the temperature
Tr = 2.72548Kof the background radiation, the dipole anisotropy of the background
radiation δTr , the average value of the temperature fluctuations of the background
radiation δTA were obtained. This background radiation can influence on the basic
parameters of active nanoobjects. In the framework of the Dicke theory of superra-
diance [18–20], we determined the maximum number of active effective particles
N = 17.0073101 [10–12]. The expressions, which connecting these temperatures
and characteristic energies εr , εr A, ε′

r A are

Tr = Tr A + T ′
r A; Tr A = u2r ATr ; T ′

r A = v2r ATr ;
Tr = aT εr ; u2r A + v2r A = 1; 1 − 2u2r A = (N + 1)/z′

A2;
Tr A = aT εr A; T ′

r A = aT ε′
r A; Nr A = z′

A2 + N + 1. (12)

The numerical values of these parameters are equal: Tr A = 1.3390101K,
T ′
r A = 1.3864699K, εr = 469.685348μeV, εr A = 230.7532756μeV, ε′

r A =
238.93207μeV, normal redshift z′

A2 = 1034.109294, Nr A = 1052.116604.
Temperatures of phase transitions T ′

A, TA [10–12] are determined through the
number of quanta nzA (for the usual red shift) and nzμ (for the cosmological red shift
z′
μ), the total number of relic radiation quanta Nra by the formulas

T ′
A = TA + δTA; TA = nzAT

′
A; δTA = nzμT

′
A; nzμ = z′

μ/Nra;
nzA + nzμ = 1; Nra = z′

A2 + z′
μ; δTr = QH3 T

′
r A δTA/T

′
A; 2T ′

r A = Nr AT
′
A (13)

The numerical values of these parameters are: T ′
A = 2.6355822mK, TA =

2.6173985mK, δTA = 18.183633μK, δTr = 6.7035181mK.
Based on the relations from [10–12] for cosmological fractal objects and Dicke

superradiance model [18–20], we write the expressions for the ratio of accelerations

g0/gSE = nG(z′
A2 − z′

μ + Im I
−1
0 )/2. (14)
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Here g0 = 980.665 cms−2 is the acceleration of free fall on the surface of the
Earth; gSE is acceleration of the Earth towards the Sun; ratio ofmaximum Im to initial
I0 radiation intensities Im I

−1
0 = 81.06580421. Taking into account the expression

(14) we find the numerical value gSE = 0.590056 cm s−2. Taking into account the
main parameter nA0 = 58.04663887 for black holes from [10–12], the parameter
NHG from (1), based on the condition

gSE NHG = gnSnA0 (15)

we find the estimate of the gravitational acceleration gnS = 1.04888 · 1012m s−2 on
the surface of the neutron star, which is coincide with the estimate 1012 m s−2 [5].

3 Higgs Field

In the framework of our anisotropicmodel [10–12], themain parameters are |ξ0H |2 =
χ11 and (ξ ′

0)
2 = N ′

01/N
′
02. For the components of the effective susceptibility tensor

χ̂e f , we use the notation from [10–12]. The operators n̂ξ0 and n̂
+
ξ0 describe the ground

and excited states of the Higgs boson field. Averaged values nξ0 =< n̂ξ0 > and
n′

ξ0 =< n̂+
ξ0 > are determined by expressions

n′
ξ0 − nξ0 = 1; nξ0 = kμ|χe f | · |ξ0H |2cn(uμ; kμ); n′

ξ0 = (ξ ′
0)

2. (16)

If to use the numerical values of the components of susceptibility χ21, χ11 from
[10–12], then we obtain the numerical value nξ0 = χ21 χ11 = 0.031259246.

In general case, |χe f | = n0u/χ11 is a nonlinear function on nξ0. This allows us to
write expressions as follows

n0u = √
2 {χ4

11 − nξ0(χ
2
11 − nξ0)}1/2; nξ0 = kμn0ucn(uμ; kμ). (17)

From (17) it follows: the number of quanta nξ0 = n0usech(uμ) at kμ = 1; nξ0 = 0
at kμ = 0 or at cn(uμ; kμ)= 0.

If to introduce the parameters S2u , S1u by the relations

S2u = χ2
11; |S1u | = √

2 S2u; S4u = 0.5 + S2u; S3u = 0.5 − |S1u |. (18)

then we find the basic nonlinear equation for the function n0u on nξ0, which gives
the possibility of choosing the sign of different branches

n20u |S1u |−2 + nξ0(S2u − nξ0)S
−2
2u = 1. (19)

Based on the numerical value χ11 from [10–12], expressions (18), we obtain the
numerical values of the parameters S2u = 0.033051284, |S1u | = 0.046741575,
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S3u = 0.453258425, S4u = 0.533051284. By analogy with [9], we introduce the
Hubble constant H0ν , the main parameter of the theory Q0ν by the relations

Q0ν = H0ν/H02 = v0ν/v02 = 1 + S2u; v0ν = H0νL0 = nA0 vh2/2;
�t H0 = Q0ν + |S1u |; vq = v01 − v02; v2ν = v0ν − v02; v1ν = v01 − v0ν . (20)

Based on the numerical values H02, v02, H01, v01, L0, nA0 from [9], parameters
S2u , |S1u | and expressions (20), we find the numerical values: Q0ν = 1.0330513;
speeds v0ν = 7.2743002 · 106 cm s−1, vh2 = 2.5063640 · 105 cm s−1; the total
density of the Universe (normalized to the critical density) �t H0 = 1.079792859;
speed differences vq = 2.784326 ·105 cm s−1; v2ν = 2.3273284 ·105 cm s−1; v1ν =
4.5699756 · 104 cm s−1. Note that the velocity v0ν is related with the characteristic
velocity vh2 through the main parameter nA0 (which determines the spectrum of
filling numbers) for black holes.

The numbers of quanta n′
F , nF for particles of Fermi type from [10–12] are also

nonlinear functions on the number of quanta of the Higgs field n′
ξ0, nξ0

n′
F = (S2u − nξ0)/S2u; nF = nξ0/S2u; n′

F + nF = 1 (21)

From (21) it follows that the neutrino density �0ν , defined in [10–12], is also a
nonlinear function on the number of quanta of the Higgs field

�0ν = (n′
F )2 = (Q0ν − n′

ξ0)
2/S22u = (v2ν − nξ0v02)

2/v22ν . (22)

Accounting dependence v0ν on nA0 from (20) makes it possible to write (22) as

�0ν = (nA0 − n′
ξ0Nh2)

2/(nA0 − Nh2)
2 = (n0ν − nξ0Nh2)

2/n20ν;
Nh2 = 2v02/vh2 = 56.189504; n0ν = nA0 − Nh2 = 1.8571352. (23)

Expressions (23) determine the neutrino density �0ν as a function on the number
of black hole quanta nA0, the number of Higgs field quanta n′

ξ0, nξ0, and parameters
Nh2, n0ν . From (22), (23) it is possible to obtain the limiting values for the neutrino
density: �0ν = 0.002939801 at n′

ξ0 = 1 + χ21 χ11 = 1.031259246; �0ν = 0 either
at n′

ξ0 = Q0ν = 1.033051284, or at v2ν = nξ0v02, or at nA0 = n′
ξ0Nh2, or at

n0ν = nξ0Nh2; �0ν = 1 either at Q0ν − n′
ξ0 = S2u , or at nξ0 = 0, or at n′

ξ0 = 1.
This indicates to a possible hysteresis behavior of the neutrino density as a function
of the given arguments. In [10–12] a connection nA0 with the cosmological redshift
z′
μ was obtained in the form nA0 + 3/4 = z′

μ(z′
μ + 1). This allows us to write the

dependency (19) in general case

n20un
−2
0u0 − (nξ0 − n2u)

2(2n2u)
−2 = z′

μ(z′
μ + 1) − nA0 = nQ/ng;

n2u = S2u/2; n0u0 = |S1u |; ng = n20u0/n
2
2u; nQ = 2nG = 2 < ĉG ĉ+

G >. (24)
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Here ng = 8, nQ = 6, nG =< ĉG ĉ+
G >= 3 and n′

G =< ĉ+
G ĉG >= 2 can

be interpreted as the number of quanta of the gluon, quark, excited and ground
states gravitational fields, respectively. In this case, expressions (24) exactly go into
expressions (19), (22), (23). In the general case, from (24) there follow other possible
dependencies of the number of quanta n0u , ng both on the number of quanta of the
Higgs field nξ0, and on the number of quanta for black holes nA0, cosmological
redshift z′

μ. At the same time, functions appear that depend on three arguments,
which is typical for bulk fractal structures of the Universe. So, for example, from
(24), we can obtain the dependency for the number of quanta of the gluon field
ng = 2nG/[z′

μ(z′
μ + 1) − nA0] at nG = 3 as a function on two arguments z′

μ, nA0.

4 Relationships of Neutrino with Higgs Boson and Higgs
Field

To describe the neutrino parameters (the number of solar N0ν and electronic Neν neu-
trinos; the rest mass mHG and energy εHG neutrino) and their relationships with the
Higgs boson parameters, we will use the anisotropic model [10–12] and expressions
(1), (2), (24). Within this model, we find the equation for the characteristic energy
EHν

2EH0/Eeν = 2EH/εeν = z′
μ + 0.5;

Eeν = NeνEHν; Neν = N0ν/nG . (25)

Here are the numerical values nG = 3, Ne ν = 1.9997054 · 1010, N0ν =
5.9991163 · 1010; energies EHν = 1627.3796meV, Eeν = 32.542799GeV,
εeν = 5.9162848GeV. Note, that earlier (in the 60s of the XX century) only elec-
tron neutrinos were recorded. At that time, sensors could not detect other types of
neutrinos. The creation of the next generation of detectors made it possible to detect
contributions from μ and τ -neutrinos to the total number of solar neutrinos N0ν . The
action of the tensor χ̂e f on the energy EHν leads to an energy tensor ε̂Hν = χ̂e f EHν

with the components εi j = χi j EHν (i, j = 1, 2, 3). Based on χi j [10–12] we find
the numerical values

ε11 = 295.8578151meV; ε12 = −280.2758586meV; ε13 = 0;
ε21 = 279.8164249meV; ε22 = 295.3728381meV; ε23 = −23.32509064meV

ε31 = 16.04139021meV; ε32 = 16.93321214meV; ε33 = 406.8689518meV.

(26)

Solving the problem of finding the eigenvalues of the energy εR of the energy
tensor ε̂Hν leads to the nonlinear equation

ε33 − εR = ε23ε32(εR3 − εR)/{[εR − 0.5(ε11 + ε22)]2 + ε2Rγ }; εHG = |ε21 ε12|1/2;
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εR3 = |χe f |2EHν/|ξ0H |2; 2εRγ = [4|ε21 ε12| − (ε11 − ε22)
2]1/2 (27)

On the basis of (27) we find the numerical values: the neutrino rest energy εHG =
280.0460475m eV; energies εRγ = 280.0459426m eV, εR3 = 561.3723777meV.
The sign of the energies ε21, ε12 (or ε23, ε32) is determined by the choice of the
sign of the modules kμ, k ′

μ and the value of the angle ϕμ. If ε21ε12 < 0, then
ε2HG = −ε21ε12, wherein the energy 2εRγ from (27) is replaced by energy 2ε∗

Rγ =
[(ε11 − ε22)

2 +4ε2HG]1/2. Numerical value is ε∗
Rγ = 280.0461525meV. On the basis

of the neutrino rest energy εHG and the cosmological redshift z′
μ, it is possible to

determine the characteristic energy εzμ = z′
μ(z′

μ + 2)εHG/4 = 4.61941696 eV,
which can be interpreted as the energy of the correlated (coherent) state of field,
associated with cosmological redshift z′

μ for relic radiation.
On the basis of the spectra εi HG = 2εHGS′

0 i , ε′
i HG = 2|χe f |εHGS′

0 i
(i = 1, 2, 3, 4) we can obtain the energies ε∗

HG , ε
′
2HG from the expressions

ε∗
HG = εHG + ε′

2HG; (ε∗
HG)2 − ε2HG = z′

HG(z′
HG + 2)ε2HG; z′

HG = ε′
2HG/εHG

(28)

Numeric values are equal: ε∗
HG = 284.8275525meV, ε′

2HG =
4.781504961meV. The parameter z′

HG = 0.017073996 allows interpretation
as a cosmological redshift for the neutrino field (z′

HG < z′
μ). The difference of the

squares of the energies (ε∗
HG)2 − ε2HG = 2700.94592 (meV)2 practically coincides

with the experimental data 2.7 · 10−3 (eV)2 on neutrino oscillations [21, 22]. These
experiments proved the existence of a neutrino rest mass and the possibility of
changing the type of neutrino. In our model, the neutrino with the rest energy
εHG is replaced by the neutrino with the rest energy ε∗

HG due to the presence of a
cosmological redshift z′

HG for the neutrino field.

5 Super-Nonradiative States of Fractal Objects

The properties of nanoparticles in fractal quantum systems depend on pressure, state
of physical vacuum and cosmological parameters. Dynamic models make it possible
to describe not only the superradiance of gravitational waves, relic photons from
cosmological objects (such as binary neutron stars and black holes) [10–12], but also
super-nonradiative states of active objects. In [10–12], for the radiation intensity J (t)
(Dicke superradiance model [18–20]), the expression was written

J (t) = J0(a 0 + a m)[(a 0 − a m) + 1]. (29)

Here J0 is the initial radiation intensity; in general case a 0(t), a m(t) depend on
time t and other parameters. The super-nonradiative states we call the states with
J (t) = 0. These states can be realized in the process of development of various
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transient effects (induction, avalanche, echo, self-induced transparency). From (29)
it follows that these states can be realized within the framework of two models.
Model A0. Within this model, we assume a 0 = −a m , where

a m = (z′
A2)

1/2; a 2
0 = a 2

m + z′
μ(z′

μ + 2)/4; a2m = z′
A2; Nra = z′

A2 + z′
μ. (30)

From (30) it follows that two variants are possible: variant 1 (B1), when z′
μ = 0,

then Nra = z′
A2; variant 2 (B2), when z′

μ = −2, then Nra = z′
A2 − 2.

To describe the super-nonradiative states, we introduce row-vectors N̂d1, N̂d2 and
column-vectors N̂+

d1, N̂
+
d2, respectively, for variants B1 and B2

N̂d1 = (Nra, z
′
A2, z

′
μ) = (z′

A2, z′
A2, 0); N̂d2 = (z′

A2 − 2, z′
A2, −2). (31)

Next, we find the norms |Nd1|, |Nd2| and the angle θd12

N̂d1 N̂
+
d1 = 2(z′

A2)
2 = |Nd1|2; N̂d2 N̂

+
d2 = 8 + 2z′

A2(z
′
A2 − 2) = |Nd2|2;

N̂d1 N̂
+
d2 = N̂d2 N̂

+
d1 = 2z′

A2(z
′
A2 − 1);

cos θd12 = N̂d1 N̂
+
d2|Nd1| −1|Nd2|−1 = √

2 (z′
A2 − 1)[8 + 2z′

A2(z
′
A2 − 2)]−1/2 (32)

When changing the usual redshift z′
A2 from (32) follows the possibility of changing

the sign cos θd12. So with the values z′
A2 = 0, 1, 2 we get cos θd12 = −0.5, 0, 0.5,

respectively. Based on (32), we can introduce functions for the distribution density
of the Fermi type nd12 and n′

d12

n′
d12 + nd12 = 1; n′

d12 = cos2 θd12 = 2(z′
A2 − 1)2[6 + 2(z′

A2 − 1)2]−1;
nd12 = sin2 θd12 = 6 [6 + 2(z′

A2 − 1)2]−1;
Bd12 = n′

d12 − nd12 = [(z′
A2 − 1)2 − 3]/[(z′

A2 − 1)2 + 3]. (33)

For the parameter Bd12 from (33), the interpretation is allowed as the difference
in population between the states (31), (32). The state with Bd12 = 0 is realized either
at z′

A2 = 1+√
3, or at z′

A2 = 1−√
3. At the same time cos2 θd12 = sin2 θd12 = 1/2,

that indicates to the presence of the transverse component of the effective vectors
from (31), (32). This allows us to perform the interpretation in terms of a super-
nonradiative state with a possible chiral (polarization) of the structures from (31),
which is formed by the usual red shift z′

A2. On the other hand, the values nQ = 6,
nG = 3 from (24) can determine the contributions of the quark and gravitational
fields to the behavior of the parameters nd12, n′

d12, Bd12, which follows from (33).
Based on (33), you can also introduce functions for the distribution density of Bose
type NzA, N ′

zA and nzA, n′
zA

N ′
zA − NzA = 1; NzA = (z′

A2 − 1)2/3; n′
zA − nzA = 1; nzA = N−1

zA . (34)
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Based on (34) and z′
A2 = 1034.109294 we find the characteristic value of the

number of bosons in the equilibrium state N0A = NzA(z′
A2) = 3.557716045 · 105.

This allow us to introduce the characteristic energy of the gravitational field E0A =
N0AEG = 4.311073329 eV and write down the energy spectrum E0Ai = 2E0ASiu
(i = 1, 2, 3, 4). Numerical values of the energies of the spectrum branches are equal:
acoustic branches E0A1 = 403.01271meV, E0A2 = 284.97302m eV (near to energy
ε∗
HG); optical branches E0A3 = 3.9080606 eV, E0A4 = 4.5960463 eV. It should be

noted that the energies εzμ, E0A are close to the boundary energy 4.3 eV, which is
observed during neutrinoless double β-decay in experiments with the 136Xe isotope
[23]. This makes it possible to interpret these energies as the rest energy of Majorana
neutrino.

On the other hand, on the basis of energies E0A, EH0 and conditions Edν =
N0HνE0A/2 = EH0(S′

04 + 0.5) = 129.2947339GeV, can obtain an estimate of the
total number of neutrinos N0Hν = 5.99826187 · 1010, which is close to N0ν from
(25). The energy Edν is close to the local minimum between local maxima at the
dependencies of the number of photons on their energy, which are detected by the
detectors in experiments at the Large Hadron Collider (LHC) [24]. Next, we find
an estimate of the energy of the acoustic branch of dark relic photons (virtual relic
photons in the condensate) ε′

dm2 = N0Aεr = 2ε′
dm S2u = 167.0746 eV. From here

we find an estimate of the energy of dark matter ε′
dm = 2.5275057 keV. Between the

energies of the spectra branches ε′
dmi = 2ε′

dm Siu and εdmi = 2εdm Siu for dark matter
with ε′

dm and εdm = 1.7872164 keV conditions take place

ε′
dm = ε′

dm4 − ε′
dm2 = ε′

dm3 + ε′
dm1;

εdm = εdm4 − εdm2 = εdm3 + εdm1. (35)

The numerical values of the energies of the spectra branches are equal: acoustic
branches ε′

dm1 = 236.27919 eV, εdm1 = 167.07461 eV, εdm2 = 118.13959 eV;
optical branches ε′

dm3 = 2.2912265 keV, ε′
dm4 = 2.6945803 keV, εdm3 =

1.6201417 keV, εdm4 = 1.9053559 keV. Direct experiments (DAMA/LIBRA,
CoGeNT, CRESST-II collaborations) [13] by observing the spectrum and the angular
distribution γ-radiation, the modulation spectrum from the galactic center show the
following features: at the background of stochastic behavior themain localmaximum
near 2.4 keV and two local main minimums near 1.9, 2.7 keV are observed. In our
model, the calculated energy values εdm4, ε′

dm4, which correspond to the local min-
ima (potential wells) of the optical energy branches for dark matter with rest energy
εdm , ε′

dm , practically coincide with the position of the indicated local minima in the
experimentalmodulation spectrum. The energy value ε′

dm3 + εdm2 = 2.4093661 keV
almost coincideswith the position of themain localmaximum. In this case, the energy
εdm2, that lies on the acoustic branch of the energy spectrum carries information about
the transmitted pulse of γ-radiation (about the half-width of the radiation line). Thus,
information on the presence of super-nonradiative states, dark matter, dark relic pho-
tons can be extracted from the experimental spectra of the γ-radiation by the presence
of local minima at the background of the stochastic behavior of signals.
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In a similar way, we can extract information on super-nonradiative states of a
gravitational field by the presence of local minima with energies on optical branches
E0A3, E0A4 (deformation field), transmitted pulses of gravitational field (stress field)
with energies on acoustic branches E0A1, E0A2 and rest energy E0A.
Model A1. In this model, we assume a 0 = a m −1. This condition makes it possible
to introduce distribution density functions am , a′

m for particles of Fermi type and
distribution density functions Nzg , N ′

zg , nzg , n
′
zg , for particles of Bose type

am + a′
m = 1; 2am = 1 − bm; 2a′

m = 1 + bm;
4bm = z′

μ(z′
μ + 2); z′

A2 = Nra − z′
μ; (36)

N ′
zg − Nzg = 1; Nzg = (1 + bm)/(1 − bm);

N ′
zg = 8/[4 − z′

μ(z′
μ + 2)]; (37)

n′
zg − nzg = 1; nzg = (1 − bm)/(1 + bm);

n′
zg = 8/[4 + z′

μ(z′
μ + 2)]. (38)

The parameter bm = a′
m − am (which can be interpreted as the population dif-

ference for particles of Fermi type) from (36) confirms the presence of a super-
state, which is associated with the cosmological redshift z′

μ. On the other hand,
the occupation numbers N ′

zg , n
′
zg from (37), (38) confirm the possibility of describ-

ing non-radiative states (dark matter) using the gluon field (ng = 8), renormal-
ized by contributions due to the cosmological redshift z′

μ. Expressions (36)–(38)
are written when the condition −1 ≤ bm ≤ 1 is obtained. At increase z′

μ the
parameter bm becomes greater than 1. In this case, the distribution density func-
tions for particles of Fermi type (36) are transferred to the distribution density
functions for particles of Bose type a′

m − |am | = 1; density distribution func-
tions for particles of Bose type (37) are transferred to other density distribution
functions for particles of Bose type |Nzg| − |N ′

zg| = 1; the distribution density
functions for particles of Bose type (38) are transferred to the distribution density
functions for particles of Fermi type n′

zg + |nzg| = 1. When z′
μ = 7.18418108

we will obtain the numerical values: |am | = 7.747602495, |N ′
zg| = 0.129072187,

|nzg| = 0.885682963, n′
zg = 0.114317037. This makes it possible to determine

a frequency ν ′
zg = n′

zgνG0 = 335.00053MHz close to the frequency 330MHz at
which dark matter dominates from observations of radiofilaments [13]. Thus, within
the framework of this model A1, it is possible to describe the processes of mutual
transformations of particles of Bose and Fermi types. This can be used in neutrino
physics, neuromedicine (to describe neuromediators). Detailed analysis of themodel
A1 requires a separate study.
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6 Conclusions

On the basis of the hypothesis of the hierarchical structure of the Universe, relations
between the parameters of fractal cosmological objects such as black holes, neutron
stars, and the model nanoobject were obtained. As an active nanoobject, the quartz
nanoparticle, trapped in an optical trap and placed in a vacuum is considered. The size
estimate of this nanoparticle and the limiting frequency rotation in a laser field with
circular polarization are obtained. It is shown that the rotation frequency depends
on the properties of the physical vacuum. As other active nanoobjects, the atomic
defects in boron nitride nanotubes are considered. The estimate of wavelengths of
the quantum emission of separate photons from such emitters are obtained.

In the framework of the anisotropic model, the dependencies of the components
of the effective susceptibility for active objects as nonlinear functions on the number
of quanta of the Higgs field, black holes are obtained. It is shown that the hysteresis
behavior of the neutrino density as a function of the two specified arguments is
possible. The additional dependency on the cosmological redshift leads to nonlinear
functions on three arguments, that is characteristic for the bulk fractal structures of
the Universe.

The relationship between the neutrino parameters and the Higgs boson and the
Higgs field allow us to make estimates of the number, mass, and rest energy of the
neutrino.

The super-nonradiative states of active fractal objects are studiedwithin themodel
A0 (taking into account the usual redshift z′

2A). It is shown, that information on the
presence of super-nonradiative states, darkmatter, dark relic photons can be extracted
from experimental spectra of γ-radiation by the presence of local minima on the
background of the stochastic behavior of signals. In the framework of the model A1

(taking into account the cosmological redshift z′
μ) the distribution density functions

for particles of Fermi and Bose types are introduced.
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Coupled Fractal Structures
with Elements of Cylindrical Type

Olga P. Abramova and Andrii V. Abramov

Abstract By the numerical modelling method the behavior of the deformation field
of the coupled fractal structure with elements of cylindrical type was investigated.
It is shown that the presence of variable parameters (semiaxes, modules) lead to the
stochastic behavior of the complex deformation field. Complex zero displacement
field operators for both separate and coupled elements of the structure are introduced.
It is shown that the transposition of separate operators in the zero operator for a
coupled structure leads to the appearance of a nonzero complex deformation field.
At the same time, noise tracks appear on the background of stochastic peaks. The
noise track is a stochastic ring, inside of which there is a regular area.

Keywords Coupled fractal structures · Complex deformation field · Complex zero
operators · Ordering of operators · Numerical modelling

1 Introduction

At the present time, to create a quantum computer, the actual tasks are quantum
processing of information and quantum computing [1–4]. To solve these problems
it is necessary to use quantum mechanics.

Classical computers encode information in bits that can be in one of two states,
0 or 1. The realization of state 0 is achieved by adding two signals with the same
amplitude and shape, but with opposite phases.

Quantumcomputers encode information in qubits [5, 6]. The physical systems that
realise qubits can be any objects having two quantum states. Different nanostructures
and metamaterials [7] can be chosen as active objects. These active objects can
exhibit stochastic properties, which complicates the practical realization of qubits
for quantum computers.

Recently, further development was given to nanophysics, condensed matter
physics [8, 9], neural networks [10], which use nanoobjects as active objects. The
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most important task is to study the mutual influence, collective interactions, dynam-
ics of such nanoobjects. In this case, there are possible effects of various topological
phase transitions associated with the shape and dimension of nanoobjects, the for-
mation of new coupled structures (clusters). One example of this kind can be model
multilayer nanosystems and bulk fractal structures appearing there [11–14]. In this
case, it is possible to change the form, the fractal dimension of separate elements in
the coupled fractal structure.

The relevance of such studies is confirmed by the award of the Nobel Prize in
Physics for 2016 toM.Kosterlitz, D. Thouless, D. Haldane for theoretical discoveries
of topological phase transitions and topological phases of matter.

On the other hand, the brain of living organisms is a specific neural network [10].
The active cells respond to an intersection of nodes of imaginary hexagonal lattice,
that is the passage of certain distance in a certain direction. The Nobel Prize 2014
on physiology and medicine was awarded to J. O’Keefe, M.-B. Moser and E. Moser
for the discovery of cells system in the brain that determine the position in space
[15–17]. J. O’Keefe has opened active neurons or “place cells”. M.-B. Moser and
E. Moser have opened coordinate neurons or “grid-cell”. These medical discoveries
make it possible to use model concepts of nanoobjects in coupled fractal structures
to also describe neural networks.

In [11–14, 18, 19], the features of the stochastic state of the deformation field
of coupled fractal multilayer nanosystems, nanotraps and quantum dots taking into
account the variation of the variable parameterswere studied. The study of themutual
influence and ordering of separate structures, attractors, stochastic processes in the
coupled fractal structure is described in [13, 14, 19]. In this case, the effects asso-
ciated with the shape of objects are investigated using attractors of both separate
and coupled structures. Attractors can be separate points, lines, surfaces and their
superposition [13, 14]. The presence of stochastic attractors leads to the appearance
of stochastic properties of active objects. The behavior features of such active objects
(coupled fractal structures) is the appearance of complex deformation fields, which
is associated with the presence of variable parameters and the ordering effect of sepa-
rate displacement field operators in the total deformation field. The task of realization
of state 0 for such active objects with stochastic properties is appears. This task can
be realized by introducing complex zero operators [19].

The aim of this work is to study the complex deformation field, the influence of
the ordering of separate operators of displacement fields, the introduction of complex
zero operators in coupled fractal structures with cylindrical elements.

2 Fractal Structure with Two Elements of Cylindrical Type

We consider a coupled fractal structure (I, II), consisting of two fractal elliptic
cylinders (i = 1, 2), located in a bulk discrete lattice N1 × N2 × N3, whose nodes
are given by integers n, m, j. By analogy with [18, 19], nonlinear equations for the
dimensionless displacement function u = u2 (the second branch of the eight possible
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[18]) of the lattice node are

u = u2 =
2∑

i=1

uRi ; uRi = Rik
2
ui (1 − 2sn2(u2 − u0i , k

′
ui )); (1)

k2ui = (1 − αi )/Qi ; k ′
ui = (1 − k2ui )

1/2; p0i = p′
0i + p′

1in + p′
2im + p′

3i j; (2)

Qi = p0i − b1i (n − n0i )
2/n2ci − b2i (m − m0i )

2/m2
ci − b3i ( j − j0i )

2/j2ci . (3)

Here u0 is the constant (critical) displacement; αi is the fractal dimension of the
deformation field u along the axisOz (αi ∈ [0, 1]); variablemodules kui are functions
of indices n, m, j nodes of the bulk discrete lattice. The choice of the positive sign of
the module k ′

ui is associated with the choice of the second branch of the displacement
function u = u2 [18]. Functions Q i determine the form of the fractal structure, the
type of attractors and take into account the interaction of the nodes of both in themain
plane of the discrete rectangular lattice N1 × N2 as well as interplane interactions.
The parameters p0i , p′

3i , b1i , b2i , b3i , n0i , nci , m0i , mci , j0i , jci characterize different
fractal structures. The parameters Ri determine the orientation of the deformation
fields of separate structures in the coupled system. In general case, these parameters
may depend on the layer index j and the dimensionless time t. Taking into account
for interplanar interactions (dependencies on the index j) leads to a change in the
constant semi-axes of the elliptic cylinders (nci ,mci ) in (3) to the variables (n′

ci ,m
′
ci )

semi-axes

(n′
ci )

2 = a1i n
2
ci ; (m ′

ci )
2 = a2im

2
ci . (4)

Bymodelling the variable parameters a1i , a2i from (4) are given by the expressions

a1i = 1 + (p′
1in + p′

2im + p′
3i j)/p

′
0i − b′

3i ( j − j0i )
2/( j2ci p

′
0i ),

a2i = 1 + (p′
1in + p′

2im + p′′
3i j)/p

′
0i − b′′

3i ( j − j0i )
2/( j2ci p

′
0i ). (5)

Then, taking into account (5), the functions Q i from (3) take the form

Qi = a0i (p
′
0i − b1i (n − n0i )

2/(n′
ci )

2 − b2i (m − m0i )
2/(m ′

ci )
2), a0i = 1. (6)

Note, that when solving real problems, dependencies (5) should be determined
experimentally.

By numerical modelling, it was assumed, that

N1 = 240, N2 = 240, αi = 0.5, u0i = 29.537, p0i = 1.0423, b1i = b2i = 1,

n0i = 121.1471,m0i = 120.3267, nc1 = mc1 = 57.4327, nc2 = mc2 = 28.7164,

j0i = 31.5279, jci = 11.8247, p′
1i = p′

2i = 0, p′
3i = 0.1368, p′′

3i = 0.1547,

b′
31 = b′′

31 = 0, b′
32 = 1, b′′

32 = −1. (7)



18 O. P. Abramova and A. V. Abramov

In the considered coupled fractal structure (I, II), the elliptical cylinder (I) is
external, and the elliptical cylinder (II) is internal. For the above parameters, they
are both circular, and the radius of the cross section of the first (I) is twice the radius
of the cross section of the second (II).

The presence of variable semi-axes leads to significant changes in the behavior of
the deformation field u of the coupled system from (1)–(3): in addition to the real part
of the displacements Reu, the imaginary part Imu appears. The resulting stochastic
surface essentially depends on the order of the separate terms in the sum (1), which
can be interpreted as separate operators, describing the total stochastic process [19].
The appearance of a stochastic state is also associated with the presence of variable
modules kui , k ′

ui from (2).
For the considered elliptic cylinders with parameters b′

31 = b′′
31 = 0 from (7), the

displacement function u does not depend on the index j. If these parameters are not
zero, then the elliptic cylinders turn into either ellipsoids or hyperboloids [11].

Therefore, in this work the iterative procedure on index n simulates a stochastic
process on a rectangular lattice with sizes N1 × N2.

As examples Figs. 1, 2 show the behavior Reu and Imu the dimensionless dis-
placement function u of coupled structures (I(+), II(+)) (Fig. 1), (I(+), II(−)) (Fig. 2),
consisting of two fractal circular cylinders with constant semi-axes: structure (I) is

(a) (b) (c) Re [ 1;1]u∈ −

(d) (e) (f) Im [ 1;1]u∈ −

Fig. 1 Behavior of the deformation field u of a coupled structure (I(+), II(+)): a, b, d, e are
projections on the planes nOu, mOu; c, f are cross-sections (top view)
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(a) (b) (c) Re [ 1;1]u∈ −

(d) (e) (f) Im [ 1;1]u∈ −

Fig. 2 Behavior of the deformation field u of a coupled structure (I(+), II(−)): a, b, d, e are
projections on the planes nOu, mOu; c, f are cross-sections (top view)

outer cylinder with semi-axes nc1 = mc1; structure (II) is inner cylinder with semi-
axes nc2 = mc2. In a coupled system (I(+), II(+)), the deformation fields of the
separate structures (I), (II) are oriented in the same way (R1 = 1, R2 = 1). In a
coupled system (I(+), II(−)), the deformation fields of the separate structures (I),
(II) have opposite directions (R1 = 1, R2 = −1). The coupled fractal structure
(I(+), II(+)) in expressions (1) corresponds to the ordered operator

u = uR1 + uR2. (8)

The coupled fractal structure (I(+), II(−)) in expressions (1) corresponds to the
ordered operator

u = uR1 − uR2. (9)

The deformation fields of such structures are essentially stochastic along the
boundaries of the circular cylinders and between them. At this, the amplitudes of the
peaks Reu for the fractal structure (I(+), II(+)) (Fig. 1a) are an order of magnitude
larger (higher) than the amplitudes of the peaks Reu for the structure (I(+), II(−))
(Fig. 2a). The wave-like behavior Reu (Figs. 1c, 2c) outside the boundary of the outer
cylinder is explained by the presence of variable modules kui , k ′

ui in expressions (1).
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The imaginary part of the displacement function Imu (Figs. 1d–f, 2d–f) indicates to
the presence of an effective damping. In this case, the character of damping for the
structures (I(+), II(+)) (Fig. 1f) and (I(+), II(−)) (Fig. 2f) is different.

Transposition separate operators of displacement fields in a coupled cylindrical
structure (I(+), II(+)) leads to the structure (II(+), I(+)), which corresponds to the
ordered operator

u = uR2 + uR1. (10)

In this case, the stochastic process changes, which leads to a nonzero deviation

δu = (uR1 + uR2) − (uR2 + uR1) �= 0 (11)

of the deformation field, which is realized in the iterative process.
Complex deviations Reδu �= 0, Imδu �= 0 are observed (Fig. 3). On the back-

groundof stochastic peaks Imδu, the presence of a noise track is typical (Fig. 3d, e).At
this, the noise level (noise amplitude Imδu) is approximately equal to 5·10−24, what is
near the theoretical value 0.497889116 ·10−23 = 3/Na , where Na = 6.025438 ·1023
is the Avagadro number.

This noise track is a stochastic ring, the inner region of which is a regular region
(Fig. 3f). For Reδu on the background of stochastic behavior, the presence of a main

Fig. 3 The behavior of the deviation δu from (11): a, b, d, e are projections on the planes nOu,
mOu; cross-sections (top view) c Reδu ∈ [−10−8; 10−8], f Imδu ∈ [−10−23; 10−23]
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peak down with a large amplitude of the order 4.5 · 10−6 is characteristic (Fig. 3a,
b). In the cross-section for Reδu the features of the type of stochastic rings with a
regular inner region are observed (Fig. 3c).

Similar results take place for other orders of the sequence of separate displacement
field operators in the coupled cylindrical structure (I(+), II(+))

δu = (uR1 + uR2) − (uR1 + uR2) �= 0; δu = (uR1 + uR2) + (−uR1 − uR2) �= 0;
δu = uR1 + (uR2 − uR2) − uR1 �= 0; δu = uR1 + uR2 − uR1 − uR2 �= 0. (12)

Zero operators for coupled cylindrical structures (I, II) and (II, I), respectively,
have the form

δuI,II = (uR1 − uR1) + (uR2 − uR2) = 0; δuII,I = (uR2 − uR2) + (uR1 − uR1) = 0;
�uI,II = uR1 − uR1 + uR2 − uR2 = 0; �uII,I = uR2 − uR2 + uR1 − uR1 = 0.

(13)

Here zero operators δuI,II, δuII,I are different from zero operators �uI,II,�uII,I by
the presence of round brackets, and, therefore, by the organization of the stochastic
process.

Coupled structures (I(+), I(−)), (II(+), II(−)), consisting of two separate frac-
tal circular cylinders (with the same semi-axes nci = mci ), but with the opposite
direction of the deformation fields, correspond to ordered zero operators

�1u = uR1 − uR1 = 0; �2u = uR2 − uR2 = 0. (14)

According to expressions (14), the ordered operator

�u = �1u + �2u = uR1 − uR1 + uR2 − uR2 = 0 (15)

is identically zero.However, changes in the order (transposition) of separate operators
in the zero operators (15) for a coupled structure leads to operators that are not zero
(Fig. 4).

δu = uR1 + uR2 − uR1 − uR2 �= 0; (16)

δu = uR1 + uR2 − uR2 − uR1 �= 0; (17)

δu = uR1 − uR2 + uR2 − uR1 �= 0; (18)

δu = uR1 − uR2 − uR1 + uR2 �= 0. (19)

These operators (16)–(19) lead to the appearance of a complex deformation field.
On Fig. 4, as an example, the complex functions of deviations Reδu �= 0, Imδu �= 0



22 O. P. Abramova and A. V. Abramov

(a) Re ud of (16) (b) Im ud of (16) (c) Im ud of (16) 

(d)Re ud of (17) (e) Im ud of (17) (f) Im ud of (17) 

Fig. 4 The behavior of the deviations δu, the projection on the plane nOu: Reδu ∈ [−10−8; 10−8]
(a, d)—mOu; Imδu ∈ [−10−23; 10−23] (b, e); cross-section Imδu ∈ [−10−25; 10−25] (c, f) (top
view)

are given, for the operators from (16) and (17). The character of behavior of the
deviations of the complex deformation field, which correspond the operators from
(16) and (17), is significantly different, which is confirmed both for Reδu (Fig. 4a,
d) and for Imδu (Fig. 4b, c, e, f). On the background of stochastic peaks Imδu, the
appearance of two noise tracks is typical (Fig. 4b, e). The noise level of the first track
is near the noise level of the track from (Fig. 3d, e). The noise level of the second
track (approximately equal 5 · 10−25) is an order of magnitude less than the noise
level of the first track. These noise tracks are stochastic rings, the insides of which
are regular regions (Fig. 4c, f).

3 Fractal Structure with Three Elements of Cylindrical
Type

We consider a coupled fractal structure (I, III, II), consisting of three fractal elliptic
cylinders (i = 1, 3, 2), located in a bulk discrete lattice N1 × N2 × N3. By analogy
with expressions (1)–(3), nonlinear equations for the dimensionless displacement
function u of the lattice node are
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u =
3∑

i=1

uRi ; uRi = Rik
2
ui (1 − 2sn2(u2 − u0i , k

′
ui )). (20)

All other parameters are described by expressions (2), (3).
The singular points (attractors) of the deformation field of such a coupled fractal

structure are locatedon the surface, the core ofwhich is determined from the condition

Q1 · Q3 · Q2 = 0. (21)

Expressions for functions Qi are defined in (3). If the surface (21) is crossed by a
plane j = jk , then we obtain the equation of the isolines.

Fractal structures with parameters from (7) were considered as model examples.
The cylindrical structures (I) and (II) were chosen the same as in the previous

Sect. 2. To describe the effects of stretching and compression of the cylindrical
structure (III), we consider three variants for the choice of parameters for semi-axes:

variant 1 : n31 = mc3 = 43.0746; (22)

variant 2 : n31 = mc3 = 50.2537; (23)

variant 3 : n31 = mc3 = 35.8955. (24)

Figure 5 shows the attractors (Fig. 5a, d, g) for each of the three variants and the
cross-section Reu (Fig. 5b, e, h), Imu (Fig. 5c, f, i). In the first variant (Fig. 5a–c) the
cylindrical structure (III) is in the middle between the cylindrical structures (I) and
(II), which corresponds to the initial state of the structure (III). In the second variant
(Fig. 5d–f) the cylindrical structure (III) is located closer to the cylindrical structure
(I), which corresponds to the stretched state of the structure (III). In the third variant
(Fig. 5g–i) the cylindrical structure (III) is located closer to the cylindrical structure
(II), which corresponds to the compressed state of structure (III).

The attractors of the coupled fractal structure (I, III, II) are continuous curves
close to concentric circles (variant 1). Pronounced angular features (kinks) are
observed near the main diagonal from the point (0, 240) to the point (240, 0), which
is due to the mutual influence of the separate structures on each other (Fig. 5a).

When the attractor of structure (III) approaches to the attractor of structure (I) near
the main diagonal on the isolines of structure (III) and (I) there are discontinuities,
intersections, and formation of “islands” type features (variant 2). In this case, the
isoline (attractor) of the structure (II) remains continuous and becomes smoother
(Fig. 5d).

When the attractor of structure (III) approaches the structure (II) attractor, on the
isolines of structures (III) and (II) there are gaps, intersections, formation of features
like “islands” not only near the main diagonal, but along the all length (variant 3).
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(a) variant 1 (b) Reu (c) Imu

(d) variant 2 (e) Reu (f) Imu

(g) variant 3 (h) Reu (i) Imu

Fig. 5 Behavior of attractors (a, d, g) and displacement functions u: cross sections Reu ∈ [−1; 1]
(b, e, h); Imu ∈ [−1; 1] (c, f, i) (top view)

At the same time, the isoline (attractor) of structure (I) remains continuous with
pronounced angular features (kinks) near the main diagonal (Fig. 5g).

The wave-like behavior Reu (Fig. 5b, e, h) outside the boundary of the outer
cylinder of structure (I) is explained by the presence of variable modules kui , k ′

ui in
the expressions of the displacement functions u of the coupled structure (I, III, II)
and depends on the choice of variants (22)–(24).

As structure (III) approaches to the structure (I) (variant 2), the number of waves
increases (Fig. 5e) as compared with variants 1 and 3 (Fig. 5b, h). The inner region
Reu is characterized by a pronounced stochastic behavior, which localized in regions
of a ring-like type.
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The imaginary part of the displacement function Imu of the coupled structure (I,
III, II) indicates the presence of effective damping (Fig. 5c, f, i). At the same time,
the nature of the damping is significantly different and depends on the location of
the structure (III) relative to the structures (I) and (II).

4 Conclusions

The behavior of attractors and the deformation field for a fractal coupled structure
consisting of cylindrical elements is investigated. Various forms of attractors indicate
the influence of separate structures on each other.

Using the example of coupled fractal structures with two and three circular cylin-
ders with different semi-axes it is shown that the deformation field is complex,
essentially stochastic along the boundaries of the circular cylinders and between
them. The wave-like behavior of the real part of the displacement function Reu
outside the boundary of the outer cylinder is explained by the presence of variable
modules ku , k ′

u . The imaginary part of the displacement function Imu indicates the
presence of effective damping.

The explicit form of the resulting stochastic surface essentially depends on the
order of the sequence of the separate terms in expressions (1) or (20) for the displace-
ment function, which can be interpreted as separate operators describing the total
stochastic process. We introduce ordered zero operators. It is shown that changes in
the order of the sequence of separate operators in the zero operator lead to complex
deviations Reδu �= 0, Imδu �= 0. At the same time, on the background of stochas-
tic peaks Imδu the presence of noise tracks is characteristic. These noise tracks are
various stochastic rings, the inside regions of which are regular regions.

Using the example of a coupled fractal structure (I, III, II) with three cylindrical
elements, the effects of compression (variant 3) and stretching (variant 2) of the initial
state (variant 1) of the structure (III) are investigated. It is shown that the effects of
compression and stretching are accompanied by changes in wave-like behavior Reu
and effective damping Imu.

The results can be used by the description of neural networks with variable
parameters, in medicine by the simulation of blood vessels, for quantum information
processing.
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Brain Dynamics Explained by Means of
Spectral-Structural Neuronal Networks

Maricel Agop, Alina Gavriluţ, Gabriel Crumpei and Lucian Eva

Abstract In this chapter, we propose a mathematical-physical model, starting from
the morphological-functional assumption of the fractal brain, by activating brain
non-differentiable dynamics through the determinism-nondeterminism inference of
the responsible mechanisms.

Keywords Fractal brain · Brain dynamics · Neuronal networks ·
Neuropsychological mechanisms · Brain geodesics

1 Introduction

In the most general representation, the biological systems can be divided into three
different categories such as open, dissipative and nonlinear systems. In our opinion,
the “specialization” process of any biological structure (for instance, differentiation
process) is based on the legitimate alternation between chaos and order of mutual
states. This behavior is defined by the living matter multivalent logic and its com-
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munication codes. Further to this representation, we can say now that this visible
interdisciplinary work aims to explain how mathematical knowledge can be used to
describe, predict and control the phenomena observed in some biological systems.
From a functional point of view and not only, we understand here the biological
systems in the particular sense of the discipline known under a variety of names such
as: “complexity theory”, “self-organization theory”, “chaos theory” or “nonlinear
dynamics”. Our choice was not easy but in what follows we will use the latter name,
nonlinear dynamics, respectively.

Assuming that the biological systems are fractal systems, a few aspects of natural
dynamics in biological structures, especially in human brain, are studied.

Many phenomena exhibiting complex patterns and structures can be easily
observed in brain. These phenomena can be understood by means of a multidis-
ciplinary paradigm called complexity.

There are many diverse methods of analysis of the dynamics of complex systems,
particularly of those addressed to brain. However, due to the fact that they use only
differentiability in the study of systems, all of them involve sophisticated and some-
times ambiguous models (Kändel brain’s standard models [1]). In our opinion, a way
of analysis necessary in the dynamics of complex systems, especially those related
to brain, must respect the recent results related to the harmony between morphology
and functioning of a system. Thus, if we only concentrate to brain, from structural
point of view, the nature is abundant in examples.

The standard approach, by extrapolating neuron performingway to the description
of the performance of the whole brain (Kändel [1]), did not produce expected results,
because the neuron is part of a network, and from the complex systems’ viewpoint,
the properties of the constitutive elements could be recaptured in the properties of
the whole system only as emergent.

On the other hand, the tackling from a quantum perspective, as proposed by dif-
ferent authors (Atmanspacher [2, 3]), did not allow for specifying of some functional
models of the brain, because at every scale the emergent phenomenon generates new
properties which can be recaptured as emergent in the scales that follow.

Consequently, the performance of brain as an assembly, from the psychic life
point of view, seems to be best approached from the perspective of complex systems,
with their potential components, non-differential and noncausal from the structural
point of view, between which there is a chaotic part structured via attractors, and
highlighted within a phase space.

From the very beginningwe point out that, both from brain structural (morpholog-
ical) and from functional (processing) points of view, examples are brought in order
to substantiate the idea set forth as the starting one, namely that the brain dynamics
at every level are dictated by the brain functional-structural coherence.

For example, Caserta et al. [4, 5] identify fractal shapes with a fractal dimension
of aproximatively 1.7, and this could be explained by a diffusion limited aggregation
model (Witten and Sander [6]). A fractal structure was observed by Kniffki et al.
[7] for the branching dendrite patterns of thalamic neurons in Golgi impregnated
specimens. Moreover, as one can easily observe, the entire neuronal network has a
fractal structure.
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The fractality is also manifest when the functionality of the brain is considered.
In fact, a great body of laws governing such a functionality at any scale of resolution,
prove to be reducible to a power-type law. As a matter of fact, power laws are to be
found both in the functionality and in the structure of brain, which substantiates the
idea to suggested in the present chapter, namely that only the structural-functional
unity of the brain can lead to a sound explanation of the complex phenomena met at
this level (Werner [8, 9]).

The recording of the brain functions highlighted an electric and magnetic activ-
ity correlated with certain brain functions. This electromagnetic activity is spectral
in nature, and as such assumes a spectral functionality and processing. One can
thereby conclude that the morphology and the fractal structure of the brain should
be duplicated by a fractal functioning and processing (de Valois and de Valois [10,
11]—processing of the visual image, von Békési [12]—processing of proprioceptive
sensoriality).

Also, Lowen andTeich [13, 14] consider that the fractal action potential patterning
in auditory nerve could be explained by fractal activity in the ion channels of the
sensory organs feeding into the auditory nerve.

Also, the muscular fibers contract nonlinearly due to fractal type mechanisms,
which allows for the nonlinear adaptation ofmuscular contraction to the environmen-
tal necessities (sharp transients from rest to maximum function, functional reserve
for continuous effort via nonlinear training in time of the muscle fibers).

Our chapter sets out to tackling the old problem of brain-mind duality, whereby
the description of brain can be approached according to the laws of physics and
chemistry, while the mind cannot. We are thus allowed conclude that the two aspects
of the duality mind-brain actually embody a structural and functional unity that
can be modeled physically and mathematically, and can be analyzed according the
the modern scientific paradigms. The psychic life is thus represented by a complex
dynamics of exchange between the neuronal network and the spectral network.

In the present chapter, the brain’s dynamics through spectral-structural neuronal
networks are analyzed. Thus, by the determinism-nondeterminism inference in brain
dynamics, we quit either the classical determinism [15, 16], or the quantum nonde-
terminism [17, 18]. Moreover, the fractal type brain [4, 13, 14, 19–22] is both
morphologically and functionally specified by activating the non-differentiable type
brain dynamics [23–26].

With our approach we finally aim at the solution of the old problem of the dual-
ity brain-mind. Our physical-mathematical model offers the vision that both the
mind and the brain do form a functional, describable through the dynamics existing
between the spectral and neural networks lying at the foundation of the psychic life.
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2 The Mathematical Model

The brain is, morphologically, a fractal (see the examples from Introduction). More-
over, its own space (the one generated by the brain) is structurally, a fractal (Man-
delbrot [23]). In such space, the only possible functionalities (which are compatible
with the brain structure) are achieved on continuous but non-differentiable curves
[23–30].

Brain’s structural-functional compatibility (structural-functional duality) as a
source of the cerebral dynamics at any scale is thus imposed.

Accepting the structural-functional duality of the brain, the trajectory of motion
realized on the structural component must be identified with an element from the
functional part. If, according to Caserta et al. [4, 5], we admit that the anharmonic
oscillations of the neurofibrils would be the source of the functional part of the
brain, then the curve describing the motion of a neurofibrile is a continuous but non-
differentiable curve (Werner [8, 9]). So this motion takes place in a fractal space,
the one generated by the fractal structure of the brain and thus, one can identify it
with the geodesic of the associated fractal space. At yet another scale, the neuron can
be identified with its corresponding geodesic. More generally, the wave is identified
with the corpuscle, the corpuscle motion in the field of its associated wave being
obviously a continuous but non-differentiable curve (fractal curve), whence the idea
of geodesic. We shall detail these considerations in what follows:

By “brain dynamics”we understand the application between structural component
(“space” variables) and functional component (“time” variables). Due to the fact that
the dynamics reflects different levels of application, the time gets in through scale
resolution and is denoted by δt . We shall use the notation dt where we refer to
the usual time as in the hamiltonian dynamics; δt will be defined through a special
substitution principle.

All these lead to the following consequences, which will be explained in detail
throughout the present chapter:

(i) Any continuous and non-differentiable curve of the brain dynamics (brain non-
differentiable curve) is explicitly scale resolution dependent δt . This means the curve
length tends to infinity when δt tends to zero;

We recall that a curve is non-differentiable if it satisfies the Lebesgue theorem:
its length becomes infinite when the scale resolution goes to zero (Mandelbrot [2]).
In consequence, it exhibits the self-similarity property in every one of its points and
this can be understood as a property of holography [2, 3, 31].

(ii) The physics of the brain phenomena can be related to the behavior of a col-
lection of functions during the zoom operation of the scale resolution δt. Therefore,
by means of the substitution principle, δt is identified with dt , i.e., δt ≡ dt . In con-
sequence, it is considered as an independent variable;

The fractal variables are dynamical variables, which depend on space coordinates
and time, but also on the scale resolution. Then, a difference should be made for
instance between the variables describing the dynamics at the nanoscale (induced by
neurofibrils), the dynamics at the synapse level, nerve impulse transmission at the
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dendrite level (for details see Kniffki et al. [7]). It is the global structural-functional
coherence of our brain, which, in our opinion, determines a permanent interdepen-
dence between these variables;

(iii) One can describe the brain dynamics by means of fractal variables. The
functions depend both on the space-time coordinates and the scale resolution. In
consequence, two derivatives of the variable field Q(t, dt) can be defined in any
point of the non-differentiable curve:

d+Q(t, dt)

dt
= lim

Δt→0+

Q(t + Δt,Δt) − Q(t,Δt)

Δt

d−Q(t, dt)

dt
= lim

Δt→0−

Q(t,Δt) − Q(t − Δt,Δt)

Δt
. (1)

(the sign + corresponds to the forward process and the sign— corresponds to the
backwards one);

(iv) The differential of the spatial coordinate field dXi (t, dt) can be expressed as
the sum of the two differentials. One of them is not scale resolution independent (the
differential part d±xi (t)). The other one is scale resolution dependent (the fractal
part d±ξ i (t)), i.e.,

d±Xi (t, dt) = d±xi (t) + d±ξ i (t, dt); (2)

(v) The non-differentiable part of the brain spatial coordinate field verifies the
fractal equation:

d±ξ i (t, dt) = λi
±(dt)1/DF . (3)

Here, λi± are constant coefficients through which the fractalization type is specified.
DF means the fractal dimension of the brain non-differentiable curve. Let us note that
any definition (Kolmogorov or Hausdorff-Besicovici fractal dimensions [23–26]) is
acceptable for DF .

The functionality of the cerebral processes implies dynamics on geodesics which
have various fractal dimensions: For DF = 2, quantum type functionalities are gen-
erated (percolation in living neural networks, tunneling in neurofibrils etc.). For
DF < 2, correlative type functionalities are generated. For DF > 2, non-correlative
type functionalities can be observed (limited or unlimited diffusions-branching pat-
tern of dendritic trees of retina neurons by a diffusion limited aggregation [4–7]);

(vi) One can recover the differential time reflection invariance of any dynami-
cal variable by combining the derivates d+/dt and d−/dt in the non-differentiable
operator

d̂

dt
= 1

2
(
d+ + d−

dt
) − i

2
(
d+ − d−

dt
). (4)
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This can be obtained using the procedure [32]. If we apply the non-differentiable
operator to the brain spatial coordinate field one gets the brain complex velocity field

V̂ i = d̂ X i

dt
= V i

D − V i
F (5)

with

V i
D = 1

2
(vi+ + vi−), V i

F = 1

2
(vi+ − vi−)

vi+ = d+xi + d+ξ i

dt
, vi− = d−xi + d−ξ i

dt
. (6)

The real part V i
D is differentiable and scale resolution independent (differentiable

velocity field), and the imaginary part V i
F is non-differentiable and scale resolution

dependent (fractal velocity field);
(vii) The average values of the brain fluid variables must be considered in the

sense we previously mentioned. Therefore, the average of d±Xi writes

〈d±Xi >≡ d±xi (7)

with
〈d±ξ i >= 0; (8)

(viii) One can describe the brain dynamics by means of a covariant derivative,
whose explicit form is obtained in the following:

Now, let us consider that the non-differentiable curves are immersed in a three-
dimensional space (the brain dynamics consciousness is three-dimensional) and that
Xi are the spatial coordinate field of a point on the non-differentiable curve. Let us
consider a variable field Q(Xi , t). Let also be the following Taylor expansion up to
the second order

d±Q(Xi , t) = ∂t Qdt + ∂i Qd±Xi + 1

2
∂l∂k Qd±Xld±Xk . (9)

As a consequence, forward and backward value of (9) have the form:

〈d±Q〉 = 〈∂t Qdt〉 + 〈∂i Qd±Xi 〉
+ 1

2
〈∂l∂k Qd±Xld±Xk〉. (10)

If one supposes that the average value of variable field Q and its derivatives
coincide with themselves and the differentials d±Xi and dt are independent, then the
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average of their products coincides with the product of averages. In consequence,
(10) has the form:

d±Q = ∂t Qdt + ∂i Q〈d±Xi 〉 + 1

2
∂l∂k Q〈d±Xld±Xk〉. (11)

By (3) one writes

〈d±ξ i d±ξ l〉 = ±λi
±λl

±(dt)(2/DF )−1dt, (12)

(the sign + corresponds to dt > 0, while the sign—corresponds to dt < 0).
Consequently, (11) has the form

d±Q = ∂t Qdt + ∂i Qd±xi + 1

2
∂i∂l Qd±xid±xl

± 1

2
∂i∂l Q[λi

±λl
±(dt)(2/DF )−1dt]. (13)

If we divide by dt and neglect the terms which contain differential factors ([23–
30]) we obtain:

d±Q
dt

= ∂t Q + vi±∂i Q ± 1

2
λi

±λl
±(dt)(2/DF )−1∂i∂l Q. (14)

These relations enable us to define:

d±
dt

= ∂t + vi±∂i ± 1

2
λi

±λl
±(dt)(2/DF )−1∂i∂l . (15)

In these conditions, using (4),(5) and (15), we calculate d̂/dt. It gets:

d̂ Q

dt
= ∂t Q + V̂ i∂i Q + 1

4
(dt)(2/DF )−1Dlk∂l∂k Q, (16)

with

Dlk = dlk − id
lk

dlk = λl
+λk

+ − λl
−λk

−, d
lk = λl

+λk
+ + λl

−λk
−. (17)

The relation (16) enables us to introduce the covariant derivative

d̂

dt
= ∂t + V̂ i∂i + 1

4
(dt)(2/DF )−1Dlk∂l∂k . (18)
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3 Brain Geodesics

Let us consider now the scale covariance principle (the physics laws are invariant we
respect to scale transformations) and postulate that the passage from the differentiable
mathematical model to the non-differentiable mathematical model can be achieved
by replacing the standard time derivative d/dt by the non-differentiable operator
d̂/dt . In this way, this operator has the role of the covariant derivative. Precisely, it is
used to write the fundamental equations of brain dynamics under the same form as
in the classical (differentiable) case. In these circumstances, in we apply the operator
(18) to the complex velocity field (5), the brain geodesics have the following form
in the presence of an external constraint given by the scalar potential U :

d̂ V̂ i

dt
= ∂t V̂

i + V̂ l∂l V̂
i + 1

4
(dt)(2/DF )−1Dlk∂l∂k V̂

i = −∂ iU. (19)

One can interpretate (19) as follows: the local acceleration ∂t V̂ i , the convection
V̂ l∂l V̂ i , the dissipation Dlk∂l∂k V̂ i and the forces induced by the external constraints
∂ iU make their balance in any point of the brain non-differentiable curve.

If the fractalization is obtained by stochastic processes of Markov type [23–26],
then

λi
+λl

+ = λi
−λl

− = 2λδil, (20)

where δi j is Kronecker’s symbol:

δi j =
{
1, i = j

0, i �= j.

In this case, the equation of brain geodesics has the form

d̂ V̂ i

dt
= ∂t V̂

i + V̂ l∂l V̂
i − iλ(dt)(2/DF )−1∂ l∂l V̂

i = −∂ iU. (21)

Even more, if we separate the motions on differential and fractal scale resolutions,
we get:

d̂V i
D

dt
= ∂t V

i
D + V l

D∂l V
i
D − [V l

F − λ(dt)(2/DF )−1∂ l]∂l V i
F = −∂ iU

d̂V i
F

dt
= ∂t V

i
F + V l

D∂l V
i
F + [V l

F − λ(dt)(2/DF )−1∂ l]∂l V i
D = 0. (22)
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4 Spectral Functionality Through Schrödinger Type Brain
Geodesics

For irrotational motions
εikl∂

k V̂ l = 0, (23)

with εikl , the Lévy-Civita pseudo-tensor, let us choose V̂ i in the form which makes
this definition an identity

V̂ i = −2iλ(dt)(2/DF )−1∂ i lnΨ, (24)

(here lnΨ means the scalar potential of the complex velocity field).
If we substitute (24) in (21), we get:

d̂ V̂ i

dt
= −2iλ(dt)(2/DF )−1{∂t∂ i lnΨ − i[2λ(dt)(2/DF )−1(∂ l lnΨ ∂l) · ∂ i lnΨ +
+ λ(dt)(2/DF )−1∂ l∂l∂

i lnΨ ]} = −∂ iU. (25)

By

∂ l∂l lnΨ + ∂i lnΨ ∂ i lnΨ = ∂l∂
lΨ

Ψ

∂ i

(
∂ l∂lΨ

Ψ

)
= 2(∂ l lnΨ ∂l)∂

i lnΨ + ∂ l∂l∂
i lnΨ (26)

(25) has the form:

d̂ V̂ i

dt
= −2iλ(dt)(2/DF )−1∂ i

[
∂t lnΨ − 2iλ(dt)(2/DF )−1 ∂ l∂lΨ

Ψ

]
= −∂ iU. (27)

If we integrate this equation up to an arbitrary phase factor, which may be set to
zero by a suitable choice of phase of Ψ , one gets:

λ2(dt)(4/DF )−2∂ l∂lΨ + iλ(dt)(2/DF )−1∂tΨ − U

2
Ψ = 0. (28)

The relation (28) is a Schrödinger type equation (Schrödinger brain geodesics)
and it implies the following:

(i) According to [26], Ψ is a wavefunction. It has a direct physical signification
only by means of |Ψ |2 as probability density;
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(ii) The unpredictable character of the brain dynamics is specified through the
wave properties of the neuronal medium (or, neuronal network). In this way, brain’s
spectral type functionality is provided;

(iii) The mechanisms that are responsible of brain’s spectral functionality are of
quantum type only when they are extrapolated for various scale resolutions (such as
tunneling, percolation, entanglement states—see Werner [8] etc.).

5 Structural Functionality Through Brain Geodesics of
Hydrodynamic Type

If Ψ = √
ρ exp(i S), where

√
ρ is the amplitude and S is the phase of Ψ , then the

complex velocity field (5) has the form

V̂ i = 2iλ(dt)(2/DF )−1∂ i lnΨ

V i
D = 2iλ(dt)(2/DF )−1∂ i S

V i
F = 2iλ(dt)(2/DF )−1∂ i ln ρ. (29)

If we substitute (29) into (19) and we separate the real and imaginary parts, up to
an arbitrary phase factor which may be set to zero by a suitable choice of the phase
of Ψ , one gets:

∂t V
i
D + (V l

D∂l)V
i
D = −∂ i (Q +U ) (30)

∂tρ + ∂ i (ρV i
D) = 0 (31)

where Q is the specific non-differentiable potential

Q = −2λ(dt)(4/DF )−2 ∂ l∂l
√

ρ√
ρ

= −V l
FVFl

2
− λ(dt)(2/DF )−1∂i V

i
F . (32)

In consequence,

(i) Any neuronal cell permanently interacts with a fractal medium, identified with
the neuronal network bymeans of the specific non-differentiable potential (32).
The physics fractal medium is prone to computational properties [33];

(ii) One can identity the neuronal network with a fractal fluid (non-differentiable
fluid), whose dynamics is described by the fractal hydrodynamical model;

(iii) The fractal velocity field V i
F does not represent actual motion. However, it

contributes to the specific momentum transfer and to the brain energy focus.
All these confer spectral representability to brain functioning through what we
call neuronal network.One can clearly see this from the absence of V i

F from the
states density conservation law and also from its role in the variational principle
[24–26];
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(iv) While the brain energy is stored as mass motion and potential energy, some
is available elsewhere and only the total is conserved. The conservation of the
energy and the specific momentum ensure reversibility and the existence of
eigenstates, but deny a Lévy type motion (Lévy [34]) of brain interaction with
an external medium;

(v) The predictable character of the brain activity is specified through the corpus-
cular properties of the neuronal network. Thus, the brain’s corpuscular type
functionality is provided;

(vi) The mechanisms that are responsible of brain’s structural functionality are
of a hydrodynamical type, but when they are extrapolated for various scale
resolutions (shock waves, solitons–Jackson [35] etc.);

(vii) The specific non-differentiable potential coordinates the transitory functionality
(the spectral-structural functionality).

6 Communication Language Generation

Both functionalities (either the one which is responsible of the brain activity unpre-
dictable character, or the other one which is responsible of the brain activity pre-
dictable character) act simultaneously. By their interconditioning there result either
brain coherence or brain incoherence. Indeed, let us admit that both in the brain
representation of Schrödinger type and in the brain representation of hydrodynam-
ical fractal type, the external constraint is proportional with the states density, i.e.,
U = 2a|Ψ |2 = 2aρ, with a = const. Then for the stationay case (∂tΨ = 0 and
∂tρ = 0, V i

D = ∂ i S = 0) the equation (28) becomes:

λ2(dt)(4/DF )−2∂ l∂lΨ + EΨ Ψ − a|Ψ |2Ψ = 0, (33)

while the equations (30)–(32) get by integration the form:

Q +U = −2λ2(dt)(4/DF )−2 ∂ l∂l
√

ρ√
ρ

+ 2aρ = 2Eρ (34)

with EΨ and Eρ constants having specific energy significances.
By the substitutions:

(EΨ )1/2

λkΨ

(dt)1−(2/DF )(kΨ x x + kΨ y y + kΨ z z) = ξΨ

(Eρ)
1/2

λkρ

(dt)1−(2/DF )(kρx x + kρy y + kρz z) = ξρ

Ψ =
(
EΨ

a

)1/2

f,
√

ρ =
(
Eρ

a

)1/2

h
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k2
Ψ = k2Ψ x + k2Ψ y + k2Ψ z,k

2
ρ = k2ρx + k2ρy + k2ρz, (35)

(33) and (34) reduce to the equations of Ginzburg-Landau type (Jackson [35]):

d2 f

dξ 2
Ψ

= f 3 − f (36)

for spectral functionality, respectively

d2h

dξ 2
ρ

= h3 − h, (37)

for structural functionality, where kΨ and kρ are the brain wave vectors.
Using the methodology from Timofte et al. [30], these previous equations admit

either the infinite energy solutions

|Ψ |2 = 2s2Ψ
1 + s2Ψ

sn2
(

ξΨ − ξΨ0√
2

; sΨ
)

(38)

ρ = 2s2ρ
1 + s2ρ

sn2
(

ξρ − ξρ0√
2

; sρ
)

(39)

(sn are Jacobi’s elliptic functions of modules sΨ and sρ (Armitage [36]))

sΨ = 1 − (1 − 2cΨ )1/2

1 + (1 − 2cΨ )1/2
, sρ = 1 − (1 − 2cρ)

1/2

1 + (1 − 2cρ)1/2
(40)

with ξΨ0 , ξρ0 , cΨ , cρ integration constants, or the finite energy solutions (kink solu-
tions [37])

|Ψ |2 = tanh

(
ξΨ − ξΨ0√

2

)

ρ = tanh

(
ξρ − ξρ0√

2

)

obtained through the degeneration of the elliptic functions sn in the modules sΨ and
sρ , i.e.,

sΨ → 1 for cΨ → 1/2

sρ → 1 for cρ → 1/2. (41)
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7 Implications of the Toda Network Model

Now, some conclusions are obvious:

(i) Both the probability density fluctuations

δ|Ψ |2 = 1 − 1 + s2Ψ
2s2Ψ

|Ψ |2 = cn2
(

ξΨ − ξΨ0√
2

; sΨ
)

(42)

and the states density ones

δρ = 1 − 1 + s2ρ
2s2ρ

ρ = cn2
(

ξρ − ξρ0√
2

; sρ
)

(43)

obtained based on the infinite energy solutions express oneselves through the
cnoidal oscillations modes of the spatial coordinates fields ξΨ and ξρ , where cn
are Jacobi’s elliptic functions of modules sΨ and sρ (Armitage [36]);

(ii) Generally speaking, as it also results from Jackson [35], the cnoidal oscilla-
tion modes are equivalent to one-dimensional Toda type lattices of nonlinear
oscillators (Toda [38, 39]. Moreover, according to [15, 16, 18], their mapping
implies Toda type neuronal networks. That is why, based on the above results,
we shall be able to define two Toda type neuronal networks, one of them being
specific to the spectral functionality (and which will be called the spectral neu-
ronal network) and the other one being specific to the structural functionality
(and which will be called the structural neuronal network);

(iii) Since both functionalities, the spectral one and the structural one, define the
same physical object, these imply the identities:

ξΨ ≡ ξρ, EΨ ≡ Eρ,kΨ ≡ kρ, |Ψ |2 ≡ ρ. (44)

Consequently, the probability density fluctuations are identified with the states
density fluctuations, which specifies the brain coherence (or brain compatibil-
ity) of the two neuronal networks (the spectral one and the structural one).
Such a situation implies mathematically the functionality of the elliptic func-
tions equivalence theorem (Armitage [36]) and, in consequence, it implies the
existence of certain algebraic relations among the variables which define brain
dynamics on the two neuronal networks, particularly,

δ|Ψ |2 = F(δρ). (45)

By the algebraic relations, self-structuring, communication codes (languages)
of the physical object result;

(iv) According to [28, 29], the finite energy solutions (see (41) and (42)) can be
also obtained by field theories with spontaneous symmetry breaking, which
also implies strange topologies [29, 40]. In any of these topologies one can
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always define through the associated topological charges, two distinct stable
physical states. Now, according to our results, we shall have on one hand a
topology specific to the spectral functionality (called spectral topology) which
will define the spectral states through the spectral topological charge and, on the
other hand, the topology specific to the structural functionality (called structural
topology) which will define the structural states through the structural topolog-
ical charge. Moreover, due to their physical object status, the two topologies,
the spectral one and the structural one act simultaneously, influencing one each
other. Practically speaking, we have a unique topologywhich encompasses both
of them in the form of their direct product (Willard [40]). This has as a conse-
quence the existence of four distinct stable states. In our opinion, these states
could be associated with the nucleotide base from the human DNA structure
(Brown [41]).

8 Hypothesis in Brain Functioning

The implementation of the functional structure of complex systems to psychic life,
can explain a series of classical concepts circulated during te last century. Thus the
unconscious from psychoanalysis can be associated with the unpredictable, non-
causal and potential part from the structure of the complex system, while the con-
science, aswell as the unconscious behavioural patterns (superego of psychoanalysis)
can be associated with the structured, causal and deterministic part of the complex
system. Between the two parts, there exist a pemanent dynamics through attractors,
descriptible in the phase space. The chaoticity existing between the two compo-
nents is absolutely necessary for the functioning of the brain. When it is affected by
repetitive cycles (epilepsy crisis) the conscience is blurred.

It is well known that a one-dimensional Toda type network of nonlinear oscilla-
tors can be attributed to cnoidal oscillation modes. Furthermore, by mapping it, a
neural network can be induced [35, 42]. Since the “identity” of any biological struc-
ture is dictated by the morphological-functional “compatibility”, in this status the
“coherence” duplication of two neural networks is involved, namely the structural
morphological specific neural network, and the spectral functional specific neural
network. In such a framework the communication code among the complex system
structural units assimilated to a biological structure is also generated, a code of an
algebraic nature, taking into account the Elliptic Functions Equivalency Theorem
(Armitage [36]);

Toda network and the electromagnetic brain theory hypothesis lead to new con-
clusions concerning different mental processes that have not been fully understood
yet (see Crumpei et al. [43]).

In what concerns the electromagnetic field theories (or “EM field theories”) of
consciousness, they propose that consciousness results when a brain produces an
electromagnetic field with specific characteristics. We should mention Pockett [44]
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and McFadden [45–47] which have proposed EM field theories, while Uttal [48] has
criticized McFadden’s and other field theories.

If we locate consciousness in the brain’s EMfield, rather than the neurons, thenwe
have the advantage of neatly accounting for how information located in millions of
neurons scattered through the brain can be unified into a single conscious experience
(sometimes called the binding or combination problem): the information is unified
in the EM field. Thus, EM field consciousness could be considered to be “joined-up
information”.

9 Concluding Remarks

With our approach we finally aim at the solution of the old problem of the dual-
ity brain-mind. Our physical-mathematical model offers the vision that both the
mind and the brain do form a functional, describable through the dynamics existing
between the spectral and neural networks lying at the foundation of the psychic life.
This could explain (see Crumpei et al. [43] for details) some problems Chomski [17],
Ramachandran [49] etc. were taking about.

We made obviously that the brain dynamics can be represented by a Bohmian
mechanics (Bohm [31]) exactly the way the regular Schrödinger wave mechanics
is represented. Only here there are now hidden parameters. Their place is explicitly
filled by neuronal medium.

The following conclusions are immediate:

(i) The morphological-functional assumption of the fractal brain (in the most gen-
eral sense of this concept described byMandelbrot [23]) induces amathematical
model by activating brain’s non-differentiable dynamics. Thus, one gives up
either on the classical determinism, or on the quantum nondeterminism;

(ii) Through the mathematical model, the scale covariance principle induces brain
geodesics in the velocity representation, situation in which any neuron from
the network is substituted with the brain geodesics themselves;

(iii) Through the Schrödinger type representation of the brain geodesics, the spectral
(wave) functionality of the brain dynamics is explicited, which implies specific
mechanisms of tunneling type, entanglement states type etc., while through the
hydrodynamical representation, the structural (corpuscular) functionality of
the brain dynamics is explicited, which induces specific mechanisms of shock
waves type, solitons type etc.;

(iv) The inference of these two representations sets forth the transitory (spectral-
structural) functionality, which is controlled by the specific non-differentiable
potential;

(v) If the external constraint is proportional with the states density, then the sta-
tionary dynamics through their fluctuations activate both the spectral neuronal
network and the structural neuronal network. These classes of neuronal net-
works result by the mapping of certain classes of one-dimensional Toda type
networks. Usually, the one-dimensional Toda type networks are associatedwith
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certain cnoidal oscillation modes that, in our situation, can be specific either to
the spectral character, or to the corpuscular one;

(vi) The structural-functional compatibility (coherence) of these two classes gen-
erates classes of algebraic type communication codes;

(vii) The spectral-structural compatibility of the neuronal networks only on the soli-
tonic component simultaneously activates the functionality of a strange topol-
ogy (which is the direct product of the spectral topology and the structural
topology). It induces four distinct physical states through the associated topo-
logical charges. Thus, the quadruple logic elements are generated.
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Effect of Long-Range Spreading on
Two-Species Reaction-Diffusion System

Šarlota Birnšteinová, Michal Hnatič and Tomáš Lučivjanský

Abstract Two-species reaction diffusion system A + B → A and A + A → (∅, A)

is studied in presence of long-range spreading. Long-range hops are described by
Lévy flights, i.e. by a probability distribution that decays in d dimensions with a dis-
tance r according to a power-law function r−d−σ . Critical dimension dc = σ depends
on the control parameter for theLévyflightsσ < 2, and ε expansion is nowperformed
in the form ε = σ − d. The renormalization group is applied in order to determine
the time dependence of the density of reacting particles.

Keywords Reaction-diffusion systems · Long-range spreading · Perturbative
renormalization group · Lévy flights

1 Introduction

Generic reaction-diffusion models describe a multitude of phenomena in various
disciplines, frompopulationdynamics in ecology, competitionof bacterial colonies in
microbiology, dynamics of magnetic monopoles in the early universe in cosmology,
to the stock market in economy, opinion exchange in sociology, etc [1].
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We consider a system with two particle species A and B, with corresponding
diffusion constants DnA and DnB , undergo the reactions

A + A →
{

∅, with probability p,

A, with probability 1 − p,

A + B → A.

(1)

Survival probability of B particles in the stationary d = 1 case is equivalent to the
calculating the fraction of spins that have not flipped up to time t in the q-state
Potts model evolving via zero temperature Glauber dynamics, where q = p/(1 − p)
[2, 3]. The more general problem, where both particle species are mobile has been
studied in [4–6]. Rate equations for reaction process (1) take the forms

∂a

∂t
= DnA∇2a − λa2,

∂b

∂t
= DnB∇2b − λ′ab. (2)

Result for particle density A valid for d > 2 decreases with time as a ∼ 1/(λt)
[4, 5, 7]. The density of B particles for d > 2 decays with time as b ∼ t−θ, where
exponent θ depends on δ = DnB/DnA and p [3, 4, 6]. For dimensions d ≤ 2 fluc-
tuations become important and θ is no longer given by the rate Eq. (2). The field
theoretic approach using the renormalization group formalism is used here to calcu-
late the decay exponents below the critical dimension.

In this study of the two-species reaction diffusion process we exchange the ordi-
nary diffusing Brownian particles with super-diffusing Lévy flying particles [8].
Superdiffusive behavior is observed in nature in various forms such as turbulence
[9, 10], epidemic spreading [11] or transport phenomena [12, 13]. Considering Lévy
flights enables us to continuously varies an upper critical dimension with the Lévy
index [14], which we introduce later.

Distribution of the spreading distance r of the Lévy particle is given by

P(r) ∼ r−d−σ, (3)

where d denotes the spatial dimension of the system. The exponent σ is a free param-
eter that controls the characteristic shape of the distribution. It should be emphasized
that σ does not introduce any new length scale, rather it changes the scaling proper-
ties of the underlying (anomalous) diffusion process [15]. Fourier transform of the
probability distribution has following form

P(k) = e−DAkσ

, P(k) = e−DBkσ

, 0 < σ ≤ 2, (4)

where DA, DB scale the distributions. Considering anomalous diffusion modeled by
Lévy flights results to the following substitutions

DnA∇2 → DnA∇2 + DA∇σ, DnB∇2 → DnB∇2 + DB∇σ, (5)
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in Eq. (2). The analysis of the canonical dimensions shows, that for the case σ < 2
ordinary diffusion terms ∝ ∇2 are superficially irrelevant compared to anomalous
diffusion terms ∝ ∇σ . Both ordinary diffusion terms and anomalous diffusion terms
must be included for σ → 2 [16, 17]. Here, we are not interested in such case, and
we assume that σ � 2 and discard the ordinary diffusion terms.

2 The Field Theory Approach

Two species reaction-diffusion model (2) with Lévy flights can be reformulated in
terms of the master equation using Doi [18, 19] and Peliti [20] formalism to map the
system into Schrödinger-like equation. Then the continuous limit of the model leads
to the field-theoretic action [7, 21]

S =
∫ ∞

0
dt

∫ ∞

−∞
dd x

[
ψ†

A(∂t − ∇σ)ψA + ψ†
B(∂t − δ∇σ)ψB

+ λ0ψ
†
Aψ

2
A + λ0ψ

†2
A ψ2

A + λ′
0Qψ†

BψAψB + λ′
0ψ

†
Aψ

†
BψAψB

]

−
∫

ddk(ψ†
Aa0 + ψ†

Bb0).

(6)

In order to get the simpler form of the action, we rescale time t to absorb the anoma-
lous diffusion constant DA and a new parameter δ = DB/DA was defined. First line
of the action (6) represents an anomalous diffusion process of particle species A and
B. Second line in (6) represents reaction processes, while last line corresponds to
Poison initial conditions with intensities a0 and b0. A new parameter Q = 1/(2 − p)
was introduced. The following rescaling of the fields have been done: ψA → QψA,
ψ†

A → ψ†
A/Q, since a coefficient 1/Q appeared in term ψ†

Aψ
2
A .

3 Perturbation Theory

The action (6) of the studiedmodel has a convenient form for using the standard Feyn-
man diagrammatic technique. The inverse matrix of the quadratic part of the action
(6) determines the form of the bare propagators. These propagators correspond to
lines connecting interaction vertices. In time-momentum and frequency-momentum
representation the propagators have the forms

〈ψAψ
†
A〉(t, k) = e−kσ t , 〈ψAψ

†
A〉(ω, k) = 1

−iω + kσ
,

〈ψBψ†
B〉(t, k) = e−δkσ t , 〈ψBψ†

B〉(ω, k) = 1

−iω + δkσ
.

(7)
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Fig. 1 Propagators, initial
conditions and vertices of the
theory described by action
(6)

The vertex factors can be extracted from the non-quadratic part of the action (6), the
reaction precesses and initial conditions. The vertex functions have the following
form [22]

Vm(t1, x1 . . . tm, xm;φ) = δmS
δφ(t1, x1) . . . δφ(tm, xm)

, (8)

where φ can be an arbitrary field of the model (6). Graphical elements of the pertur-
bation theory for the field-theoretic action (6) are depicted in Fig. 1.

The perturbative expansion of density of B particles can be constructed using the
Feynman diagrams shown in Eq. (9).

〈ψB〉 = + + + . . .

+ + + . . .

+ + . . .

+ . . . .

(9)
In the language of Feynman diagrammatic technique we need diagrams with outgo-
ing 〈ψBψ†

B〉 propagator. There are infinite number of diagrams, which contribute to
densities of B particles. It is convenient to group these diagrams according to number
of loops, which results after renormalization in an ε = σ − d expansion [7, 23].

The perturbative expansion of the A species density is constructed in the same
manner as for the B particle. The evolution of the density 〈ψA〉 is independent of the
statistics of B particles and result corresponds to the time dependence in [23].

It is necessary to take into account all possible contribution from the initial con-
ditions to the expansion in every number of loops (9). First we need to calculate
mean-field (zero-loop) contributions to the densities of the A and B particle species
(10). These correspond the first line in Eq. (9) and they are denoted with a dashed
line and a double dashed line for A and B particles (10), respectively.
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〈ψA〉mf ≡ = + ,

〈ψB〉mf ≡ = + ,

(10)
where m f is denoting a mean-field approximation. Previous expressions lead to
known time dependences of A and B densities [6]

〈ψA(t)〉m f = a0
1 + a0λ0t

, 〈ψB(t)〉m f = b0
(1 + a0λ0t)λ

′
0Q/λ0

. (11)

Next step is to derive the mean-field propagatorsGmf
AA andG

mf
BB in the following form

Gmf
AA(p, t2, t1) ≡〈ψA(−p, t2)ψ

†
A(p, t1)〉mf = = + ,

Gmf
BB(p, t2, t1) ≡〈ψB(−p, t2)ψ

†
B(p, t1)〉mf = = + ,

(12)
where the dashed lines correspond to all possible contribution of initial terms (10).
Mean field propagators (12) have the following form

Gmf
AA(p, t2, t1) = e−pσ(t2−t1)

(
1 + λ0a0t1
1 + λ0a0t2

)2

,

Gmf
BB(p, t2, t1) = e−δ pσ(t2−t1)

(
1 + λ0a0t1
1 + λ0a0t2

)λ′
0Q/λ0

.

(13)

One loop contributions to density B (9) can be expressed by three diagrams Fig. 2
using mean-field sums (10) and propagators (12).

They lead to the following expressions

Fig. 2a = b0λ′2
0 Q

λ0(a0λ0t)λ
′
0Q/λ0

2(1 + δ)−d/σΓ [d/σ]
σ(4π)d/2Γ [d/2] tε/σ

σ3

(ε + σ)ε2
,

Fig. 2b = − b0λ′
0Q

(a0λ0t)λ
′
0Q/λ0

21−d/σΓ [d/σ]
σ(4π)d/2Γ [d/2] t

ε/σ 2σ5

ε2(ε + σ)2(ε + 2σ)
,

Fig. 2 One-loop diagrams
contributing to the
perturbative expansion of the
B particle density (9)

(a) (b) (c)
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Fig. 2c = − b0λ′2
0 Q

2

λ0(a0λ0t)2
2Γ (d/σ)

σ(4π)d/2Γ (d/2)

∫ t

0
dt2

∫ t2

0
dt1

(
1 + a0λ0t1
1 + a0λ0t2

)2

×
1 − δ

(2t1 − t2(1 + δ))1+d/σ

[
B

(2t1 − t2(1 + δ)

t1(1 − δ)
, 1 + d/σ, 1 − d/σ

)

− B
(2t1 − t2(1 + δ)

t2(1 − δ)
, 1 + d/σ, 1 − d/σ

)]
, (14)

where

B(z; x, y) =
∫ z

0
dt t x−1(1 − t)y−1, Γ (z) =

∫ ∞

0
xz−1e−xdx . (15)

4 Renormalization

Renormalization groupmethod is used to analyze the infra-red scaling (t → ∞, x →
∞) of the model (6), while effectively eliminating divergences arising from loop
expansion of (9) for large t in d ≤ dc. In order to renormalize the model, we need
first to identify all possible superficial divergences. This can be done employing
standard power counting scheme [24] for dynamical models, whose each quantity F
has two canonical dimensions, in respect to the wave number dkF and to the frequency
dω
F . Normalization of these dimensions can be written in the following way

dω
ω = 1, dω

t = 0, dkk = −dkx = 1, dω
k = 0, dkω = −σ. (16)

Total canonical dimension for quantity F is: dF = dkF + σdω
F . The canonical dimen-

sions of fields and parameters are listed in Table1. The model is logarithmic when
canonical dimensions of all the coupling constants {λ0,λ

′
0} vanish simultaneously.

This situation occurs for ε = σ − d, we can see that the upper critical dimension of
the model is dc = σ, rather then dc = 2 of the model without anomalous diffusion
term [6]. Renormalization of the model leads to the following renormalization of
parameters [21, 22], where vertices takes the simple form of a geometric sum (21)
as have been observed in similar models [3, 4, 7, 21].

λR = λ

1 + λ/λ∗ ,

λ′
R = λ′

1 + λ′/λ′∗ ,

(17)

with dimensionless parameter λ = λ0μ
−ε, with some arbitrary momentum scale μ

and the values of the fixed points

λ∗ = (CΓ (ε/σ))−1 ≈ 2σ−1πσ/2εΓ
(σ

2

)
+ O

(
ε2

)
, (18)
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Table 1 Canonical dimensions of the fields and parameters of the model (6) in d dimensional space

F ψA,ψB ψ†
A,ψ†

B λ0,λ
′
0 Q a0, b0 δ

dkF d 0 σ − d 0 d 0

dω
F 0 0 0 0 0 0

dF d 0 σ − d 0 d 0

λ
′∗ = (C ′Γ (ε/σ))−1 ≈ (δ + 1)2σ−1πσ/2εΓ

(σ

2

)
+ O

(
ε2

)
, (19)

where

C = σ−1

(4π)d/2

Γ (d/σ)

Γ (d/2)
22−d/σ, C ′ = σ−1

(4π)d/2

Γ (d/σ)

Γ (d/2)

2

(1 + δ)d/σ
. (20)

The diagrams contributing to the renormalized annihilation rate λ′
0 can be written

in this way

= + + + . . . .

(21)

5 Summary

We study fluctuation effects in the two-species reaction-diffusion system A + B →
A and A + A → (A,∅). Instead of usually assumed short-range diffusion spread-
ing of the reactants we consider long-range hops, which cause diffusion to become
anomalous. For description of such transportwe use approach based onLévy distribu-
tion. When the diffusion is anomalous, the critical dimension depends continuously
on the control parameter for the Lévy distribution. Themodel is studied in the limit of
irrelevant ordinary diffusion terms employing field-theoretic approach, which allows
us to analyze large-scale behavior of reaction process. Themultiplicative renormaliz-
ability of the model has been proven. We have derived the necessary expressions for
calculating the decay exponent of the B particle density to one-loop approximation,
and have prepared a good starting point for further analysis of a different correlation
functions.
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Special Sensitive System via Furstenberg
Family and Its Applications

Mauricio Díaz

Abstract In this article we going to study the Sensitive system that can be described
by a usual geometric form using a sub collection of elements of a Furstenberg family.
We prove that a MDS without equicontinuous points has the form (Fip ∩ Fps ∩
Fpd1)

∗. At the end, we going to see some examples thrown basic simulations.

1 Introduction y Some Preliminaries

Adynamical system (DS) denoted as a pair (X,T) is a continuousmap T on a compact
metric space X and the dynamic is obtained by iterating the map. Let N the semi
group of non negative integer and Z an additive group of integers, the DS induces
an action of Z+ on X for all x ∈ X and it’s denoted as n, with n ∈ Z, such that
T 0(x) = x , T n+1(x) = T (T n(x)). For A ⊂ X and k ∈ N we denote by T k(A) the
image of A under T k when k ∈ N and preimage under T k when k is negative. We
say that for subsets A,B ⊂ X , we define the hitting time set

N (A, B) = {
n ∈ N : T −n(A) ∩ B �= φ

}

We can identify A as a singleton {x}, writing N (x, U ) for N ({x} , U ). We say that
A ⊂ X is +invariant when T (A) ⊂ A or equivalently A ⊂ T −1(A) and −invariant
when T −1(A) ⊂ A. Being A a + invariant, the complement is−invariant. A is invari-
ant when T (A) = A and weakly −invariant when A ⊂ T (A) or equivalently if for
any x ∈ A there’s some x’ ∈ A, such that T (x ′) = x . If A is+invariant, the restricted
DS (A,TA) is called a subsystem of (X,T). We call the system topologically transitive
(TT) when for every open and nonempty subset U,

⋃∞
i=0 T i (U ) is dense in X, or

equivalently if for every pair U,V⊂ X then N(U,V) is nonempty and infinite (i.e X is
perfect) [1]. Let theDS and a point x∈ X , the T-orbit of x is O(x) = {T n(x) : n ∈ Z}.
If the T-orbit of x is iterated by a semi group of non negative integer(i.e n ∈ N), the

M. Díaz (B)
Universidad de Bio Bio, Concepción, Chile
e-mail: mauricio.diazraby@gmail.com

© Springer Nature Switzerland AG 2020
C. H. Skiadas and Y. Dimotikalis (eds.), 12th Chaotic Modeling and
Simulation International Conference, Springer Proceedings in Complexity,
https://doi.org/10.1007/978-3-030-39515-5_5

53

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-39515-5_5&domain=pdf
mailto:mauricio.diazraby@gmail.com
https://doi.org/10.1007/978-3-030-39515-5_5


54 M. Díaz

subset V ∈ O(x) is called forward ward orbit; otherwise V is called backward orbit.
For every x∈ X the set of limit points of orbitsω(x) is denote as

⋂∞
i=0 {T n(x) : n ≥ i}

and it’s invariant (A is the closure of A). The point x is a transitive point if for every
nonempty open subset U ∈ X , N (x, U ) is nonempty. The set of transitive points is
denoted as T rans(X, T ).The point x is called a recurrent point (RT) if x ∈ ω(x) or
equivalently if for every open and non empty U ⊂ X , there’s some n > 0, such that
T n(x) ∈ U ; x is a strongly recurrent (SR) point if for every non empty open subset U,
there’s someN> 0, such that if T n(x) ∈ U then T n+m(x) ∈ U for some 0 < m ≤ N ;
x is a regularly recurrent (RR) point if for every open nonempty U ⊂ X , there exists
some N > 0 such that for all k > 0, T k N (x) ∈ U . A DS is DO if there exists a point
x ∈ X , such that the T-orbit of x is dense in X (i.e TT is equivalent to DO if (X,T)
is TDS i.e TT is equivalent to DO if TDS is a TDS); also the set of transitive points
is nonempty; T rans(X, T ) with ω(x) = X is a dense Gδ subset of X (A subset G
is Gδ if G is represented as a countable intersection of open sets under a sequence
{Ui : i ∈ N}). A DS is minimal if for every open and nonempty set U ⊂ X and every
point x ∈ X , the hitting time set N (x, U ) is syndetic (L ⊂ N is syndetic if for some
N ∈ N, for every sub interval with length N, it meets with L or equivalently for every
point x ∈ X , the T-orbit is dense in X or is in a dense Gδ subset. A mixing topologi-
cal(MT) system is equivalent to say that for every pair U,V ⊂ X the set N (U, V ) is
co finite. A co finite subset A is when its relative complement is finite. Aweakmixing
system means that for every N ∈ N, the product system (X N , T N ) is (TT).If (X,T) is
topologically mixing then it’s weak mixing (WM). A point x ∈ X is equicontinuous
point if for each ε > 0, there’s δ > 0 such that d(x, y) < δ ⇒ d(T n x, T n y) < ε for
any n ∈ Z

+ and each y ∈ Bδ(x). A TT DS with an equicontinuous and transitive
point is called almost equicontinuous DS (AE).

To respect Devaney, let X a compact metric space, and a continuous self map
T, A chaotic system (X,T) is define satisfying three properties [2], (Transitivite DS
(TT)) ∀U, V ⊂ X, ∃n ∈ Z, T nU ∩ V �= φ, (Dense Periodic points) the set of peri-
odic points is dense in X (Per(T )) = X (A periodic point is a point x ∈ X , there’s
some prime period n ∈ Z

+ : T n x = x) and (T is Sensitive dependence of initial con-
dition (SDIC)) ∃ε > 0, ∀x ∈ X ,∀x ∈ U ,∃y ∈ U, ∃n ∈ Z

+, d( f n(x), f n y) > ε. Two
famous theorem had been proven, first Let (X,d) ametric space, (TT) andDense Peri-
odic points ⇒ (SDIC) and [3] proved that for a (TT), T is almost continuous iff T is
not (SDIC). Before of that, Li and York did their own definition, in which let (X,T) be
a Topological Dynamical System (TDS). The system (X, T ) is called topologically
transitive, weakly transitive if T × T is transitive on X×X, strongly mixing if being
{i ∈ S : i ≥ N }, for N ∈ S, there’s two nonempty open subsets u and v, such that
T i u ∩ v �= φ and minimal if there’s not trivial subsystems.

Let (X,T) be a TDS, with a metric d and T a surjective self-continuous map in X.
Let (x,y) ∈ X × X is said to be Li-York pair if

lim inf
n→∞ d(T n x, T n y) = 0

lim sup
n→∞

d(T n x, T n y) > 0
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A set Sc ⊂ X is a scrambled set. A set is scrambled set if any pair of distinct
points {x, y} ⊆ Sc has (x,y) as a Li-York pair. A (X,T) is chaotic in sense of Li-York
if X contain an uncountable scrambled subset.

Now let (X, B, μ, T) a MDS, where B is a Borel σ-algebra, a measurable cover of
X is a finite family of B-measurable sets whose union is X. Let C a collection of finite
open covers ofX and P any finite cover of a compact spaceX, for some k∈ [0, N − 1]
with N ∈ N, T −k(P) = {

T −k(A) : A ∈ P
}
and PT,N = ∨N−1

i=0 T −k(P),being

U ∨ V = {
u′ ∩ v′ : u′ ∈ U, v′ ∈ V

}

given two open covers U and V. Let N(P) as the minimum cardinality in any finite
sub covers of P. The topological complexity function of the finite cover P of the DS is
denoted as N (PT,N ). ADS is called scattering if any finite cover P by non dense open
sets has unbounded complexity. An unbounded complexity is when N (PT,N ) →
∞. (X,T) is 2-scattering system when it the same property under a product system
(X2, T 2) and only for 2-set covers. A If DS is weakly mixing imply DS is scattering
and scattering implies 2-scattering. 2-scattering is total transitive. (X,T) is totally
transitive if (X,T) is (TT) for every n ∈ N. In [4] Huang and Ye proved that let T: X
→ X be 2-scattering. Then the proximal set is dense in X × X . Then T has a dense
scrambled set. Later Akin and Kolyada proved that if (X,T) is WM then its Li-York
sensitive, which it open to problems associated with the study of almost HY-systems
or uniformly spaces. By now, our focus is the relation between Sensitive systems
(global and local) with the set of actions, whose describes the changes of states of
the DS.

2 SDIC and Its Relation with Furstenberg Families

Aswe seen previously, in this chapter we going to see relations between Twith global
and local SDIC and their relation with a set of actions. Assuming that the global DS
is TT, then we can use a set of action where the elements are infinite and proper, then
we can use the hitting time set as an element of the set of action. Many authors had
obtained results comparing local Chaos with a set of action as a Furstenberg family
(i.e see results in [5, 6]), but almost all the results are associated to local analysis,
because neither Li-York chaotic system nor any local chaotic system as DC or F-
chaos implies Devaney chaos [7]. In this section we going to explore some results
obtained of Furstenberg family in DS with two different sensitive DS.

2.1 SDIC Global and Other Points

Previously we see that a DS is SDIC if ∃ε > 0, ∀x ∈ X , ∀x ∈ U , ∃y ∈ U, ∃n ∈
Z

+, d( f n(x), f n y) > εor in eachpoint x there’s a point y as nearby as beingpossible,
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such that for some infinite and proper set of action, we obtain results so different
to the expectations, which is clearly the opposite of (AE) DS, where for any set of
action, the iterations are inside an open ball (i.e case of metric space with TT DS). In
[1], Glaisner and Weiss studied SDIC in E-system and M-system with positive and
null topological entropy and they proved that a SDICTDSmust being in DSwith null
topological entropy if it has an infinite P-system. After in [8] Li and Ye proved that
for a non-trivial DS. If there’s a subsystem (Y,T) of (X,T) such that (X × X, T × T )

is transitive, then (X,T) being scattering, (Y, TY ) a minimal DS and (X × Y, T × TY )

being TT, its is densely uniformly chaotic (DUC) and also they saw that a DS is DUC
if its TT and has a periodic point of period p, then its closed T p invariant subset X0

of X, such that (X0, T p) is DUC and X = ⋃p−1
j=0 T j X0. A minimal system can be

(AE) or (SDIC). In comparison, first let (X,T), X is a non-trivial Hausdorff uniform
space, T is an uniform continuous map, T : X → X . A non empty collection U of
subsets of X × X is an uniform structure, r ∈ U is called entourages. (X,T) is SDIC if
there exists an entourage E ∈ U (called sensitive entourage), such that for any x ∈ X
and any D ∈ U , there exists y ∈ D(x) and n ∈ Z

+, such that (T n x, T n y) /∈ E (i.e
see [9]). It’s so easy to see that the different results in DS with SDIC are because
choosing one subset of X, it loose properties or their dynamic hasn’t being described
using geometric analysis nor topological properties unless it would being TT or has
transitive points, but in the section of simulation, we going to talk about this point.
Studying it by points of X, we can see that no-where iteration of action in Z+ might
made projection of images in similar open neighborhood, but there’s subsets of Z+
that can stay in an unique neighborhood, but in this case the hard part is to describe
the set of action linked to that effect. Some propositions about SDIC are the next:

Proposition 2.1 Let (X,T) is a TDS with SDIC, the following properties are equiv-
alent

1. Let Ei j a subset of X and there’s n > 1 with i, j ∈ N ∩ [1, n], there’s a function
φi j,i ′, j ′ : Ei j → Ei ′, j ′ for some i ′, j ′, such that it’s not bijective unless i = i ′ and
j = j ′

2. (X,T) is not (AE)
3. Let Fi j an infinite and proper subset ofZ+ and there’s n > 1with i, j ∈ N ∩ [1, n],

there’s a function λi j,i ′, j ′ : Fi j → Fi ′, j ′ for some i ′, j ′, such that it’s not bijective
unless i = i ′ and j = j ′.

Remark 1 This case is more easy to see in expansive DS, but clearly this proposi-
tion clarifies the previous about the impossibility of take a full action, unless it has
equicontinuous points, because Z+ is a subset of itself.

We’ll return with this proposition in the next section.

Proposition 2.2 Let (X,T) being a (DUC), then the following properties are implies:

1. (X,T) is densely Li-York chaotic
2. (X,T) has MDS-type 1 properties in a TT with a periodic point
3. There’s a non distal T-invariant measure.
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Is easy checking the readings [8, 10, 11]. MDS-type 1 is a TDS with T-invariant
under a positive measure, it has perfect subsets in X, being X a Hausdorff space and
X contain compact and metric subsystems.

2.2 SDIC Local

When we talk about local Sensitive, there’s many definitions. Huang and Ye said that
T is sensitive iff there’s ε > 0, such that for any neighborhood of any x ∈ X contains
a point y, such that the trayectories of x and y are separated by ε for infinitely many
times, that is

lim sup
n→∞

d(T n x, T n y) > 0.

Later, Akin and Kolyada added the proximal property for infinitely many times (i.e
lim infn→∞ d(T n x, T n y) = 0), but not all Li-York sensitive are Li-York chaotic and
in this case is important include the scrambled set. In [8], Jana Hantakova worked
with a case with Li-York sensitive but not chaotic. About proximality, the Theorem
3.11 in [11] said that a DS is proximal iff it has a fixed point which is the unique
minimal point in X. A set Sc ⊂ X is a scrambled set. A set is scrambled set if any
pair of distinct points {x, y} ⊆ Sc has (x,y) as a Li-York pair. A (X,T) is chaotic
in sense of Li-York if X contain an uncountable scrambled subset. A scrambled
set is independent for a Li-York chaotic system. About [11], let (X,T) as a minimal
systemwith X infinite, then if (X,T) isWM then there’s a (X,T), such that its Li-York
chaotic. Let a (X,T) with Li-York pair and it admits a dense, uncountable scrambled
set, then (X,T) is a densely Li-York chaotic. A DS is WM if its densely Li-York
chaotic. Recall that (x,y) is asymptotic if limn→∞ d(T n x, T n y) = 0, and its proximal
if lim infn→∞ d(T n x, T n y) = 0 and its distal if lim infn→∞ d(T n x, T n y) > 0 .ADS
has (x,y) as Li-York pair if its proximal but not asymptotic. Let X a compact metric
space, �X is the diagonal of Cartesian product X × X . Also �X can be denoted as
{(x, x) : x ∈ X}. Let N > 1, we define (AS) the space defined by the collection of
distinct points in X N where it has asymptotic pairs, (Pr) the space defined by the
collection of distinct points in X N that it has proximal pairs and (Dis) the space
defined by the collection of distinct points with distal pairs, then we obtain the next
results.

Lemma 2.3 Let (X,T) a WM and �k = {
(x, y) : d(x, y) < 1

k

}
, then for some R

⊂ X × X

1. (AS) = ⋂
n≥1

⋃
k≥1

⋂
i≥k(T × T )−i�n

2. (Pr) = ⋂
n≥1

⋃
i≥1(T × T )−i�n

3. (Pr)/(AS) ⊂ X × X.

http://dx.doi.org/10.1007/978-3-030-39515-5_3


58 M. Díaz

Associated with local Chaos, we have the next theorems:

Theorem 2.4 Let (X,T) be a non-periodic transitive DS. If there exists a periodic
point, then it’s Li-York chaos

and associated with the Lemma 2.3.

Theorem 2.5 Let (X,T), the following conditions are equivalent

1. (X,T) is SDIC
2. There exists ε > 0 such that (AS) is a first category subset of X × X
3. There exists ε > 0 for every x ∈ X, the set (AS)(x) of y ∈ X, such that (x,y) ∈ (AS)

is a first category of X
4. There’s ε > 0 such that for every x ∈ X, x ∈ X/(AS)(x)

5. There exists ε > 0 such that the set of (x,y)∈ X × X, such that lim supn→∞ d(T n x,

T n y) > 0 is dense of X × X.

Those theorems and some application you can find in [4, 10, 12].
One of them is associated with the next theorem.

Theorem 2.6 Let (X,T) a non-trivial DS, if it’s scattering, then there’s a dense
Mycielski scrambled set

In this case we can study Li-York if there’s a 2-scattering system.
In uniformly spaces, we can define Li-York of the next form:

• About (X,T), X is a non-trivial Hausdorff uniform space, T is an uniform con-
tinuous map, T : X → X . A non empty collection U of subsets of X × X is an
uniform structure, r ∈ U is called entourages.

Definition 2.1 A pair (x, y) ∈ X × X is:

1. proximal if for any E ∈ U , there exists some n ∈ Z
+, such that (T n x, T n y) ∈ E

2. asymptotic if for any E ∈ U , there exists some n ∈ Z
+, such that (T m x, T m y) ∈

E for any m > n.

The lemma of [4] are the same (Check Theorem 2 in [9]).
D is a scrambled set of T if D × D/� ⊂ LY R.

2.3 Furstenberg Family

For any A ⊂ N, define the upper density and lower density of A by

dU (A) = lim sup
n→∞

|A ∩ {0, 1, 2, . . . , n − 1}|
n
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and

dL(A) = lim inf
n→∞

|A ∩ {0, 1, 2, . . . , n − 1}|
n

respectively. For any sequence {En} of intervals of positive integers, let A ⊂ N, we
call A has Banach density 1 if

lim
n→∞

|A ∩ En|
|En| = 1.

To respect that,we going to use some special collection of Furstenberg family (Ff).Let
P a collection of subsets ofZ+, A sub collection of P denoted by F is called (Ff) if for
any F1, F2 with F1 ⊂ F2 and F1 ∈ F , then F2 ∈ F . Fin f is defined as the family of
all infinite subsets of Z+. Fpubd is defined as the family of sets with positive Banach
density. Fcf is the dual family of Fin f . Fbd1 is the family of all sets with Banach
density 1.A pair is Fbd1-proximal if

{
n ∈ N : d(T n x, T n y) < 1

m

}
for all m ≥ 0.

Also the family of syndetic, thick and piecewise syndetic are denoted as Fs , Ft and
Fps . A family F ⊂ Z

+ is called thick if it contains long runs of positive integers (i.e
for every n ∈ N, there exists some an ∈ Z

+, such that [an, an + n] ⊂ F). A family
F ⊂ Z

+ is syndetic if there’s N ∈ N, such that [n, n + N ] ∩ F �= φ for every n
∈ Z

+. A family F ⊂ Z
+ is piecewise syndetic if its the intersection of thick and

syndetic sets. About other classifications, any non-empty collection P of subsets Z+,
it generates a family

F(P) = {
F ⊂ Z

+ : P ′ ⊂ F : P ′ ∈ P
}
.

For a family F, the dual family denoted as F∗ is

F∗ = {
F ′ ∈ P : P ′ ∩ F ′ �= φ : P ′ ∈ F

}
.

About it, we can see that F∗
s = Ft and F∗

in f = Fcof , where Fin f , Fcof are the families
of all infinite subsets of non integers and co finite subsets of non integers.

For a sequence {pi }i∈N, the finite sum of the sequence denoted by FS has a family
called Fip if a subset F ⊂ Z

+ has a sequence with piN such that FS ⊂ F . For a
family F, the difference family of F is defined as

�F = {
F ⊂ Z

+ : ∃F ′ ∈ F : {
a − b : a, b ∈ F ′ : a ≥ b

} ⊂ F
}
.

The block family of F, denoted by bF is the family of all the subsets of Z+ , in which
there’s some F’ ∈ F , such that for every finite subset F ′′ ⊂ F ′, then m + F ′′ ⊂ F
for some m ∈ Z

+. Some properties are b(bF) = bF , bFcof = Ft , bFs = Fps and
bFpubd = Fpubd , �(F) = �(bF). Let (X,T) a DS, that is F-transitive, if for every
pair U, V open and non empty subsets of X, the hitting time is an element of the
family (i.e N (U, V ) ∈ F); also (X,T) is F-recurrent if for every neighborhood U
of x, N (x, U ) ∈ F , being x ∈ ωT (x); if ωT (x) = X . (X,T) is a F-transitive-point
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being N (x, U ) ∈ F , for every open non empty U of x. About the definition of Li-
York pair, a subset F ∈ Z

+, if there’s a DS, x ∈ X , y is a minimal point and a
neighborhood U of y such that (x,y) is proximal andN (x, U ) ∈ F , then F is a central
set. Fcentral is the family of all the central subsets of Z+. Based in [5, 6], Let (X,T)
a WM, the DS has Fip transitive points and F-Poincare respect transitive (X,T).
Let F ⊂ Z

+ is called Poincare sequence if for every measure preserving system
(X,B,μ,T) with μ(A) > 0, there’s n ∈ F with n �= 0, such that μ(A ∩ T −n A) > 0.
Thus, being (X,T) be a minimal system, then (X,T) is WM iff it has Fip- transitive
points. About other theorem, if (X,T) is WM, the set of all the points with proximal
pairs is a dense Gδ subset and then it has Fcentral transitive points. Being (X,T) a
WM E-system (A DS with invariant measure and full support), as an E-system has
positive upper Banach density (Fpubd ), for every family in a WM E-system, there’s
a Fip and Fpubd . About the work of [2] Being a M-system (A DS of dense minimal
points) with generic points, it’s implies an E-system, then for every WM-E-system
andM-system, there exists a family denoted FE M , where Fip ∩ Fpubd ∩ Fps ⊂ F∗

E M ,
then Fcentral ∩ Fpubd ⊂ F∗

E M . Now being F1 and F2 two Furstenberg families, such
that N ((x, y), U × U ) ∈ F1 and N ((x, y), X × X/� 1

δ
) ∈ F2 for some δ > 0 and

F1 ∩ F2 �= φ, then a DS is local chaotic (i.e Li-York, DC and CD) [10, 11]. Also
an E-system by F-scattering implies being Fpd (i.e being Fpd ∈ P(Z+), then F∗

pd
contains proximal Fpbd1 (remark: dU (F) ≥ B D∗(F), being B D∗(F) the Banach
density. Now as we see, being (X,T) a minimal DS, there’s a WM DS iff there’s a
scattering DS, then a MDS with distal pairs implies equicontinuous points and thus
a DS with sensitive maps implies CD then we have the next proposition:

Proposition 2.7 Let (X,B,μ,T) a MDS-type 1 with DO and sensitive maps, then
there’s a F-scattering and F-recurrent point with (Fip ∩ Fps ∩ Fpd1)

∗-scattering
contains F with dense Gδ subset of X × X/cl(� 1

δ′
) for some δ′ > 0

Proof Let (X,B,μ, T ) a MDS-type1 with DO, then by property 1, (X,B,μ,T) is an
E-system. Let an E-systemwith F-recurrent point, then it hasM-system, then there’s
a family with Fip-recurrent point and Fip-transitive point. Being an E-system with
sensitive map, then for every x ∈ X , there’s a open neighborhood U of y, such
that there’s ε > 0, such that d(T n x, T n y) > ε for some n ∈ F and every F ∈ Fip ∩
Fps ∩ Fpubd by F-scattering and F-transitive (see properties). Let (x,y)∈ X × X , and
being Fip transitive point is WM in F-recurrent point, by minimal DS, there’s a set of
proximal pairs, such that F ∈ Fcentral . By lemma [6], Fcentral ⊂ Fip ∈ Fps , then let
{zi }i∈N a sequence of minimal point dense in X and let the set of points with proximal
pairs denoted by P(x), then

⋂
i∈N P(zi ) is dense in X, then the proximal set is a Gδ .

By property 2 and being (X,T) a DS with sensitive map, then the diagonal set has not
sensitive map and there’s infinite open subsets, then X × X/� is uncountable and
Gδ . Let X being a Hausdorff space, clearly X ×X is also Hausdorff and � is closed,
then cl(�) is closed for every x ∈ X , then X ×X/� is open, uncountable and dense
in X ∈ X , but the system is not asymptotic, then (X,T) has Li-York densely chaos.
Thus for MDS-type1 being X × X/� a Gδ , also X × X/cl(� 1

δ′
).
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Remark 2 In general a Fps-transitive point does not imply WM. More clearly, we
prove also that a MDS-type 1 with DO, dense minimal points and sensitive property
implies a CD DS and also a DC, but only if the (X,T) has at least two cyclic points
[10] or scrambled sets with ε-traces [9]. This result gives us an assumption that for
every DS with M-system, F-scattering and without equicontinuous maps, we can
links global chaos with local chaos, but we cannot prove an E-system has proximal
pairs, under the idea of the support of a invariant measure is a singleton , being (X,T)
a subsystem of a DS with the adjoint transformation of T in the dual of C(X).

2.4 Simulations and Some Results

2.4.1 By Point

In this chapter we going to take a case of a DS, where X = T
2, where T2 is a 2-torus

and themap is denoted as F(x, y) = (1.5x + 0.5y, x + y). Aswe can see, there exist
a conjugate relation between this system and the DS with the form (2x + y, x + y),
which has positive entropy and it’s Devaney chaotic and Li-York chaotic. For built the
DS, we going to define a collection of subsets Ri j × Ri ′ j ′ for i j, i ′, j ′ ∈ N0 ∪ [0, n]
for n > 0. Since n = 3, then we divide in intervals of length 0.25 each one, from 0
to 1 with (mod 1) and we going to start with the initial states (x0 y0) = (0.4 0) and
(x ′

0 y′
0) = (0 0.4). In the first case we going to define a set action with Z

+ as the
greatest set. Some information obtained of the process are the next:

About the map F(x, y) = (F0(x, y), F1(x, y)), both graphs describes the
behaviour of the dynamic to respect the components of F(x, y). The first is about of
(F0(x, y), F0(x ′, y′)). On the right hand is the relation between the components in
F1(x, y), F1(x ′, y′).

Now the first step is put each value of an action in a specific region, but also we
can take the values of the action and put the numbers in each Ri j × Ri ′ j ′ .

As we can see, the system clearly has a sensitive behaviour and we can prove
that choosing one region, where for some n ∈ Z

+, Either the pair of F0 or F1 is
outside of some arbitrary region. As clearly the DS is TT and have periodic points
(i.e in Figs. 1 and 2, is easy see that there’s consecutive values in one region), then
there’s not equicontinuous points that are transitive points (i.e see the transitive points
associated to the change of region), then both components has sensitive behaviour
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Fig. 1 F0

Fig. 2 F1

in x, y ∈ X . Now as T 2 is perfect, is easy to check that for infinite elements, each
region will have infinite elements, under the fact of end the case with every region
with values, but that’s not possible to prove yet, because we need to study a case
where we take a sub region with infinite elements (i.e not necessary uncountable).

The second step is choose a subset F’ ofZ+, where the pair would being proximal.
As we can see, the elements of action becomes to distribute in different regions. Also
we can observe that there’s not still a region Ri, j × Ri ′, j ′ , with i = i ′ and j = j ′ with
respect the results seeing in the last figures , that show the arrivals of elements in
different pair of blocks. As every region is an open set and the DS is TT, we can see
that there’s a element of action that is Fcentral and include the elements of Fip ∩ Fps .
Being Fps ⊂ Z

+, being (X,T) a AE, then Fip stay on an unique region for any pair of
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Fig. 3 Set of regions comparing (x y) with (x’ y’)

indexes, thus the distribution of elements are more easy to predict. Under the results
seeing in this experiment, we can establish the next.

Lemma 2.8 Let (X,T) being a Devaney chaotic DS and Li-York chaotic DS, then the
next properties are valid:

1. There exists n ∈ F, such that Fip ∪ Fps is not isomorphic to F, which contains
proximal cells

2. Being P a collection of any quotient space Qn ⊂ Z
+, if (X,T) is not distal for

some Z
+/Qn, for any n ∈ N.

3 Discussion

Under the results of this work, we can see that if (X,T) is SDIC, then the action can
be defined as a subset of Z+, but not necessarily have a bijection with the set of
non negative integers. That means that T being SDIC can have an uncountable set of
neighborhoods and actions, such that there’s not possible to describe a specific image
from an unique region or from one set of action given for studying the behaviour
of a DS, unless you had chosen one pair in each component for analyse the results,
which is the real difference with a AE DS, where if you choose one pair of points in
comparison with others, then there’s a set of action where the region doesn’t change
and the analysis is around this part. If that’s the case, then there’s a relation between
both pairs, such that the system evolve can being represented in terms of one pair or
a finite number of pairs. The simulation only had the objective of make see the reader
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that there’s not possible to build a Furstenberg family with Z+ with the objective to
obtain similar results of DS with proximal sets or recurrent sets, unless that we could
find the possibility of predict all the possible cells of partition of the iterated process,
butwe can put indicators that describewhen the systemhas not equicontinuous points
as transitive points, assuming that the DS is TT (i.e scattering system, weakly mixing
between other type of examples). Now, being the study of one pair and being the
space a Hausdorff space, we can think that in closed sets of (X,T), there’s bijection
between actions sets, but being trivial of these relations, because being (X,T) globally
chaotic (Devaney), there’s a smallest subset of X to respect the point x, such that
if you prove that the subset is composed by at least two points, there’s exists a non
bijective relation between the actions and the subsets of the DS, unless the subset
would being closed, but that is absurd with respect this case, but not impossible at all.
The questions that are still without answers had associated if one can really describe
in a general form a set of subsets of Z+, assuming that the system is TT (global) or
proximal (local) and if there’s a strong relation with the neighborhood (By metric
spaces). In the simulation, we only take a finite number of elements (132), but we
have not every region with elements, with exception of the projections seeing in the
Figs. 1, 2 and 3. Also in the simulation, one can see that including if you have a
greater number of blocks, there’s still at least two regions with a set of action, which
it have a successor number in more than one region, which can be just enough for
establish the absence of EA, but not the same for periodic points or nearby points,
thus we can say that this system allows the building of M-system and E-system,
therefore the existence of elements in Fip ∩ Fps ∩ Fpubd , but not necessary contains
the greatest element of this set, as we talk in Proposition 2.7. The objective for later
will be trying to solve all the dob-ts. At the end the article open the doors to a mixing
study between abstraction and experiments focused in find a collection of elements
that can describe chaotic behaviours in the most simple form.
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Mosaic Patterns in Reaction-Diffusion
Systems

Dalia Ezzeddine and Rabih Sultan

Abstract We study a variety of reaction-diffusion processes that lead to the forma-
tion of exotic patterns. 1. We carry out precipitation reactions in gel media, wherein
the interdiffusion of the co-precipitates takes place from multiple diffusion sources
arranged in a symmetric framework. The precipitation zones are delimited by clear
polygonal boundaries in congruence with the spatial distribution of the diffusion
pools. 2. A displacement reaction in a solid-gel medium is conducted as a carbonic
acid diffusion front invades an agar-calcium hydroxide gel putty. The formation of
calcium carbonate yields a diversity of patterns, ranging from mosaic structures to
Liesegang bands. 3. A Liesegang experiment precipitating lead chromate from the
interdiffusion of lead and chromate ions in 2D yields a pattern of rings exhibiting
revert spacing. When the diffusion comes from a constantly fed unstirred source
(or reactor, CFUR), the patterns transit to a chaotic regime which is sensitive to the
concentrations used and the flow rate.

Keywords Patterns · Chaos · Liesegang · Portlandite · Polygons ·
Reaction-diffusion

1 Introduction

Complex reaction-diffusion systemsdisplay exotic spatio-temporal structures includ-
ing oscillations and patterns [1]. One class of such systems involves simple precip-
itation reactions [2], and can give rise to a rich variety of self-organized forms and
shapes ranging from precipitate bands to mosaic patterns. The interest in bands (1D)
or rings (2D) of precipitate goes back to the time of Liesegang [3], whose name
became an icon of periodic patterns in diffusion-precipitation media. In this paper,
we extrapolate the study of the Liesegang phenomenon to a number of specific
chemical systems, exploring a variety of features with one especially worthy geolog-
ical analogy. The twin relation between Liesegang patterns and geological banding
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(referred to as geochemical self-organization) has received considerable attention
since the early discovery of the phenomenon [4, 5], but has notably grown in the
second half of the past century [6–12]. In another application, the possibility of the
generation of chaotic spatial patterns of PbCrO4 in 2D is presented.

2 Polygonal Boundaries

In the first part of this work, we carry out experiments in a Petri dish of 9.0 cm
diameter containing a gel solution of CoCl2·6H2O (0.050M, 1% agar from Sigma).
The mixture is heated to 85 °C with constant stirring for a few minutes until a
clear, homogeneous solution is obtained. After gelling, a 1.0 cm-diameter hole is
perforated at the center of the gel layer, along with other similar holes (three four,
five or six) placed symmetrically and centered between the middle hole and the
periphery (i.e. at 2.25 cm from the center). Then a solution of the outer electrolyte
containing the co-precipitate ion (0.50 M NaOH or 0.50 M Na3PO4·12H2O for the
two different systems being studied) is added in the shallow holes, marking the start
of the interdiffusion of the two co-precipitates. Figure 1 shows photos of the obtained
patterns.

In both systems, we notice a color zonation due to the formation of different
precipitates. The characterization of the precipitates of theCo2+–NaOHsystem (blue-
green, beige, dark brown; see frames a–d of Fig. 1) is under way. The blue green
precipitate was established to be α-Co(OH)2, as confirmed by the strong peak at 2θ =

Fig. 1 a–d Co(OH)2 mosaic structures with inter-source boundaries in three (a), four (b) five
(c) and six (d) diffusion-source systems surrounding a central one. e–h Same trend in a cobalt
phosphate system. Triangular, square, pentagonal and hexagonal boundaries are apparent
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11.7° in the X-ray diffractogram, and in congruence with the results of Batlouni et al.
[13]. The dark brown precipitate is believed to be Co(OH)3, and the beige a mixture
of the former two. For the phosphate system (see Fig. 1, frames e–h), the dark blue
(inner) and the violet-blue (outer) correspond to two cobalt phosphate compounds:
Co3(PO4)2·4H2O and its anhydrous form respectively [13, 14].

We most notably observe clear boundaries formed distinctly between the pre-
cipitate zones arising from the neighboring diffusion sources: triangular, square,
pentagonal and hexagonal for three, four, five and six circular pools respectively
surrounding the central source. Those gaps are ‘architected’ by the depletion in Co2+

due to diffusion from the supporting gel toward the precipitated zones.

3 Limestone Zonation in a Portlandite Matrix

In this section we investigate the formation of CaCO3 zones in a portlandite mineral
[Ca(OH)2], based on a study published by Rodriguez-Navarro et al. [10]. A port-
landite putty is immersed in aqueous carbonic acid, which causes the conversion of
Ca(OH)2 to CaCO3, via a displacement reaction in the solid phase. It is this solid
displacement reaction which makes the study particularly interesting. In our exper-
iments, the putty is made by merely mixing agar powder with solid Ca(OH)2 in a
water-phenolphthalein medium, and heating the mixture to 85 °C to initiate agarose
gelation.

3.1 Experimental Procedure

A 7.00 g sample of Ca(OH)2 was dissolved in 700 mL of double distilled water with
the desired amount of agar powder, yielding 0.135 M Ca(OH)2 solid suspension in
7.0% w/w gel. The mixture was stirred for 40 min until a uniform suspension was
obtained. Themixturewas then heated to 85 °Cafter adding 30ml of phenolphthalein,
under continued stirring for around 20 min, then poured into a 3Dmethacrylate glass
cuboid (9× 9× 9 cm3), filling it to the rim. The solutionwas left to gel for eight hours
at 18 °C. After gelation, the cube bloc was removed from the cavity then immersed
in 250 ml of 0.10 M H2CO3, and left uncovered and exposed to air at 18 °C.

3.2 Result

The above gel-Ca(OH)2 putty is intended to simulate a portlandite rock exposed to
infiltrating carbonated water. The putty is initially all pink (pH = 12.1). The time
evolution of the putty is depicted in Fig. 2. Diffusion of H2CO3 in the gel causes the
displacement reaction equilibrium:
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(a) Time = 0 (b) 10 days (c) 20 days

(d) 30 days-top view (e) 60 days (f)90 days

Fig. 2 Diffusion of H2CO3 (carbonating water) into a portlandite lime gel putty. White bands
and spheroids consist of the calcite mineral (CaCO3) resulting from a carbonation reaction in the
solid phase. a–c advancement of the diffusion front from the solution into the putty and CaCO3
formation. d–f rock evolution after removal from the solution

H2CO3(aq) + Ca(OH)2(s) � CaCO3(s) + 2H2O(l)

The carbonation of the putty starts by the formation of a white zone behind the
diffusion front (see bottom of the cube in frames 2b and 2c). At later times, white
spherulites appear in different regions of the putty (upper zones in frames 2b and 2c.),
resembling the orbicular texture of some rocks. The departure from the banded texture
(Liesegang bands were rather expected to form) is attributed to the nonhomogeneous
distribution of the Ca(OH)2 particles which inevitably aggregate in a uniform sol at
the bottom, due to gravity.

In upper zones, the Ca(OH)2 particle distribution in the gel becomes more erratic,
thus simulating the texture of a porous rock. Such random distribution disrupts the
horizontality of the H2CO3 diffusion front, and random percolation becomes domi-
nant. This feature is under present investigation for a more rigorous characterization.
Samples from the pink regions and from the white spheroids were taken and sub-
jected to freeze drying, after the gel and the phenolphthaleinwerewashed off with hot
double distilled water and the suspension centrifuged at 4000 rpm. The white pow-
ders were analyzed by FTIR spectroscopy. The spectra exactly identified Ca(OH)2
(pink regions) andCaCO3 (spheres). Figure 3 exhibits scanning electronmicrographs
(SEM) of the pink and white regions, with a notable indication of distinctly different
crystallinities.
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Fig. 3 Scanning electron micrographs of the pink (left) and white (right) regions, delineating
between two distinct crystallinities. Left is Ca(OH)2. Right is CaCO3

Frames d–f of Fig. 2 display the evolution of the putty after removal from the
bathing solution. A rock like appearance with a mixture of portlandite (Ca(OH)2;
pink zones) and calcite (CaCO3; white zones) was attained.

4 Chaos in a 2D PbCrO4 System

Liesegang systems display periodic patterns appearing as bands in a 1D tube, or
concentric rings in 2D. In the latter case, diffusion of an outer solution of a co-
precipitate ion (say I−) occurs from a central source into a thin layer of gel containing
the other co-precipitate ion (say Pb2+) to yield concentric rings of the sparingly
soluble lead iodide, PbI2. The spacing between the consecutive rings increases with
the spatial spread, i.e. as we go away from the circular central junction; the so-
called direct spacing trend [15, 16]. Likewise, the band width increases with space
[16]. In some other systems such as PbCrO4 (studied here), The reverse tendency is
observed, a trend known as revert spacing [17]. Our aim in the present study is to
target patterns that are not periodic, but aperiodic in the sense that they do not obey
neither the spacing nor the width laws.
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4.1 Experimental Procedure

A sample of Pb(NO3)2 powder was weighed and dissolved in 100 mL of double
distilled water to yield 0.0010 M solution of the salt. Difco Bacto agar powder was
added to the mixture (1% w/w), and the latter was heated to 85 °C under constant
stirring until a homogeneous gel solutionwas obtained. The gel melt was then poured
into a set glass Petri dishes of 15 cm diameter, filling each to the two-thirds in height
(around 80 ml of inner solution). The solution was left to gel for 24 h at room
temperature.

Afterwards, a 0.20MK2CrO4 solution was delivered at a continuously controlled
flow rate in the hollow cavity at the center of the lead nitrate doped gel (see frames a, c,
and e of Fig. 4). The experiment was performedwhile the dish remained permanently
exposed to sunlight. This framework is a variant from the traditional Liesegang exper-
iment wherein an initially constant diffusion source aliments the gel. Here, the outer
electrolyte is delivered continuously, though at a very slow flow rate, constituting
what we call a CFUR (continuously fed unstirred reactor).

4.2 Result

Figure 4 highlights three experiments at three different flow rates: 0.20, 0.067 and
0.025 ml/day. We clearly notice the departure from a periodic pattern toward a grad-
ually increasing chaotic trend, with extremely high sensitivity to initial conditions
(here the flow rate). Frames b, d and f of Fig. 4 display the map of bands for a clearer
comparison. With these promising starting results, we pursue the study for a more
systematic characterization.

5 Conclusions

In this paper, we presented different aspects of diffusion-reaction systems, in a variety
of experimental frameworks yielding pattern forming structures with rich dynamical
scenarios. In part 1 (Sect. 2) we obtained a panorama ofmosaic patternswithmultiple
diffusion sources. In part 2 (Sect. 3), we simulated the dynamics in a real rock,
through an analogy with a laboratory prepared gel putty containing the portlandite
mineral. The similarity between the reaction-diffusion gel method and geochemical
self-organization is striking. In the last part (Sect. 4) we initiated a study of PbCrO4

precipitate patterns in a 2D CFUR, exploring the transition from periodic to chaotic
behavior.
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Fig. 4 2D PbCrO4 patterns with the corresponding map of bands. a–b flow rate = 0.2 ml/day; c–
d flow rate= 0.067 ml/day; e–f flow rate= 0.025 ml/day. Chaotic trend increasing with decreasing
flow rate
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Modulating the Light-Driven
Conductivity in Biosystem

S. Fathizadeh, E. Javan Shour, S. Behnia and F. Nemati

Abstract Biosystems has been proved powerful for use in nanotechnology because
of its predictable nanometer-sized structures. One important example is that we can
use biosystems to develop the new two- and three-dimensional nanomachines and
nanocircuits. To achieve this goal, people hope to control the conductivity properties
of system. In this regard, light-regulated circumstances come into play. Photon-
induced charge transport can regulate the conductivity properties of system. The role
of photoresponse of π electrons of biosystems in light-driven conductivity theoret-
ically studied. We have varied the intensity and frequency of light and investigated
their effect on the charge transport properties of system. Therefore, one canmodulate
the conductivity properties of system via the directly modulation of the light.

1 Introduction

In the recent years, studying the incident light effect on the biological systems has
attracted a lot of attentions. Organic materials are easily produced and compatible
with biological systems and are easily simulated. Therefore, organic materials are
used instead of inorganic materials in the industry [1]. In this regard, Deoxyribonu-
cleic acid (DNA) has been proved powerful for using in nanotechnology because
of its predictable nanometer-sized structure [2]. For an example, one can use DNA
to develop two- and three-dimensional Nano-machines by designing its nucleotide
sequence [2]. To achieve this goal, people hope to control the conductivity properties
of the system.

In this paper, a combined model of classical Peyard-Bishop-Dauxois (PBD) [3, 4]
and quantum tight-binding (two-leg charge ladder) models [1] is proposed for
studying the photo induced charge transfer in DNA (Fig. 1).
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Fig. 1 Schematic view of
the new model and applying
the incident laser pulse

In this regard, light-regulated circumstances come into play. Photon-induced
charge transport can regulate the conductivity properties of system. The role of photo-
response ofπ electrons of bio-systems in light-driven conductivity theoretically stud-
ied. We have applied a potential difference to the system via the metal left and right
leads and obtained the current-voltage characteristic diagram. We have varied the
intensity and frequency of light and investigated their effect on the charge transport
properties of system. We can modulate the incident light to gain the appropriate
charge transport in our bio-system. Therefore, one can modulate the conductivity
properties of system via the directly modulation of the light.

2 Model and Method

We have start with description of the system (Fig. 2) Hamiltonian represented as
follows:

Fig. 2 The schematic illustration of the physical model of light-driven in DNA chain
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H = HPBD + Hcl + HE + Hlead + Hlead−DN A (1)

where HPBD determine the mechanical evolution of base pairs in DNA as follows
[3, 5]:

HPBD =
∑

i

1

2
mẏ2i + V (yi ) + W (yi + yi+1) (2)

Here, m is the mass base pairs, V (yi ) = Di
(
e−ai yi − 1

)2
is the Morse Potential

which indicates the effect of interaction between complementary bases with an as
the width of the Morse potential and Dn as its depth.

W (yi , yi+1) = K
2 (1 + ρ exp(−b(yi + yi+1)))(yi+1 − yi )

2 is the stacking interac-
tion of neighboring base pairs in the chain, where K is the coupling constant, ρ is the
stiffness parameter, and b is the damping coefficient

We have considered Hamiltonian Hcl to express the charge dynamic in DNA as
following [2]:

Hcl =
∑

j=1,2

∑

i

ε j,i

(
c†j,i c j,i + H.c.

)
− t‖

∑

j=1,2

∑

i

(c†j,i c j,i+1 + H.c.)

− t⊥
∑

i

exp(−pyi )
(
c†1,i c2,i + H.c.

)
+ U

4

∑

j=1,2

∑

i

n2j,i

+ V‖
∑

j=1,2

∑

i

n j,i n j,i+1 + V⊥
∑

i

exp(−χ yi )n1,i n2,i (3)

where, εi,j represents the on-site energy on base i of strand j. where cj,i † (cj,i) indi-
cates theπ electron creation (annihilation) operator on base i of strand j. yi represents
the ith H-bond stretching, t represents the intrastrand hopping integral between the
nearest-neighboring bases; and t⊥ describes the intra-base-pair hopping integral [1].
The exponential function in the t⊥ term with the cutoff constant p can describe the
exponential tails of the H-bond wave functions during dissociation [1]. V⊥ is the
Coulomb interaction between the complementary bases, V ‖ is the Coulomb inter-
action between the adjacent bases and χ is the inverse Debye screening length [1].
Furthermore, the HE part is expressed as follow [1]:

HE = −t‖
∑

j=1,2

∑

i

[
exp

(
ier0
�c

A(t)

)
c†j,i c j,i+1 + H.c.

]
(4)

where r0, e, c and

A(t) = A0 cos(ωt) exp

[
− (t − tc )2

2τ 2

]
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are the constant distance between the adjacent bases along the strand, elementary
electric charge, the light velocity and the vector potential, respectively [1]. A0, ω, tc,
and τ represents the amplitude, the oscillation frequency, the center, and the half-
width of the pulse, respectively [1]. In this case DNA is connected to the left and
right metal leads [6], (Fig. 2). The leads are connected to the voltage bias. Hlead is
known as follows [6]:

Hlead =
∑

j=1,2

∑

k

(
εL jk + eVb/2

)
a†L jkaL jk +

∑

j=1,2

∑

k

(
εRjk − eVb/2

)
a†RjkaR jk (5)

Here, by knowing that, β = L, R, εβjk is the on-site energy of lead and aβjk (aβjκ
†)

is the creation (annihilation) operator of electron in site (j; k) and Vb is the bias
voltage. At the end, we have Hlead-DNA, so it is defined as follows [6]:

Hlead−DN A =
∑

j=1,2

∑

k

(
tLa

†
L jkc j,1 + tRa

†
Rjkc j,N

)
(6)

In the interaction terms, tβ is the hopping constant from a site k within the lead β

to the DNA chain [6].
Finally, in this paper, we have tried to use nonlinear dynamics theory for system

analysis, so in this regard,we use (ȧn = −i
�
[an,H])Heisenberg approach to determine

the dynamics of charges. The evolution equations are formulated as follows:
Then we have

ÿi = 2ai Di

m
exp(−ai yi )(exp(−ai yi ) − 1) + kbρ

2m

[
exp

(−b
(
yi + yi−1

))

(
yi − yi−1

)2 + exp
(−b

(
yi+1 + yi

))(
yi+1 − yi

)2]

− k

m

[
(1 + ρ exp

(−b
(
yi + yi−1

))
)
(
yi − yi−1

)

− (
1 + ρ exp

(−b
(
yi+1 + yi

))(
yi+1 − yi

))

− 2pt⊥
m

exp(−pyi )
∣∣∣
〈
c†1,i c2,i

〉∣∣ + V⊥
m

χ exp(−χ yi )

⎛

⎜⎝
∣∣〈n1,i n2,i

〉∣∣ −
∣∣∣
〈
ct1,i c2,i

〉∣∣

2

2⎞

⎟⎠ (7)

i�ċ j,i = ε j,i c j,i + V||c j,i (n j,i+1 + n j,i−1)

− t||(c j,i+1 + c j,i−1) − t⊥ exp(−pyi )
(
c2,i + c1,i

)

+ V⊥ exp(−χ yi )
[
n1,i c2,i + n2,i c1,i

]

+ U

4

(
n j,i + H.c

)
c j,i +

∑

k

(
δ1,i tLaL jk + δN ,i tRaR jk

)
(8)

i�ȧL jk = (
εL jk + eVb/2

)
aL jk + tLc j,1 (9)

i�ȧR jk = (
εRjk − eVb/2

)
aRjk + tRc j,N (10)

We have used the following parameters values in our model (Tables 1 and 2).
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Table 1 The electron
hopping constants between
different base-pairs [5]

Base-pair sequence Electron hopping constant

AA, TT −29

AT 0.5

AG, CT 3

AC, GT 32

TA 2

TG, CA 17

TC, GA −1

GG, CC 20

GC −10

CG −8

Table 2 The on-site energies
for two possible base-pairs [5]

Base-pair sequence ε (eV)

A-T −4.9

C-G −4.5

3 Results

To analyze the light transfer mechanism in DNA and investigate the affected param-
eters, we have tried to obtain the electrical current flowing through DNA. The local
electrical current can be defined as Ii − Ii−1 = e dni

dt , where ni = c†i ci . So we have
the current equation as follows:

I = ie

�

∑

i

∑

j=1,2

[t|| exp( ier0
�c

A(t))(c†j,i+1c j,i − c†j,i−1c j,i )

+ t⊥ exp(−pyi )(c
†
2,i c1,i − c†1,i c2,i )

+
∑

k

(tL(c
†
j,1aL jk − a†L jkc j,1)

+ tR(−c†j,NaRjk + a†Rjkc j,N ))]

We have investigated the effect of parameters, such as frequency and amplitude
of incident light, gate voltage, and temperature.

3.1 The Incident Light Parameters

The frequency as well as amplitude of incident light are the important factors for
studying the light driven conductivity. In this regard, we have varied the frequency
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and amplitude of light and studied the electrical current through DNA. Figure 3
shows the variation of the current with respect to the incident light frequency. It is
appeared that for a certain frequency, the current reaches the maximum value. It can
also be expressed at ω = 3(THz), ω = 3.5(THz), there is almost no current, so we
can obtain a range of light-frequency in which the maximum current flows through
the system.

On the other hand, variation of the amplitude of light have the important effect on
the DNA charge transport (Fig. 4). We observe that the highest value for the current
is at A0 = 0.6(hc/er0).

Fig. 3 The electrical current with respect to the radiation light frequency

Fig. 4 The electrical current at different amplitudes of light
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3.2 The DNA Sequence Effect

The DNA molecule is capable of exhibiting conductivity, semi-conductivity and
isolation behavior. We have tried to examine the sequence effect on light driven
conductivity in DNA. We have used the DNA sequences in Table 3. Figure 5, shows
the time series of the electrical current for different sequences. According to the
Fig. 5, the current amplitude increases when the DNA sequence is longer.

3.3 The Gate Voltage Effect

In the current study, we have tried to investigate the effect of an electrical gating on
light-driven conductivity of DNA. We put DNA chain in the contact of two metal
leads and applied the gate voltage via the leads. We can determine the quasi-ohmic
and negative differential resistant (NDR) regions in the I-V characteristic diagram
(Fig. 6). It is shown that at a constant frequency, quasi-Ohmic resistance varies by
increasing the applied potential. On the other hand, the width of NDR regions is
reduced by increasing the voltage.

3.4 The Temperature Effect

The temperature of environment is the effective factor for studying the DNA charge
transport. In this regard, we have used a Nosé -Hoover thermostat as a heat source in
DNA. So we have connected DNA to a thermostat. The dynamics of the thermostat
is determined as [4]:

ζ = 1

M

∑

i

m ẏ2i − NKBT0 (12)

M is the constant of Nosé–Hoover thermostat that has been set toM = 1000, and
T 0 is the temperature of thermostat. Also, KB is the Boltzmann constant.

We have examined a various temperature range. We have started from 300 K until
355 K (the DNA denaturation temperature). It is shown that at T = 320(K), the
electrical current flowing through DNA is maximum (Fig. 7). So we can obtain a
range of temperature in which, the maximum current flows through DNA.
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Fig. 5 The electrical current for different sequences

Fig. 6 I-V characteristic diagram for ch22 sequence

4 Conclusions

In the current work, we have tried to study the light driven charge transport in DNA
chains. In this regard, we have study the effect of impressive factors to modulate
the DNA conductivity. The frequency and amplitude of incident light are important
factors to investigate radiation dependent DNA charge transport. We have varied the
frequency as well as amplitude of light to determine the range of these parameters
in which the maximum electrical current follows through DNA. The DNA sequence
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Fig. 7 The electrical current in different temperatures

and temperature of environment are the other factors for modulating the DNA charge
transport.We can determine theDNAsequence and the temperaturewhich the current
flowing throughDNA ismaximum. On the other hand, the I-V characteristic diagram
shows the quasi-ohmic and NDR regions observed in the previous works.
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Approaches to Estimating the Dynamics
of Interacting Populations with Impulse
Effects and Uncertainty

Tatiana F. Filippova and Oxana G. Matviychuk

Abstract The problem of estimating reachable sets for nonlinear control systems
of Lotka-Volterra type which describe the dynamics of the interaction of predators
and their preys under uncertainty conditions is studied. It is assumed that we know
only the restrictive set for unknown quantities and there is no additional information
(for example, probabilistic, statistical, etc.) on unknown values. Applying the latest
results from set-valued analysis we find the external ellipsoidal estimates of corre-
sponding reachable sets in two cases: for systems with classical measurable control
and formeasure-driven (impulsive control) systems. Themodels under consideration
can describe the behaviour of competing firms, population growth, environmental
change, development of individual industries, etc. The results ofmodeling andnumer-
ical simulations based on proposed methods are included to illustrate the main ideas
and algorithms.

Keywords Control systems · Nonlinearity of quadratic type · Uncertainty ·
Impulse control · Ellipsoidal calculus · Tube of trajectories

1 Introduction

The problem of state estimation for the control systems under conditions of uncer-
tainty in initial system states is studied in this paper. The case is investigated here
when the probabilistic data of noise and possible errors is not available, and only
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some sets restricting unknown quantities are given. Models of this type may be
found in many applied problems including physics, economics, biology, ecology,
etc. especially when we try to find a mathematical model that takes into account the
absence of probabilistic data on uncertain values. For such problems the so-called
set-membership estimation approach is used when the mathematical model concerns
with a whole set of feasible parameters, consistent with the model structure, with
bounded uncertainty, with special types of measurements characterization etc. (see
e.g. Kurzhanski and Varaiya [1], Kurzhanski and Filippova [2], Chernousko [3]).

The general schemes to solve such classes of control and estimation problems
with set-membership uncertainty are based on the construction and on the analysis
of the corresponding reachable sets or their analogs. Effective estimates of reachable
sets for models with linear dynamics and for some special classes of nonlinear sys-
tems under such set-membership uncertainty (including results basing on differential
inclusions theory) were developed earlier. In this paper we study the procedures of
upper estimating reachable sets for nonlinear control systems of Lotka-Volterra type.
We use here the ideas and results of state estimation theory developed for nonlin-
ear control systems which have a special quadratic dynamical structure (Filippova
[4], Filippova and Matviychuk [5], Matviychuk [6]). The case under present study
is more complicated than considered before because quadratic terms in differen-
tial equations of the control system are arbitrary (not obligatory positive definite
as in previous studies). Therefore several new schemes of the problem solution are
developed here.

We prove here theoretical results and formulate related numerical algorithms for
constructing external ellipsoidal estimates of reachable sets for nonlinear uncertain
control systems. Numerical examples and results of related simulations are included
to illustrate the basic ideas and results. The approaches and results presented in
the paper can be used in applications as a part of the complex solutions of the
model predictive control schemes (Allgower and Zheng [7]) for correct modeling
and accounting for poorly predicted errors and disturbances.

2 Main Problem Description

First, we give a short list of the most important basic notations. Here Rn denotes
the n–dimensional Euclidean space, compRn is the set of all compact subsets of
Rn , Rn×n denotes the set of all n × n–matrices and x ′y = (x, y) = ∑n

i=1 xi yi is the
usual inner product of x, y ∈ Rn with prime as a transpose, the Euclidean norm is
‖x‖ = (x ′x)1/2.

The symbol B(a, r) denotes the ball in Rn , B(a, r) = {x ∈ Rn : ‖x − a‖ ≤ r},
I is the identity n × n-matrix, diag{a1, . . . , an} means the diagonal n × n–matrix
with elements ai at the main diagonal and with zero entries outside this diagonal.

The ellipsoid E(a, Q) in Rn (with a center a ∈ Rn and amatrix Q) will be denoted
as

E(a, Q) = {x ∈ Rn : (Q−1(x − a), (x − a)) ≤ 1}
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where the n × n–matrix Q is a symmetric positive definite. The trace of a n × n–
matrix Y (the sum of its diagonal elements) will be denoted as Tr(Y ).

Consider the dynamical system

ẋ = Ax + f (x) · d + u(t), x0 ∈ X0, t0 ≤ t ≤ T, (1)

where x, d ∈ Rn , ‖x‖ ≤ K (the number K > 0 is given and is fixed).Herewe assume
that f (x) is defined as a quadratic form with respect to state variable x , that is

f (x) = x ′Bx . (2)

We assume that the n × n-matrix B is given and is symmetric and positive definite.
We assume also that the control functions u(t) in (1) are measurable (in the sense of
Lebesgue) functions on [t0, T ] and satisfy the so-called geometrical constraint

u(t) ∈ U, t ∈ [t0, T ] (a.e.), (3)

where the set U ∈ compRm is given (here “a.e.” means an abbreviation for the
expression “almost everywhere” with respect to Lebesgue measure). The matrix A
in (1) is assumed to be given.

The bounding set X0 for initial system states x0 in (1) is an ellipsoid, X0 =
E(a0, Q0), where Q0 is a symmetric and positive definite matrix and a0 is the ellip-
soid’s center.

For any initial state x0 ∈ X0 and each admissible control u(·) the related absolutely
continuous function x(t) = x(t; u(·), x0) will denote a solution to the dynamical
system (1)–(3). We need to define the following main notion.

Definition 1 For a fixed instant of time t (t0 < t ≤ T ) the set X (t) at time t (t0 <
t ≤ T ) defined as follows

X (t) = { x ∈ Rn : ∃ x0 ∈ X0, ∃ u(·) ∈ U, such that the equality holds

x = x(t) = x(t; u(·), x0) }, t0 < t ≤ T,

will be called the reachable set at time t (t0 < t ≤ T ) of the system (1)–(3).

Themain goal of the paper is to construct the external (with respect to the inclusion
of sets) ellipsoidal estimate E(a+(t), Q+(t)) (t0 < t ≤ T ) of the reachable set X (t)
(t0 < t ≤ T ), so we need to solve first the following problem.

Problem 1 Find the exact description of the ellipsoid E(a+(t), Q+(t)) such that
the inclusion is true

X (t) ⊆ E(a+(t), Q+(t)), t0 < t ≤ T .
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The second goal of the paper consists in concretizing and analyzing the result based
on the characteristics of the studied control differential system, which describes the
interaction of the predator—prey relationship.

Problem 2 Apply the main estimating approach and the solution of the Problem 1
to find the upper bounds of reachable sets for nonlinear control systems of Lotka-
Volterra type.

3 Preliminary Results

We shortly remind in this section some auxiliary results which will be used further.
These results concern reachable sets for several special classes of uncertain dynamical
systems.

3.1 Control Systems with Uncertainty

Consider the control system

ẋ = Ax + f (x) · d + u(t), x0 ∈ X0 = E(a0, Q0), t0 ≤ t ≤ T . (4)

Here u(t) ∈ U = E(â, Q̂), n–vectors a0, â, d are fixed. Suppose that f (x) = x ′Bx
and Q0, B and Q̂ are positive definite and symmetric n × n–matrices.

Consider the matrix B1/2Q0B1/2 and let k2 denote its maximal eigenvalue. It
is not difficult to find out that k2 is the smallest number for which we have X0 ⊆
E(a0, k2B−1). The following result gives the upper ellipsoidal estimate of the studied
set X (t) (t0 ≤ t ≤ T ).

Theorem 1 (Filippova [4]) For any t ∈ [t0, T ] the following inclusion

X (t) ⊆ E(a+(t), r+(t)B−1) (5)

is true, where a+(t), r+(t) satisfy the system of ordinary differential equations

ȧ+(t) = Aa+(t) + ((a+(t))′Ba+(t) + r+(t))d + â, t0 ≤ t ≤ T, (6)

ṙ+(t) = max‖l‖=1

{
l ′
(
2r+(t)B1/2(A0 + 2d · (a+(t))′B)B−1/2+

q−1(r+(t))B1/2 Q̂B1/2)
)
l
}

+ q(r+(t))r+(t),

q(r) = ((nr)−1Tr(BQ̂))1/2, a+(t0) = a0, r+(t0) = k2.

(7)
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Corollary 1 (Filippova [4]) For sufficiently small σ > 0 the upper estimate for
X (t0 + σ) = X (t0 + σ; t0, X0) is true

X (t0 + σ) ⊆ E(a+(σ), Q+(σ)) + o(σ)B(0, 1), (8)

with σ−1o(σ) → 0 when σ → +0 and

a+(σ) = a(σ) + σâ, a(σ) = a0 + σ(Aa0 + a′
0Ba0d + k2d), (9)

Q+(σ) = (p−1 + 1)Q(σ) + (p + 1)σ2 Q̂,

Q(σ) = k2(I + σR)B−1(I + σR)′, R = A + 2d · a′
0B,

(10)

where p > 0 is the unique root of the equation

n∑

i=1

1

p + αi
= n

p(p + 1)

with αi ≥ 0 being the roots of the equation |Q(σ) − ασ2 Q̂| = 0 (i = 1, . . . , n).

Remark 1 The theorem and the corollary formulated above are some adaptations
of the corresponding results of the paper Filippova [4] to the problem considered
here, therefore their proofs are omitted.

Remark 2 Computational algorithms (together with some numerical examples)
basing on Theorem 1 may be found in Filippova and Matviychuk [5].

3.2 Two Quadratic Forms in the Equations of Dynamics of a
Control System

Consider the following control system with a more complicated type of nonlinearity,

ẋ = Ax + f (1)(x) · d(1) + f (2)(x) · d(2) + u(t), t0 ≤ t ≤ T,
u(t) ∈ U = E(â, Q̂), x0 ∈ X0 = E(a0, Q0).

(11)

Here d(1) and d(2) are n-vectors and f (1), f (2) are quadratic forms,

f (1)(x) = x ′B(1)x, f (2)(x) = x ′B(2)x,

with different symmetric and positive definite n × n–matrices B(1), B(2).

Remark 3 It is not difficult to see that it may not be possible to combine these two
quadratic functions f (1) f (2) into one positive definite form because the coefficients
(the coordinates of vectors d(1) and d(2)) may be arbitrary (it may turn out that they
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are negative or zeros). As a consequence it is not possible to use here the approaches
and results of previous investigations and we need to find some new approaches to
get estimates of reachable sets of the system under study.

We need also one more auxiliary result.
Denote as k2i (i = 1, 2) the largest eigenvalue of the corresponding matrix

(B(i))1/2Q0(B(i))1/2 (i = 1, 2), therefore we have

max
z′B(1)z≤k21

z′B(2)z = k21λ
2
12, max

z′B(2)z≤k22

z′B(1)z = k22λ
2
21, (12)

where λ2
12 and λ2

21 are maximal eigenvalues of matrices (B(1))−1/2B(2)(B(1))−1/2 and
(B(2))−1/2B(1)(B(2))−1/2, respectively.

Lemma 1 The following upper estimate is true

X0 ⊆ E(a0, k
2
1(B

(1))−1)
⋂

E(a0, k
2
2(B

(2))−1). (13)

Proof The proof is a consequence of the fact that each of two inclusions

X0 ⊆ E(a0, k
2
i (B

(i))−1), i = 1, 2,

follows directly from the definition of parameters k1 and k2.

The following theorem gives the upper estimate for the considered case.

Theorem 2 (Filippova and Matviychuk [5]) For any σ > 0 and for X (t0 + σ) =
X (t0 + σ, t0, X0) the following upper estimate is valid

X (t0 + σ) ⊆ E(a(1)(σ), Q(1)(σ))
⋂

E(a(2)(σ), Q(2)(σ)) + o(σ)B(0, 1), (14)

here σ−1o(σ) → 0 when σ → +0 and

a(1)(σ) = a(σ) + σk21λ
2
12d

(2) + σâ,
a(2)(σ) = a(σ) + σk22λ

2
21d

(1) + σâ,
a(σ) = (I + σA)a + σa′B(1)ad(1) + σa′B(2)ad(2),

Q(1)(σ) = (p−1
1 + 1)(I + σR)k21(B

(1))−1(I + σR)′+
+(p1 + 1)σ2(||d(2)||2k41λ4

12 · I + Q̂),

Q(2)(σ) = (p−1
2 + 1)(I + σR)k22(B

(2))−1(I + σR)′+
+(p2 + 1)σ2(||d(1)||2k42λ4

21 · I + Q̂),

R = A + 2d(1)a′B(1) + 2d(2)a′B(2),

(15)

with the unique positive solutions p1 and p2 of related algebraic equations

n∑

i=1

1

p1 + αi
= n

p1(p1 + 1)
,

n∑

i=1

1

p2 + βi
= n

p2(p2 + 1)
(16)
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where αi ,βi ≥ 0 (i = 1, . . . , n) are the roots of the following equations

det((I + σR)k21(B
(1))−1(I + σR)′ − ασ2||d(2)||2k41λ4

12 · I ) = 0,
det((I + σR)k22(B

(2))−1(I + σR)′ − βσ2||d(1)||2k42λ4
21 · I ) = 0.

(17)

Proof The proof follows themain lines of the proof of Theorem 2 from the paper Fil-
ippova and Matviychuk [8] (the result was announced also in Filippova and Matviy-
chuk [5]). However we consider here a more complicated case of initial conditions
for the system under study. Namely, we assume here that the initial position of the
system is formed by the intersection of two ellipsoids, this complicates to some extent
the whole scheme of reasoning.

4 Main Results

4.1 Lotka-Volterra Control Systems Under Uncertainty
Conditions

Consider the following Lotka-Volterra system which describes the classical ecolog-
ical predator-prey (or parasite-host) model with additional control functions (Bayen
and Rapaport [9], Bonneuil and Mullers [10], Lotka [11], Murray [12], Prostyakov
[13]): {

ẋ1(t) = ax1 − bx1x2 + u1,
ẋ2(t) = −cx2 + dx1x2 + u2,

x(t0) = x0, t0 ≤ t ≤ T . (18)

Here we assume that numbers a, b, c, d > 0 are given and initial vectors x0 are
unknown but bounded, that is we have the inclusion x0 ∈ X0, where X0 is a given
compact subset of R2. This assumption may be interpreted for example in such a way
that we do not know exactly the initial states (or amounts) of predators and prey. We
assume also that controls u(t) in (18) are taken measurable in Lebesgue on [t0, T ],
controls should satisfy also the inclusion

u(t) ∈ U, a.e. t ∈ [t0, T ], (19)

where U ∈ compR2. The choice of a control can influence, in particular, the rate of
change in amounts of predators and prey.

Let us first construct the state space transformation z = Zx with the non-
degenerate matrix Z of the state space R2 (here we have x, z ∈ R2)

Z = 1√
2

(
1 −1
1 1

)

. (20)

We will have new equations (in the space of new coordinates)
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{
ż1(t) = Az1 − Cz2 + B(z21 − z22) + w1,

ż2(t) = −Cz1 + Az2 + D(z21 − z22) + w2,
t0 ≤ t ≤ T, (21)

with A = (a − c)/2, B = √
2(d − b)/4, C = (a + c)/2, D = √

2(d + b)/4. Now
we have new constraints z0 ∈ Z0 = E(Za0, ZQ0Z ′) andw ∈ W = E(Zâ, Z Q̂Z ′).

For small ε > 0 define

f (1)ε (z) = z21 + ε2z22, f (2)ε (z) = ε2z21 + z22,

d(1) = (B, D)′, d(2) = −d(1).

Therefore we come to the following system

ż = A∗z + f (1)ε (z) · d(1) + f (2)ε (z) · d(2) + w(t),
z0 ∈ Z0, w ∈ W, t0 ≤ t ≤ T,

(22)

with

A∗ =
(

A −C
−C A

)

and with functions f (1)ε (z) and f (2)ε (z) being the positive definite quadratic forms
with matrices B(1)

ε = diag{1, ε2} and B(2)
ε = diag{ε2, 1}, respectively.

We find now the external ellipsoidal estimates of reachable set Z(t) of the system
(22). We apply for this purpose Theorem 2 (see also Matviychuk [6]).

Theorem 3 Let σ > 0 and let X (t0 + σ) = X (t0 + σ, t0, X0) be the reachable set
of the system (18). The following upper estimate holds true

X (t0 + σ) ⊆ E(a(1)(σ), Q(1)(σ))
⋂

E(a(2)(σ), Q(2)(σ)) + o(σ)B(0, 1),

σ−1o(σ) → 0 when σ → +0,
(23)

where

a(1)(σ) = Z−1(a(σ) + σk21λ
2
12d

(2)) + σâ,

a(2)(σ) = Z−1(a(σ) + σk22λ
2
21d

(1)) + σâ,

a(σ)=(I + σZ AZ ′)Za0 + σ(Za0)
′B(1)

ε Za0d
(1) + σ(Za0)

′B(2)
ε Za0d

(2),

Q(1)(σ) = Z−1
(
(p−1

1 + 1)(I + σR)k21(B
(1)
ε )−1(I + σR)′+

+(p1 + 1)σ2(||d(2)||2k41λ4
12 · I + Z Q̂Z ′)

)
(Z−1)′,

Q(2)(σ) = Z−1
(
(p−1

2 + 1)(I + σR)k22(B
(2)
ε )−1(I + σR)′+

+(p2 + 1)σ2(||d(1)||2k42λ4
21 · I + Z Q̂Z ′)

)
(Z−1)′,

R = Z AZ ′ + 2d(1)(Za0)
′B(1)

ε + 2d(2)(Za0)
′B(2)

ε ,
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where B(1)
ε = diag{1, ε2}, B(2)

ε = diag{ε2, 1}, k21 , k22 , λ2
12 and λ2

21 are the maximal
eigenvalue of the matrices

(B(1)
ε )1/2ZQ0Z

′(B(1)
ε )1/2, (B(2)

ε )1/2ZQ0Z
′(B(2)

ε )1/2,

(B(1)
ε )−1/2B(2)

ε (B(1)
ε )−1/2, (B(2)

ε )−1/2B(1)
ε (B(2)

ε )−1/2,

respectively, numbers p1, p2 are the unique positive solutions of related algebraic
equations

n∑

i=1

1

p1 + αi
= n

p1(p1 + 1)
,

n∑

i=1

1

p2 + βi
= n

p2(p2 + 1)

with αi ,βi ≥ 0 (i = 1, . . . , n) being the roots of the following equations

det
(
(I + σR)k21(B

(1)
ε )−1(I + σR)′−ασ2(||d(2)||2k41λ4

12 · I + Z Q̂Z ′)
)=0,

det
(
(I + σR)k22(B

(2)
ε )−1(I + σR)′−βσ2(||d(1)||2k42λ4

21 · I + Z Q̂Z ′)
)=0.

Proof The above formulas for ellipsoidal estimates of reachable set of the system
under study specify the main relations of the Theorem 2, they may be easily verified
by direct calculations.

Remark 4 The relations of Theorem 3 look very complicated, since they are
obtained using the common scheme and are based on general results of Theorem 2.
In the following we will partially simplify the above ellipsoidal estimate.

We transform further the system (18) and replace variables in the same way as it
was done in [14, p. 44–45]. After such replacement we come to the following system
(which is equivalent to (18))

{
v̇1 = v1 − v1v2 + u1,
v̇2 = −αv2 + v1v2 + u2,

v(t0) = v0, t0 ≤ t ≤ T . (24)

Here α > 0 is given parameter and we assume as before that initial state vectors
v0 are unknown but bounded, with a bound

v0 ∈ B(0, 1) = {v = {v1, v2} : v21 + v22 ≤ 1}.

Control functions u(t) are Lebesguemeasurable on [t0, T ], they satisfy the following
constraint (with r > 0)

u(t) ∈ B(0, r), for a.e. t ∈ [t0, T ]. (25)
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Replace here ones again the variables asw1 = v1 + v2,w2 = v1 − v2 and consider
the system

ẇ = Dw + d(1) f1(w) + d(2) f2(w),

w(t0) = w0 ∈ B(0, r), r = 2−1/2, t0 ≤ t ≤ T,
(26)

with f1(w) = 2w2
1 + w2

2, f2(w) = w2
1 + 2w2

2,

D = 1

2

(
(1 − α) (1 + α)
(1 + α) (1 − α)

)

(27)

and with related trajectory tube denoted as W (·) = W (·, t0, X0).

Theorem 4 For any σ > 0 and for W (t0 + σ) = W (t0 + σ, t0, X0) the upper esti-
mate is valid

W (t0 + σ) ⊆ E(a(1)(σ), Q(1)(σ))
⋂

E(a(2)(σ), Q(2)(σ)) + o(σ)B(0, 1), (28)

where σ−1o(σ) → 0 when σ → +0 and parameters of the estimating ellipsoids
E(a(1)(σ), Q(1)(σ)) and E(a(2)(σ), Q(2)(σ)) are defined in Theorem 1 with the fol-
lowing simplifications

k21 = k22 = 2/r2, λ2
12 = λ2

21 = 2, a = â = 0,

d(1) = −d(2) = −(0, 1)′, Q̂ = r2 I,

B(1) =
(
2 0
0 1

)

, B(2) =
(
1 0
0 2

)

.

Proof The proof of this upper estimate for the reachable set follows the lines of
reasoning used in constructing the modified system and it follows directly from
results of Theorems 1–2.

4.2 Iterative Algorithm and Results of Numerical Simulations

The iterative algorithm can be built on the basis of Theorems 3 and 4 to calculate
the external ellipsoidal tube which will estimate the solution tube X (t) on the whole
time interval t ∈ [t0, T ].
Algorithm.Wedivide the interval [t0, T ] into sub-intervals [ti , ti+1]with ti = t0 + ih
(i = 1, . . . ,m) and σ = (T − t0)/m, tm = T .

• Taken X0 = E(a0, Q0), find ellipsoids E(a(1)(σ), Q(1)(σ)) and E(a(2)(σ),
Q(2)(σ)) basing on results of Theorem 3.
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• Find the smallest ([1, 3]) ellipsoid E(a1, Q1) containing the intersection

E(a(1)(σ), Q(1)(σ))
⋂

E(a(2)(σ), Q(2)(σ)) ⊆ E(a1, Q1).

• Go to the next subsegment [t1, t2] and take E(a1, Q1) as the initial ellipsoid at the
instant t1.

• Continue these iterations to the end of the interval. So we will get the external
ellipsoidal estimate E(a+(t), Q+(t)) of the whole tube X (t)with accuracy which
goes to zero when m → ∞.

Example 1 Consider the Lotka-Volterra control system:

{
ẋ1(t) = x1 − x1x2 + u1,
ẋ2(t) = −x2 + x1x2 + u2,
x0 ∈ X0, t0 ≤ t ≤ T .

(29)

Here we take t0 = 0, T = 1, X0 = B(0, 1) and U = B(0, 0.1).
The trajectory tube X (t) and some reachable sets are shown in Figs. 1 and 2.

The tube X (t) (Fig. 1) is found approximately by using results of [15], we will
consider this tube as a reference object for comparison with other approximately
found objects. Ellipsoidal estimates for the reachable set X (0.01) which were found
on the basis of results of Theorems 3 and 4 are shown in Fig. 3. Several steps of
the main iterative Algorithm are given in the Fig. 4 where the external ellipsoidal
estimating tube E(a+(t), Q+(t)) for the reachable set X (t) is shown.
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-3 -2
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-1 0 1
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2 3 4
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0.4
0.6
0.8
1

Fig. 1 The trajectory tube X (t) of the system (29)
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Fig. 2 Reachable sets X (t) of the system (29) at the moments t = 0.1; 0.2; . . . ; 0.9

Fig. 3 Ellipsoidal estimate
for the reachable set X (0.01)
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4.3 Generalization of the Approach for the System with
Impulsive Controls

The main goal in this section is to try to apply the previously proposed ideas for esti-
mating the states of systems described by ordinary differential equations to systems
with more complicated dynamics.
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Fig. 4 Steps of the Algorithm of ellipsoidal estimating process for the trajectory tube X (t) (σ =
0.01)

Consider the problem of estimating reachable sets for impulsive control system
with nonlinearity and uncertainty

dx(t) = (
Ax(t) + x ′Bx · d + u(t)

)
dt + Cdv(t). (30)

Here t0 ≤ t ≤ T , x ∈ Rn , B is a symmetric positive definite matrix; d,C are n-
vectors. The impulsive function v : [t0, T ] → R is of bounded variation on [t0, T ],
monotonically increasing and right-continuous, with bounded variation defined as

Vart∈[t0,T ] v(t) = sup
{ti }

k∑

i=1

|v(ti ) − v(ti−1)| ≤ μ,

where ti : t0 ≤ t1 ≤ . . . ≤ tk = T, μ > 0.
We assume also that X0 = E(a, k2B−1) (k 
= 0), u(t) ∈ U = E(â, Q̂).
Let us introduce a new time variable (Filippova and Matviychuk [8])

η(t) = t +
t∫

t0

dv(s),

and a new state coordinate τ (η) = inf{t | η(t) ≥ η} and consider the following dif-
ferential inclusion
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d
dη

(
z
τ

)

∈ H(τ , z),

z(t0) = x0 ∈ X0, τ (t0) = t0, t0 ≤ η ≤ T + μ,

H(τ , z) = ⋃

0≤ν≤1

{

ν

(
C
0

)

+ (1 − ν)

(
Az + z′Bz · d + E(â, Q̂)

1

)}

.

(31)

Denote as w = {z, τ } the extended state vector of the system (31). The reachable
set of the system (31) is denoted further asW (η) = W (η; t0, w0, A, X0 × {t0})(t0 ≤
η ≤ T + μ).

The following result explains the reason for constructing an auxiliary differential
inclusion (31).

Theorem 5 The reachable set X (T ) is the projection of W (T + μ) at the subspace
of variable z: X (T ) = πzW (T + μ).

Proof The proof of the theorem uses the the concrete structure of the control system
and follows the general scheme of reasoning presented in ([8]).

Therefore, the related estimation procedure and the numerical algorithm basing
on a combination of results of Theorems 3–5 may be also reformulated and applied
to produce external ellipsoidal estimates also for the reachable sets of the impulsive
control system (30).

5 Conclusions

The paper deals with the problems of state estimation for dynamical control systems
with unknown but bounded initial vector state.

The case of the system nonlinearity generated by several quadratic functions in
related differential equations is studied. We formulated the main problem as the
problem of the motion of set-valued states with a nonlinear dynamics and under
assumptions of uncertainty of a set-membership kind.

Basing on recent results of ellipsoidal calculus we present the modified state
estimation approach which is based on the special structure of nonlinearity and
uncertainty of the dynamical system and allows to construct the external ellipsoidal
estimates of studied reachable sets numerically.
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Tricritical Directed Percolation with
Long-Range Spreading

Michal Hnatič, Tomáš Lučivjanský and Lukáš Mižišin

Abstract The effect of turbulent mixing on the model of tricritical directed per-
colation is studied. The turbulent advecting velocity field is modeled by means of
the Kraichnan’s rapid change ensemble. The non-equilibrium critical phenomena
of one-component reaction-diffusion systems are investigated employing field theo-
retic renormalization group technique.We give a brief overview of the field-theoretic
approach to the problem including renormalization group analysis. The renormal-
ization procedure is performed in the framework of double (ε, y)-expansion scheme,
where the ε is the deviation from the upper critical dimension dc = 3 and the y is
the exponent describing scaling behavior of velocity fluctuations. The corresponding
asymptotic behavior is analyzed in leading order of perturbation theory.

Keywords Tricritical directed percolation · Long-range interaction ·
Field-theoretic renormalization group

1 Introduction

The directed percolation (DP) has been studied for many decades [1, 2] as one of the
simplest non-equilibrium model of statistical physics. In the literature DP is known
under other names such as simple epidemic process, an epidemic with recovery,
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the Gribov process, the stochastic version of Schlögl’s first reaction or Reggeon
field theory [1, 3–7]. The model is applicable in different research areas in physics,
biology, chemistry and even sociology.

The percolation process exhibits non-equilibrium second order phase transition
between absorbing and active state [1]. The corresponding universal properties
are well-known today due to numerous studies and simulations of lattice models
[2, 6, 7]. On the other hand, modification of percolation spreading, quenched
disorder, additional symmetry or broken rapidity reversal symmetry might result
into a new model with different universal properties. One of the universal
classes that is directly related to DP is tricritical directed percolation (TDP) [4].
TDP exhibits a tricritical point which separates continuous DP transition from a first
order transition. The model is related to the fundamental model of tricriticality in
critical statics [11], i.e. the φ6 model, where the action takes the following form
S = (∂φ)/2 + g2φ

2 + g4φ
4 + g6φ

6. If parameter g4 is positive, then the next term
φ6 is irrelevant and one obtains mean-field theory with a second order transition lo-
cated at the g2 = 0. For negative g4, the system has the first order transition at critical
value of the g2, which depends on g4 and g6. As a result tricritical point g2 = g4 = 0
appears.

Our aim is to analyze the asymptotic properties of TDP process in a turbulent
medium and to study the effects of turbulent stirring and mixing on the tricritical
behavior. It was shown, that the flow can radically change the usual critical behavior,
for example φ4 model to complex behavior described by new nonequilibrium uni-
versality classes [8, 9]. In this paper, the turbulent mixing is described by a Gaussian
velocity ensemble with prescribed statistics, which is known in the literature as the
rapid-change model [10]. The model of passive scalar field advection by such veloc-
ity ensembles is relatively simple but offers anomalous scaling of the turbulent heat
or mass transport (see the paper [10]).

The model is defined in the next section and we introduce higher order term in a
construction of dynamical response functional. Finally, powerful machinery of the
field–theoretic renormalization group is employed in order to determine universal
properties.

2 Tricritical Directed Percolation

Renormalization group (RG) approach to stochastic dynamics is based on a proper
construction of dynamic equation for slow-modes in a system. In reaction-diffusion
problems such quantity is a density ψ ≡ ψ(t, x) of active particles. Straightforward
way for a construction of TDP consists in an inclusion of a higher order effective
coupling into the Langevin equation of DP process [5]

∂tψ = D∇2ψ − D

(
τ + u

2
ψ + g′

6
ψ2

)
ψ + ζ, (1)



Tricritical Directed Percolation with Long-Range Spreading 103

where ∂t = ∂/∂t is the time derivative, ∇2 is the Laplace operator, ζ is the random
noise that has to vanish in absorbing state, i.e. for a state where there are no active
particles ψ(t, x) = 0. The Gaussian random noise ζ(t, x) is fully characterized by
its correlations

〈ζ(t, x)ζ(t ′, x′)〉 = Dg′′ψ(t, x)δd(x − x′)δ(t − t ′). (2)

In this notation the g′, g′′, u are positive constants, D is a diffusion constant, τ is
a deviation from threshold value and d denotes space dimension. In the mean field
approximation, the tricritical point which separates the continuous DP transition
from a discontinuous one is thus found at τ = u = 0.

3 Field-Theoretic Formulation

Dynamic response functional S can be derived in a standard fashion [11] from the
Langevin equation (1) with noise correlation (2), and it takes the form [12]

S
[
ψ̃, ψ

]
= ψ̃

(
∂t − D0∇2 + D0τ0

)
ψ + D0ψ̃

2

(
u0ψ + g′

0

3
ψ2 − g′′

0 ψ̃

)
ψ, (3)

where ψ̃ ≡ ψ̃(t, x) denotes auxiliary response field conjugated to the particle density
ψ(t, x). We use condensed notation in which integrals over the spatial and time
variables are implicitly assumed. For example, the first term on the right hand side
actually stands for

∫
dt

∫
ddxψ̃(t, x)∂tψ(t, x). In the action (3), we have reserved

subscript "0" for unrenormalized (bare) quantities.
In order to take advantage of field-theoretic methods and renormalization group,

as a first step canonical dimensions have to be calculated. The main problem now
is a general observation that models that exhibit a transition to an absorbing state
contains in a corresponding action functional S superfluous variable. This has to be
removed by rescaling transformation before actual analysis [4]. Otherwise it is not
possible to determine them unambiguously. This redundant variable can be removed
by the following transformation

ψ → aψ, ψ̃ → a−1ψ̃, u → a−1u, g′ → a−2g′, g′′ → ag′′, (4)

which keeps the action S invariant. Using these properties, we may set a = g′′−1 (i.e.
g′ → g′/g′′ and g′′ → 1) to fix the redundancy. It can be done only if the parame-
ters are finite positive quantities in the studied part of phase diagram. Finally, the
dynamical response functional takes form

S
[
ψ̃, ψ

]
= ψ̃

(
∂t − D0∇2 + D0τ0

)
ψ + D0

2

(
u0ψ̃ψ2 + g0

3
ψ̃ψ3 − ψ̃2ψ

)
, (5)
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as minimal field theoretic model for TDP universality class with new coupling con-
stant g0.

Coupling with velocity field v = {vi (t, x)} is introduced by replacement

∂t → ∇t = ∂t + vi∂i (6)

where ∂i = ∂/∂xi is i-th component of spatial gradient and∇t is knownasLagrangian
or convective derivative. It is assumed that the velocity field corresponds to the
incompressible flow, i.e. ∂ivi = 0. Themodel for velocity field is called rapid–change
model with zero mean value and correlation function is chosen in the following form

〈vi (t, x)v j (t
′, x′)〉 = δ(t − t ′)Di j (x − x′)

Di j (x − x′) = D0w0

∫
|k|>m

ddk
(2π)d

Pi j (k)
1

|k|d+y
exp{ik · (x − x′)} (7)

where Pi j (k) = δi j − ki k j/k2 is transverse projector, ξ is free parameter. The cutoff
in the integral at |k| = m, wherem = 1/L is the reciprocal of the integral turbulence
scale L , provides IR regularization. The cutoff is the simplest way for the practical
calculation of Feynman diagrams and it is also used for computation of “pure” TDP
diagrams.

Finally, the full action functional with included velocity field takes the form

S
[
ψ̃, ψ, v

]
= ψ̃

(
∂t + v · ∇ − D0∇2 + τ0D0

)
ψ

+ D0u0
2

ψ̃ψ2 + D0g0

6
ψ̃ψ3 − D0

2
ψ̃2ψ + 1

2
vi D

−1
i j v j ,

(8)

where the D−1
i j is the kernel of the inverse linear operation for the function Di j (x −

x′). The newmodel contains two coupling constants g0,w0 and the double expansion
parameters ε, y.

4 RG Analysis

A starting point for the field-theoretical RG approach is an analysis of canonical
dimensions. As a rule, dynamical models of type (8) exhibit two independent scales.
This means that to each quantity Q two independent canonical dimensions are as-
signed, i.e., the momentum dimension dk[Q] and the frequency dimension dω[Q]
determined from the standard normalization conditions

dk[k] = −dk[x] = 1, dk[ω] = dk[t] = 0,

dω[k] = dω[x] = 0, dω[ω] = −dω[t] = 1, (9)
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Table 1 The canonical dimension fields and parameters of full action (8)

Q ψ ψ̃ v D0 τ0 u0 g0 w0

dω[Q] 0 0 1 1 0 0 0 0

dk [Q] d − 2 2 −1 −2 2 4 − d 2ε y

d[Q] d − 2 2 1 0 2 4 − d 2ε y

and from the requirement that each term in the actionmust be dimensionless [11]. The
total canonical dimension is d[Q] = dk[Q] + 2dω[Q] and the canonical dimensions
for the model with action functional (8) are summarized in Table1. The upper critical
dimension for given model at which d[g] = 0 has the following value

dc = 3 ε = dc − d = 3 − d. (10)

The elimination of IR irrelevant term leads to an ultraviolet (UV) renormalizable
theory at and below dc. The total canonical dimension of a 1-irreducible Green
functions (1PI) is given by the relation

d[Γ ] = dk[Γ ] + 2dω[Γ ] = d + 2 − nψd[ψ] − nψ̃d[ψ̃] − nvd[v], (11)

where nψ and nψ̃ are numbers of fields ψ and ψ̃ , respectively. The formal degree of
the UV divergence is δ[Γ ] = d[Γ ]|ε=0 in logarithmic theory. Power counting shows
that primitive divergences appear in the Green functions Γ1,1, Γ1,2, Γ1,3 and Γ2,1.

The calculation of a given Green function follows the standard Feynman dia-
grammatic rules and all diagrammatic elements are easily derived from the action
(8). The propagator of TDP can be read off from Gaussian part of model (5) and in
the frequency-momentum representation reads

〈ψψ̃〉0 = 〈ψ̃ψ〉∗0 = 1

−iω + D0(k2 + τ0)
, (12)

or in the time–momentum representation as follows

〈ψψ̃〉0 = θ(t) exp(−D0[k2 + τ0]t), 〈ψ̃ψ〉0 = θ(−t) exp(D0[k2 + τ0]t), (13)

where θ(t) is Heaviside step function and velocity propagator (7). The interaction
part gives rise to the four vertices ψ̃2ψ , ψ̃ψ2, ψ̃ψ3 and ψ̃ψv. All graphic elements
of the perturbation theory are depicted in Fig. 1.

As the dimensional analysis shows all primitively divergent Green functions are
already contained in the action (8). The renormalized action for the renormalized
fields can be written in the following form
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ψ̃
ψ

ψ

= −D0u0 = D0

ψ̃

ψ̃
ψ ψ̃

ψ

vj

= −ikj

= −D0g0

ψ

ψ̃
ψ

ψ
ψ ψ̃

= 〈ψψ̃〉0

vj vi
= 〈vjvi〉0

Fig. 1 The graphical representation of diagrammatic elements for full action (8)

SR = ψ̃R

(
Z1∂t + Z1v · ∇ − Z2D∇2 + Z τ

3Dτ + Zu2
3 Du2

)
ψR+

+ Z4
Du

2
μεψ̃Rψ2

R + Dg

6
μ2εZ5ψ̃Rψ3

R − D

2
Z6ψ̃

2
RψR + 1

2
vi D

−1
i j v j (14)

with statistical weight exp{−S} and the μ is the renormalization mass. In he action,
the last term is not renormalized, the amplitude factor D0w0 is expressed as Dwμy

in renormalized parameters. The renormalized fields and parameters are obtained
from the following multiplicative renormalization

ψ = ZψψR, ψ̃ = Zψ̃ ψ̃R, τ0 = Zτ τ + u2 Z̄ , w0 =μξwZw,

D0 = ZDD, u0 = μεZuu, g0 = μ2εgZg, Zw =Z−1
D ,

(15)

and the velocity field is not renormalized therefore Zv = 1. Relations between renor-
malization constants directly follow

Z1 = Zψ Zψ̃ , Zψ = Z1Z2Z
−1
6 ,

Z2 = Zψ Zψ̃ ZD, Zψ̃ = Z−1
2 Z6,

Z τ
3 = Zψ Zψ̃ ZDZτ , ZD = Z−1Z2

1 ,

Zu2
3 = Zψ Zψ̃ ZD Z̄ , Z̄ = Z−1

2 Zu2
3 ,

Z4 = Z2
ψ Zψ̃ ZDZu, Zτ = Z−1

2 Z τ
3 ,

Z5 = Z3
ψ Zψ̃ ZDZg, Zu = Z−1

1 Z−2
2 Z4Z6,

Z6 = Zψ Z
2
ψ̃
ZD, Zg = Z−2

1 Z−3
2 Z5Z

2
6 .

(16)

Relevant Feynman diagrams are displayed in Figs. 2, 3, 4 and 5 for the full model
(8) and are calculated in the minimal subtraction scheme [11]. However, one loop
diagrams do not possess divergence in the TDP model and for that reason at least
two-loop approximation is needed. In that case of TDP model, two-loop diagrams
contain only superficial divergent part with a pole 1/ε and the coupling constant g.
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Fig. 2 Feynman diagrams that contribute to 1PI Green function Γ1,1

On the other hand, the full model (8) contains one-loop diagram with divergent part
(see Fig. 2 last diagrams) and then a diagrams containing velocity propagator might
contain a combination of poles ε and y.

The self energy diagrams are shown on Fig. 2. The first one contributes to the
RG constants Z1, Z2 and Z τ

3 . The rest of them yield corrections to Zu
3 which are

proportional to u2. It is necessary to distinguish contribution to Z3 as

τ0 = Zτ τ = Z−1
2 (Z τ

3τ + Zu
3u

2). (17)

The element proportional to u2 is generated by diagramswith two vertices of the ψ̃ψ2

while diagrams with three and more such vertices will not be superficially divergent
owing to their dimension. At last, the diagrams with velocity field also contribute to
Zu2
3 and Z2.
Feynman diagrams that correspond to the interaction part are shown in Figs. 3, 4,

and 5. It can be easily seen that calculation of divergent part of Feynman diagrams are
reduced to a computation of three different integrals for “pure” TDP model. The last
diagrams in Fig. 4 (and the first diagrams in the third row in Fig. 5), which contain

Fig. 3 Feynman diagrams that contribute to 1PI Green functions Γ2,1 and renormalization constant
Z6
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Fig. 4 Feynman diagrams that contribute to 1PI Green functions Γ1,3 and renormalization constant
Z5

Fig. 5 Feynman diagrams that contribute to 1PI Green functions Γ1,2 and renormalization constant
Z4

insertion of divergent one-loop diagrams, are finite in dimensional regularization.
The 1PI Green function Γ2,1 and Γ1,3 do not contain diagrams with velocity propa-
gator. The calculation is still in progress for diagrams containing velocity propagator.
Further, RG constants are presented for pure TDP model
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Z1 = 1 − 1

24

√
3

ε

g

(4π)3
+ O(g2), Z2 = 1 − 1

24

7
√
3

9ε

g

(4π)3
+ O(g2),

Zτ
3 = 1 + 0g + O(g2), Zu2

3 = 1

(4π)2
1

16

4π − 3
√
3

6πε
+ O(g1),

Z4 = 1 + 1

24

20π − 12
√
3

ε

g

(4π)3
+ O(g2), Z5 = 1 + 1

24

36π − 18
√
3

ε

g

(4π)3
+ O(g2),

Z6 = 1 + 0g + O(g2).
(18)

The RG constants Z1, Z τ
3 , Z5, Z6 are valid for full model.

After calculation of all contribution of Feynman diagrams to RG constants Zi , the
renormalization group equation will be used to explore the scaling properties of TDP.
In particular, the unrenormalized (bare) Green function Γnψ̃ ,nψ

must be independent
of μ, i.e.

μ∂μ

∣∣∣∣
0

Γnψ̃ ,nψ ,nv
= 0 (19)

where ∂μ|0 denotes μ derivatives at fixed bare parameters. Passing from bare to
renormalized parameters and fields, the relevant Green function can be rewritten to

[
DRG − nψγψ − nψ̃ γψ̃

]
Γ R
nψ̃ ,nψ

= 0. (20)

Here, the RG operator DRG is given by the formula

DRG ≡ μ∂μ + βg∂g + βw∂w − γDD∂D − (γ τ
3 τ + u2γ̄ )∂τ − γuu∂u, (21)

where βei = μ∂μ

∣∣
0ei for ei ∈ {g, w} and anomalous dimension of the quantity Q is

defined as follows
γQ ≡ μ∂μ

∣∣
0 ln ZQ . (22)

The form of RG functions depends on the constants Zi and calculation RG constants
i = 2, 3, 4 are still in progress.

Our results for “pure” TDP process agree with results [13, 14]. In our case we use
different IR regulator in calculation of Feynman diagrams, but universal quantities
(critical exponents) have to be independent of the precise form of IR regularization.
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Spatial Dimensions: General Field
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Analysis
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Abstract Using the so-called double-expansion approachwe perform a general field
theoretic renormalization group analysis of the MHD turbulence with the presence
of the weak small-scale uniaxial anisotropy valid for all spatial dimensions d ≥ 2.
The ultraviolet divergent Green’s functions are identified and the renormalization of
the model is performed in the first order of the corresponding perturbation theory.
The explicit form of all renormalization constants is found and the corresponding
anomalous dimensions are determined. The explicit form of the system of all renor-
malization group β functions is found, which can be directly used for the analysis of
all possible scaling regimes of the model deep inside of the inertial range.
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1 Introduction

The renormalization group technique represents an effective and powerful method
for systematic investigation of a self-similar scaling behavior [1–3]. It was widely
used in the theory of critical phenomena to explain the origin of the critical scaling as
well as to calculate corresponding universal quantities (e.g., critical exponents) [4].

During a few last decades the field theoretic renormalization group (RG) tech-
nique has also been used intensively for the investigation of the universal properties of
various turbulent systems starting from simple models of passive quantities advected
by various turbulent environments with Gaussian statistic of the velocity field up to
such complex systems as, e.g., the magnetohydrodynamic (MHD) turbulence. In this
respect, in Adzhemyan et al. [5] the standard ε-expansion perturbative approach was
used for the first time for the investigation of the infrared properties of the anisotrop-
ically driven MHD turbulence in spatial dimensions d > 2. There, the influence of
the presence of the anisotropy on the stability of the scaling regimes of the MHD
turbulence was investigated and it was shown that the presence of the small-scale
anisotropy increases the role of the Lorentz force especially in the case of the so-
called kinetic regime. However, it is well-known that the field-theoretic model of the
MHD turbulence contains additional divergences in two spatial dimensions [6, 7].
As was shown by Jurcisin and Stehlik [7] in the framework of the isotropic MHD
turbulence, these additional divergences can have nontrivial impact on the stability
of the scaling regimes of the MHD turbulence even in the three-dimensional case. At
the same time, as was shown by Hnatich et al. [8], the taking into account the exis-
tence of the additional divergences in two spatial dimensions in the Navier-Stokes
turbulence with the presence of the small-scale anisotropy significantly enlarges the
region of the stability of the scaling regime in the parametric space of the model.

Using all these facts, it is clear that the existence of additional divergences in
two spatial dimensions must also have a nontrivial impact on the properties of the
scaling regimes of the MHD turbulence in the case when the presence of the small-
scale anisotropy in the system is considered. In this respect, in the present paper
we shall start with the systematic investigation of the properties of the anisotropic
MHD turbulence near two spatial dimensions, namely, we shall give a self-contained
formulation of the model which is necessary for the consistent investigation of the
MHD turbulence for spatial dimensions d ≥ 2 with the presence of the weak small-
scale uniaxial anisotropy.

Aswas shown byHonkonen andNalimov [9], to investigate consistently turbulent
systems driven by the stochastic Navier-Stokes equation near two spatial dimensions
it is necessary to take into account additional divergences of the correlation functions
that appear for d = 2. There, the correct self-consistent approachwas proposed based
on a double-expansion scheme, which takes into account these new divergencies, in
the framework of which a new parameter δ is introduced defined by the relation
2δ = d − 2, which controls deviation from spatial dimension d = 2.

In what follows, we shall use the aforementioned double-expansion regularization
scheme to begin with the systematic investigation of the field theoretic model of the
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anisotropic MHD turbulence near two spatial dimensions, namely, we shall define
consistently the multiplicatively renormalizable field theoretic model of the MHD
turbulence driven by the random forces with the presence of the uniaxial anisotropy
for spatial dimensions d ≥ 2 and the corresponding renormalization of the model
will be present in the leading order of the perturbation theory, i.e., in the one-loop
approximation. At the same time, a subsequent detailed analysis of all stable scaling
regimes of the model will be given elsewhere.

The paper is organized as follows. In Sect. 2 theMHD turbulencewith the presence
of the small-scale anisotropy is formulated. The field theoretic formulation of the
model is present in Sect. 3. The renormalization of the model is performed in Sect. 4.
Finally, a brief discussion of the obtained results is given in Sect. 5.

2 The model of MHD turbulence with small-scale uniaxial
anisotropy

In what follows, we are interested in fully developed MHD turbulence described by
the following system of stochastic equations

∂tv + (v · ∂)v = ν0Δv + (b · ∂)b − ∂P + fv, (1)

∂tb + (v · ∂)b = ν0u0Δb + (b · ∂)v + fb, (2)

where v ≡ v(x) and b ≡ b(x) [x ≡ (x, t)] are the transverse velocity and magnetic
fields, ν0 is themolecular viscosity (the subscript 0 always denotes bare parameters of
the unrenormalized theory), ν0u0 represents themagnetic diffusivity, u0 is the inverse
magnetic Prandtl number, andP is the pressure. Eq. (1) is the Navier-Stokes equation
with the presence of the Lorentz force and Eq. (2), which drives the dynamics of the
magnetic field, follows from the Maxwell equations for a continuous medium. Due
to the fact that we suppose incompressibility of the studied turbulent system the
velocity field as well as magnetic field are divergenceless: ∂ · v = 0 and ∂ · b = 0.

To maintain the steady state of the dissipative system described by Eqs. (1) and
(2) it is necessary to pump continuously energy into the system at large scales.
The corresponding kinetic and magnetic infrared energy pumping into the system
at large scales is performed through the incompressible random forces fv ≡ fv(x)
and fb ≡ fb(x), for which we supposed Gaussian statistics with zero mean and the
following specific form of the correlators

〈 f v
i (x1, t1) f

v
j (x2, t2)〉 = δ(t1 − t2)

∫
dk

(2π)d
Dv

i j (k)eik·(x1−x2), (3)

〈 f b
i (x1, t1) f

b
j (x2, t2)〉 = δ(t1 − t2)

∫
dk

(2π)d
Db

i j (k)eik·(x1−x2), (4)
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where

Dv
i j (k) = gv10ν

3
0u0k

2−2δ−2ε[(1 + α1ξ
2
k )Pi j (k) + α2Ri j (k)] +

+ gv20ν
3
0u0k

2[(1 + α30ξ
2
k )Pi j (k) + (α40 + α50ξ

2
k )Ri j (k)], (5)

Db
i j (k) = gb10ν

3
0u

2
0k

2−2δ−2aε[(1 + σ1ξ
2
k )Pi j (k) + σ2Ri j (k)] +

+ gb20ν
3
0u

2
0k

2[(1 + σ30ξ
2
k )Pi j (k) + (σ40 + σ50ξ

2
k )Ri j (k)]. (6)

The correlators (3) and (4) are taken in the form that, on one hand, simulate the small
scale uniaxial anisotropy of the system (strictly speaking, the uniaxial anisotropic
energy pumping into the system) and, on the other hand, allows one to investigate
the scaling properties of the model in spatial dimensions d ≥ 2 using the field the-
oretic RG technique (see the next section). In correlators (5) and (6), k is the wave
vector (momentum), k = |k|, the parameter ε determines the powerlike falloff of
the long-range correlations with physical value ε = 2, δ represents the deviation of
the spatial dimension from d = 2: δ = (d − 2)/2, the parameter a controls the form
of the magnetic forcing in comparison to the form of the kinetic energy forcing,
gv10, gv20, gb10, and gb20 play the role of the model coupling constants, parameters
αi and σi (i = 1, 2) are parameters that control the form of the anisotropic energy
pumping into the system, and αi0 and σi0 (i = 3, 4, 5) are another anisotropy param-
eters needed for correct renormalization of the model near spatial dimension d = 2.
In addition, Pi j (k) and Ri j (k) are the isotropic and uniaxial anisotropic transverse
projectors which have the following explicit form

Pi j (k) = δi j − ki k j

k2
, Ri j (k) ≡ Pis(k)nsnt Pt j (k) =

(
ni − ξk

ki
k

) (
n j − ξk

k j

k

)
,

(7)
where

ξk = k · n
k

, (8)

and the unit vector n defines the direction of the uniaxial anisotropy.

3 The field theoretic formulation of the model

According to the well-known theorem [10–13] the stochastic problem given by
Eqs. (1) and (2) with correlators of random forces (3) and (4) can be rewritten into
the field theoretic model with double set of fields Φ = {v, b, v′, b′} described by the
following action functional

S(Φ) = 1

2

∫
dx1x2

[
v′
i (x1)〈 f v

i (x1) f
v
j (x2)〉v′

j (x2) + b′
i (x1)〈 f b

i (x1) f
b
j (x2)〉b′

j (x2)
]

+
∫

dx
{

v′ · [−∂tv + ν0Δv − (v · ∂)v − (b · ∂)b]
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+ b′ · [−∂tb + ν0u0Δb + (b · ∂)v − (v · ∂)b]

+ ν0v′ · [
χ10(n · ∂)2v + χ20nΔ(n · v) + χ30n(n · ∂)2(n · v)

]
+ ν0u0b′ · [

τ10(n · ∂)2b + τ20nΔ(n · b) + τ30n(n · ∂)2(n · b)
]

+ v′ · [
λ10b(n · ∂)(n · b) + λ20n(n · ∂)b2 + λ30n(b · ∂)(n · b)

+ λ40n(n · ∂)(n · b)2
]}

, (9)

where the last four lines represent added new anisotropy terms with corresponding
bare parametersχi0, τi0, and λ j0 (i = 1, 2, 3 and j = 1, 2, 3, 4), which are necessary
to make the field theoretic model multiplicative renormalizable.

The formulation of the studied stochastic problem in the form of the field theoretic
model with action functional (9) allows one to perform the perturbative analysis of
the model using the standard Feynman diagrammatic technique with well defined
propagators and interaction vertices.

In what follows, we always suppose that the anisotropy of the system is weak,
i.e., we consider only small deviations from the full isotropy of the model. Using this
assumption, the quadratic part of the action leads to the set of bare propagators of the
model, which have the following form in the frequency-momentum representation
and in the weak anisotropy limit (only linear parts of the propagators with respect to
the anisotropy parameters are taken into account)

Δv′v
i j (ωk, k) = 1

iωk + ν0k2

×
{[

1 − χ10ν0(n · k)2

iωk + ν0k2

]
Pi j (k) + ν0[χ20k2 + χ30(n · k)2]

iωk + ν0k2
Ri j (k)

}
(10)

Δb′b
i j (ωk, k) = 1

iωk + ν0u0k2

×
{[

1 − τ10ν0u0(n · k)2

iωk + ν0u0k2

]
Pi j (k) + ν0u0[τ20k2 + τ30(n · k)2]

iωk + ν0u0k2
Ri j (k)

}
(11)

Δvv
i j (ωk, k) = u0ν3

0k
2

|iωk + ν0k2|2
[
gv10k

−2δ−2εAv + gv20Bv

]
, (12)

Δbb
i j (ωk, k) = u20ν

3
0k

2

|iωk + ν0u0k2|2
[
gb10k

−2δ−2εAb + gb20Bb
]
, (13)

where quantities Av, Ab, Bv, and Bb are given as follows

Av = [
1 + α1ξ

2
k − ν0χ10(n · k)2C

]
Pi j (k)

+ [
α2 − ν0(χ20k

2 + χ30(n · k)2)C
]
Ri j (k) (14)

Bv = [
1 + α30ξ

2
k − ν0χ10(n · k)2C

]
Pi j (k)

+ [
α40 + α50ξ

2
k − ν0(χ20k

2 + χ30(n · k)2)C
]
Ri j (k) (15)

Ab = [
1 + σ1ξ

2
k − ν0u0τ10(n · k)2D

]
Pi j (k)
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+ [
σ2 − ν0u0(τ20k

2 + τ30(n · k)2)D
]
Ri j (k) (16)

Bb = [
1 + σ30ξ

2
k − ν0u0τ10(n · k)2D

]
Pi j (k)

+ [
σ40 + σ50ξ

2
k − ν0u0(τ20k

2 + τ30(n · k)2)D
]
Ri j (k), (17)

and

C = 1

iωk + ν0k2
+ 1

−iωk + ν0k2
, (18)

D = 1

iωk + ν0u0k2
+ 1

−iωk + ν0u0k2
. (19)

On the other hand, from the interaction part of the action functional (9) the fol-
lowing interaction vertices are defined

V jsm(k) = i(ksδ jm + kmδ js), (20)

U jsm(k) = i(ksδ jm − kmδ js), (21)

W jsm(k) = i(ksδ jm + kmδ js) + iλ10(nsδ jm + nmδ js)(n · k) +
+ i2λ20n jδsm(n · k) + iλ30(ksnm + kmns)n j +
+ i2λ40nsnmn j (n · k). (22)

The standard graphical representation of the propagators and the interaction ver-
tices of the model can be seen in Fig. 1 and Fig. 2, respectively. Let us also note that
the momentum k enters every vertex via the corresponding auxiliary field v′ and b′,
respectively.

4 The multiplicative renormalization of the model
and the RG functions

The dimensional analysis of the model shows that, in the case with spatial dimen-
sions d ≥ 2, the superficial ultraviolet (UV) divergences exist in the following
one-irreducible Green’s functions: 〈v′

iv j 〉1−ir , 〈b′
i b j 〉1−ir , 〈viv j 〉1−ir , 〈bib j 〉1−ir , and

Fig. 1 Graphical
representation of the
propagators of the model
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v′
i b′i v′

i
vl

vj vj

bl

bj

bl

Vijl(k) Wijl(k)Uijl(k)

k k k

Fig. 2 Graphical representation of the interaction vertices V jsm , U jsm , and W jsm

〈v′
i b j bl〉1−ir . In general, in our uniaxial anisotropic case, all these divergences can be

removed multiplicatively with the following form of the counter terms, which must
be added to the basic action to make the corresponding Green’s functions UV finite:

ΔS =
∫

dx
{
νv′ · [(Z1 − 1)Δv + χ1(Z2 − 1)(n · ∂)2v + χ2(Z3 − 1)nΔ(n · v)

+ χ3(Z4 − 1)n(n · ∂)2(n · v)] + uνb′ · [(Z5 − 1)Δb + τ1(Z6 − 1)(n · ∂)2b

+ τ2(Z7 − 1)nΔ(n · b) + τ3(Z8 − 1)n(n · ∂)2(n · b)]
+ uν3gv2μ

−2δv′ · [(1 − Z9)Δv′ + α3(1 − Z10)(n · ∂)2v′

+ α4(1 − Z11)nΔ(n · v′) + α5(1 − Z12)n(n · ∂)2(n · v′)]/2
+ u2ν3gb2μ

−2δb′ · [(1 − Z13)Δb′ + σ3(1 − Z14)(n · ∂)2b′

+ σ4(1 − Z15)nΔ(n · b′) + σ5(1 − Z16)n(n · ∂)2(n · b′)]/2
+ v′ · [(Z17 − 1)(b · ∂)b + λ1(Z18 − 1)b(n · ∂)(n · b)

+ λ2(Z19 − 1)n(n · ∂)b2 + λ3(Z20 − 1)n(b · ∂)(n · b)

+ λ4(Z21 − 1)n(n · ∂)(n · b)2]}, (23)

where, all quantitieswithout subscript 0 are renormalized counterparts of the unrenor-
malized ones in the action (9), μ is the renormalization mass (a scale-setting param-
eter), and Zi , i = 1, . . . , 21 are the independent set of the renormalization constants
of the model.

Thus, the model is multiplicatively renormalized by the renormalization of the
bare parameters in the following general form

gv10 = gv1μ
2εZgv1, gv20 = gv2μ

−2δZgv2 , gb10 = gb1μ
2aεZgb1 , (24)

gb20 = gb2μ
−2δZgb2 , u0 = uZu, ν0 = νZν, χi0 = χi Zχi (25)

τi0 = τi Zτi , αi+2,0 = αi+2Zαi+2 , σi+2,0 = σi+2Zσi+2 (26)

λ j0 = λ j Zλ j , (27)

for i = 1, 2, 3, and j = 1, 2, 3, 4. At the same time, the renormalization constants
in Eqs. (24)–(27) are directly related to the renormalization constants introduced in
Eq. (23) as follows
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Zν = Z1, Zχi = Z−1
1 Zi+1, Zu = Z−1

1 Z5, Zτi = Z−1
5 Z5+i , (28)

Zgv2 = Z−2
1 Z−1

5 Z9, Zα2+i = Z−1
9 Z9+i , Zgb2 = Z−1

1 Z−2
5 Z13Z17, (29)

Zσ2+i = Z−1
13 Z13+i , Zb = Z−1

b′ = Z1/2
17 , Zλ j = Z−1

17 Z17+ j , (30)

Zgv1 = Z−2
1 Z−1

5 , Zgb1 = Z−1
1 Z−2

5 Z17 (31)

where again i = 1, 2, 3, and j = 1, 2, 3, 4.
In the frameworkof the one-loop approximation, the renormalization constants Zi ,

(i = 1, . . . , 21) are determined by the calculation of 13 different Feynman diagrams:
two diagrams for 〈v′v〉, two diagrams for 〈v′v′〉, two diagrams for 〈b′b〉, one diagram
for 〈b′b′〉, and six diagrams for the interaction vertex 〈v′bb〉. All one-loop Feynman
diagrams that contribute to the renormalization of the propagators are explicitly
shown in Fig. 3. On the other hand, all one-loop Feynman diagrams that contribute
to the renormalization of the interaction vertex W jsm are shown in Fig. 4.

In the framework of the minimal subtraction (MS) scheme, the one-loop expres-
sions for the renormalization constants have the following general form

Fig. 3 The graphical representation of all one-loop Feynman diagrams that contribute to the renor-
malization of the propagators of the model
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Fig. 4 The graphical representation of all one-loop Feynman diagrams that contribute to the renor-
malization of the interaction vertex W jsm

Zi = 1 + Sd
(2π)d

(
gv1

2ε
Fi1 + gv2

−2δ
Fi2 + gb1

2aε
Fi3 + gb2

−2δ
Fi4

)
, i = 1, . . . , 8, (32)

Zi = 1 + Sd
(2π)d

(
g2v1

4ε + 2δ

Fi1
gv2

+ gv1

2ε
Fi2 + gv2

−2δ
Fi3 + g2b1

4aε + 2δ

Fi4
gv2

+gb1gb2
2aε

Fi5
gv2

+ g2b2
−2δ

Fi6
gv2

)
, i = 9, . . . , 12, (33)

Zi = 1 + Sd
(2π)d

(
gv1gb1

2ε(1 + a) + 2δ

Fi1
gb2

+ gv1

2ε
Fi2 + gv2gb1

2aε

Fi3
gb2

+ gv2

−2δ
Fi4

)
,

i = 13, . . . , 16 (34)

Zi = 1 + Sd
(2π)d

(
gv1

2ε
Fi1 + gv2

−2δ
Fi2 + gb1

2aε
Fi3 + gb2

−2δ
Fi4

)
, i = 17, . . . , 21,(35)

where the coefficients Fi j are rather huge functions of the model parameters and
therefore we shall not show all of them here. However, as an example, let us show
the explicit form of the functions F1i , i = 1, . . . , 4 for the renormalization constant
Z1. The explicit form of all functions Fi j will be given elsewhere. Thus, the explicit
form of functions F1i , i = 1, . . . , 4 is the following
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F11

u
= 1 − d

4(2 + d)
− d + 1

4d(4 + d)
α1 − d − 2

4d(2 + d)(4 + d)
α2 + d2 + 3d + 3

2d(2 + d)(4 + d)
χ1

+ 3d − 2

4d(2 + d)(4 + d)
χ2 + 3(3d + 2)

4d(2 + d)(4 + d)(6 + d)
χ3, (36)

F12

u
= 1 − d

4(2 + d)
− d + 1

4d(4 + d)
α3 − d − 2

4d(2 + d)(4 + d)
α4

− 3

4d(2 + d)(4 + d)(6 + d)
α5 + d2 + 3d + 3

2d(2 + d)(4 + d)
χ1

+ 3d − 2

4d(2 + d)(4 + d)
χ2 + 3(3d + 2)

4d(2 + d)(4 + d)(6 + d)
χ3, (37)

F13 = −d2 + d − 4

4d(2 + d)
− d2 + 5d + 2

4d(2 + d)(4 + d)
σ1 − d + 6

4d(2 + d)(4 + d)
σ2

+ d2 + 5d + 1

2d(2 + d)(4 + d)
τ1 + d + 10

4d(2 + d)(4 + d)
τ2

+ 3(d + 14)

4d(2 + d)(4 + d)(6 + d)
τ3, (38)

and

F14 = −d2 + d − 4

4d(2 + d)
− d2 + 5d + 2

4d(2 + d)(4 + d)
σ3 − d + 6

4d(2 + d)(4 + d)
σ4

− 3(d + 8)

4d(2 + d)(4 + d)(6 + d)
σ5 + d2 + 5d + 1

2d(2 + d)(4 + d)
τ1

+ d + 10

4d(2 + d)(4 + d)
τ2 + 3(d + 14)

4d(2 + d)(4 + d)(6 + d)
τ3. (39)

All possible infrared (IR) scaling regimes of the model are driven by the IR stable
fixed points of the RG equations, the coordinates of which are given by the zero
points of the system of the so-called RG beta functions:

βC(C∗) = 0, C = {gv1, gv2, gb1, gb2, u,αi ,σi ,χ j , τ j ,λl}, (40)

for i = 3, 4, 5, j = 1, 2, 3, l = 1, . . . , 4, and the star denotes the fixed point values
of the parameters. At the same time, a fixed point C∗ is IR stable when the real parts
of all eigenvalues of the matrix

Ωi j =
(

∂βCi

∂C j

)
C=C∗

(41)

are positive.
The system of all β functions of the present model are given as follows (note that,

in general, the β function for an invariant charge g is defined as βg = μ∂g/∂μ)
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βgv1 = gv1(−2ε + 2γ1 + γ5), βgb1 = gb1(−2aε + γ1 + 2γ5 − γ17), (42)

βgv2 = gv2(2δ + 2γ1 + γ5 − γ9), βgb2 = gb2(2δ + γ1 + 2γ5 − γ17 − γ13), (43)

βu = u(γ1 − γ5), βχi = χi (γ1 − γi+1), βτi = τi (γ5 − γi+5), (44)

βα2+i = α2+i (γ9 − γ9+i ), βσ2+i = σ2+i (γ13 − γ13+i ), (45)

βλ j = λ j (γ17 − γ17+ j ), (46)

where i = 1, 2, 3, j = 1, . . . , 4, and the so-called anomalous dimensions γi , (i =
1, . . . , 21) are defined directly through the corresponding renormalization constants
Zi as follows

γi = μ
∂Zi

∂μ
. (47)

Thus, nowwe have all necessary tools for the analysis of the influence of the weak
small scale anisotropy on the stability of the scaling regimes of the MHD turbulence
for all spatial dimensions d ≥ 2. However, the corresponding detailed analysis of all
possible scaling regimes of the model as well as of the influence of the presence of
the small-scale uniaxial anisotropy on their stability will be given elsewhere.

5 Conclusion

In the present paper we have provided the field theoretic formulation of the MHD
turbulence for spatial dimensions d ≥ 2 with the presence of the weak small scale
anisotropy. We have performed the corresponding general RG analysis of the model,
the explicit form of all renormalization constants of the model was found, and the
system of all RG β functions of the model is determined. The results of the present
paper will be used for detailed analysis of all IR scaling regimes of the model in near
future.
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Intermittency of Chaos Functions
and the Belousov-Zhabotinsky Reaction

Shunji Kawamoto

Abstract Intermittent time series generated by the one-dimensional (1-D) solvable
chaosmap consisting of time-dependent chaos functions are firstly presented,without
the accumulation of round-off error caused by numerical iterations. Then, the 1-D
map is applied for deriving a 2-D solvable chaos map corresponding to the Belousov-
Zhabotinsky (BZ) reaction, which is known to have chemical waves in time. Finally,
discrete limit cycles with chaotic dynamics and the pattern formation depending
on the system parameter are obtained numerically by considering the bifurcation
diagram, and are discussed on the basis of the numerical result for chemical cells of
the BZ reaction, as one of non-equilibrium open systems.

Keywords Intermittency · Chaos function · 2-D solvable chaos map ·
Belousov-Zhabotinsky reaction · Bifurcation diagram · Limit cycle · Pattern
formation · Non-equilibrium open system

1 Introduction

It is well known that many papers and books have been published on nonlinear
dynamics, such as soliton, chaos and fractals [1–3], and have been focused on theo-
retical, numerical and experimental studies, as nonlinear science [4]. In particular, it
has been considered that the one-dimensional (1-D) nonlinear difference equations
possess a rich spectrum of dynamic behavior as chaos in the field of biological, phys-
ical, chemical and social sciences. Then, the chaos theory has been widely extended
to medicine, optics and human sciences [5].

In the meantime, an intermittent chaos of the 3-D system has been shown numeri-
cally at the transition from regular to irregular chaotic motion by controlling the vari-
able parameter of the system [6]. After that, the intermittent transition was explained
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in terms of 1-D chaotic maps or nonlinear difference equations [7]. At the same
time, a discrete dissipative dynamical system for the transition is presented, and a
connection with the widely observed 1/f noise phenomena is suggested [8]. Later,
statistical properties of the intermittent chaos have been investigated for a simple
1-D map approximating the 3-D system and in coupled dynamical systems [9, 10].
The intermittency in a variety of different systems and types has been discussed and
classified [11].

On the other hand, the propagation of waves observed in a chemical reaction sys-
tem has been reported [12, 13], and the so-called Brusselator, which is a simplified
reaction model, has been considered as a non-equilibrium open system [14, 15]. In
addition, the data obtained in the experiment on the Belousov-Zhabotinsky (BZ)
reaction [16] have been analyzed by constructing the phase portrait and the Poincaré
section [17, 18], and after assumptions and rescales, a 2-D model of nonlinear dif-
ferential equations has been derived for the interaction between local reactions and
diffusion as chaotic dynamics [19, 20].

Recently, time-dependent chaos functions and its application to engineering have
been proposed, and 1-D, 2-D and 3-D solvable chaosmaps are derived from the chaos
solutions [21, 22]. Furthermore, the chaos functions are introduced for solvable maps
corresponding to the logistic map and the FitzHugh-Nagumo model, which explain
population growth and neural phenomena, respectively [23, 24].

This paper presents firstly that intermittent time series of different types are gener-
ated on the basis of the time-dependent chaos functions without the accumulation of
round-off error caused by numerical iterations, in Sect. 2. In Sect. 3, the BZ reaction
model is introduced, and the 1-D map obtained from the chaos functions is applied
for deriving 2-D solvable maps corresponding to the BZ reaction model. Section 4
is devoted to the numerical calculation for finding bifurcation diagrams and discrete
limit cycles with chaotic dynamics, and theMATLAB program is given in Appendix.
Finally, conclusions are summarized in the last section.

2 Intermittency of Chaos Functions

For a time-dependent chaos function;

xn(t) = cos(2nt), (1)

t �= ±mπ/2l (2)

with finite positive integers {l, m}, we have a 1-D solvable chaos map in discrete
time ti satisfying (2) as

xn+1(ti+1) = cos2(2nti ) − sin2(2nti )

= 2 cos2(2nti ) − 1
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Fig. 1 Chaotic time series
of xn(ti ) = cos(2nti ) with an
initial value x0(t0) = 1.0 and
the time step
�t = π/431 ≈ 0.0073

= 2x2n (ti ) − 1, (3)

where the passage from a point xn(ti ) to the next one xn+1(ti+1) with the time step
�t ≡ ti+1 − ti can be considered as a mapping. Then, it is known that the chaos
solution (1) with (2) and the 1-D map (3) are extended to the 2-D solvable chaos
maps and the 2-D chaotic maps [21, 22]. In Fig. 1, the numerical result of (1) with
(2) is illustrated as regular chaotic time series without the accumulation of round-off
error caused by numerical iterations [23, 25].

Similarly, from the following function consisting of (1) with (2) as

xn(ti ) = a

b + cos(2nti )
, (4)

where {a �= 0, b} are real constants, we obtain numerically chaotic time series as
shown in Fig. 2a–e without the accumulation of round-off error, which indicate
intermittent time series, particularly (c) and (d) show spiky time series observed in
neuroscience. Then, we find a 1-D solvable chaos map from (4);

xn+1(ti+1) = ax2n (ti )

(2b2 + b − 1)x2n (ti ) − 4abxn(ti ) + 2a2
, (5)

here it is important to note that the form of the 1-Dmap (5) plays a keyrole for finding
a 2-D map corresponding to the BZ reaction model shown in Sect. 3.

3 The BZ Reaction Model and 2-D Solvable Chaos Maps

As is known, the propagation of waves in chemical reaction systems have been
observed, and the activity is explained as chemical oscillations [12, 13]. Then, a
simplified reaction model, the so-called Brusselator has been discussed as a non-
equilibrium system [14, 15], and the data obtained in the experiment on the BZ reac-
tion [16] are analyzed by constructing the phase portrait and the Poincaré section
[17, 18]. After assumptions and rescales, a two-variable model of nonlinear differ-
ential equations is derived for the interaction between local reactions and diffusion
to describe the complex reaction dynamics;
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Fig. 2 Chaotic and
intermittent time series of
xn(ti ) = a/(b + cos(2nti ))
with constants {a �= 0, b}
and an initial value
x0(t0) = a/(b + 1.0)

(a) 0.1 0.0=a , =b

(b) 0.1 0.5=a , =b

(c) 0.1 0.99=a , =b

(d) 0.1 1.0=a , =b

(e) 0.1 1.01=a , =b

ε
du

dt
= u(1 − u) + qv(p − u)

p + u
, (6)

dv

dt
= u − v, (7)

where u(t) and v(t) are dimensionless variables, and {ε, p, q} are scaling parameters,
respectively [19, 20].
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Moreover, it is interesting to note that a simple model for fish and nutrients
interplay is given by

dx

dt
= x(1 − x) − xy

x + a
, (8)

dy

dt
= b

xy

x + h
− y − y2

y2 + c
, (9)

which present the interaction of different plankton biomass with real constants {a, b,
c, h} [26], and has a similar form presented by (5) to the BZ reaction model (6) and
(7). Later, it is reported that chemical waves in the BZ reaction can transport objects
along a desired path to a desired location [27].

Then, we find 2-D chaotic maps corresponding to the BZ reaction model (6)
and (7), which has chemical waves in time. Firstly, from the time-dependent chaos
functions given by

xn(ti ) = sin2(2nti ), (10)

yn(ti ) = a

b + cos(2nti )
, (11)

we have a condition

xn(ti ) + (
a

yn(ti )
− b)2 = 1, (12)

and the 2-D solvable chaos maps are derived from (10), (11) and (12) as

xn+1(ti+1) = 4xn(ti )(1 − xn(ti )) (13a)

= xn(ti )(1 − xn(ti )) + 3xn(ti )(1 − xn(ti )) (13b)

= xn(ti )(1 − xn(ti )) + 3xn(ti )(
a

yn(ti )
− b)2, (13c)

yn+1(ti+1) = a

b + (cos2(2nti ) − sin2(2nti ))

= a

(1 + b) − 2xn(ti )
, (14)

where xn(ti ) and yn(ti ) are chaos solutions (10) and (11) of the discrete time ti
satisfying (2). In addition, the Eq. (13c) is derived by using the condition (12) in
(13b), and we have three 2-D chaos maps; (13a) and (14), (13b) and (14), (13c) and
(14), which have chaos solutions (10) and (11) with the condition (12), respectively.
In Fig. 3a–d, time series of xn(ti ) and yn(ti ) are shown in (a) and (b), and the orbit
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Fig. 3 Chaotic and
intermittent time series of
xn(ti ) and yn(ti ) in a and b,
respectively, the orbit of one
chemical cell in c, and the
sequence of collision points
in d, with an initial point
(x0, y0) = (0.0, a/(1 + b)),
a = 0.1 and b = 1.1

(a) )( in tx

(b) )( in ty

(c) nn yx − plane

(d) Sequence of collision points

of one chemical cell with an initial point (x0, y0) = (0.0, a/(1 + b)), a = 0.1 and
b = 1.1 is illustrated in (c). The sequence of collision points is presented in (d),
which gives the discrete curve (12) obtained from the chaos solutions (10) and (11).
Here, it should be noticed that Fig. 3a–d is calculated without the accumulation of
round-off error for xn(ti ) and yn(ti ) [23, 25], and a MATLAB program for Fig. 3 is
given in Appendix.
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Thus, we obtain the following three 2-D chaotic maps by introducing a system
parameter α, 0 ≤ α ≤ 4.0 as

Case 1:

xn+1(ti+1) = αxn(ti )(1 − xn(ti )), (15)

yn+1(ti+1) = a

(1 + b) − 2xn(ti )
, (16)

Case 2:

xn+1(ti+1) = xn(ti )(1 − xn(ti )) + (α − 1)xn(ti )(1 − xn(ti )), (17)

yn+1(ti+1) = a

(1 + b) − 2xn(ti )
, (18)

Case 3:

xn+1(ti+1) = xn(ti )(1 − xn(ti )) + (α − 1)xn(ti )(
a

yn(ti )
− b)2, (19)

yn+1(ti+1) = a

(1 + b) − 2xn(ti )
, (20)

where three 2-D chaotic maps have chaos solutions (10) and (11) at α = 4.0, and the
solutions xn(ti ) and yn(ti ) are unstable numerically for α > 4.0. In Sect. 4, we obtain
bifurcation diagrams for Cases 1, 2 and 3, and find discrete limit cycles, which may
correspond to chemical waves observed in the BZ reaction [12, 13].

4 Discrete Limit Cycles with Chaotic Dynamics

The three 2-D chaotic maps, that is, Cases 1, 2 and 3 are derived with a system
parameter α in Sect. 3, and we obtain and discuss the bifurcation diagrams in order
to find discrete limit cycles for the 2-D chaotic maps in this Section.

Bifurcation diagrams calculated for Cases 1, 2 and 3 are illustrated in Fig. 4a, b,
and have the first bifurcation point arising at α = 3.0 in the interval 0 ≤ α ≤ 4.0.
Here, we carry out 200 iterations for the 2-D map, and drop the first 150 iterations
to show the remaining 50 subsequent values of xn(ti ) and yn(ti ) at each value of
α. Cases 1 and 2 have the same diagrams as shown in Fig. 4a, and Case 3 given
by (19) and (20) has a different chaotic region from Cases 1 and 2 in the diagram.
However, as shownnumerically in Fig. 5a–d for the orbit and the sequence of collision
points, Cases 1 and 2 have no limit cycles, and Case 3 has discrete and stable limit
cycles with chaotic dynamics of xn(ti ) and yn(ti ) on the xn − yn plane in the interval
3.0 ≤ α ≤ 3.5. It is found that the sequence of points shows discrete and stable
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(a) Case 1, Case 2

(b) Case 3

Fig. 4 Bifurcation diagrams of xn(ti ) and yn(ti ) for a Case 1: (15) and (16), Case 2: (17) and (18),
and b Case 3: (19) and (20)

limit cycles as presented in Fig. 5, and the orbit converges to the limit cycle from the
initial point (x0, y0) = (0.3, 0.07).

Thus, the sequence of collision points forms different patterns of limit cycle as
the system parameter α increases. Therefore, the pattern formation of discrete limit
cycles depends on the system parameter α, and moreover may depend on initial,
external and boundary conditions for Case 3, as the waves observed originally in
chemical reaction systems.

5 Conclusions

We have presented in this paper that intermittent time series of different types are
numerically calculated by introducing chaos functions, without the accumulation of
round-off error caused by the numerical iterations. Next, 2-D chaotic maps with a
system parameter α, which correspond to the BZ reaction model, are derived on
the basis of the chaos functions, and the bifurcation diagrams are calculated. Then,
discrete limit cycles with chaotic dynamics and the pattern formation depending on
the parameter α, are numerically obtained from the 2-Dmap (19) and (20). The result
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(a) 3. 02=α

(b) 3. 52=α

(c) 3. 03=α

(d) 3. 53=α

Initial point
Limit cycle 

Fig. 5 Discrete and chaotic dynamics of limit cycles with initial point (x0, y0) = (0.3, 0.07);
a α = 3.20, b α = 3.25, c α = 3.30, d α = 3.35 for Case 3 given by (19) and (20)
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would be helpful for explaining the chaotic dynamics observed in the BZ reaction,
as one of non-equilibrium open systems.

Appendix

% MATLAB program for Fig. 3 by S. Kawamoto
% initial conditions
T = zeros(1,200);
ILN1 = zeros(200,200);
ILN2 = zeros(200,200);
X = zeros(200,200);
Y = zeros(200,200);
XX = zeros(1,200);
YY = zeros(1,200);
L = 1;
PR = 431;
A = 0.1;
B = 1.1;
% 2-D chaos solution on the Xn-Yn plane
for I = 1:200, T(I) = I.*L.*pi./PR; end
for I = 1:200

for N = 1
ILN1(I,N) = mod(2ˆN.*I.*L,PR);
X(I,N) = (sin(ILN1(I,N).*pi./PR)).ˆ2;
ILN2(I,N) = mod(2ˆN.*I.*L,2*PR);
Y(I,N) = A/(B + cos(ILN2(I,N).*pi./PR));

end
for N = 2:I
ILN1(I,N) = mod(2.*ILN1(I,N-1),PR);
X(I,N) = (sin(ILN1(I,N).*pi./PR)).ˆ2;
ILN2(I,N) = mod(2.*ILN2(I,N-1),2*PR);
Y(I,N) = A/(B + cos(ILN2(I,N).*pi./PR));

end

end
for I = 1:200

XX(I) = X(I,I);
YY(I) = Y(I,I);

end
% figures Fig. 3a–d
figure(‘Position’,[100 100 350 100])
plot(T,XX,‘−b.’,‘MarkerFaceColor’,‘b’,‘MakerSize’,7);
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xlabel(‘ti = 0–200’); ylabel(‘xn(ti = n)’)
figure(‘Position’,[100 100 350 100])
plot(T,YY,‘−b.’,‘MarkerFaceColor’,‘b’,‘MakerSize’,7);
xlabel(‘ti = 0–200’); ylabel(‘yn(ti = n)’)
figure(‘Position’,[100 100 350 350])
plot(XX,YY,‘−b.’,‘MarkerFaceColor’,‘b’,‘MakerSize’,7);
xlabel(‘xn(ti = 0–200)’); ylabel(‘yn(ti = 0–200)’)
figure(‘Position’,[100 100 350 350])
plot(XX,YY,‘b.’,‘MarkerFaceColor’,‘b’,‘MakerSize’,7);
xlabel(‘xn(ti = 0–200)’); ylabel(‘yn(ti = 0–200)’)
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Reaction-Diffusion Systems
and Propagation of Limit Cycles
with Chaotic Dynamics

Shunji Kawamoto

Abstract Travelling wave solutions to reaction-diffusion systems are considered
from the standpoint based on chaos functions. Firstly, the Fisher-KPPequation,which
describes a model for the propagation of gene as nonlinear dynamics, is introduced
and is transformed into a two-dimensional (2-D) system of nonlinear differential
equations. Then, 2-D solvable chaos maps for the 2-D system are derived from chaos
functions, and the bifurcation diagrams are numerically calculated to find a system
parameter for limit cycles with discrete and chaotic properties. Finally, the chaotic
dynamics are discussed by presenting the so-called entrainment and synchronization,
and by illustrating the propagation of limit cycles as travellingwaves on a phase plane
corresponding to the original plane.

Keywords Reaction-diffusion system · Fisher-KPP equation · Chaos function ·
Bifurcation diagram · Limit cycle · Entrainment · Synchronization · Travelling
wave

1 Introduction

Nonlinear dynamic phenomena, such as soliton, chaos and fractals have been of inter-
est in connection with a wide variety of different property in physics, engineering,
biology and economics, as nonlinear science, and are usually described by nonlinear
differential equations or nonlinear difference equations [1–4]. For chaotic dynamics,
the one-dimensional (1-D) nonlinear difference equations are known to possess a
rich spectrum of dynamical behavior as chaos, and the chaos theory has been applied
to living systems, medicine, optics and human sciences [5, 6].
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On the other hand, travelling wave solutions to reaction-diffusion systems have
been discussed extensively, and one of simple examples is the Fisher-Kolmogorov,
Petrovsky and Piskounov (F-KPP) equation, which is used in population dynamics
and genetics [7, 8]. Originally, the Fisher equation is proposed as a model for the
propagation of gene, and the foundation for analytical study of reaction-diffusion
systems has been presented by analyzing the F-KPP equation. Later, the effect of
boundaries on convection in a shallow layer of fluid heated from below has been
considered [9, 10], and entire travelling front solutions to a scalar reaction-diffusion
equation have been studied, which can be applied to the F-KPP equation [11]. Here,
it is interesting to note that the F-KPP equation includes a simple reaction term, and
is related to the logistic function and the well-discussed logistic map for population
growth [12, 13].

Recently, time-dependent chaos functions have been proposed, and 1-D, 2-D
and 3-D solvable chaos maps are derived [14]. In addition, its application to engi-
neering has been presented [15], and the solvable chaos maps corresponding to the
logistic map and the FitzHugh-Nagumo model [16, 17] have been considered as
non-equilibrium open systems [18, 19].

In this paper, travelling wave solutions to reaction-diffusion systems are discussed
from the standpoint based on chaos functions. Firstly, the F-KPP equation, which
describes a model for the propagation of gene, is treated in Sect. 2 as a simplest
reaction-diffusion system, and is transformed into a 2-D system of nonlinear differ-
ential equations. Then, 2-D solvable chaos maps for the 2-D system are derived from
chaos functions in Sect. 3, and the bifurcation diagrams are numerically obtained
to find the system parameter for generating limit cycles with discrete and chaotic
properties. Finally, the discrete properties are presented by showing the so-called
entrainment and synchronization in Sect. 4, and by illustrating the propagation of
stable limit cycles as travelling waves on a new phase plane corresponding to the
original plane. The last section is devoted to conclusions.

2 Reaction-Diffusion Systems

As is known, reaction-diffusion systems are mathematical models, and appear in
the sciences of physical, chemical, biological and ecological phenomena [8]. The
simplest one-component reaction-diffusion equation has the following form;

∂u

∂t
= D

∂2u

∂x2
+ R(u), u = u(x, t), (1)

whereD is a diffusion coefficient, and R(u) is a reaction term.Generally, the solutions
to (1) are known to include the formation of travelling waves and self-organized
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patterns [20, 21]. As a reaction term, R(u) = ru(1−u) gives the Fisher-Kolmogorov,
Petrovsky and Piskounov (F-KPP) equation for population dynamics and genetics,
given by

∂u

∂t
= D

∂2u

∂x2
+ ru(1 − u), (2)

where r is the reaction coefficient, and has been proposed originally as a model
for propagation of gene [7]. In addition, the Eq. (2) describes flame propagation,
spreading of some reaction fronts and stable travelling waves with respect to small
perturbations [8, 22]. Here, if R(u) = 0, (1) represents a pure diffusion process, and
if D = 0, (2) gives the logistic equation and the logistic map [12, 13, 19].

For the travelling waves of (2), we introduce a solution

u(x, t) ≡ f (z) ≡ f (x − vt) (3)

with a constant velocity v for z = x − vt, v > 0. Then, (2) at D = 1 for simplicity
reduces to a second-order nonlinear differential equation;

f ′′(z) + v f ′(z) + r f (z)(1 − f (z)) = 0, (4)

and by using a transformation g(z) ≡ − f ′(z), (4) is rewritten into a 2-D system of
the first-order differential equations as

f ′(z) = −g(z), (5)

g′(z) = r f (z)(1 − f (z)) − vg(z), (6)

which has two fixed points ( f ∗, g∗) = (0, 0), (1, 0) on the f (z) − g(z) phase plane
with z = x − vt . Therefore, the F-KPP Eq. (2) can be transformed to the f (z)− g(z)
phase plane consisting of the independent variable z and dependent variables f (z)
and g(z), from the x − u(x, t) plane of (2). By introducing the difference method to
find a 2-D solvable chaos map corresponding to the 2-D model (5) and (6);

d f

dz
≈ fn+1 − fn

�z
,
dg

dz
≈ gn+1 − gn

�z
(7)

with fn ≡ f (z), gn ≡ g(z) and a step �z > 0, we have the following 2-D map from
(5)–(7) as

fn+1(zi+1) = fn(zi ) − (�z)gn(zi ), (8)

gn+1(zi+1) = r(�z) fn(zi )(1 − fn(zi )) + (1 − v(�z))gn(zi ), (9)



138 S. Kawamoto

where zi is the discrete variable, and the passage from a point ( fn(zi ), gn(zi )) to
the next one ( fn+1(zi+1), gn+1(zi+1)) with the step �z ≡ zi+1 − zi on the fn − gn
plane can be considered as a mapping.

Furthermore, for the reaction term R(u) of (1), it is important to note that the
Newell-Whitehead-Segel (NWS) equation has R(u) = u(1 − u2) describing the
Rayleigh-Benard convection [9, 10], and the FitzHugh-Nagumo (FHN) model has
R(u) = u(1 − u)(u − a) with a parameter a stating the propagation of neural cells
[16, 17], which are widely discussed as reaction-diffusion systems.

3 2-D Solvable Chaos Maps

We introduce the following chaos solutions consisting of chaos functions as

fn(z) = a cos(2nz), (10)

gn(z) = b sin2(2nz), (11)

and conditions
(

1

a2

)
f 2n (z) +

(
1

b

)
gn(z) = 1, (12)

z �= ±mπ/2l (13)

with coefficients {a �= 0, b �= 0} and finite positive integers {l, m}, and derive the
2-D solvable chaos map;

fn+1(zi+1) = −2
(a
b

)
gn(zi ) + a, (14)

gn+1(zi+1) =
(

4

a2

)
f 2n (zi )gn(zi ), (15)

(
1

a2

)
f 2n (zi ) +

(
1

b

)
gn(zi ) = 1, (16)

where the discrete variable zi satisfies the condition (13), by choosing the step �z ≡
zi+1 − zi = π/431 ≈ 0.0073 for numerical iterations [18]. Thus, the passage from
a point ( fn(zi ), gn(zi )) to the next one ( fn+1(zi+1), gn+1(zi+1)) is considered
as a mapping, and here it should be noticed that the nonlinear condition (12) is
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applied for deriving the linear Eq. (14). We set a = 1 and b = 1 for simplicity,
and generalize the 2-D chaos map (14) and (15) with (16) by introducing a system
parameter ε, 0 ≤ ε ≤ 4.0. Then, we find the following 2-D chaotic maps;

Case1 : fn+1(zi+1) = −2gn(zi ) + 1, (17)

gn+1(zi+1) = ε f 2n (zi )gn(zi ), (18)

Case 2 : fn+1(zi+1) = −2gn(zi ) + 1, (19)

gn+1(zi+1) = ε f 2n (zi )(1 − f 2n (zi )), (20)

Case 3 : fn+1(zi+1) = −2gn(zi ) + 1, (21)

gn+1(zi+1) = εgn(zi )(1 − gn(zi )), (22)

Case 4 : fn+1(zi+1) = −2gn(zi ) + 1, (23)

gn+1(zi+1) = ε(1 − f 2n (zi ))(1 − gn(zi )). (24)

Therefore, it is found that the four 2-D maps (Cases 1–4) have chaos solutions
(10) and (11) at ε = 4.0, and the solutions fn(zi ) and gn(zi ) are numerically unstable
for ε > 4.0. Equations (20), (22) and (24) are derived and generalized by using the
condition (16) and setting ε instead of the coefficient (4/a2) in (15), respectively. It
is found that Cases 2-4 correspond to the 2-D map (8) and (9) of the F-KPP equation
[7], the NWS equation [9, 10] and the FHN model [16, 17] with respect to the form
of reaction term, respectively.

Here, for finding limit cycles of reaction-diffusion equations, it is interesting to
note that the Van der Pol oscillator is given by

ẍ − ε(1 − x2)ẋ + x = 0, (25)

which represents a model for a simple vacuum tube oscillator circuit with a nonlinear
damping term [23], and is rewritten by a transformation y ≡ −ẋ to the 2-D model;

ẋ = −y, (26)

ẏ = ε(1 − x2)y + x . (27)
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Then, by the difference method, we have the following 2-D map from (26) and
(27) as

xn+1(ti+1) = xn(ti ) − (�t)yn(ti ), (28)

yn+1(ti+1) = ε(�t)(1 − x2n (ti ))yn(ti ) + (�t)xn(ti ) + yn(ti ) (29)

with �t ≡ ti+1 − ti , which gives a mapping, and corresponds to the nonlinear term
of Case 1. Similarly, the Duffing oscillator has the form;

ẍ + δ ẋ + αx + βx3 = 0, (30)

where coefficients {α, β, δ} are real constants [24, 25], and we have the following
2-D map by the difference method as

xn+1(ti+1) = xn(ti ) − (�t)yn(ti ), (31)

yn+1(ti+1) = (�t)(αxn(ti ) + βx3n(ti )) + (1 − δ(�t))yn(ti ), (32)

which corresponds to the nonlinear term of Case 2 given by (19) and (20). It is
important to note that the nonlinear term in (18) of Case 1 corresponds to that in
(29) derived from the Van der Pol oscillator, which has been discussed on limit cycle
[26, 27].

4 Bifurcation Diagrams and Discrete Limit Cycles

The 2-D solvable chaos map (14) and (15) with (16) is generalized by introducing
the system parameter ε, 0 ≤ ε ≤ 4.0, and we have derived the 2-D chaotic maps
given by (17)-(24), which have chaos solutions (10) and (11) at ε = 4.0. Therefore,
bifurcation diagrams of fn(zi ) and gn(zi ) for Cases 1–4 are calculated on the ε − fn
plane and the ε−gn plane, respectively, and are shown in Fig. 1a–d. In the numerical
calculation, we carry out 200 iterations for the 2-D maps of Cases 1–4, and drop the
first 150 iterations to show the remaining 50 subsequent values of fn(zi ) and gn(zi )
at each value of ε.

The bifurcation diagrams have chaotic regions, and it is found from the numerical
calculation that Case 1 of Fig. 1a given by (17) and (18) generates discrete limit cycles
depending on the system parameter ε as presented in Fig. 2a–d, and however Cases
2–4 of Fig. 1b–d have no limit cycles. As illustrated in Fig. 2a–d, we have discrete
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(a) Case 1

(b) Case 2

(c) Case 3

(d) Case 4

Fig. 1 Bifurcation diagrams of the 2-D maps (Cases 1–4) with a system parameter ε; a fn+1 =
−2gn + 1 and gn+1 = ε f 2n gn , b fn+1 = −2gn + 1 and gn+1 = ε f 2n (1 − f 2n ), c fn+1 = −2gn + 1
and gn+1(zi+1) = εgn(1 − gn), and d fn+1 = −2gn + 1 and gn+1 = ε(1 − f 2n )(1 − gn)
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(a) 3.2=ε

(b) 4.2=ε

(c) 5.2=ε

(d) 6.2=ε

Initial point

Limit cycle

Fig. 2 Discrete and stable limit cycles obtained numerically for the 2-D map (Case 1); fn+1 =
−2gn + 1 and gn+1 = ε f 2n gn at a ε = 2.3, b ε = 2.4, c ε = 2.5 and d ε = 2.6
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and stable limit cycles for the 2-D map of Case 1 given by (17) and (18); (a) ε = 2.3,
(b) ε = 2.4, (c) ε = 2.5 and (d) ε = 2.6 for the system parameter ε. Especially, the
orbit of one chemical cell and the sequence of collision points are shown for four
initial points in Fig. 2, where one point ( f0, g0) = (0.6, 0.2) is in the inside of
limit cycle, and three points ( f0, g0) = (0.8, 0.3), (0.8, 0.35), (0.8, 0.4) are in
the outside of limit cycle, respectively. Here, it should be emphasized that orbits of
the outside initial points are drawn into the limit cycle, and the orbit of the inside
initial point is synchronized with the limit cycle in time, which are the so-called
entrainment and synchronization [28–30]. The MATLAB program for Fig. 2a–d is
shown in Appendix.

Then, time series of fn(zi ) and gn(zi ) for the 2-D map of Case 1 given by (17)
and (18) are presented at ε = 2.3 and ε = 2.5 in Figs. 3 and 4, with two initial points
( f0, g0) = (0.6, 0.2) and ( f0, g0) = (0.8, 0.3) by blue and red lines, respectively.

Fig. 3 Time series of fn(zi )
and gn(zi ) for Fig. 2 a Case 1
at ε = 2.3 with initial points;
( f0, g0) = (0.6, 0.2) in
blue, and
( f0, g0) = (0.8, 0.3) in red

(a) )( in zf

(b) )( in zg

Fig. 4 Time series of fn(zi )
and gn(zi ) for Fig. 2 a Case 1
at ε = 2.5 with initial points;
( f0, g0) = (0.6, 0.2) in
blue, and
( f0, g0) = (0.8, 0.3) in red

(a) )( in zf

(b) )( in zg
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It is found that the time series converge to the orbit with stable amplitude and phase in
Fig. 3a, b, and however the time series shown in Fig. 4a, b converge to the amplitude
and have a phase shift as ε increases, where it should be noticed that the system
parameter ε is the coefficient of nonlinear term in Case 1 of (17) and (18), and the
time series become unstable for ε > 4.0.

From the numerical result, the discrete limit cycles are stable and have chaotic
properties. Then, for travelling wave solutions to the F-KPP Eq. (2), we consider the
propagation of limit cycles in the following, by introducing the solution (3) treated
for the travelling waves of (2). That is, the F-KPP Eq. (2) has the x − u(x, t) plane,
and can be transformed into the 2-D map (8) and (9) of fn(zi ) and gn(zi ) by the
solution (3); u(x, t) = f (z) = f (x − vt) with a constant velocity v. On the other
hand, we have derived the 2-D chaotic map given by (17) and (18) of fn(zi ) and
gn(zi ), and have calculated stable limit cycles with chaotic dynamics on the fn − gn
phase plane of the map (17) and (18) as shown in Fig. 2. Therefore, if we assume the
following discrete functions from the solution (3) as

u(xn, ti ) ≡ fn(zi ) ≡ f (xn(ti ) − v(�t)), �t ≡ ti+1 − ti , (33)

thenwe can introduce a termβ(� f ) as the term v(�t) of (33) for equivalent travelling
distance on the fn − gn phase plane of the map (17) and (18);

v(�t); β(� f ), � f ≡ fn+1(zi+1) − fn(zi ), (34)

where β is a parameter of the travelling step � f corresponding to the travelling
velocity v of (3) and (33).

The propagation of discrete limit cycles with ε = 2.3 is presented numerically in
Fig. 5a, b; the orbit of one chemical cell in (a) and the sequence of collision points
in (b) with the initial point ( f0, g0) = (0.6, 0.2) on the fn − gn plane, respectively.
It is interesting to note here that the limit cycle with β = 0.0 (black) has the initial
point in the inside, and however, for β = 0.4 (blue) and β = 0.8 (red), the initial
point is in the outside of limit cycle, where the parameter β on the fn − gn phase
plane corresponds to the velocity v on the x − u(x, t) plane of the F-KPP Eq. (2).
Thus, the limit cycle is found to propagate forward or backward, depending on β > 0
or β < 0, and to be stable numerically for β < 1.0, under iterations with the step
� f ≡ fn+1(ti+1) − fn(ti ) = π/431 ≈ 0.0073 and by adding the value of β(� f ) to
fn(zi ) in each numerical iteration.
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Fig. 5 Propagation of limit
cycles as travelling waves on
the fn − gn phase plane
corresponding to the original
x − u(x, t) plane; a Orbit of
one chemical cell, b
Sequence of collision points
of limit cycles with a
parameter β and an initial
point ( f0, g0) = (0.6, 0.2)

(a) Orbit of one chemical cell

(b) Sequence of collision points

0.0=β 4.0=β 8.0=β

Initial point

5 Conclusions

We have considered travelling wave solutions to reaction-diffusion systems from
the standpoint based on chaos functions. The F-KPP equation, which describes a
model for the propagation of gene, is firstly treated, and bifurcation diagrams of the
2-D chaotic maps with a system parameter ε for the reaction-diffusion systems are
obtained in order to find limit cycles. Then, the discrete limit cycles with chaotic
dynamics are presented in a wide interval of ε, and finally the propagation of limit
cycles is discussed under the assumption of a new fn −gn phase plane corresponding
to the original x − u(x, t) plane of the F-KPP equation. From the result calculated
numerically in this paper, the stable limit cycles may correspond to the travelling
waves observed widely in chemical reactions of reaction-diffusion systems.
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Appendix

% MATLAB program for Fig. 2 (a)-(d) by S. Kawamoto
% initial conditions
EPSI=zeros(1,4); 
X1=zeros(239,239); 
Y1=zeros(239,239); 
XX1=zeros(1,240); 
YY1=zeros(1,240);  
X2=zeros(239,239); 
Y2=zeros(239,239); 
XX2=zeros(1,240); 
YY2=zeros(1,240); 
X3=zeros(239,239); 
Y3=zeros(239,239); 
XX3=zeros(1,240); 
YY3=zeros(1,240); 
X4=zeros(239,239); 
Y4=zeros(239,239); 
XX4=zeros(1,240); 
YY4=zeros(1,240); 
X01=0.6; 
Y01=0.2; 
X02=0.8; 
Y02=0.3; 
X03=0.8; 
Y03=0.35; 
X04=0.8; 
Y04=0.4; 
% system parameter EPSI(J), 2-D chaos map and figures
for J=1:4, EPSI(J)=2.2+0.1.*J;
      for I=1:239
            for N=1

X1(I,N)=-2*Y01+1; 
Y1(I,N)=EPSI(J).*(X01)^2*Y01;  
X2(I,N)=-2*Y02+1; 
Y2(I,N)=EPSI(J).*(X02)^2*Y02; 
X3(I,N)=-2*Y03+1; 
Y3(I,N)=EPSI(J).*(X03)^2*Y03; 
X4(I,N)=-2*Y04+1; 
Y4(I,N)=EPSI(J).*(X04)^2*Y04; 

end 
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            for N=2:I
                  X1(I,N)=-2*Y1(I,N-1)+1; 
                  Y1(I,N)=EPSI(J).*(X1(I,N-I))^2*Y1(I,N-1); 
                  X2(I,N)=-2*Y2(I,N-1)+1; 
                  Y2(I,N)=EPSI(J).*(X2(I,N-I))^2*Y2(I,N-1); 

X3(I,N)=-2*Y3(I,N-1)+1; 
                  Y3(I,N)=EPSI(J).*(X3(I,N-I))^2*Y3(I,N-1); 
                  X4(I,N)=-2*Y4(I,N-1)+1; 
                  Y4(I,N)=EPSI(J).*(X4(I,N-I))^2*Y4(I,N-1); 
            end 
      end 
      for I=1
            XX1(I)=X01; 
            YY1(I)=Y01;  

XX2(I)=X02; 
            YY2(I)=Y02; 
            XX3(I)=X03; 
            YY3(I)=Y03; 
            XX4(I)=X04; 
            YY4(I)=Y04; 
     end 
     for  I=2:240 
            XX1(I)=X1(I-1,I-1); 
            YY1(I)=Y1(I-1,I-1); 
            XX2(I)=X2(I-1,I-1); 
            YY2(I)=Y2(I-1,I-1); 
            XX3(I)=X3(I-1,I-1); 
            YY3(I)=Y3(I-1,I-1); 
            XX4(I)=X4(I-1,I-1); 
            YY4(I)=Y4(I-1,I-1); 
     end 
     figure(‘Position’, [100 100 350 200])
     plot(XX2,YY2,’-r.’,’MarkerFaceColor’,’r’,’MakerSize’,7); hold on
     plot(XX3,YY3,’-r.’,’MarkerFaceColor’,’r’,’MakerSize’,7); hold on
     plot(XX4,YY4,’-r.’,’MarkerFaceColor’,’r’,’MakerSize’,7); hold on

plot(XX1,YY1,’-b.’,’MarkerFaceColor’,’b’,’MakerSize’,7); hold off
xlabel(‘fn(zi=0-240)’); ylabel(‘gn(zi=0-240)’) 

figure(‘Position’, [100 100 350 200])
     plot(XX2,YY2,’r.’,’MarkerFaceColor’,’r’,’MakerSize’,7); hold on
     plot(XX3,YY3,’r.’,’MarkerFaceColor’,’r’,’MakerSize’,7); hold on
     plot(XX4,YY4,’r.’,’MarkerFaceColor’,’r’,’MakerSize’,7); hold on

plot(XX1,YY1,’b.’,’MarkerFaceColor’,’b’,’MakerSize’,7); hold off
xlabel(‘fn(zi=0-240)’); ylabel(‘gn(zi=0-240)’) 

end 
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Decision-Making in a Context
of Uncertainty

Abdelbaki Laidoune

Abstract The decision process is considered as the key element for the smooth
behavior of systems. For non-complex or linear systems, this process usually follows
clear rules or requirements, so that the decision will be easy to make without any
difficulty. In the case of complex (non-linear) systems, the decision-making process
is repeatedly challenged problems because of the interactions of several factors at
the same time and because of the hazards characterizing these factors. This situation
will worsen further if the system goes out of its normal operating range to fall into
uncertainty. In this paper, wewill try tomake our contribution, to arrive at simplifying
the decision-making process, while playing on human factors (ability, anticipation,
risk-taking, etc.). As this process can be improved by the development of intelligent
decision support tools.

Keywords Decision process · Complex systems · Intelligent decision support
tools · Rules and prescriptions · Decision making

1 Introduction

The decision-making process is the cornerstone in the operation of any system. This
process can be very simple for linear systems that obey an uncomplicated logic,
where the effects of a crisis can be elucidated in the manner of falling dominoes [1].
In complex systems, this process could become more complicated, especially when
the system goes out of its normal operating range and into a state of uncertainty
or even a crisis whose consequences can not be predicted or controlled. Currently,
the majority of the systems dominating the domains of the daily life, are complex
systems, characterized by the interaction of several factors, the distribution of the
information on several decision centers, which makes the coordination of the actions
and the decision making difficult [2]. In this communication, we will offer some
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suggestions, to simplify the decision process. This can be done by improving both
aspects: human and technical. As far as the human side is concerned, the operators
must be chosen according to criteria corresponding to the job profile, namely: the
capacity for synthesis and analysis, good reasoning, intuition capacity, anticipatory
capacity, recovery capacity, etc. From a technical point of view, systems must use
experience feedback to improve their performance by correcting defects encountered
during operation. As theymust be designed in a way that allows for multiple decision
alternatives. The systems must be error tolerant and allow the recovery of anomalies
(feedback loops).

(1) Complex systems:

Complex systems currently represent a large part of the vital installations of our
daily life: industrial processes, transport networks, urban management, etc. Unlike
linear systems where the evolution of events, obeys a logical and simple sequence,
complex systems consist of several interacting subsystems, forming an often com-
plex architecture. This makes their evolution unpredictable and does not follow a
classical linear relationship cause-effect, but it is circular characterized by feedbacks
of collective behaviors and emergent (macroscopic) properties on the behavior of
(microscopic) elements (Fig. 1). These systems are characterized by dynamic envi-
ronments, in opposition to the static environments that characterize linear systems,
the physical or structural properties of these dynamic environments, are likely to
change with or without human intervention [3]. The components of these systems
will collectively modify their environment, which in turn will force them to modify
their states or possible behaviors. In a complex system, knowing the properties and
behavior of isolated elements is not enough to predict the overall behavior of the sys-
tem [4]. Despite the degree of their organization, these systems are still vulnerable

Environment

Fig. 1 Complex system
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to the hazards, constraints and challenges imposed by the environment. In complex
systems, the operation is always governed by formal requirements defined by the
designers, leaving only small margins for the initiatives of human operators. But,
when the system goes out of its normal operating range to switch into abnormal
situations that can evolve into uncertain situations, the problem of decision making
is acute. Faced with these uncertainties, maintaining the stability, performance and
availability of the system in a changing and unstable environment is a challenge that
forces the proponents of these systems to constantly reconfigure their means and
methods of work, to adapt to changing situations. This constant reconfiguration of
resources will require a great deal of dynamic capacity to adapt with these uncertain
environments [5].

(2) uncertainty in complex systems:

Generally, the uncertainty is due to the presence of certain hazards that disrupt the
functioning of the systems, to which is added the complexity of the architecture of
these systems combined with the disturbances of the environment. This uncertainty
will worsen further with the unpredictable behavior of human operators [6]. Uncer-
tainty can be exacerbated by pressures on the system as a result of requirements
from different parties: regulatory requirements, safety requirements, user require-
ments, etc. [7]. Lack of resources could also affect some system functions, such as
maintenance, renovations and upgrades, which complicates its operation (outages,
disruptions, incidents, etc.) [8]. The poor control of the techniques by the human
operators will have a negative impact on the functioning of the system by errors
which can evolve towards uncertain or even catastrophic situations [9]. The traffic
and information processing component, if not adequately addressed, can complicate
communication between different stakeholders in the various spheres of the system
and create confusion during unpredictable events. Rigidity in the requirements for
operators to perform certain tasks requiring decision-making, will further affect their
freedom of action, which drives the system into uncertainty [10]. Finally, the techni-
cal means such as: man-machine interfaces, communication media, decision-support
software, if they are not adapted with the technological evolutions, can compromise
the functioning of the system and make the realization very delicate tasks. This can
lead operators to misinterpretations that sometimes lead to uncertainty [11].

(3) improvement of the decision in the contexts of uncertainty:

To create better enabling conditions that help decision-makers in an optimal and
efficient way, we need to act on several factors: human, technical, organizational,
and so on.

(3.1) On the human level:

Human operators who will be assigned to positions requiring a level of decision-
making responsibility, must be selected according to profiles compatible with the
required qualifications (ability to analyze and summarize, ability to intuit and deduce,
ability anticipation, recovery capacity, etc.) [12], evoked the controlled attention
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skills in complex cognitive tasks, through which the operator tries to resist interfer-
ence from the instantaneous surge of a large amount of information, by blocking
access to unnecessary or irrelevant information. In addition, these operators must
undergo periodic training focused on intervention in uncertain situations and must
practice simulation exercises to test their ability to respond to unpredictable situa-
tions [13]. Operators must train on co-operation and mutual co-ordination and avoid
hasty and risky behavior. To successfully coordinate actions in order to arrive at
a timely decision, good communication between interveners on the one hand and
between them and the hierarchy is necessary.

(3.2) At the technical level:

The decision process could be improved by the design of:

• Error-tolerant systems with multiple choices for intervention;
• Systems characterized by flexibility in procedures and allowing freedom of action
for interveners;

• Systems with feedback loops to recover errors and anomalies;
• Systems with interfaces facilitating communication with the human operator.

Finally, we must point out the importance of modeling and simulation techniques
in the calculation and verification of many low cost assumptions, compared to the
actual development of equipment. Thus, many security defects are identified and
corrected as early as this design phase [14].

(3.3) use feedback to improve decision support systems:

Feedback can be used from situations of incidents or accidents experienced in the
past and creating situations of uncertainty. Information about these situationsmust be
stored in a database. After processing this information selectively, it will be possible
to configure devices offering several actions to facilitate decision-making [15]. These
actions may concern the aspects inherent to the correction of certain system design
defects (corrective actions), or may concern the development and implementation of
intelligent tools in the form of decision support software (Fig. 2).

2 Conclusion

In conclusion, it can be said that the decision-making process in uncertain situations,
especially when dealing with complex systems, requires the consideration of several
factors. The human factor is the cornerstone of this process because human is themain
actor in the design, operation andmaintenance of the systems. Thus human operators
must be selected according to criteria compatible with the functions to be assumed.
Continuous training and simulation exercises are needed to test the capabilities of the
responders to the disturbances that can evolve to uncertain situations.On the technical
side, several solutions can be proposed, in the form of flexible decision support
devices and allowing the recovery of errors due to bad decisions. Improved interfaces
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system

hazards and 
uncertainties

analysis of the 
situation

anomaly
recovery

No incident

hasty decision

incident

feedback

normal 
situation

decision 
according to the 

presciptions

no incident

correction

Fig. 2 Decision process

and modes of communication can facilitate a good interpretation of information
which facilitates the decision process.
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Microwave Oven Plasma Reactor
Moding and Its Detection

V. J. Law and D. P. Dowling

Abstract Over the last 20 years microwave power supplies in domestic microwave
ovens have increasingly found applications in plasma reactors for processing of
functional carbon-based nanostructures for engineering materials, electronics and
biomedical applications. However, the packaged magnetrons used in the microwave
ovens are known to suffer frommoding due to frequency pushing and pulling, both of
which may limit the efficiency of the plasma treatment process. This paper explores
patent records for high voltage doubler circuits, coupled to the cathode filament
heater circuit as the magnetron pushing source and the multimode resonant cavity
plasma load as the pulling source. These circuits are compared with microwave oven
plasma reactor circuits published in peer reviewed journals. This study highlights
that a number of academic research groups have investigated power supply design
parameters such as the input transformer voltage, as well as the power level using
different capacitors values, as a result the transformer output is poorly described.
Identification of moding within the plasma reactors due to magnetron warm-up time
and changing cavity load conditions is also poorly reported. This work attempts
to address this information gap on microwave oven plasma processes, through the
extraction of reports on a packagedmagnetron warm-up times and near-fieldE-probe
mode measurement within the Cambridge Fluid Systems MRC 200 plasma reactor
using a argon and hydrogen plasma.

Keywords Microwave oven · Drive circuit pushing · Load pulling · Plasma

1 Introduction

Since the domestic microwave oven became widely available, engineers have con-
verted the oven’s multi-mode resonant cavity (MRC) space, that was originally
intended for cooking of food stuffs [1, 2], to one that can rapidly synthesise a wide
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range of organic compounds [3]. In 1989, the domestic microwave oven underwent
another conversion to one of plasma etching and cleaning of substrates [4]. The
availability of a low-cost microwave source in the form of an oven (typically 50–60
Euros for a basic unit in 2018), minimal oven space, and ease of use are arguably the
driving force for these conversions. The wide spread availability of the microwave
oven has also enabled the reuse of the oven’s magnetron and its drive circuit in
more advanced plasma processing. These processes include: microwave chemical
deposition of diamond-like carbon films [5], plasma cleaning of ion implant ceramic
insulators [6, 7], in the semiconductor industry [8]. As well as the synthesis of ZnO
and Zn nanoparticles [9] and Graphene using suspector initiated plasmoid chemistry
[10]. Microwave plasma dissociation of atomic hydrogen from water [11], plasma
processing of solid waste [12], and the production of synthetic gas form hydrocar-
bon fuels [13–15]. In addition, preionization of Ohmic plasma within a TOKAMAK
[16], and the construction of atmospheric pressure plasma sources [17, 18]. A mono-
graph in ‘The Bell Jar’ journal also highlighted the use of oven microwave compo-
nents for excitation of plasma within electronic values as well as its use to produce
down-stream plasmas [19].

In 2018 the authors of this current paper published a series of review papers on
the conversion of the domestic microwave oven and its subsequent calibration [20],
microwave oven plasma reactor processing of organic and biomaterials [21] and the
use of the microwave oven plasma reactor as a prototyping tool [22]. These three
papers citied 38 papers relating to microwave oven plasma processing of materials,
however only 20 stated the type of microwave oven used and within this group
the methodology of describing the power conditions used varied from one paper
to another, therefore it is difficult to make a meaningful comparison of the power
condition used. A feature of many of these papers however was the under reporting of
experimental conditions, as most of the papers focused on the plasma process rather
than the how the magnetron drive circuitry influences the plasma process itself.
This inability to compare the microwave oven plasma processing conditions applied
arises from the fact that each oven manufactures (e.g. Daewoo, LG Electronics,
Panasonic Electronics and Samsung etc.,) uses a different magnetron type and drive
circuit. Moreover the drive circuits used are designed to defrost and cook food, not
for plasma processing of thermally sensitive materials. The decision on which oven
to choose can be viewed as: what is available rather than how the oven is driven?
In contrast to plasma processing papers, publications on the subject physics-based
modelling of microwave oven heating of food detailed the oven’s applied power and
duty cycle [23–26] and references therein due to the fundamental need to understand
how the applied electromagnetic energy is converted to heat.

It has been widely demonstrated that the applied averaged power to the MRC
is readily controlled by using a half-wave or full-wave pulsed direct current drive
circuits. The control is achieved by altering the value a capacitor within the high
voltage (HV) section of the microwave oven transformer (MOT), or by changing
the duty-cycle envelope of the pulsed direct current waveform at the low voltage
side of the (MOT). In the latter case however the peak applied power becomes
significantly different to the applied averaged power at short processing times of
<1 min. This short processing time is typical for microwave oven plasma reactors
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used for prototype batch processing of ZnO andZn using susceptor initiated plasmoid
chemistry [9], irreversible sealing of microfluidic devices at the centimetre scale [27]
and the selective synthesis of allotropic carbon-based nanostructures [single and
multi-walled carbon nanotubes (CNT and MWCNT) and onion-like nanostructure’s
(OLNs)] [28–31]. To progress from the prototype stage to full-scale manufacturing
by using the same microwave oven design therefore potentially could lock-in the
disadvantage of the drive circuit: namely, moding within the magnetron warm-up
period, abrupt pulse width modulation (repeatedly turned on and off) times and
changes in the cavity mode as the process progresses. Here the mode of a magnetron
and cavity is characterised by having bounded smooth changes in its electric field
patterns or distributions, which are distinct from a neighbouring mode, and where
changes from onemode to another is termedmoding [32]. In today’s chaos theory the
term moding can also be equated to a chimera state [33]. Understanding these mode
changes under short plasma processing conditions, may allow superior microwave
ovenplasmaprocesses to be engineered in termsof process stability, product yield and
product selectivity at the nano-scale level. Thereby produce a scaled-out production-
line, rather than a scaled-up production-line [34].

The aim of this paper is twofold. First to compare a number patents on microwave
oven magnetron drive circuits which are designed to prevent magnetron moding
(Sect. 2) withmicrowave oven plasma reactor drive circuits designed and constructed
within academic institutions (Sect. 3). Section 4 examinesmodeproduction [35],with
the free running magnetron (Sect. 4.1) and plasma mode detection, while operating
under empty cavity conditions and with monatomic argon (Ar) and diatomic hydro-
gen (H2) plasma conditions (Sect. 4). Section 5 provides an overall summary of this
paper.

2 US Patents: Slot-Hole Cavity Magnetron and Packaged
Magnetron Drive Circuits

The US patent record office is a rich resource of historical information about the
magnetron. For example a US patent search using the words of magnetron moding
found 260,000 hits; and M. Leconte 2010 paper used 887 US patents for a heuristic
review of the cavity magnetron [36]. In this work 20 US patents and 1 Russian
patent published between 1946 and 2013 are used to describe the development of
the slot-hole cavity magnetron and its successor (the packaged magnetron) for use
in a microwave oven. The patent selection is far from complete and is only used as
an example. The patents are selected on the basis of how practical problems were
encountered, identified and overcome (Table 1).

An early example of a magnetron was the slot-hole cavity magnetron that was
developed mid 1930s and then on into the mid 1950s. These magnetrons were capa-
ble of producing pulse powers of 100 kW with primary uses in the radio broadcast-
ing industry and 10-cm RADAR [37–39]. But when employed in early commercial
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Table 1 Magnetron and microwave oven US, in addition to 1 Russian patent

Title Inventor Number File date Issued date Moding
reference

8 Slot-hole cavity magnetron

High
frequency
electrical
oscillator

J. T. Randall
H. A. H. Boot

2,542,966 Aug 20, 1941 Feb 20, 1951 Yes

High
Frequency
magnetron

P. L. Spencer 2,408,35 Dec 31, 1941 Sep 24, 1946 Yes

High
frequency
electrical
oscillator

J. Sayers 2,546,870 Feb 9, 1945 Mar 27, 1951 Yes

Microwave oven

Method of
treating
foodstuffs

P. L. Spencer 2,495,429 Oct 8, 1945 Jan 24, 1950

Coffee
brewing

P. L. Spencer 2,601,067 Mar 24, 1948 Jun 17, 1952

Microwave oven vending control

Microwave
oven control

J. T. Lamb 3,168,637 June 14, 1962 Feb 2, 1965

Voltage doubler

Power supply
circuit for
continuous
wave
magnetron
operated by
pulse direct
current

A. E. Feinberg 3,396,342 Aug 16, 1965 Aug 6, 1968

Packaged magnetron

Control
systems for
regulating the
current in a
magnetron
tube

L. Blok et al. 3,302,060 Jul 6, 1964 Jan 31, 1967

Microwave
magnetron

J. R. Mins 3,739,225 Apr 24, 1972 Jun 12,1973

Magnetron T. Koinuma 3,809,950 Feb 14, 1973 May 7, 1974

Defrost

(continued)
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Table 1 (continued)

Title Inventor Number File date Issued date Moding
reference

Microwave
oven defrost
circuit

J. T. Lamb 3,842,233 May 31, 1973 Oct 15, 1974

Microwave
oven supply
circuit

S. Nagamoto 3,943,317 Jul 15, 1974 Mar 9, 1976

Filament holding circuit

Magnetron
power supply
and cathode
heater circuit

W. C.
Hickman

3,392,309 May 24, 1965 Jul 9, 1968

Interlock
circuitry for
microwave
oven

H. F. Chapell 3,624,334 Apr 1 1970 Nov 30, 1971

Microwave
oven having
controllable
frequency
microwave
power source

T. Nobue
S. Kusunoki

4,415,789 Dec 2, 1981 Nov 5, 1983 Yes

Magnetron
mode
detection

S. A. Levie
W. E. Taylor

4,501,767 Sep 7, 1982 Mar 12, 1985 Yes

Power control
circuitry for
magnetron

P. H. Smith 4,620,078 Oct 14, 1984 Oct 28, 1986 Yes

Filament
power
compensation
for magnetron

P. H. Smith
et al.

4,835,353 Dec 28, 1987 May 30, 1989 Yes

Microwave oven plasma reactor

Microwave
plasma etching
machine and
method of
etching

A. Ribner 4,804,431 Nov 3, 1987 Feb 14, 1989

Three phase supply

Magnetron
variable power
supply with
moding
prevention

Chuck Daley
et al.

5,571,439 Apr 27, 1995 Nov 5, 1996 Yes

Magnetron
generator

V. N.
Tikhonov et al.

RU 2,480, 890 Dec 12, 2011 Apr 27, 2013
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microwave ovens [1, 2] their normal warm uptime produced delays when reheat-
ing/cooking of food and beverages at peak vending times. To overcome these delays
a cathode filament holding circuit was needed to hold the heater circuit ‘ON’ after
the reheating/cooking had finished. In this way at peak vending times the waiting
between consecutive food sales become shorten [40]. Typically, if the reheating or
cooking time was 1 min then the holding time was around 5 min.

The packaged magnetron used in today’s microwave oven owes its success to the
development of the vane anode design which greatly reduced machining costs, and
the integration of top and bottom permanent magnetic (thus removing the need for
a electromagnetic control circuit) and the replacement of water cooling systems by
an air cooling design [41–43]: all of which brought down the weight and cost of the
magnetron, along with the complexity of its control circuitry.

Arguably the most common design choice for the modern package magnetron,
for use in the standard domestic microwave oven is the half-wave voltage doubler
circuit. The circuit provide a HV output in the 5–6 kV range. In the following circuits
the mains supply voltage to the MOT is 110/240 Vac, 50/60 Hz, sine-wave and the
HV windings (T 1a) produces 2.7 kV and the voltage doubler circuit provides 5.4 kV
prior to connection to themagnetron. This circuit is based uponA. F. Feinberg’s 1968
US patent 3,396,342 [44], and further exploited for plasma processing by Salvador
et al. in 1995 [5], Choe et al. 2000 [16], Chaichumporn et al. 2011 [17] and Law and
Dowling 2018 [20]. A monograph ‘plasma experiments with commercial gas tubes
and some ideas for microwave oven conversions’ published in ‘The Bell Jar’ 4(2)
1997 [19] is further examples of the circuit in plasma production. Within this body
of work a number of circuit diagrams with descriptions of how the circuits operate
can be found.

The operation of the voltage doubler circuit is described in this section with the
aid of Figs. 1, 2, 3, 4 and 5. During the first positive half-cycle the voltage from the
MOT increases as capacitorC1 is charged and accordingly forward biasing the diode
D1. During the capacitor charging time there is no voltage to the magnetron because
the current takes the course of least resistance. In effect the magnetron becomes
short circuited. In the second half-cycle, the voltage swings into the negative at the
transformer windings, at this point the transformer winding (T 1a) and the charged
capacitor are now essentially two energy sources: that is the−2.7 kV across theMOT
winding adds to the −2.7 kV stored in the capacitor to produce a sum voltage of −
5.4 kV and which is applied to the magnetron. It is this voltage which is now rectified
into a pulsed square-wave DC voltage with a duty-cycle (D) = 50%, where the on-
period (ton) is equal to the off-period (toff ). This is because the circuit generates
an output only during the negative half-cycle of the transformer’s output voltage.
It should be noted however that once this voltage is connected to the magnetron
cathode, the internal capacitance of the magnetron reduces the voltage maximum.

The patent byAlbert E. Feinberg [44] is one of a number, which proposed develop-
ments on the full-wave rectification circuit which uses a second HV capacitor-diode
pair (C2 and D2). Choe et al. [16] used this circuit for preionization of an Ohmic
plasma within a TOKAMAK. How the additional capacitor-diode pair accomplish
full-wave rectification can be understood by referring to Fig. 1b and the following
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Fig. 1 Albert E. Feinberg’s half-wave rectification voltage doubler (a), full-wave rectification
voltage doubler (b). Fan and magnetron temperature senor removed for clarity [44]

Fig. 2 S. Nagamoto’s defrost circuit. Fan and magnetron temperature sensor removed for clarity
[46]
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Fig. 3 The Levie and Taylor magnetron mode detection probe (US patent 4,501,767) connected
across the magnetron HV terminals. MOT removed for clarity

Fig. 4 P. H. Smith’s two triac circuit (US patent 4,620,078). Fan andmagnetron temperature sensor
removed for clarity

text. During the first positive half-cycle the voltage from the MOT increases as C1

is charged and accordingly forward biasing the D1. In the second half-cycle, the
voltage swings into the negative at T 1a, but now the second diode (D2) charges C2

so now the voltage across C2 is doubled to 5.4 kV. In this case, however, the HV
diodesD1 andD2 are active during the first and second half-cycle periods to produce
a non-smoothed DC level of−5.4 kV, and when applied to the magnetron, it receives
two pulses per cycle though at a lower voltage than 5.4 kV due to the capacitance of
the magnetron.

Both half-wave and full-wave pulse sequence are intended for cooking purposes,
but when defrosting of frozen food without cooking is required, it is necessary to
reduce the input power. This is achieved by turning the magnetron on and off, by
interrupting the pulsed waveform. Thereby reducing the average applied power to
the magnetron and hence the ovensMRC in which the food is placed. Cycling on and
off the pulsed waveform varies the cathode filament voltage, therefore a change in
the cathode-anode space-charge formation. The process of cycling tends to damage
circuit components leading to a reduction in the magnetron’s working lifetime and
the production of moding. In 1974, John Lamb was granted the US patent 3,842,233
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Fig. 5 P. H. Smith et al. filament compensation circuit. Fan and magnetron temperature sensor
removed for clarity

that goes some way to reduce this problem [45]. In his patent a two-way switch is
used to select between the cook and defrost mode of operation. In the defrost mode a
motor with a plurality of cam operation is used to interrupt the mains supply voltage
along with a current limiting resister to prevent high current surges.

Advancement over the electromechanical design came in the Schun-ichi. Nag-
amoto 1976 patent [46] in this a bidirectional triode thyristor (triac), along with
defrost timer circuit (comprising an astable multivibrator) is used to control the on-
off state at the gate of the bidirectional triode thyristor. Figure 2 shows a simplified
schematic of this circuit. The combined electronics allows the mains voltage to be
pulsed at a duty-cycle = 50% with Ton and Toff time periods much greater (typi-
cally 10 s of seconds) than ton and toff . With a shaped envelope imposed on to the
voltage double dc pulsed waveform, the time varying power level to the magnetron
and on to the MRC becomes suitable for defrosting of frozen food without cook-
ing the food. Two additional advantages of this circuit are: first, a time-lag can be
introduced when switching between the cooking state and defrost state so preventing
logic circuit lock-up and second, phase coupling of the power source under constant
HV transformer remanence conditions can suppress current surges to zero, or below
that of normal current.

In Figs. 1a, b and 2, the cathode filament heater circuit is integral to the voltage
doubler circuit. This simple integration has a number of disadvantages. First, to
avoid magnetron moding the precise voltage and current (typically 3.3–3.5 VAC, and
10 Amps) needs to be matched to magnetron model used. Secondly, this approach
means that the duty-cycle that controls the voltage doubler waveform also provides



166 V.J. Law and D.P. Dowling

the same duty cycle to the magnetron filament causing it to undergo considerable
variation in operating temperature as the cathode surface cools down in the Toff

period. It therefore became necessary to use a filament holding circuit to control or
delay the anode operation during the magnetron warm-up period. In 1965, Wallace
C. Hickman’s US patent described the effective use of how to characteristic the
magnetrons anode voltage cut-off point (which is rated of 95% of most magnetrons)
to prevent stress and damage to the cathode surface before fully heated [47]. By 1970,
Harry F. Chapel used cooperating interlocks that are connected a digital circuit to
control the cathode heater circuit [48].

In 1983, Nobue and Kusunoki outlined a microwave oven comprising: a heating
cavity, a controllable sold-state variable frequency (915 ± 13 MHz) power source
with a detector (antenna called here as a E-probe) for detecting the intensity of the
electric field in the cavity, and control means for setting the microwave source at the
frequency as determined by the intensity of the electric field [49]. In the context of
microwave oven plasma reactors that employ a packaged magnetron as the power
source, the significance of this pattern is the use of a non-contactE-probe for detecting
the modulus of the electric strength at the cavity wall.

By 1985, Levie and Taylor’s US patent magnetron moding detection probe was
issued [50]. The probe was designed as a temporary HV probe that counted the
frequency of mode changes in the magnetron and being temporary was aimed at
the microwave oven service industry, rather than being incorporated into standard
commercial ovens. Figure 3 provides a schematic of the probe circuit.

The probe works by stepping-down the magnetron anode voltage to a voltage
level for the remaining circuit. The remaining circuit comprises a trigger circuit that
detects voltage transient as the mode changes, an extender circuit that lengthens the
transient pulse, a counter circuit that displays the accumulated number transients
within a given test time, and a 9 V battery supply power to the trigger, extender
and counter circuits. A preset number of counts per test time is then used to gauge
whether the magnetron is defective (aged) and therefore need to be changed out.

Peter H. Smith’s 1986 patent further describes a two triac arrangement which
overcomes filament cooling and moding within the packaged magnetron [51], see
Fig. 4 where for illustrative purposes a Toshiba 2M170magnetron is used. The patent
also described how the magnetron transformer windings T 1 and T 2 being connected
in series and 2 bidirectional triode thyristors are used to switch-out part of the T 1

winding. The switching process provides two power states to theMOT. The first state
(standby state) supplies voltage to the magnetron that is below the minimum anode
voltage level for microwave energy generation. The second state (power on state)
switches in the full turns windings of T 1 that allows full voltage to be supplied to the
anode. In either instance, the filament voltage is sufficient to maintain the filament
temperature high enough to avoid moding in the magnetron.

A further patent by Smith in 1989 described a filament compensation circuit that
includes a sensor for voltage doubler circuit [52]. A constant voltage source and a
bidirectional coupler circuit that stabilizes the filament voltage against changes in
the pulse width applied to the transformer winding T 1 is varied. Figure 5 shows a
simplified schematic of this circuit.
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In 1989, Aaron Ribiner was awarded the US patent 4,804,431 ‘Microwave plasma
etching machine and method of etching’ [4]. In this patent a Whirlpool microwave
oven, model 12OOXS is used as the example. The patent embodiments take the form
of a potentiometer placed in serieswith theMOTmainwinding (T 1) andwhich is used
to adjust the high voltage to the magnetron and thereby change the intensity of the
microwave energy. Other modifications such as the use of a variac, SCR, or transistor
where also suggested. No other form ofmodification to the filament heater circuit was
given. However, it is reasonable to suggest that some form of filament compensation
circuitry was incorporated in the original whirlpool drive circuit design.

By 1996, Chuck Daley et al. published his three-phase power voltage doubler
circuit for the prevention of moding within UV plasma source that are employed in
UV curing applications [53]. As stated within the patent the three-phase circuit is
based on Smiths filament compensation circuit [52]. Daley’s patent is most relevant
to microwave over plasma reactors as it is one of the first patents to consider plasma
quenching in the pulse chain off-periods (for 50 Hz, toff ~ 10 ms; and 60 Hz toff ~ 8.0
ms). More recently (2013), Tikhonov et al. further enhanced the patent from Daley
et al’s three-phase circuit within a Russian patent [54].

3 Packaged Magnetron and Their Power Supplies
Reported by Academic Institutes

This section provides an alternative view to Sect. 2 in that it reports on magnetron
power supplies used by academics for the generation of microwave plasmas. Purpose
built microwave ovens plasma reactors are also reported.

Salvadori et al. [5] reused an un-named packaged magnetron (rated at 2.5 GHz
and 700 W) as a microwave energy source for plasma assisted chemical vapour
deposition. They also reused a 0.85 μF HV capacitor and HV diode to recreate a
half-wave drive voltage doubler circuit that included voltage and current sensing
circuitry. A stated normal 520 W for 20 h was used in the syntheses of the diamond
films.

In 1997 the editor of ‘The Bell Jar’ Journal wrote on the subject of reusing
microwaveoven components for the production of plasmas [19]. These simple experi-
ments use the 2M172J (2.45GHz, 600W)packagemagnetron to excite plasmawithin
the O84-G argon filled vacuum tube. In addition, the production of low-pressure
downstream plasma is described where the low pressure is generated by using a
modest rotary refrigeration compressor. The magnetron drive circuit descried is the
half-wave voltage doubler design were the MOT input voltage is ‘throttled back’
using a variac.

Law and Tait reported on the use of the AWI AM717 packaged magnetron
(2.45GHz, 850Wwith a 3.3Vfilament circuit) driven by a half-wave voltage doubler
circuit within the Cambridge Fluid systems MRC 200 plasma reactor for cleaning of
ion implant ceramic insulators [6, 7]. These two papers are further reviewed using
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Fig. 6 Law and Tait’s [6, 7] half-wave voltage doubler circuit. The magnetron power level is
controlled by varying the value C1–2

previously un-reported commercial information in 2018 [20]. In this purpose built
plasma reactor, the power level is controlled by switching the capacitance value of
C1–2 from to 0.6 to 1.5 μF. A schematic of the circuit used is shown in Fig. 6.

In the same year as [6, 7] Law reported on the mode characterization of the MRC
200 reactor under both empty cavity and plasma conditions using a near-fieldE-probe
[35]. The reactor has a cavity metal wall linear edge dimension of a = 300 mm, b =
250 mm and L = 350 mmwith a coaxial plasma cylindrical volume (Vp, 9 L) aligned
perpendicular to the waveguide iris. In terms of microwave free space wavelength the
plasma volume length is 3 times λo and a diameter of 1.5 times λo. Figure 7 shows
the E-probe and its mode detection circuit. The E-probe is formed as a monopole
antenna (length < λo/2π) and is constructed from 1 mm diameter stainless steel wire
that is coupled at one end to a neon lamp and the other end set to protrude through a
2 mm diameter aperture in the top of the cavity and mid way along the longitudinal
axis of the cylindrical plasma volumes. A photodiode is then used to convert the
lamp emission into a digital mV signal. The insertion of the E-probe close to the
inner surface of cavity wall provides a spatially fixed voltage modulus at the wall
that indicates the changing cavity Q-factor as the plasma is turned-on and -off.

The theoretical maximum unloaded Q-factor (Qu) of the cavity is defined in Eq. 1.

Qu = 2Vc

δAc
(1)

where Vc is the cavity volume, δ is the electrical skin depth at the cavity wall and by
Ac is the cavity wall area. Thus, Qu is defined as the ratio of stored energy in cavity
to the energy loss to the cavity walls. Under plasma conditions the cavity Q-factor
falls and so is redefined as Qp (Eq. 2) where V p is the plasma volume.
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Fig. 7 Schematic of E-probe position within the MRC 200 cavity as looking along the longitude
axis of the cylindrical plasma vessel. For clarity, only the upper half of the cavity, plasma vessel,
and TE10 waveguide is shown

Qp = 2
(
Vc − Vp

)

(δAc) + Vp
(2)

In 2000, Choe et al. reused a LG Electronics packaged magnetron (2.45 GHz,
500 W with a 3.5 V, 11 Amp filament circuit) for preionization of Ohmic plasma
within a TOKAMAK [16]. They employed both a half-wave and full-wave voltage
doubler circuits. In the full-wave circuit they used capacitor values of C1= 30 μF
andC2 = 14.5μF, however they did not state the value ofC1 in the half-wave circuit.
The cathode filament heater circuit proved insufficient for their needs therefore they
resorted to a high current voltage supply.

Law and Macgearailt reported on the use of a Hitachi UHF ECR dual frequency
(2 MHz and 2.45 GHz) plasma tool for the plasma etching of silicon devices at Intel
Ireland [8]. In this system aHitachi packagedmagnetron model 2M121A (2.45 GHz,
1.450 W and 4.6 V, 14 Amp filament circuit) is used. In this commercial plasma
system, the magnetron filament heater is on a separate circuit for preheating of the
cathode thereby minimizing moding when the voltage doubler circuit is turned-on.

In 2008, James Smith at West Virginia University reported on the reuse of
microwave oven components (MOT, package magnetron and doubler circuit) in con-
junction with a variac to vary the applied voltage. This voltage was then used to
operate a stack of metal on oxide field effect transistor (MOSFET) that controlled
the firing of a magnetron with the aim to preionization of fuel mixture prior to
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Fig. 8 Chaichumporn et al. [17] full-wave voltage doubler drive circuit. The magnetron power
level is controlled by varying the Variac windings and the value of C1–4

engine ignition within a multi-fuel (gasoline and jet fuel) engine [55]. Smith’s cir-
cuits (described in both text and photographs) are aimed at the automotive sector
however; the aim is comparable with the work of Choe et al. [16] thus, the use of
a MOSFET stack provides a further example of controlling the PWM envelope that
may be useful microwave oven plasma reactors.

By 2011, Chaichumporn et al. reused a Samsung Electronics model 2M218 pack-
aged magnetron (2.45 GHz, 850 W with a 3.3 V filament circuit) to create an atmo-
spheric plasma [17]. They used a full-wave voltage doubler circuit design using a
HV bridge rectifier and HV capacitors network (~1.5 μF) all supplied by two MOT
(one fixed and one variable to produce a combined HV of 3.3–6.6 kV. Their circuit
is shown in Fig. 8. Using a calorimetric method for power calibration their system
delivered a continuous microwave power between 0 and 250 W.

In 2013 Jung et al. reused an un-named packaged magnetron (2.45 GHz, 2 kW)
for plasma dissociation of atomic hydrogen from water [11]. Unfortunately, no other
details of the applied power or filament circuit were provided.

In 2017, Tikhonov et al. published on how to reuse the Samsung Electronic OM
75P packaged magnetron (2.45 GHz, 1 kW) for the production of an atmospheric
plasma torch [18]. In their work they used a three phase voltage doubler circuit (one
voltage doubler circuit per phase, which is the basis of their Russian patent [54])
along with the use of water cooling conversion kit to cool the magnetron. Although
this work is outside the scope of this review (due to the three phase circuitry) the
work is included for comparative purposes.
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4 Mode Production

4.1 Mode Production Within a Free Running Magnetron

Typical package magnetrons have a free running frequency of f o = 2.45 GHz (λo

= 12.24 Hz) with a bandwidth of 200 MHz which can be pushed by changes in the
drive circuit or is frequency pulled by changes in the standing wave ratio (SWR)
at the magnetron’s output antenna. The latter is located in the TE10 waveguide that
connects the magnetron to the MRC of the microwave oven. The SWR mathemat-
ical expression of the non-uniformity of the electromagnetic field within the TE10

waveguide is given in Eq. 3. In this expression, the 1+ corresponds to the addition
of the incident and reflected wave and 1− corresponds to subtraction incident and
reflected wave and where |�| is the modulus of the voltage [current] ratio within the
waveguide.

SW R =
(
1 + |�|
1 − |�|

)
(3)

This attribute makes the magnetron the idea power oscillator for auto-impedance
matching to varying modes within the MRC. For more advance plasma reactor
designs frequency pulling is used as a means of process monitoring and control
[8, 56, 57].

From the very start of the slot-hole cavity magnetron development [37, 38] it
was found that the magnetron’s output signal changed from pulse to pulse, both in
frequency and phase. The term moding arises from the magnetron’s ability to jump
between modes and therefore different frequencies and phase. In 1941 James Say-
ers took an interest in these mode jumps. He found that due to the multiplicity of
resonators used a number of modes could be generated either separately or simulta-
neously. Moreover, these may be characterized by the mutual phase displacements
between two successive cavities [39]. Fortunately the number of possible modes
is limited as the magnetron’s anodes resonator cavities and the interaction space
between the anode and cathode is a bounded system. See Fig. 9a. For an even num-
ber of N-cavities the mode is characterized either by an integer n, defined as the total
electrical phase change around the anode block measured in revolutions (N/2); or by
the phase difference (�φ) between successive cavities. For an anode block with N
cavities these two quantities (�φ and n) are related by the Eq. (4)

�φn = 2πn

N
(4)

In the special case of mode n = 4, successive segments are in anti-phase (that
is they have equal and opposite potential, where �φ = π ) and is found to be the
most stable mode. This is because a stable 4 spoke space-charge cloud is formed in
the cathode-anode interaction space and which rotates around anode. To enhance the
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Fig. 9 a, b Cross-sectional view of a cavity magnetron cathode-anode interaction space, plus
π-mode space-charge cloud (a), double strapping arrangement at x-x and y-y (b)

stability of this mode by sufficient voltage separation from all other modes Sayers
developed the anode double ring strapping system (π-strapping) where the first ring
connects the evennumbered segments and the second ring connects the oddnumbered
segments (Fig. 9b) so fixing the phase difference between the segments to a value of
π (180°): in effect making two coupled oscillator systems that are connected through
the phase delay of a slow-wave structure within the interaction space.

Fig. 10 Schematic of the initial 1st and 2nd magnetron voltage pulse envelopes and filament
temperature. The moding regions are also shown
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Now consider the production of non π-modes when using a coupled voltage
doubler and cathode filament heater circuit operating with a pulse width modulation
duty cycle of 50% (Ton = Toff ). Figure 10 shows a schematic of the anode voltage
and filament temperature as a function time for the warm-up period and the first
two Ton periods. In initial stages of this period, the drive circuit begins to heat the
cathode surface to release electrons into the anode-cathode interaction space to form
the space-charge cloud. The warm-up process takes a few seconds to stabilizes the
π-mode after which the full rated filament and anode voltage is applied allowing
first Ton period to generate magnetron full output power for a given applied anode
voltage.

For comparison purposes Geedipalli et al. has measured the G. E., Inc Lousivilel
KY: model JE635WW03 warm-up time as 5 s [58]. Whist modelling the heating of a
rotating object within a microwave oven (Panasonic, model NN-SD767W) Raj et al.
has measured the magnetron warm-up time to be in the order of 2.5 s [59, 60].

This period is followed by the first Toff period where the drive circuit is automat-
ically turned-off. In this period, the cathode surface cools resulting in a reduction
in electron emission and weakening of space-charge formation. As previously com-
mented if the Toff period becomes longer than 15–30 s the cathode cools down to a
situation where non π-modes are supported.

4.2 Plasma Mode Production

The use of microwave ovens for the generation of Ar plasma have been reported for
the use in-liquid plasma syntheses of carbon-based nanomaterials [28, 29 and 30],
the use of susceptors to initiate nanomaterials plasmoid chemistry [9, 10] as well
as the decomposition of methane hydrate [31]. In these reactions Ar gas was used
as the carrier gas and H2 and carbon monoxide being the main reaction products.
Singh and Jarvis have also reported on the reaction of H2 plasma with a mixture of
hydrocarbons for the plasma syntheses of carbon nanostructures [61]. In this section,
E-probemeasurements of an empty-cavitymode (Sect. 4.2.1) and the plasma (Ar-H2)
cavity mode (Sect. 4.2.2) are compared and discussed [35].

4.2.1 Calibration of Empty Cavity Mode

Figure 11 provides a rendition of the empty-cavity mode calibration at atmospheric
pressure and applied power of 250 W. The time period are as follows: magnetron
turn-on at t = 0 s; E-probe first sensing the magnetron electric field within the cavity
at t ~ 1 s; Maximum electric field at t ~ 1.5 s; and the 50 Hz modulated between E1

and E2 levels is the cavity-mode at t ~ 1.5–6 s. The upper level (E1) represents the
steady-state power per cycle 250 W and equates to a maximum of 4 J per pulse. The
lower limit (E2) represents the power stored in the cavity volume per cycle when
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E1

E2

Empty cavity mode

Fig. 11 Calibration of empty-cavity mode: The time components are: packaged magnetron warm-
up time, plasma ignition, and quasi steady-state mode

the magnetron is turned-off. Finally, the difference between E1 and E2 represents the
power lost to the cavity wall per cycle.

4.2.2 Ar-H2 Plasma Mode

Figure 12a shows the Ar plasma mode at a pressure of 10 mbar (1 k Pascal) with an
applied power of 350W. Here it is seen that the probe only detects an electric field in
the time period tp. In this period, the electric field strength builds up to a maximum
of 49 mV at which point the plasma is struck and the electric field collapses. The
absence of the electric field at the cavity wall after the plasma has struck implies that
plasma is absorbing the applied power.

Figure 12b shows the Ar-H2 plasma mode at the same pressure and applied power
with a gas flow ratio is 50%. For this mode, the time trace closely resembles the
modulated empty cavity mode, however the plasma is visibly reduced in size to
form a sphere of approximately 120 mm diameter. This sphere is reduces further in
diameter as the gas pressure is increased until it is extinguished at to 20 mbar. These
results suggest that the Ar-H2 plasma is absorbing little of the applied power.

4.2.3 Mode Discussion

The contrasting Ar and Ar-H2 plasmamodes may be understood in terms of the com-
petition between positive ion generation and loss that is driven by diffusion of elec-
trons to the wall where they are quenched under microwave breakdown conditions,
[62, 63 and 64]. See Eq. 5.

1 = (Vi − Va)

Do/�2
(5)
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Ar plasma mode

Ar/H2 plasma mode

(a)

(b)

Fig. 12 a E-probe measurement of 10 mbar Ar plasma. b E-probe measurement of 10 mbar Ar-H2
plasma

In this equation: Vi is the ionization frequency, Va is the electron loss frequency,
hence the term (Vi −Va) is the net electron production frequency. The termDo/�2 is
the diffusion frequency to the vessel wall; and� is the characteristic diffusion length
(cube root of the reaction vessel dimensions) and is equal to 3.7 cm in the MRC 200
plasma reactor.

The mathematical construct of Eq. 5 implies the following: a low average ratio is
maintained by the presence of electron attachment or by fast ambipolar diffusion rate,
whereas a high average ratio is maintained by the absence of electron attachment or
by slow ambipolar diffusion rates.

Now consider Ar and H2 that are both ready ionized (Ar + e > Ar+ + 2e at
15.8 eV); and (H2 + e → H2

+ + 2e at 13.6 eV) but due to their differing mass (u =
39.8 and 1.8) they have very contrasting ambipolar diffusion coefficient (Ar ~ 80 cm
s−1-Torr and H2 ~ 700 cm s−1-Torr [62]). Thus, the fast diffusion rate of H2 would
yield low average and therefore a weak plasma density with respect to the Ar plasma:
and therefore transparent to the electromagnetic radiation. The contrast between the
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uniformity of Ar plasma and localized Ar-H2 plasma may also be attributed to the
difference the ambipolar diffusion coefficients. In addition to the presence of long
lived Ar excited and long lived metastable species (Ar+ + e → Ar* + hv) that can
carry the energy out of the reactor before quenching occurs.

5 Summary

The first aim of this paper is to review patents (particularly those from the USA)
of microwave oven power supply circuits and mode detection circuits and compare
themwith equivalent microwave oven plasma reactor circuits published by academic
research groups. It is found that based on a review of US Patent Office patents, that
they provide a comprehensive historical development of themagnetron power supply
designed for extended time periods (where the filament warm-up time is not an
operation issue). It also demonstrates how the issue of short repeated operation time
periods required for the operation of microwave ovens for the cooking of food stuffs
was addressed, particularly where warm-up times becomes a significant fraction
of the cooking time. A survey of academic reuse of microwave components for
microwave oven plasma reactors reveals that the power supplies are modified using
either; a variac transformer at the MOT input or by varying the voltage doubler
capacitor value to control the magnetron cathode voltage. These two approaches
however do not address inadequate filament warm-up periods that lead to moding
and enhanced magnetron aging. This survey reveals the information gap between
the domestic microwave oven patent records and the academic research community
that use microwave oven components for plasma processing. In the case of the paten
records, it is acknowledgment that moding within the packaged magnetron warm-up
period and at prolonged off periods may lead to inadequate heating of foodstuff. To
overcome these processingproblems, the voltage doubler circuit and coupledfilament
heating circuit have evolved overtime to mitigate moding. These improved circuits
however do help to prevent moding within a loadedMRC. It is also the author’s view
that knowledge on the impact of these circuit modifications needs to be strengthened
within the academic community, working on microwave oven plasma generation.

In the case of carbon-based nanostructure in-liquid plasma processing [28–30]
and susceptor initiated plasmoid chemistry [9, 10] where the ionization time is of the
order of 15–120 s, magnetron moding due to its warm-up period changes the MRC
loading. It is also reasonable to assume that plasma induced diamond-like films for
example using naphthalene and graphite [65] and C2H4 [66] as the precursor at very
high powers (1200 W) and low processing times (5 s) will undergo moding. The
phenomena of moding at the start of the plasma process needs to be controlled for
process repeatability and increased yield are to be achieved on an economic scale.
Combining both US patent office records and academic published papers provides a
resource which allows both industrial and academic plasma researchers to enhance
the performance of microwave oven plasma reactors for use in prototyping and
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production line scale-out, in advance of upgrading to more advanced and costly
microwave systems.

The paper has also highlighted the potential/benefits of three mode detector
circuits. These are; an antenna (E-probe) placed in a microwave oven cavity for
frequency tuning a sold-state variable (915 ± 13 MHz) power source [49]. A con-
tact probe for counting the rate of mode changes within an aged cavity-magnetron
operating in the 2.45 GHz range [50]. In addition, an E-probe for characterizing
a packaged-magnetron (operating in the 2.45 GHz range) warm-up time and the
plasma working gas composition [35]. In this case plasma containing: Ar, and H2.
For plasma containing O2, and CF4 also see [35].

Following on from this overview, the authors propose that a strategy of scale-
out of the academic microwave over plasma reactor rather than scale-up to costly
industrial microwave plasma reactor provides an economic processing route to the
plasma synthesis of advanced functional nanostructures.
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Unexpected Properties of Open Quantum
Graphs and Microwave Networks

Michał Ławniczak, Jiří Lipovský, Szymon Bauch and Leszek Sirko

Abstract We will discuss some peculiar properties of open quantum graphs and
microwave networks. In particular, we will consider graphs which do not obey the
Weyl’s law N (R) = L

π
R + O(1), where O(1) is a function which for R going to

infinity is bounded by a constant. TheWeyl’s law directly links the counting function
N (R) of the number of resonances with the square root of energy k, 0 < Re (k) < R,
and the total length L of the internal edges of a graph. Graphs which do not obey the
Weyl’s law are called non-Weyl graphs. For standard boundary conditions a Weyl
graph becomes a non-Weyl graph if a balanced vertex is introduced inwhich the num-
bers of infinite leads and internal edges are the same. We show that our experimental
results obtained in the frequency range ν = 0.3−2.2 GHz are in excellent agreement
with the numerical calculations yielding the resonances of the networks simulating
Weyl and non-Weyl graphs.We also demonstrate that the numerical calculations per-
formed in the frequency range ν = 0.3−2.8 GHz for the Weyl and non-Weyl graphs
are in the agreement with the Weyl’s and non-Weyl’s laws, respectively.

1 Introduction

It is well known that a model of a quantum graph can be successfully used to describe
the behavior of a quantum particle on a physical network [1–3]. In this model the
Hamiltonian is acting as the negative second derivative with appropriate coupling
conditions at the vertices. We consider the case of boundary conditions, which is the
most physical one—the standard conditions, also called the Neumann boundary con-
ditions. These conditions impose the continuity of the function’s value and vanishing
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of the sum of its outgoing derivatives at each vertex. For more details on quantum
graphs, we refer the reader to the book [4] and the references therein. It turned out
that quantum graphs can be modeled by microwave networks. It is possible because
both systems are described by the same equation, namely, the telegrapher’s equation
for microwave networks is formally equivalent to the one-dimensional Schrödinger
equation describing quantum graphs [5, 6]. These peculiar properties of microwave
networks (graphs) were successfully used, e.g., in [7] where a famous question asked
byMark Kac “Can one hear the shape of a drum?” was investigated. It was originally
posed in the context of dissipationless isospectral systems. The paper [7] extends it
to scattering systems such as isoscattering ones. Moreover, in the recent paper [8]
the missing level statistics were analyzed in various applications. It is important to
point out that there are also some other useful model systems which are often used to
simplify analyzes of complicated quantum systems. Such examples are microwave
flat cavities simulating two-dimensional quantum billiards [9–14] and experiments
with Rydberg atoms strongly driven by microwave fields [15–21].

There are two main approaches to resonances in mathematical physics. One pos-
sibility is to study the poles of the meromorphic continuation of the resolvent to the
second Riemann sheet, called resolvent resonances. The second notion are so-called
scattering resonances, obtained as poles of the continuation of the determinant of
the scattering matrix. These two approaches are for quantum graphs closely related.
One can prove (see e.g., [22, 23]) that the set of resolvent resonances is equal to the
union of the set of scattering resonances and the set of eigenvalues with eigenfunc-
tions which have support on the compact (internal) part of the graph. Since we do
not have these eigenvalues for the quantum graphs with external leads and rationally
unrelated lengths of the edges, we can interchange both notions.

If we consider the compact graph (which has no infinite leads), the resolvent
resonances coincide with the eigenvalues. It is well known that the counting function
of the number of eigenvalues with the square root of energy k in the interval (0, R)

satisfies the Weyl’s law

N (R) = L
π
R + O(1), (1)

where L is the sum of the lengths of the graph’s edges andO(1) is a function which
in the limit R → +∞ is bounded by a constant of order of 1. If one attaches infinite
leads and obtains a non-compact graph, the same asymptotics would be expected
to hold also for the number of resolvent resonances encircled in the semi-circle of
radius R and center at the origin in the k-plane with Re k > 0, with L denoting only
the sum of the lengths of the internal edges of the graph. A surprising observation by
Davies and Pushnitski [24] yields that this is not the case for all the graphs. There are
graphs for which the coefficient of the leading term of the asymptotics is smaller than
expected. Such graphs are called non-Weyl graphs [25], while the graphs satisfying
the asymptotics (1) are called Weyl graphs.

Let us briefly review the theoretical results on non-Weyl quantum graphs. In the
seminal paper [24] the authors found a simple geometric condition, which distin-
guishes Weyl and non-Weyl graphs, for graphs with standard boundary conditions.
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The graph is non-Weyl if and only if there exists a vertex for which the number of
internal and external edges (infinite leads) is the same. This result was generalized in
[26] and the condition which distinguishes non-Weyl graphs was found for general
boundary conditions. The properties of magnetic quantum graphs were researched in
the paper [27], its main result is that the presence of the magnetic field cannot change
a non-Weyl graph into the Weyl one but it can change the coefficient of the leading
term of a non-Weyl graph. Non-Weyl graphs were later studied in more detail in [28]
and the bounds on the coefficient of the leading term of the asymptotics were found.

In this paper, we show the experimental results reported in the recent publication
[25] which verified the geometric condition introduced by Davies and Pushnitski
obtained for two similar microwave networks, one Weyl and the other one non-
Weyl, and measured their scattering matrices in the frequency range ν = 0.3−2.2
GHz. However, the numerical calculations were extended to 2.8 GHz in this paper.

2 Simulations of Quantum Graphs Using Microwave
Networks

Quantum graphs can be considered as idealizations of physical networks in the limit
where the lengths of their elements aremuch bigger than their widths. There aremany
successful applications which model a broad range of physical problems, see, e.g.,
[29], as well as experimental realizations of quantum graphs. Using contemporary
epitaxial techniques it is possible to design and fabricate quantum nanowire networks
[30, 31].

A seminal paper by Hul et al. [5] shows that quantum graphs can be successfully
simulated by microwave networks composed of microwave junctions and coaxial
cables. In the present investigations the SMA-RG402 coaxial cables were used. The
SMA-RG402 cable consists of an inner conductor of radius r1 = 0.05 cm, which
is surrounded by a concentric conductor of inner radius r2 = 0.15 cm. The space
between them is filled with Teflon with a dielectric constant ε � 2.06. Below the
cut-off frequency of the TE11 mode νc � c

π(r1+r2)
√

ε
� 33 GHz [32], where c denotes

the speed of light in vacuum, only the fundamental TEMmode can propagate inside a
coaxial cable. It should be stressed, that the lengths of the bonds of the corresponding
quantum graph are given not by the geometric lengths �

g
i of the coaxial cables, but

by the optical lengths �i = �
g
i

√
ε.

Therefore, one can experimentally investigate the properties of a quantum graph
by constructing microwave networks which have the same topology and boundary
conditions at the vertices. This system is extremely fruitful in both experimental
and theoretical studies of chaotic quantum systems. There is a vast literature on
the topic including many spectral and scattering problems of microwave networks,
see e.g., [5, 6, 8, 33–37]. Microwave networks can also simulate various quantum
chaotic systems with the spectral properties described in the RandomMatrix Theory
by the three main symmetry classes: Gaussian orthogonal ensemble (GOE) [5, 6],
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Gaussian unitary ensemble (GUE) [5, 8, 35, 38] and Gaussian symplectic ensemble
(GSE) [36].

Let us first consider a compact metric graph which consists of the set of V vertices
and B bonds (edges). For a vertex with index i we define its valency bi . This means
that this vertex is connected to the other vertices by bi bonds. The propagation of
the wave on each bond is governed by the one-dimensional Schrödinger equation.
The spectral properties of the graph are given by the set of its edge lengths and the
boundary conditions at the vertices which connect the amplitudes and the first deriva-
tives of the waves meeting at the vertex. We will only consider standard boundary
conditions, which prescribe the continuity of the function’s values and the fact that
the sum of the outgoing derivatives at each vertex vanishes. Since there clearly is no
balanced vertex, these graphs are standard examples of Weyl graphs.

To obtain non-Weyl graphs from Weyl graphs infinite external leads have to be
connected to a subset of vertices of this compact graph. As already stated in the
text above, a Weyl graph becomes a non-Weyl graph if we introduce a balanced
vertex. A vertex j is denoted as a balanced vertex if the number of internal edges
attached to j is equal to the number of external edges (infinite leads) attached to
j . In the opposite case, when the number of external leads attached to this vertex
is greater or smaller than the number of internal edges attached to j , we call this
vertex unbalanced. Such vertices are used, e.g., in the recent photovoltaic smartwire
connection technology [39].

If there is not an additional symmetry of the graph, the counting function of the
number of resonances of a non-Weyl graph can be expressed as

NnW (R) = L′

π
R + O(1) , (2)

where L′ = L − �s is the effective size of a non-Weyl graph and �s is the length of
the shortest bond outgoing from the balanced vertex.

The properties of theWeyl and non-Weyl graphs were experimentally tested using
two graphs shown in Figs. 1a and 2a. Both graphs have the same lengthL = ∑7

i=1 �i .
In the graph in Fig. 1a there are two unbalanced vertices attaching infinite leads L∞

1
and L∞

2 . Therefore, it is a Weyl graph. The non-Weyl graph in Fig. 2a contains one
balanced vertex to which two leads L∞

1 and L∞
2 are attached. The black broken lines

denote the leads. According to the formula (2) we expect that the non-Weyl graph in
Fig. 2a has smaller number of resonances. The microwave networks were connected
to the VNA with the two elastic microwave cables which is equivalent to attaching
of two infinite leads L∞

1 and L∞
2 to quantum graphs.

Such configurations of the experimental systems allow for measuring the scatter-
ing matrix Ŝ(ν):

Ŝ(ν) =
(
S11(ν) S12(ν)

S21(ν) S22(ν)

)

, (3)

which relates the amplitudes of the incoming and outgoing waves of frequency ν in
both leads.
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Fig. 1 Panel a shows the scheme of the Weyl graph. The Weyl graph contains two unbalanced
vertices with infinite leads L∞

1 and L∞
2 . Panel b shows the correspondingWeyl microwave network

(graph) constructed from microwave coaxial cables and joints. The optical lengths of both graphs
are the same and are equal to L = ∑7

i=1 �i . The microwave network is connected to the VNA with
two microwave cables which is equivalent to attaching of two infinite leads L∞

1 and L∞
2 to the

quantum graph

Fig. 2 Panel a shows the scheme of the non-Weyl graph. The graph is also characterized by the
same length as the Weyl graph L = ∑7

i=1 �i . The non-Weyl graph contains one balanced vertex
with two attached leads L∞

1 and L∞
2 , which are marked by black broken lines. Panel b shows the

corresponding non-Weyl microwave network (graph). The optical lengths of the graphs in panels
(a) and (b) are the same and are equal to L. Also here, the microwave network is connected to the
VNA with two microwave cables which are equivalent to the two infinite leads L∞

1 and L∞
2 in the

non-Weyl graph in the panel (a)

Two corresponding microwave networks constructed from microwave coaxial
cables are shown in Figs. 1b and 2b.

The proof that the effective size of the non-Weyl graph is L′ = L − �s where
�s = �2 is the length of the shortest edge outgoing from the balanced vertex 1 in
Fig. 2a, b can be found in [25]. In order to carry out the measurements of the two-
port scatteringmatrix Ŝ(ν)we connected the vector network analyzer (VNA)Agilent
E8364B to themicrowave networks shown in Figs. 1b and 2b andmeasurementswere
done in the frequency range ν = 0.3−2.2 GHz (see Figs. 3 and 4).
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(a)

(b)

Fig. 3 Panel a shows the amplitude of the determinant of the scattering matrix | det(Ŝ(ν)
)| of

the experimentally studied Weyl network W1 with the length L1 = 0.999 m, which contains two
unbalanced vertices in the frequency range 0.3–2.2 GHz. Panel b shows the amplitude of the
determinant of the scattering matrix | det(Ŝ(ν)

)| of the experimentally studied non-Weyl network
nW1 with the effective size L′

1 = 0.896 m in the same frequency range. There is one balanced
vertex in the non-Weyl network nW1. The positions of the expected resonances obtained from the
theory are marked with blue arrows

Two pairs of the Weyl and non-Weyl networks were considered, W1 and nW1,
and W2 and nW2, with the lengths L1 = 0.999 m and L2 = 1.151 m, respectively
(see Table1).

The length of the shortest bond �s ongoing from a balanced vertex of the two
non-Weyl networks nW1 and nW2 is �2, hence we can easily compute the effective
sizes of these networks and obtain L′

1 = 0.896 m and L′
2 = 0.972 m, respectively.

The uncertainties of the bonds’ lengths of the networks are due to the preparation of
coaxial microwave cables.

We show the amplitudes | det(Ŝ(ν)
)| of the determinants of the scatteringmatrices

of the experimentally studied Weyl and non-Weyl networks in the frequency range
0.3–2.2 GHz in Figs. 3 and 4. Figure3a, b show the comparison of the experimental
results obtained for the Weyl and non-Weyl microwave networks W1 and nW1 con-
taining �s = �2 = 0.103 m bond. Figure3a, b prove that the presence of the balanced
vertex dramatically changes the spectrum of the non-Weyl network and also lowers
the number of observed resonances. For the Weyl network W1 from the Weyl’s for-
mula (1) in the frequency range 0.3–2.2 GHz we should expect N � 13 resonances
while for the non-Weyl network nW1 the formula (2) gives N � 11 resonances.
Indeed, the theoretical predictions are in good agreement with the experiment. In
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(a)

(b)

Fig. 4 Panel a shows the amplitude of the determinant of the scattering matrix | det(Ŝ(ν)
)| of the

experimentally studiedWeyl networkwith the lengthL2 = 1.151m,which contains two unbalanced
vertices in the frequency range 0.3–2.2 GHz. Panel b shows the amplitude of the determinant of
the scattering matrix | det(Ŝ(ν)

)| of the experimentally studied non-Weyl network nW2 with the
effective size L′

2 = 0.972 m in the same frequency range. There is one balanced vertex in the
non-Weyl network nW2. The positions of the expected resonances obtained from the theory are
marked with blue arrows

Table 1 The optical lengths
of the bonds of the microwave
Weyl and non-Weyl networks,
W1 and nW1, and W2 and
nW2, with the lengths
L1 = 0.999 m and
L2 = 1.151 m, respectively

Networks W1 and nW1 Networks W2 and nW2

�1 = 0.127 ± 0.001m, �1 = 0.203 ± 0.001m,

�2 = 0.103 ± 0.001m, �2 = 0.179 ± 0.001m,

�3 = 0.130 ± 0.001m, �3 = 0.130 ± 0.001m,

�4 = 0.225 ± 0.001m, �4 = 0.225 ± 0.001m,

�5 = 0.116 ± 0.001m, �5 = 0.116 ± 0.001m,

�6 = 0.171 ± 0.001m, �6 = 0.171 ± 0.001m,

�7 = 0.127 ± 0.001m, �7 = 0.127 ± 0.001m.

Fig. 3a we observe 13 resonances (as the Weyl’s formula predicts) while in Fig. 3b
we see only 11 resonances (also with correspondence to the non-Weyl formula). To
test more versatilely the applicability of the modified Weyl’s formula (2) we com-
pared our experimental results for the positions of resonances with the theoretical
ones (blue arrows) obtained using the method of pseudo-orbits expansion. The result
of this comparison is very satisfying.
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3 The Resonance Conditions

Using the method of pseudo-orbit expansion one can find the resonance conditions
for the Weyl and non-Weyl graphs, for more details see [28, 40, 41]. We obtain the
formula

det[ Î2N − exp (ikL̂)�̂] = 0 , (4)

where Î2N is 2N × 2N identity matrix, N is the number of the internal edges of
the graph (in our case N = 7) and the matrix L̂ = diag(�1, �2, . . . , �7, �1, . . . , �7),
where we denote the lengths of the edges �1 = �(1, 4), �2 = �(1, 2), �3 = �(2, 3),
�4 = �(4, 5), �5 = �(3, 4), �6 = �(3, 5), �7 = �(2, 5). Such k which give zeros of
the left hand side of the above equation are the resonances.

We should stress that for open systems resonances are poles of the determinant
of the scattering matrix [42] which occur at complex wave numbers kr = 2π

c (νr −
i�νr ). Here, νr and 2�νr can be associated with the positions and the widths of
resonances, respectively. The scattering matrix �̂ for the non-Weyl andWeyl graphs
and the resonance conditions imposed by (4) are discussed in the details in [25].

The results of the calculations presented in Fig. 3a, b (blue arrows) show that
there should be 13 and 11 resonances, respectively, in the frequency range 0.3–2.2
GHz, which is in agreement with both the experiment and the number of resonances
predicted by the formulas (1) and (2). Therefore, we show that if the balance vertex is
present in the non-Weyl network nW1, the number of resonances is lowered in com-
parison with the network W1 by 2. We stress that also the position of the resonances
obtained both theoretically and experimentally are in very good agreement.

In Fig. 4a, b we present the comparison of the experimental results obtained for
theWeyl and non-Weyl microwave networksW2 and nW2 of the lengthsL2 = 1.151
m, which contain the bond with the length �s = �2 = 0.179 m. They are longer than
the microwave networks W1 and nW1. In this case from the Weyl’s formula (1) we
expect to have N � 15 resonances while for the non-Weyl network nW2 the expected
number of the resonances is N � 12.Aswe can see from the experimental figures, we
can identify 15 resonances for theWeyl networkW2 and 12 resonances the non-Weyl
network nW2 in agreement with the formula (2). The positions of the theoretically
computed resonances are marked with blue arrows. The correspondence between the
theoretical and experimental results is for both types of networks also very good. We
can see that due to the presence of the balanced vertex the number of the resonances
in the non-Weyl network is lowered in comparison to the network W2 by 3.

In this paper we also report the results of the numerical calculations performed for
theWeyl and non-Weyl graphsW1 and nW1, andW2 and nW2, with the lengthsL1 =
0.999 m and L2 = 1.151 m, respectively, in a broader frequency range ν = 0.3−2.8
GHz. Table2 shows the positions of the calculated resonances. For the Weyl and
non-Weyl graphs W1 and nW1 in the frequency range 0.3–2.8 GHz we found 17 and
15 resonances while for the graphs W2 and nW2 19 and 16 resonances, respectively.
These results are in the agreement with theWeyl’s and non-Weyl’s laws, respectively.
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Table 2 The positions of resonances νr of the microwave Weyl and non-Weyl networks, W1 and
nW1, andW2 and nW2, with the lengths L1 = 0.999 m and L2 = 1.151 m, respectively, calculated
in the frequency range 0.3–2.8 GHz

Resonance no. νr (GHz) of W1 νr (GHz) of nW1 νr (GHz) of W2 νr (GHz) of nW2

1 0.504 0.524 0.384 0.454

2 0.528 0.587 0.456 0.579

3 0.613 0.736 0.582 0.715

4 0.816 0.948 0.707 0.830

5 1.001 1.166 0.834 0.996

6 1.177 1.242 0.989 1.170

7 1.256 1.408 1.118 1.346

8 1.409 1.583 1.232 1.470

9 1.537 1.730 1.361 1.582

10 1.738 2.001 1.470 1.752

11 1.932 2.127 1.588 1.989

12 2.011 2.321 1.751 2.116

13 2.143 2.460 1.928 2.237

14 2.384 2.557 1.994 2.372

15 2.503 2.743 2.120 2.508

16 2.567 2.314 2.695

17 2.782 2.380

18 2.508

19 2.641

4 Conclusions

To sum up, the microwave networks simulating quantum graphs were used to show
that some graphs do not obey the Weyl’s law. Such graphs are called non-Weyl
graphs. We recall the experimental data from [25] obtained in the frequency range
ν = 0.3−2.2 GHz which are in excellent agreement with the numerical calculations
coming from the theoretical predictions of pseudo-orbit expansion theory. We show
that the number of resonances of the measured system may significantly depend
on the way how it is connected to the external world. Moreover, in the numerical
calculations we extended the frequency range up to ν = 2.8GHz.We show that these
numerical results are also in the agreement with the Weyl’s and non-Weyl’s laws.
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Dynamics of a Cournot Duopoly Game
with Differentiated Goods Between
Public and Private Firms

Georges Sarafopoulos and Kosmas Papadopoulos

Abstract This paper investigates the dynamics of a nonlinear Cournot-type duopoly
game with differentiated goods, linear demand and cost functions for two bounded
rational players that have different objective functions. Specifically, the first player is
a public company and cares about the social welfare and the second player is a private
company which cares only about its own profit maximization. The game is modeled
with a system of two difference equations. The stability analysis of the fixed points
are analyzed and complex dynamic features including period doubling bifurcations of
the unique Nash equilibrium is also investigated. Numerical simulations are carried
out to show the complex behavior of the models’ parameters. We show that a higher
(lower) degree of the speed of adjustment and a lower (higher) degree of the parameter
of product differentiation destabilize (stabilize) the economy. The chaotic features
are justified numerically via computing Lyapunov numbers, sensitive dependence on
initial conditions, bifurcation diagrams and strange attractors.

Keywords Cournot Duopoly game · Social welfare · Discrete dynamical system ·
Nash equilibrium · Stability · Bifurcation diagrams · Lyapunov numbers · Strange
attractors · Chaotic behavior

1 Introduction

The Oligopoly market is a structure between monopoly (one firm) and perfect com-
petition (many firms), where there are only a few numbers of sellers in this market
producing homogeneous products. The dynamics of an oligopoly game are more
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complex because the firms must make a hypothesis not only about the consumers’
behavior, but also about the competitors’ reactions i.e. they form their expectations
concerning in the way that their rivals will act. In 1838, the first formal theory of
oligopoly has introduced by Augustin Cournot considering the case of naive expec-
tations, where in every step (decision) each player (firm) assumes the last values that
were chosen by the competitors without an estimation of their future reactions.

The players’ expectations is an important factor in modeling economic phenom-
ena. A producer can set his own rules (expectations) choosing one of many available
techniques his production outputs’ adjustment. In this study we find the dynamics
of a duopoly game model where each player behaves with heterogeneous expecta-
tions (heterogeneous strategies). In this duopoly model each firm forms a strategy
in order to compute his expected output. Each player, using his expectations rule
adjusts his outputs towards the profit maximizing amount as target. Sarafopoulos
and Papadopoulos [1–5]. Some authors as Agiza [6–8], Agliari et al. [9, 10], Bischi
and Kopel [11], Kopel [12], Puu [13], Sarafopoulos [14], considered duopolies with
homogeneous expectations for two players and study the variety of complex dynam-
ics in these games, such as the appearance of strange attractors. Also, by Agiza and
Elsadany [15, 16], Agiza et al. [8], Den Haan [17], Fanti and Gori [18], Tramontana
[19], Zhang [20], models with heterogeneous agents were studied.

In realmarkets producers donot have the knowledgeof the entire demand function,
though it is possible that they have a high knowledge of technology, revealed by the
cost function. Hence, it is more likely that players employ some local estimate of the
demand. Naimzada and Ricchiuti [21] andAskar [22] have analyzed this issue. Firms
that characterized as bounded rational players update their production strategies
based on discrete time periods and by using a local estimate of their marginal profit.
With such a local adjustment mechanism, the players are not requested to have a
complete knowledge of the demand and the cost functions [15, 23, 20, 22]. In recent
years, maximizing relative profit instead of absolute profit has aroused the interest of
researchers as Tanaka [24], Elsadany [25]. In this study, the concept of generalized
relative profit in a Cournot—type duopoly game with differentiated goods, linear
demand and asymmetric cost functions has introduced. The article is organized as
follows: In Sect. 2, the dynamics of the Cournot duopoly game with differentiated
goods and generalized relative profit maximization is analyzed. We suppose that the
players follow homogeneous expectations and use linear demand and asymmetric
cost functions. Also, the existence and local stability of the equilibrium points are
analyzed. Section 3 contains the numerical simulations that are used to reveal the
complex dynamics via computing bifurcations diagrams, Lyapunov numbers, strange
attractors and sensitive dependence on initial conditions.
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2 The Game

2.1 The Construction of the Game

In this Cournot duopoly game there are two firms that produce differentiated goods
and offer themat discrete time periods (t= 0, 1, 2,…) on their commonmarket. These
twofirms take decisions about their production quantities also at discrete-timeperiods
(t = 0, 1, 2,…). In addition it is considered that two players are homogeneous and
more specifically, that both companies choose their productions rationally, following
the same adjustment mechanism (bounded rational players). At every discrete period
t, each player must forms an expectation of the rival’s output of the next time period
in order to determine the corresponding profit-maximization quantities for the next
period t + 1. The different consideration in this study is that the first player is a
public company and the second one is a private. So, the public company cares about
the maximization of social welfare and the private company about its own profit-
maximization only. It is supposed that q1, q2 are the productions of each player, then
the inverse demand function (as a function of production quantities) is given by:

pi = α − qi − dqj, where i, j = 1, 2 and i �= j (1)

Also, pi is the price of i firm’s product and α is the positive parameter which
expresses the size of market. So, for the two players it means:

p1 = α − q1 − dq2 and p2 = α − q2 − dq1 (2)

In these equations, d ∈ (−1, 1) is the parameter which expresses the differenti-
ation degree between two the products. For positive values of the parameter d the
larger the value, the less diversification there is between the two products. If d = 0,
then each company participates in a monopoly game. On the other hand, the negative
values of the differentiation parameter describe that two products are complementary.

We assume that both players use the same linear cost function:

Ci
(
qi

) = c · qi (3)

which means that for two players the cost functions are the following:

C1
(
q1

) = c · q1 and C2
(
q2

) = c · q2 (4)

To make our calculations easier we use the same positive cost parameter c > 0
for two players which is equal to the marginal cost of two players.

With these assumptions, it’s easy to form the profit function for each player as
follows:

�1
(
q1, q2

) = p1 · q1 − C1
(
q1

) = (
α − c − q1 − dq2

) · q1 (5)
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and

�2
(
q1, q2

) = p2 · q2 − C2
(
q2

) = (
α − c − q2 − dq1

) · q2 (6)

Then, the marginal profits for the players at the point of the strategy space are
given by:

∂�1

∂q1
= α − c − dq2 − 2q1 and

∂�2

∂q2
= α − c − dq1 − 2q2 (7)

At first we calculated the consumer surplus (CS) because it is contained in the
social welfare that the first player cares about it and it is given by the equation:

CS = U(q1, q2) − p1q1 − p2q2 = 1

2

(
q21 + q22

) + d · q1q2 (8)

As it is noticed the first player is a public company which cares about the
maximization of the social welfare (W) which is given by:

W
(
q1, q2

) = CS + �1 + �2 = −1

2

(
q21 + q22

) + (α − c) · (
q1 + q2

) − d · q1q2
(9)

and the marginal welfare is calculated as:

∂W

∂q1
= α − c − q1 − d · q2 (10)

Both players follow the same strategy to decide their production quantities (homo-
geneous players) and they are characterized as bounded rational players. According
to the existing literature it means that the first public company decide its production
following a mechanism that is described by the equation:

q1(t + 1) − q1(t)

q1(t)
= k · ∂W

∂q1
, with k > 0 (11)

and the secondplayer (private company)who is also a bounded rational player follows
a similar mechanism that is given by the equation:

q2(t + 1) − q2(t)

q2(t)
= k · ∂�2

∂q2
(12)

Through this mechanism each player increases his level of adaptation when his
marginal utility is positive or decreases his level when his marginal utility is negative,
where k is considered as the speed of adjustment for two players. The parameter k is
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positive (k > 0), and gives the extend variation production of the player i following
a given utility signal.

The duopoly’s dynamical system is described by:

{
q1(t + 1) = q1(t) + k · q1(t) · ∂W

∂q1
q2(t + 1) = q2(t) + k · q2(t) · ∂�2

∂q2

or

{
q1(t + 1) = q1(t) + k · q1(t) · [

α − c − d · q1(t) − 2q2(t)
]

q2(t + 1) = q2(t) + k · q2(t) · [
α − c − q1(t) − d · q2(t)

] (13)

We investigate the effect of the parameter k (speed of adjustment) and parameter
d (products’ differentiation degree) on the dynamics of this system.

2.2 Dynamical Analysis

2.2.1 The Equilibriums of the Game

The equilibriums of the dynamical system (13) are obtained as the nonnegative
solutions of the algebraic system:

{
q∗
1 · ∂W

∂q1
= 0

q∗
2 · ∂�2

∂q2
= 0

(14)

which obtained by setting: q1(t + 1) = q1(t) = q∗
1 and q2(t + 1) = q2(t) = q∗

2.

• If q∗
1 = q∗

2 = 0, then the equilibrium position is:

E0 = (0, 0) (15)

• If q∗
1 = 0 and ∂�2

∂q2
= 0, then the equilibrium position is:

E1 =
(
0,

α − c

2

)
(16)

• If q∗
2 = 0 and ∂W

∂q1
= 0, then the equilibrium position is:
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E2 = (α − c, 0) (17)

• If ∂W
∂q1

= ∂�2
∂q2

= 0, it gives the system:

{
α − c − d · q∗

1 − 2q∗
2 = 0

α − c − q∗
1 − d · q∗

2 = 0
(18)

whose solution is the Nash equilibrium:

E∗ =
(

(α − c)(2 − d)

2 − d2
,
(α − c)(1 − d)

2 − d2

)
(19)

with

(α − c)(2 − d) > 0 (20)

and

(α − c)(1 − d) > 0 (21)

2.2.2 Stability of Equilibriums

The stability of game’s equilibriums is studying using the Jacobian matrix. The
Jacobian matrix J

(
q1, q2

)
along the variable strategy

(
q1, q2

)
is:

J
(
q1, q2

) =
[
fq1 fq2
gq1 gq2

]

(22)

where:

f
(
q1, q2

) = q1 + k · q1 · ∂W

∂q1
(23)

and

g
(
q1, q2

) = q2 + k · q2 · ∂�2

∂q2
(24)

The Jacobian matrix becomes as:
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J
(
q∗
1, q

∗
2

) =
⎡

⎣
1 + k ·

(
∂W
∂q1

+ q∗
1 · ∂2W

∂q21

)
k · q∗

1 · ∂2W
∂q1∂q2

k · q∗
2 · ∂2�2

∂q2∂q1
1 + k ·

(
∂�2
∂q2

+ q∗
2 · ∂2�2

∂q22

)

⎤

⎦ (25)

For the E1 the Jacobian matrix becomes as:

J(E0) =
[
1 + k · (α − c) 0

0 1 + k(α − c)

]
A=1+k·(α−c)=

[
A 0
0 A

]
(26)

with Tr = 2A and Det = A2.
Forming the characteristic equation of J(E0) which is: r2 − Tr · r + det = 0, it is

taken the unique eigenvalue: r1 = A = 1+ k · (α − c). It’s clear that |r1| > 1, so E0

is unstable.
For E1 the Jacobian matrix becomes as:

J(E1) =
[
1 + k · (α−c)(2−d)

2 0
k · q∗

2 · ∂2�2
∂q2∂q1

1 − k(α − c)

]
B=1+k· (α−c)(2−d)

2=
C=1−k(α−c)

[
B 0
D C

]
(27)

with Tr = B + C and Det = B · C.
From the characteristic equation of J(E1), we find two eigenvalues:r1 = B and

r2 = C. Since r1 = 1 + k · (α−c)(2−d)
2 and (α − c)(2 − d) > 0 Eq. (20), it’s clearly

seems that |r1| > 1 and the equilibrium E1 is unstable.
For E2 the Jacobian matrix becomes as:

J(E2) =
[
1 − k · (α − c) k · q∗

1 · ∂2W
∂q1∂q2

0 1 + k · (α − c) · (1 − d)

]
E=1−k·(α−c)=

F=1+k·(α−c)·(1−d)

[
E G
0 F

]
(28)

with Tr = E + F and Det = E · F. From the characteristic equation of J(E2), we
find two eigenvalues: r1 = E and r2 = F. Since r2 = 1 + k · (α − c) · (1 − d) and
(α − c) · (1 − d) > 0 Eq. (21), it’s clearly seems that |r2| > 1 and the equilibrium
E2 is unstable. The Jacobian matrix at E∗ becomes as:

J(E∗) =
[
1 + k · q∗

1 · ∂2W
∂q21

k · q∗
1 · ∂2W

∂q1∂q2

k · q∗
2 · ∂2�2

∂q2∂q1
1 + k · q∗

2 · ∂2�2

∂q22

]

=
[
1 − k · q∗

1 −k · d · q∗
1

−k · d · q∗
2 1 − 2k · q∗

2

]
(29)

with Tr = 2 − kq∗
1 − 2kq∗

2 and Det = 1 − 2 − kq∗
1 − 2kq∗

2 + k
(
2 − d2

)
q∗
1q

∗
2.

We study the stability of Nash equilibrium E∗ using the three conditions that make
the equilibrium position E∗ locally asymptotically stable when they are satisfied
simultaneously:

(i) 1 − Det > 0
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(ii) 1 − Tr + Det > 0

(iii) 1 + Tr + Det > 0 (30)

The condition (ii) gives:

1 − Tr + Det > 0 ⇔ (
2 − d2

) · k2 · q∗
1q

∗
2 > 0 (31)

and it’s always satisfied because
(
2 − d2

) · k2 > 0.
From the first condition (i) is given:

1 − Det > 0 ⇔ q∗
1 + 2q∗

2 − (
2 − d2

) · k · q∗
1q

∗
2 > 0 (32)

Finally, the condition (iii) becomes as:

1 + Tr + Det > 0 ⇔ (
2 − d2

) · q∗
1q

∗
2 · k2 − 2

[
q∗
1 + 2q∗

2

]
k + 4 > 0 (33)

Proposition The discrete dynamical system Eq. (13) has a locally asymptotically
stable Nash Equilibrium if:

q∗
1 + 2q∗

2 − (
2 − d2

) · k · q∗
1q

∗
2 > 0

and

(
2 − d2

) · q∗
1q

∗
2 · k2 − 2

[
q∗
1 + 2q∗

2

]
k + 4 > 0

2.2.3 Stability Conditions Focusing on the Parameter K (Speed
of Adjustment)

From the condition (i) focusing on the parameter k we take the following inequality:

0 < k <
1

2 − d2
·
(

1

q∗
2

+ 2

q∗
1

)
(34)

The condition (iii) is the following:

(
2 − d2

) · q∗
1q

∗
2 · k2 − 2

[
q∗
1 + 2q∗

2

]
k + 4 > 0 (35)

And its discriminant is positive:

� = 4
(
q∗
1 − 2q∗

2

)2 + 16d2 · q∗
1q

∗
2 > 0 (36)

so the condition (iii) is satisfied if:
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k ∈ (0, k1) ∪ (k2,+∞) (37)

where

k1,2 = 2
(
q∗
1 + q∗

2

) ± √
�

2
(
2 − d2

) · q∗
1q

∗
2

(38)

are its two positive roots.

2.2.4 Stability Conditions Focusing on the Parameter D
(Differentiation Degree)

From the condition (i) focusing on the parameter d we take the following inequality:

H · d2 + 3(1 − H) · d + 2(H − 2) < 0, whereH = k(α − c) (39)

Which is satisfied if:

d ∈ (d1, d2) (40)

where

d1,2 = 3(H − 1) ±
√
H2 − 2H + 9

2H
(41)

The condition (iii) becomes as:

(H − 2) · [
(H + 2)d2 − 3H · d + 2(H − 2)

]
> 0 (42)

and it is clear that: H �= 2, because if: H = 2, then the Eq. (39) cannot become true.
So:

• If H > 2 it is satisfied when:

d ∈ (−1, d3) ∪ (d4, 1) (43)

• If H < 2 it is satisfied when:

d ∈ (d3, d4) (44)

where:
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d3,4 = 3H ± √
H + 32

2(H + 2)
(45)

3 Numerical Simulations

3.1 Focusing on the Parameter K (Speed of Adjustment)

In this section various numerical results focusing on the parameter k, including bifur-
cation diagrams, Lyapunov numbers and sensitive dependence on initial conditions
[12] are presented. For this reason some fixed values to other parameters as: α = 5,
c = 1 and d = 0.5 are chosen. So, as a result we find that q∗

1 	 3.42 and q∗
2 	 1.14

and the stability conditions become as:

0 < k < 0.49 (46)

The stability space is made including the main two parameters we will focus
on, the parameters k (speed of adjustment) and the parameter d (the differentiation
degree between two products). This two-dimensional space (Fig. 1) is obtained by
the common spaces that are appeared by the two stability conditions of game’s
Proposition, setting specific values for the other parameters α = 5 and c = 1. As it

Fig. 1 Stability space
between the parameter k
(horizontal axis) and the
parameter d (vertical axis)
for α = 5 and c = 1
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Fig. 2 Bifurcation diagrams with respect to the parameter k against the variables q1 (left) and q2
(right) taking 400 iterations of map Eq. (13) for α = 5, c = 1 and d = 0.5

seems, for very small values of the parameter k (speed of adjustment) the equilibrium
is stable for each value of the parameter d (differentiation degree).

By the bifurcation diagrams of the parameter k against the variables q∗
1 and q∗

2
that are shown in Fig. 2 it is clear that the equilibrium undergoes a flip bifurcation at
k = 0.49. Increasing the speed of adjustment, a stable two-period cycle emerges for
0.49 < k < 0.61 is implied. As long as the parameter k reduces a four-period cycle,
cycles of highly periodicity and a cascade of flip bifurcations that ultimately lead to
unpredictable (chaotic) motions are observed when k is larger than 0.64.

This unpredictable (chaotic) behavior of the system Eq. (13) is visualized with
the useful tool of Lyapunov numbers (Fig. 3) (i.e. the natural logarithm of Lyapunov
exponents) as a function of the parameter of interest. Figure 3 shows the Lyapunov
numbers of the orbit of the system of Eq. (13) for α = 5, c = 1, d = 0.5 and k = 0.67

Fig. 3 Lyapunov numbers of the orbit of (0.1, 0.1) with 2000 iterations of the map Eq. (13) for
α = 5, c = 1, d = 0.5 and k = 0.67
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(outside the stability space). It is known that if the Lyapunov number is greater than
1, one has evidence for chaos.

Another characteristic of deterministic chaos is the sensitivity dependence on
initial conditions. To show the sensitivity dependence on initial conditions of the
system Eq. (13), two orbits with initial points (0.1, 0.1) and (0.101, 0.1) respectively
are computed. Figure 4 shows the sensitivity dependence on initial conditions for
q1-coordinate for the two orbits, of the system Eq. (13), are plotted against the time
setting the specific parameter values and α = 5, c = 1, d = 0.5 and k = 0.67. As it is
shown at the beginning the two time series are indistinguishable; and after a number
of iterations, differences between them are appeared and build up rapidly (Fig. 5).

Fig. 4 Sensitive dependence on initial conditions for q1-coordinate plotted against the time: the
orbit of (0.1, 0.1) (left) and the orbit of (0.101, 0.1) (right) of the system Eq. (13) for α = 5, c = 1,
d = 0.5 and k = 0.67

Fig. 5 Two previous graphs of Fig. 4 in one
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3.2 Focusing on the Parameter D (Differentiation Degree)

Also, various numerical results here are presented showing the chaoticity, including
its bifurcations diagrams, strange attractors, Lyapunov numbers and sensitive depen-
dence on initial conditions providing some numerical evidence for the chaotic behav-
ior of the systemEq. (13), as a consequence of change in the parameter differentiation
degree d.

We study the local stability properties of the equilibrium points, taking specific
values for the other parameters: α = 5, c= 1 and k= 0.45 andwith these assumptions
it means that: H = 1.8 < 2.

So, as a result we find that d1 	 −0.14 and d2 	 1.48 > 1 so the first stability
condition become as:

d ∈ (−0.14, 1) (47)

Also, for the second stability we find that: d3 	 −0.07 and d4 	 1.49 > 1 and
the stability interval for the parameter d is:

d ∈ (−0.07, 1) (48)

So the total stability condition for the parameter d is:

−0.07 < d < 1 (49)

This previous stability result is verified by the bifurcation diagrams of q1 (left)
and q2 (right) (Fig. 6), focusing to the parameter d.

As it is shown, when all parameters take fixed values and only the parameter d
varies, the game’s structure becomes complicated through period doubling bifur-
cations. Also, more complex bounded attractors are appeared which are aperiodic
cycles of higher order or chaotic attractors. In Fig. 7 the strange attractors of for
α = 5, c = 1, k = 0.45, d = −0.3 (left) and d = −0.26 (right) are plotted.

Fig. 6 Bifurcation diagrams with respect to the parameter d against the variables q1 (left) and q2
(right) with 400 iterations of the map Eq. (13) for α = 5, c = 1 and k = 0.45
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Fig. 7 Strange attractors (phase portrait) of the orbit of (0.1, 0.1) taking 2000 iterations for the
map Eq. (13) for α = 5, c = 1, k = 0.45 and d = −0.3(left) and d = −0.26(right)

Also, using the same values of the other fixed parameters, but now for
d = –0.26, and initial conditions (0.1, 0.1), as it shown the graph of Lyapunov
numbers as an evidence for chaotic behavior of the system when the parameter d
takes values outside the stability space (Fig. 8).

Finally, we choose two different initial conditions (0.1, 0.1) (left) and (0.101, 0.1)
(right) for the same parameters (α = 5, c = 1, k = 0.45 and d—0.26), x-coordinate
of the two orbits, for the system plotted against the time. From Fig. 9, as it is shown
at the beginning the two time series are indistinguishable; and after a number of
iterations, differences between them are appeared and build up rapidly (Fig. 10).

Fig. 8 Lyapunov numbers graph of the orbit of (0.1, 0.1) for 2000 iterations of the map Eq. (13)
for α = 5, c = 1, k = 0.45 and d = −0.26
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Fig. 9 Sensitive dependence on initial conditions for q1-coordinate plotted against the time: the
orbit of (0.1, 0.1) (left) and the orbit of (0.101, 0.1) (right) of the system Eq. (13) for α = 5, c = 1,
k = 0.45 and d—0.26

Fig. 10 Two previous graphs of Fig. 9 in one

4 Conclusions

In this paper, through a discrete dynamical system the dynamics of a nonlinear
discrete-time duopoly game with a convex and log-linear demand and quadratic cost
functions are analyzed. We suppose that the first player is a public company and
cares about the maximization of social welfare (W) and the rival player is a private
company that cares about the maximization of his profit function only. The stability
of equilibria, bifurcation and chaotic behavior are investigated. We showed that the
speed of adjustment (k) and the parameter of product differentiation (d) may change
the stability of equilibrium and cause a structure to behave chaotically. The main
result is that a lower degree of product differentiation and a higher value of the speed
of adjustmentmay destabilize the Cournot–Nash equilibrium. Outside of the stability
space for each one of these parameters more complex attractors are appeared making
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the system’s behavior chaotic and unpredictable. Finally, we showed that for very
small values of the speed of adjustment the equilibrium is stable for each value of
the differentiation parameter.
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Influence of the Heart Rate on Dynamics
of Cardiorespiratory System

Evgeniy D. Pechuk, Tatyana P. Konovalyuk, Tatyana V. Sobol
and Tatyana S. Krasnopolskaya

Abstract Laws of dynamics of the DeBoer’s model of the cardiovascular and res-
piratory systems are studied taking into account dependence of parameters on a
variation of the heartbeat. The linear approximation of unknown functional depen-
dences of feedback influence of a cardiosystem on respiratory are investigated. By
methods of the modern theory of dynamical systems the steady-state regimes of the
modified models are studied. It has been shown that a reverse influence of param-
eters of a cardiosystem frequency on frequency of respiratory oscillations results
in irregularity of the dynamic mode of the combined system, i.e. a cause of chaos
appearances in the cordially-respiratory system is the internal interaction of subsys-
tems: cardiovascular and respiratory. A decrease in heart rate causes a decrease in
pressure.

Keywords Heart rate · Cardiovascular system · Respiratory system · Feedback ·
Chaos

1 Introduction

In the paper of DeBoer and coauthors [1] the model of interaction of the cardiovas-
cular and respiratory systems was developed, which well agrees with experimental
information. The DeBoer’s model was sub-stantially developed in future. In the work
of Seidel and Herzel in 1998 [2] the so-called SH-model, different from the DeBoer’s
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model the account of some elements of activity of sine knot, is probed. Thus found
out existence in this model of chaotic dynamics. A SH-model got further develop-
ment [3], where the reverse affecting of heart system is taken into account respiratory
activity. In the Grinchenko-Rudnitsky model [4], within the framework of DeBoer’s
model and in accordance with principles of optimum management, adjusting and
interaction of blood pressure and amplitudes of breathing oscillations is investigated.
The model built at such approach allowed, in particular, to explain appearance of
peak on frequency ofMeyer in the spectrums of respiratory oscillations and synchro-
nization of cardiac and respirator rhythms [5]. In the present research we construct a
linear approximation of unknown functional dependences of feedback influence of
a cardiosystem on respiratory and investigate a variation of the heartbeat.

2 The Model

A DeBoer’s model includes the followings main characteristics of the heartbeat:
systolic pressure S, diastolic pressure D, R-R interval I and arterial time constant T
(in a state of rest for a healthy man S = 120 mmHg, D = 80 mmHg, I = 800 ms, T
= 1500 ms). A mathematical model is system of five discrete nonlinear mappings.
This model contains direct mechanical influence of the respirator system only:

D′
i = S′

i−1 exp

(
−2

3

I ′
i−1

T ′
i−1

)
,

S′
i = D′

i + γ
T0
S0

I ′
i−1 + A

S0
sin(2π f T0ti ) + c2

S0
,

I ′
i = Gv

S0
T0

S
∧′
i−τv

+ Gβ

S0
T0

F(S
∧′

, τβ) + c3
T0

,

T ′
i = 1 + Gα

S0
T0

− Gα

S0
T0

F(S
∧′

, τα) (1)

S
∧′
i = 1 + 18

S0
arctan

S0(S′
i − 1)

18
,

where i ≥ 1,D′ = D/S0,S′ = S/S0,S
∧′ = S

∧

/S0,I ′ = I/T0,T ′ = T/T0, F(S
∧

, τ ) =
1/9(S

∧

i−τ−2 + 2S
∧

i−τ−1 + 3S
∧

i−τ + 2S
∧

i−τ+1 + S
∧

i−τ+2), ti = ∑i−1
k=0 I

′
k—the moment

of time of heartbeat, A = 3 mmHg—breathing amplitude, f = 0.25 Hz—breathing
frequency, c2 = S0 − D0 − γ I0, c3 = I0 − S0(Gv + Gβ), γ = 0.016 mmHg,
Gα = 18 ms/mmHg, Gβ = 9 ms/mmHg, Gν = 9 ms/mmHg, τα = τβ = 4, τv = 0,
if frequency of heart rhythmic less then 75 beat/min, and τv = 1, if frequency >75
beat/min.

This system of equations after the deletion of dependent variables can be reduced
to a system of three discrete mappings with six delays in the variable S′, of the
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following form:

⎧⎨
⎩
S′
i = ϕ1(I ′

i−1, S
′
i−1, S

′
i−3, S

′
i−4, S

′
i−5, S

′
i−6, S

′
i−7, ti−1)

I ′
i = ϕ2(I ′

i−1, S
′
i−1, S

′
i−2, S

′
i−3, S

′
i−4, S

′
i−5, S

′
i−6)

ti = ti−1 + I ′
i−1

, (2)

where ϕ1 and ϕ2 are nonlinear functions. The resulting system (2) could be written
by replacing the variables as a nonlinear system of nine discrete maps without delay.
Thus, the presence of such an inoperable property of functioning of the cardiovascular
system of man as a delay, leads to a significant increase in the order of the resulting
system. Influence of the respiratory system on the cardiovascular system, within the
framework of this model is taken into account by parameters A and f. Therefore,
the reverse effect of the cardiosystem can be realized by influencing the activity of
the heart on these two characteristics. In this paper, this feedback is modeled by
the simplest linear approximations. Thus, the amplitude of the change in systolic
pressure due to movement of the chest during breathing is assumed to be dependent
on the value of systole pressure on the previous cardiointerval according to the law:

Ai = A0 − A1(Si−1 − S0),

where A0 = A, A1 ≥ 0,which simulates the decrease in the amplitude of respiration
with increasing systolic pressure. The frequency of breathing is assumed to depend
on the frequency of cardiac contractions according to the dependence:

f i = f0 + f1(1/Ii−1 − 1/I0),

where f0 = f, f1 ≥ 0.
Thus, we will study the dynamics of the modified model of cardiorespiratory

system, which consists of DeBoer’s model, with direct respirator influence

(A + ri ) sin ϕi ,

and with reverse influence modeled by the linear functions.

3 Simulations

For a simulation in accordancewith physiology of healthyman, the followings values
of variables and constants are used: I ′[0] = 0.53, S′[− j] = 1.08, j = 0, . . . , 6,
r ′[0] = 0, ϕ′[0] = 0, κ = 0.001 1/ms, ν = 0.001 1/ms mmHg.

Now we start to study influence of heartbeat on dynamics of cardiorespiratory
system. First, we study the system solutions for the high heart rate, namely, when
the pulse is 75 beats in minute and:
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(a) 0 800I = ms (b) 0 1000I = ms

Fig. 1 Systolic pressure at I0 = 800ms (a) and at I0 = 1000ms (b)

(a) I0 = 800ms, A0 = 3mmHg, A1 = 0, f0 = 0.25Hz, f1 = 0.22.

Then we compare the solutions with the results of simulation of the system when
the heart rate is lower, the pulse is 60 beats in minute, and:

(b) I0 = 1000ms, A0 = 3mmHg, A1 = 0, f0 = 0.22Hz, f1 = 0.21.

The graphs of simulated systolic pressures are shown in Fig. 1a at I0 = 800ms
and in Fig. 1b at I0 = 1000ms. As could be seen, a decrease in heart rate causes a
decrease in systolic pressure: themeanvalue of systolic pressure is around125mmHg
at the heart rate 75 beats in minute and is 117.5 mmHg at the heart rate 60 beats
in minute. Also the amplitudes of systolic pressure oscillations are decreased, but
the frequencies are increased with decreasing of the heart rate. The dependences of
values of R-R interval on the heart rate are shown in Fig. 2. Obviously, for bigger
cardio interval at I0 = 1000ms larger is R-R interval. And finally, the graphs of
the respiratory frequency are shown in Fig. 3a at I0 = 800ms and in Fig. 3b at
I0 = 1000ms, from which could be seen, that a decrease in heart rate causes a
decrease in the respiratory frequency: the mean value of a respiratory frequency is
around 0.235 at the heart rate 75 beats in minute and is 0.23 at the heart rate 60 beats
in minute.

4 Conclusions

On the basis of theDeBoer’smodel of interaction of the cardio and respirator systems
dependences of solutions of systems on variation of the heartbeat are studied. The
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(a) 0 800I = ms (b) 0 1000I = ms

Fig. 2 Simulated R-R interval data at I0 = 800ms (a) and at I0 = 1000ms (b)

(a) 0 800I = ms (b) 0 1000I = ms

Fig. 3 Respiratory frequency at I0 = 800ms (a) and at I0 = 1000ms (b)

new model takes into account both direct and reverse influence of subsystems—car-
diovascular and respiratory. The linear approximation of unknown functional depen-
dences of feedback influence are investigated. As was found a decrease in human
pulse leads to a decrease in systolic pressure and respiratory frequency.
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Threshold Method for Control of Chaotic
Oscillations

Volodymyr Rusyn and Christos H. Skiadas

Abstract The classical Chua’s circuit that realizes chaotic behavior is presented.
This circuit having a simple nonlinear element designed to be accurately piecewise-
linear modelled. The circuit was modelled by usingMultiSim software environment.
The system’s behavior is investigated through numerical simulations, by using well-
known tools of nonlinear theory, such as chaotic attractor and time distributions
of the chaotic coordinates. Using threshold method was practical realization of the
control of chaotic attractor. This classical Chua’s circuit that generates a chaotic and
controlled attractor with a fixed period can be used in modern systems transmitting
and receiving information. Number of periodic (controlled) attractor can be used as
a key for masking of information carrier.

Keywords Chaos · Control · Threshold · MultiSim

1 Introduction

Chaos is the most interdisciplinary thematic areas; it includes very interesting, com-
plex, nonlinear phenomena that have been intensively studied and regard many dif-
ferent areas ranging from sciences, mathematics and engineering to social systems
[1–4].

In the area of engineering, chaos has been found to be very useful and has great
potential in many different technological disciplines, such as in information and
computer sciences, power systems protection, liquidmixing, economics, magnetism,
biomedical systems analysis etc. [5–9].
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Fig. 1 Chua circuit

Chaotic signals can be generated by electronic circuits [10–15]; memristors [16–
20]; simple [21, 22] and more complex [23]; analog, digital or mixed signal [24].
These signals depend on the system’s initial conditions and this dependence is very
sensitive; thus, they demonstrate the feature of being unpredictable. At the same
time, chaotic signals are wide-band signals. Although they seem to be random, they
are fully deterministic, highly sensitive to the system parameters, as well.

For chaos control have been proposed many different approaches or techniques,
such as linear feedback control, OGY, inverse optimal control, etc. [25–29]. The
theoretical basis of most known methods for control chaos is stabilizing the unstable
periodic orbits via parameter perturbation.

The Chua circuit is the simplest electronic circuit exhibiting chaos that was
invented in 1983 by Leon Chua [30, 31]. In Fig. 1 is shown one of the classical
Chua’s circuit.

The circuit consists of one nonlinear elementwith characteristics f (v), calledChua
diode, one inductor L, two capacitors (C1 and C2) and passive resistors (R and r). It
is described by the following equations

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

dv1
dt

= 1

C1

(
1

R
(v2 − v1) − f (v)

)

,

dv2
dt

= 1

C2

(
1

R
(v1 − v2) + iL

)

,

diL
dt

= − 1

L
(v2 + riL),

(1)

f (v) =
⎧
⎨

⎩

Gbv1 + (Gb − Ga)E1, i f v1 ≤ −E1,

Gbv1, i f |v1| < E1,

Gbv1 + (Ga − Gb)E1, i f v1 ≥ E1.

Here function f (v) is volt-ampere characteristics of Chua’s diode, iL is a current
through inductor L, v1 and v2 are voltages across capacitors C1 and C2, respectively.
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2 Modelling and Analysis of Non-linear Element

Nonlinear elements—these are elements in which the relation between voltage and
current is a nonlinear function. For example, it is a diode, in which the current is an
exponential function of the voltage. Circuits that consist of nonlinear elements are
harder to analyze and design.

The circuit realization for modelling and analysis of the non-linear element is
displayed in Fig. 2, with component: one operational amplifier TL082; resistors R1

= R2 = 290 �, R3 = 1.2 k�, R4 = 47 k�, R5 = R6 = 3.3 k�, R7 = 47 k�; two
diodes 1N4148; voltage—±9 V.

The nonlinear characteristic was modelled by the following parameters: = 6.5 V,
= 2 kHz, = 3 k�. Figure 3 shows result of modelling of nonlinear elements using
MultiSim. The simulation parameters: 1 = 2 V/div, 2 = 2 V/div.

Figure 4 shows V/I characteristic of nonlinear element that was realized
practically.

Fig. 2 Circuit realization for modelling and analysis of nonlinear characteristic
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Fig. 3 V/I characteristic of a nonlinear element

3 Modelling and Analysis of the Classical Chaotic Chua’s
Generator

Figure 5 shows simulated scheme of the classical chaotic Chua’s generator by using
MultiSim.

Circuit was realized on the one operational amplifier TL082, powered by a 9 V,
two diodes 1N4148, resistors R1 = R2 = 290 �, R3 = 1.2 k�, R4 = 47 k�, R5 =
R6 = 3.3 k�, R7 = 2 k (1.7 k), R8 = 47 k�, two capacitors C1 = 10 nF, C2 = 100
nF, inductor L1 = 18 mH.

Figure 6 shows the result of computer circuit simulation. On the virtual oscillo-
scope is presented generated chaotic signal in the plane XY. Coordinate X in the cir-
cuit correspond voltageVC2, coordinateY—voltageVC1. The simulation parameters:
U1 = 500 mV/div, U2 = 1 V/div.
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Fig. 4 V/I characteristic of nonlinear element realized practically

In Fig. 7 the time-series of both x- and y-signals appear. Their non-periodic nature
is evident. Shows time dependences of the coordinates X (top) and Y (bottom)
respectively (the channels’ settings were for channel A, 1 V/div and for channel
B, 5 V/div.

Figures 8 and 9 shows chaotic attractor and time-series that was realized
practically.

4 Practical Realization of the Threshold Method
for Control of Chaotic Oscillations

Threshold formalism for multidimensional systems was described in [32]. Now to
experimentally demonstrate the range and efficacy of the method, we implement it
on the classical chaotic Chua’s circuit. We consider a realization of the double scroll
chaotic Chua’s attractor given by the following set of (rescaled) three coupled ODEs:
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Fig. 5 The simulated circuit of the classical chaotic Chua’s generator

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

dx

dt
= α(y − x − g(x)),

dy

dt
= x − y + z,

diL
dt

= −βy,

(2)

where α = 10, β = 14.87, g(x)—nonlinear function.
The circuit realization of the above is displayed in Fig. 10 with component values:

capacitors C1 = 100 nF, C2 = 10 nF, DA1–DA4—operational amplifier TL082,
powered by a 9 V, GB1—threshold reference voltage, inductor L1 = 18mH, resistors
R1 =R2 = 1.71 k, R3 = 47 k�, R4 =R5 = 3.3 k�, R6 = 47 k�, R7 =R8 = 290�, R9

= 1.2 k�, R10 = 1 k�, potentiometer R11 = 100 k�, diodes VD1–VD3—1N4148.
In the circuit, the voltage VT corresponds to x*. Figures 11, 12 and 13 shows

experimental results of the control of chaotic oscillations.
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Fig. 6 Chaotic attractor

We implement more minimal thresholding. Instead of demanding that the x vari-
able be reset to x* if it exceeds x*, we only demand this in (2). This has easy
implementation, as it avoids modifying the value of x in the nonlinear element (x).
So, then all we do is to implement dy/dt = x* − y + z instead of (2), when x > x*,
and there is no controlling action if x < x*.
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Fig. 7 The x-signal (upper) and the y-signal (lower) timeseries. Their non-periodic nature is evident

5 Conclusions

For the first time was used threshold method for control of chaotic oscillations for
classicalChua’s chaotic generator. This classicalChua’s circuit that generate a chaotic
and controlled attractor with a fixed period can be used in modern systems trans-
mitting and receiving information. Number of periodic (controlled) attractor can be
used as a keys for masking of information carrier.



Threshold Method for Control of Chaotic Oscillations 225

Fig. 8 Chaotic attractor realized practically

Fig. 9 The x-signal (upper) and the y-signal (lower) timeseries realized practically. Their non-
periodic nature is evident
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Fig. 10 The x-signal (upper) and the y-signal (lower) time-series realized practically. Their non-
periodic nature is evident

Fig. 11 Uncontrolled chaotic attractor in the V1 − V2 plane
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Fig. 12 2-period controlled attractor obtained when x* = 2.7 V in the V1 − V2 plane

Fig. 13 3-period controlled attractor obtained when x* = 2.71 V in the V1 − V2 plane
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Some Implications of Invariant Model
of Boltzmann Statistical Mechanics
to the Gap Between Physics
and Mathematics

Siavash H. Sohrab

Abstract Some implications of a scale-invariant model of Boltzmann statistical
mechanics to physical foundation of the gap between physics and mathematics, Rie-
mann hypothesis, analytic number theory, Cantor uncountability theorem, continuum
hypothesis, Goldbach conjecture, and Russell paradox are studied. Quantum nature
of space and time is described by introduction of dependent internal measures of
space and time called spacetime and independent external measures of space and
time. Because of its hyperbolic geometry, its discrete fabric, and its stochastic atomic
motions, physical space is called Lobachevsky-Poincaré-Dirac-Space.

Keywords Riemann hypothesis · Continuum hypothesis · Analytical number
theory · Infinitesimals · Spacetime · Goldbach conjecture · Russell paradox

1 Introduction

Boltzmann statistical mechanics is known to be universally valid for all systems
composed of very large numbers of weakly interacting particles considered as ideal
gas. The similarities between stochastic quantum fields [1–17] and classical hydro-
dynamic fields [18–30] resulted in recent introduction of a scale-invariant model of
statistical mechanics and its application to thermodynamics [31], fluid mechanics
[32, 33], and quantum mechanics [34, 35].

The present study focuses on further implications of the model to the physical
foundation of the gap between physics and mathematics. In particular, the impact of
the model on Riemann hypothesis, analytical number theory, Cantor uncountability
theorem, continuum hypothesis, infinitesimals, Goldbach conjecture, and Russell’s
paradox are examined. Thermodynamic temperature is shown to provide internal
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measures of space and time called spacetime of a manifold called Lobachevsky-
Poincaré-Dirac-Space. Cantor continuum hypothesis is disproved by showing that
cardinality of real numbers is the same as that of natural numbers namely ℵO.

2 A Scale Invariant Model of Statistical Mechanics

The scale-invariant model of statistical mechanics for equilibrium galactic-,
planetary-, hydro-system-, fluid-element-, eddy-, cluster-, molecular-, atomic-,
subatomic-, kromo-, and tachyon-dynamics at the scale β = g, p, h, f, e, c, m, a, s,
k, and t is schematically shown on the left hand side and the corresponding laminar
flows on the right hand side of Fig. 1.

For each statistical field, one defines particles that form the background fluid and
are viewed as point-mass or “atom” of the field. Next, the elements of the field are
defined as finite-sized composite entities composed of an ensemble of “atoms” as
shown in Fig. 1. Finally, the ensemble of a large number of “elements” is defined as
the statistical “system” at that particular scale.
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Fig. 1 Scale invariant model of statistical mechanics. Equilibrium-β-Dynamics on the left-hand-
side and non-equilibrium Laminar-β-Dynamics on the right-hand-side for scales β = g, p, h, f, e,
c, m, a, s, k, and t as defined in Sect. 2. Characteristic lengths of (system, element, “atom”) are
(Lβ,λβ, �β) and λβ is the mean-free-path [34]
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Following the classical methods [19, 36–38] the invariant definitions of density
ρβ, and velocity of atom uβ, element vβ, and system wβ at the scale β are given as
[33, 34]

ρβ = nβmβ = mβ

∫
fβduβ, uβ = vwβ−1 (1)

vβ = ρ−1
β mβ

∫
uβfβduβ, wβ = vwβ+1 (2)

The most probable element of the lower scale β is identified as the “atom” of the
next higher scale β + 1 such that vmpβ = uβ+1, resulting in the hierarchy of embed-
ded statistical fields. At thermodynamic equilibrium velocity, energy, and speed of
“particles” or Heisenberg-Kramers [39] virtual oscillators are governed by Gaussian
(Maxwell), Planck [40], and Maxwell-Boltzmann distribution functions [34].

3 Invariant Definitions of External Space and Time Versus
Internal Spacetime

According to the model in Fig. 1, physical space, Aristotle fifth element, de Broglie
hidden thermostat [3], Casimir vacuum [41], or Dirac stochastic ether [42] is identi-
fied as a tachyon fluid [34, 43]. It is important to emphasize that space is the tachyonic
fluid itself and not the container that is occupied by this fluid, as in the classical the-
ories of ether [44], in harmony with perceptions of Euler [45] on reality of space and
time.

To describe the nature of physical space and time, we consider the large scale
of cosmology β = g with (atom, element, system) velocities (ug, vg, wg) and the
adjacent lower scale of astrophysics β = s with the velocities (us, vs, ws). According
to Eq. (1) the “atom” of cosmic field is defined as the most probable element of
astrophysical field ug ≡ vws. Also, by Eq. (2) the most-probable element of cosmic
field is identified as “system” of astrophysical field vwg ≡ ws. Therefore, every
“point” constituting the “space” of cosmic field will be composed of either galaxy
(g) or Casmir vacuum (∅) [41, 43] as shown in Fig. 2.

Fig. 2 Normalized
Maxwell-Boltzmann speed
distribution at cosmic and
astrophysical scales [43]
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Because of the definition, ug ≡ vws the atomic energy at cosmic scale is identi-
cal to the most-probable energy of astrophysical field, under local thermodynamic
equilibrium and cosmic field will have a homogenous constant temperature [31]

mgu
2
g = mwsv

2
ws = kTβ=s = kλws (3)

Since vws = λwsνws = λws/τws by Eq. (3), one associates constant internal
measures of (extension λws, duration τws) with every “point” of space in a universe
at temperature Tg = Ts. Thus, temperature of physical space or Casimir vacuum
[41] fixes local measures of spacetime (λws, τws) that are not independent since
vws = λws/τws must satisfy the vacuum temperature Tg = Ts in Eq. (3) [31]. Since
Wien displacement law λwT = 0.29 cm.K = 0.0029[m2] suggests the change of
units [m/cm] = 100, the classical temperature conversion formula is expressed as T
[m] = °C [m] + 2.731 with 2.731 close to Penzias-Wilson [46] cosmic microwave
background temperature TCMB � 2.73 [m].

When expressed as (λwxs,λwys,λwzs, τws) the internal coordinates are in harmony
with the four-dimensional spacetime of Poincaré [47] and Minkowski [48]. Hence,
Poincaré [49] anticipated the importance of hyperbolic geometry of physical space
that parallel to his anticipation of an external stress (Poincaré stress) [34], is another
testimony to the true genius of this great mathematician, physicist, and philosopher.
Because of its hyperbolic geometry, its discrete or quantum fabric, and its stochastic
atomic motions, physical space is called Lobachevsky-Poincaré-Dirac-Space.

At cosmic scale β = g one employs internal (ruler, clock) of the lower scale
of astrophysics β = s to define external space and time coordinates (xβ, tβ) as(
xβ = Nxλwβ−1, tβ = Ntτwβ−1

)
. Because of independence of numbers Nx and Nt,

coordinates (xβ, tβ) could be employed to study the dynamics of universe.

4 Connections Between Riemann Hypothesis, Quantum
Mechanics, and Kinetic Theory of Ideal Gas

At the most fundamental level, the science of mathematics is concerned with the
relationships between numbers according to certain assigned axiomatic rules. The
numbers could be natural N, integer Z, rational Q, irrational I, transcendental T,
real R, complex C, p-adicQp, … numbers. What is of central significance is that no
physical dimension need be attributed to such numbers in the ideal Platonic world of
mathematics. In theoretical study of physical sciences on the other hand, one aims
at describing physical phenomena through mathematical models involving numbers
with physical dimensions such as length, time andmass (meter, second, kg). It is only
when physical variables are made dimensionless that mathematical physics assumes
the same degree of universality as mathematics.

The scale invariant model of statistical mechanics (Fig. 1) has an impact on
Hilbert’s number eight problem namely Riemann hypothesis. A recent study [34]
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Fig. 3 Probability density of
normalized spacing between
zeros of Riemann zeta
function [51]
γn, 1012≤n≤ 1012+105,
normalized spacing between
eigenvalues of GUE [51],
and the NMB distribution
function in Eq. (4) [34]
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was focused on possible connections between kinetic theory of gas and the theoreti-
cal findings of Montgomery [50] and Odlyzko [51] on analytical number theory and
what is known as Montgomery-Odlyzko law [52, 53]. The pair correlation of Mont-
gomery [50] was subsequently recognized by Dyson to correspond to that between
the energy levels of heavy elements [52, 53] and thus to the pair correlations between
eigenvalues ofHermitianmatrices [54].Hence, a connectionwas establishedbetween
quantum mechanics on the one hand and quantum chaos [55] on the other hand.

When Maxwell-Boltzmann distribution is renormalized with respect to the most-
probable speed it leads to Normalized Maxwell-Boltzmann (NMB) distribution
function [34]

ρj = (8/πβ)[(2/√πβ)xjβ]2e−[(2/√πβ)xjβ]2 (4)

that can be viewed as distribution of sizes of “clusters of numbers” or Hilbert
“condensations” [52]. Normalized spacing between non-trivial zeros of Riemann
zeta function and the eigenvalues of GUE calculated by Odlyzko [51], are compared
with calculation from Eq. (4) in Fig. 3.

As discussed in [34], Maxwell-Boltzmann distribution function in Fig. 3 could be
viewed as spectrumof sizes of probabilities of “number clusters” that are identified as
“energy levels” corresponding to stationary-states of Bohr [39] in quantummechan-
ics. The distribution of cluster sizes shown in Fig. 3 is called unitary distribution
(NMB)u because all clusters are composed of identical units as “atoms”.

One next considers an infinite number of (NMB)p distribution functions con-
structed from different prime numbers p = 2, 3, 5, 7, 11, . . . . as “atomic specie”
[34]. Hence, the elements of these statistical fields are Gauss’s clock-calculators
or Hensel’s p-adic numbers Qp = pN [52]. For example, the prime “specie” p
distribution contains spectrum of clusters.

p, p2, p3, p4, . . . .pN . . . = Qp, p = 2, 3, 5, 7, 11, . . . . (5)

Finally, followingConnes [56, 57], one constructs anAdele ormixture distribution
function (NMB)A combining unitary (NMB)u and all suitably normalized prime
“species” distribution functions
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A = (NMB)A = (NMB)u +
∑
p

(NMB)p = R +
∑
p

Qp (6)

Because (NMB)u and (NMB)p are statistically independent and follow identical
distribution functions, by Gauss central limit theorem their ensemble namely Adele
distribution (NMB)A in Eq. (6) will also follow a Normalized Maxwell-Boltzmann
distribution function shown in Fig. 3. Because of renormalization, the infinite hier-
archy of distribution functions in Eq. (6) will all collapse on a single universal curve
(Fig. 3) covering the interval (0 → 4/

√
π = 2.567).

With homogeneous (p1 + p1) and heterogeneous (p2 − p1) even numbers, and
under constant most-probable “measure” T= λw [34], an even number of Adele field
in Eq. (6) could be expressed as AE = 2R1 + 2p1 = 2R2 − (p2 − p1) leading to
2(R2 − R1) = 2R = p2 + p1 that is in accordance with Goldbach conjecture [58].

Since by Eq. (6) all (NMB)p are embedded in (NMB)A, the distribution of primes
will be random in accordance with the perceptions of Cramér [59]. Notwithstanding
the statement by Euler [60].

Mathematicians have tried in vain to discover some order in the sequence of prime numbers
but we have every reason to believe that there are some mysteries which the human mind
will never penetrate.

The model described above may provide a physical foundation for the random
nature of distribution of prime numbers. Therefore, Boltzmann kinetic theory of gas
provides the physical dynamic system needed to bridge the gap between Adele space
of noncommutative geometry of Connes [56] and physical space as described earlier
[34, 43]. In other words, when physical space or Casimir vacuum [41] is identified
as a fluid governed by a statistical field, it will have an energy spectrum given by
Schrödinger equation of quantum mechanics [34] that in view of Heisenberg [61]
matrix mechanics will be described by noncommutative spectral geometry [56, 57].
Although the exact connection between noncommutative geometry and Riemann
hypothesis is yet to be understood according to Connes [56]

The process of verification can be very painful: one’s terribly afraid of being wrong…it
involves the most anxiety, for one never knows if one’s intuition is right- a bit as in dreams,
where intuition very often proves mistaken.

the ideas suggested above and further described in [34] may help in the
construction of the physical foundation of such a mathematical theory.

By Euler golden key [52] the zeros of zeta function
∏
p

ps = 0 and Planck [40]

formula for energy quantum εj = hνj = hps = mu2
j lead to zeros of particle velocity

at stationary states [34].

uj = √
h/m ν

1/2
j = √

h/m ps/2 = √
h/m pa+ib

j = 0 (7)

By symmetry, stationary states corresponding to zeros of particle translation,
rotational, and vibration velocity with the normalized value between (0, 1) will occur
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only at the mean value hence on the critical line a= 1/2 in accordance with Riemann
hypothesis [34].

5 Implications to Cantor Uncountability Theorem,
Continuum Hypothesis, Infinitesimals, and Russell
Paradox

There are no physical or mathematical reasons for the hierarchy of statistical fields in
Fig. 1 not to continue to larger than cosmic β > g or smaller than tachyon β < t scales
ad infinitum in harmony with axiom of infinity. This is because infinite divisibility
of matter as eloquently stated by Anaxagoras [62]

Neither is there a smallest part of what is small, but there is always a smaller, for it is
impossible that what is should ever cease to be.

is a logical requirement imposed by criteria of reversibility of mathematical oper-
ations. This is because if infinite divisibility of a body leads to nothing i.e. absolute
zero, then such a process could not be reversed in order to return to the original
body. Therefore, both absolute zero and absolute infinite are singularities as ideal
Aristotle potential limits never actualized. Hence, according to the theory of numbers
described herein Leibnitz house of Monad will always have a window.

When normalized invariant Maxwell-Boltzmann distribution is re-normalized
with respect to themost-probable state, it leads to transformation (xmp → 1 , x∞ →
4/

√
π = 2.567) as shown in Fig. 3. An example with (0β = 10−120, 1β =

(4/
√

π)10−100, ∞β = (4/
√

π)210−80) and the size of zero and infinity relative
to unity taken as (10−20, 1, 1020) for three consecutive scales is shown in Fig. 4.

In Fig. 4 instead of the unit 1β−1 = 10−120 [m], any arbitrary value such as
1β = 10−12010 [m] could be chosen thus requiring many more statistical fields before
arriving at the scales shown in Fig. 4. Therefore, as suspected by ancient mathemati-
cians and philosophers, the number unity plays a unique and fundamental role in
mathematics just like the number π. This is because it is the dimension of unity (…,

Fig. 4 Hierarchy of coordinates for cascades of embedded statistical fields
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mm, m, km, …) that defines the limits in Fig. 4 involving 4/
√

π as actual physical
extensions (mm, m, km). Any finite value of unity naturally leads to a paradox since
infinite number of any finite quantity leads to infinite a fact that may be referred
to as “ultraviolet catastrophe of mathematics”. However, in the present model this
paradox is not encountered because (NMB)A given in Eq. (6) is based on “quantum”
units analogous to the theory of equilibrium radiation of photon gas by Planck [34,
40]. Avoidance of “ultraviolet catastrophe” is of central importance to the theory
of numbers. This is because without quantum foundation of theory of numbers dis-
cussed in previous Section, one cannot confine the infinite to the realm of the finite
in order to construct a real line.

Some implications of scale-invariant model of Boltzmann statistical mechanics
to nonstandard analysis of Robinson [63] and Nelson [64] discussed earlier [65] are
now further examined. First, it is reasonable to expect that all numbersN,Q, I,T,R,
andQp be expressible in unitary field (NMB)u. This is because unitary field (NMB)u
has maximum resolution since it is constructed from the most elementary “atom”
constituting all number fields of larger scales. Next, all numbers in 0β−1 < N < 1β−1

are defined as nonstandard numbers at scale β since they are N < 0β and hence
unobservable at this scale [65]. Finally, all numbers N < 1β−2 are identified as
infinitesimals for the scale β and above because even an infinite number of them will
be ∞β−2 = 1β−1 that is 1β−1 ≤ 0β.

The invariant model of statistical mechanic shown in Fig. 1 involving hierarchies
of (atom, element, system) is most harmonious with Cantor theory of sets [66].
Clearly, leaving Everett’s many universe aside, our universe at scale β = g could be
considered as the set of all sets (SOAS). According to Figs. 1 and 2 the universe U
is defined as the largest supercluster SC (cluster of cluster of galaxies)

U = SC =
∑

j

(CG j ) =
∑

j

N GC = NCU N GC =NGU (8)

that is the “limiting” SC subject to chaotic boundary condition due to randommotion
of galaxies. Hence, negative response to the question “is SOAS a member of itself”
is also not contradictory since SOAS as the limiting set and a quantum mechanical
system is subject to random and chaotic boundary condition.

A related problem known as Russell’s paradox is about the barber who shaves all
men who do not shave themselves. The paradox arises by noting that if the barber
shaves himself he should not, and if he does not shave himself he should thus leading
to contradiction either way. The set of all men {M} either can shave themselves
ST {M∗

, B
∗} or be shaved by someone else SE {M̃∗, B̃∗}. The shaving process is

viewed as chemical reactions through steps (1)–(4) in Eq. (9). The case B̃∗ leads
to {M} = {M̃∗, B̃∗} = {M̃∗} and the barber cannot self-shave and could follow
reactions (1)-(3) without contradiction.
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B̃∗ + M̃∗ → B̃∗ + M̃ + ∗ (1)

B̃∗ + M̃ → B̃ + M̃ + ∗ (2)

B̃∗ + M̃∗ → B̃ + M̃ + ∗∗ (3)

B
∗ → B + ∗ (4)

(9)

The case B
∗
leads to {M} = {M∗

, B
∗} = {M̃∗} and the barber can self-shave by

reaction (4) above. However, like SOAS problem, the paradox is only resolved if one
assumes that the barber is on the border and oscillates between two complimentary
sets. Hence, in harmony with Heisenberg uncertainty principle of quantum mechan-
ics, Russell’s barber must locate on the border and oscillate {B̃∗ ↔ B

∗} between the
complimentary sets {M̃∗} and {M∗} to avoid the paradox.

Cantor’s uncountability theorem [58, 66] proving that the interval of real numbers
(0, 1) is not countable is discussed next. This theory plays a central role in Cantor
theory of transfinite numbers and Continuum Hypothesis CH [66] and is eloquently
described by Casti [58]

Since each real number as an infinite sequence of the ten natural numbers 0, 1, 2, …, we can
express a real number between 0 and 1as r = .zr1 zr2 zr3 zr4 . . ., where each zri is one of the
ten integers between 0 and 9. By assumption, we can put any such number into one-to-one
correspondence with a natural number. Suppose the following table is such a correspondence

r1 = .z11z12z13z14 . . .

r2 = .z21z22z23z24 . . .

r3 = .z31z32z33z34 . . .

.

.

.

(10)

Now consider the number represented by taking the diagonal elements in this array, which
are underlined, changing each diagonal element to be a digit different from the digit zii that
is there initially (with proviso that the new digit is not either 0 or 9).

It is argued that since the new number differs from all old ones in Eq. (10) due to
new diagonal elements, the cardinality of reals must be greater than natural numbers.
However, Cantor’s uncountability theorem is not consistent with the model of real
line schematically shown in Fig. 4. In fact, it can be shown that real numbers on the
interval (0, 1) can be counted by natural numbers and hence have the same cardinality
ℵo. To show this, assuming any arbitrary small unit ε = 10−100 to define zeromeasure
of scale β as 0β = 10−100 = 1β−1 = ∞β−2, one begins counting∞β = 1/0β = 10100

numbers each time adding 1β−1 = 10−100 to the previous number constructing the
list in Eq. (11).

0.0000
0.0000
0.2862239
0.70782246021
0.999999999999

00000001
00000002
2865598
667310

999999999

(11)
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The list of numbers given in Eq. (11) covers all possible numbers within the
interval (0, 1) given the zero measure 0β = 10−100 = 1β−1 = ∞β−2 defining the
unity of the lower scale β−1. Since all possible real numbers on (0, 1) in Eq. (10)
must be in the list of Eq. (11), the diagonal method of Cantor cannot produce any
new numbers by changing any digits of the list in Eq. (11) since all possible numbers
are presented by construction. Therefore, one must conclude that the cardinality of
R is the same as that ofN namely ℵO and Cantor general continuum hypothesis GCH
is disproved as suspected by both Gödel and Poincaré [62]. In this regards we quote
Gödel [58].

I believe that adding up all that has been said one has good reason to suspect that the role of
the continuum problem in set theory will be to lead to the discovery of new axioms which
will make it possible to disprove Cantor’s conjecture.

Even if higher accuracy ofR numbers were demanded, the list in Eq. (11) could be
enlarged without limit by starting from amuch smaller unit for zero at the lower scale
of β−1 for example by choosing a new unit as 0β−1 = 10−100100 = 1β−2 = ∞β−3.

6 Concluding Remarks

Some implications of a scale-invariant model of Boltzmann statistical mechan-
ics to physical foundation of mathematics namely Riemann hypothesis, Cantor
uncountability theorem, continuum hypothesis, Goldbach conjecture, and Russel
paradox were examined. Cantor continuum hypothesis was disproved by showing
that cardinality of real numbers is the same as that of natural numbers namely ℵO.

In addition, quantum nature of space and time as well as internal spacetime
versus external space and time were described. Because of its hyperbolic geome-
try, its discrete fabric, and its stochastic atomic motions, physical space is called
Lobachevsky-Poincar -Dirac-Space. The results may help in addressing the warning
signs emphasized by Nelson [67].
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Deterministic Irreversibility Mechanism
and Basic Element of Matter

V. M. Somsikov

Abstract The role of the deterministic mechanism of irreversibility (DMI) in the
organisation of matter is studied. The nature of DMI is explained. The connection
of the DMI with the nature of entropy, chaos and the breaking of the space-time
symmetry is discussed. How the evolution of the system can be described in the dual
phase space is shown. The fact that the open nonequilibrium dynamic system is a
basic element of matter is shown. The nature of supersymmetry and the principle
of uncertainty, which can be entered into classical mechanics, were analysed. How
expansion of classical mechanics, which follows from the accounting of structure of
a body in its dynamics, leads to solutions of the existing problems of physics and to
creation of the uniform theory is discussed.

Keywords Classical mechanics · Irreversibility · Entropy · Chaos · Phase space ·
Evolution

1 Introduction

There are important problems on the way to creation the physical picture of the
world: how mass arise; what are elementary particles of the matter; how complex
systems from simple elements arise; whether there are such a formalisms that allows
building a theory of everything based on dynamics laws of its elements. One of the
great obstacles on the way to solution of these problems was a fact that fundamental
physics can describe the existing world, but do not describe the processes of its
evolution, that is, the emergence, development and transformation of the nature
systems [1–3]. This is explained by that that evolution in nature is irreversible but
the fundamental physics laws are reversible [4–6].

In the process of solution of the irreversibility problem, at first its probabilis-
tic mechanism was found [5, 6]. This mechanism of irreversibility is based on the
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hypothesis of the existence of a randomexternal influence on theHamiltonian system.
According to the Poincaré theorem, Hamiltonian systems are reversible. However,
they are exponentially unstable and for an arbitrarily small random disturbance, they
can deviates from the deterministic trajectory on any predetermined distance within
the available phase space. It means irreversibility. But since this irreversibility mech-
anism is probabilistic, it is impossible to answer on the next questions: how in the
nature the “order” can arise from “chaos”; how to build of the world’s picture, if the
theory of evolution is based on the probabilistic mechanism of irreversibility etc.

The existence of a probabilistic mechanism of irreversibility does not exclude
existence of the deterministic mechanism of irreversibility (DMI). Indeed, DMIwas
relatively recently found [7, 8]. DMI not only eliminated the problems associated
with a probabilistic explanation of irreversibility, but also opened up opportunities
to build a deterministic evolutionary picture of the world within the framework of
the fundamental laws of physics [9, 10].

Here, we will explain the nature of DMI. We will show that in according with
the DMI nature, the basic element of matter should be an open nonequilibrium
dynamic system (ONDS). We will show also how ONDS can be described in the
dual orthogonal phase space with taking into account of the DMI. We will discuss
the nature of supersymmetry and the principle of uncertainty, which can be entered
into classical mechanics.

2 The Nature of DMI

The main obstacles on the way to the DMI explanation were as follows. As is known,
the Newton’s motion equation for a material point (MP) is reversible. The motion
equations for a system from potentially interacting MPs, which are derived from
the Lagrange equation or by summation of the motion equations for MPs, are also
reversible [11, 12], although in nature we observe the irreversibility of systems. The
reason for the discrepancy due to the fact that the Lagrange equations are derived
under the condition of the holonomic restrictions [6]. This condition is inapplicable
for systems with non-holonomic restriction when the work of external forces not
only go on the body’s motion, but also on increase its internal energy, for example,
due to the work of friction forces.

It has been shown that for taking into account the change of the internal energy it
was necessary to present energy of a body in according with the principle of duality
of symmetry (PDS) in the form of the sum of the motion energy and internal energy.
For this purpose it is necessary to take body model in the form of the equilibrium
structured particle (SP), which is a system consisting from sufficiently large num-
ber of potentially interacting MPs. It was found, that the motion equation of SP is
asymmetric with respect to time and is applicable for systems with non-holonomic
restrictions [7].

Let us explain shortly the key ideas and concepts that were used in the substanti-
ation of the DMI on the example a body sliding along inclined rough surface under
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the action of gravity. At the initial moment, its energy is equal to potential energy.
During motion the part of this energy goes on increase in kinetic energy of the body.
This energy determined by the velocity of the body’s centre of mass (CM). Another
part of the energy goes on the heat of the body as a result of the conversion of the
energy of motion into internal energy due to the work of the friction force. Therefore,
the motion energy at each subsequent point of the position of the body is less than
the consumed potential energy on the value of change of the internal energy (the
absorption of the energy of body motion by the external environment is not taken
into account, since this does not fundamentally change anything in our discussion).

The body motion in a classical mechanics is described by the empirical equation,
in which the force of friction is proportional to the velocity [11, 12]:

MV̇0 = −F0 − μV, (1)

Here M-is a mass of a body, V0-is a velocity of the CM of a body, F0-is a force
acted on CM (here and after the forces are expressed through the gradient of the
potential energy), μ-is empirical friction coefficient.

The Eq. (1) empirically takes into account the transformation of themotion energy
into internal energy, but does not describe the process of such a transformation itself.
However, the motion equation for SP makes such a description possible [6, 7]. Let
us show why it so.

For describing the body’s motion with taking into account of the friction, we will
use the molecular-kinetic theory. In this case, the body can be represented as SP.
Without loss of generality, we will assume that the masses of all MPs are equal to
one. Let us use the fact that any scalar sum of square functions of a vector can be
presented so [6]:

N∑

i=1

r2i = N R2
0 +

N∑

i=1
i �= j

(ri j )
2/N (2)

where the vector ri is a position of MP in the laboratory system of coordinate O;
ri j = ri −r j ; i, j = 1, 2, 3 . . . N , i, j-is a number of MP, i �= j , vi −v j = vi j = ṙi j -is

a relative velocity of two MP; R0 =
(∑N

i=1 ri
)
/N -is velocity of the CM of SP.

Let us: ri = R0 + r̃i , where r̃i -is a coordinate of MP in relative of the CM.
Therefore, we have: vi = V0 + ṽi and the next equality has a place [6]:

N∑

i=1

r2i = N R2
0 +

N∑

i=1
i �= j

(r̃i )
2 (3)

The motion of everyone MP is a mix of two motions: the motion MP with the
CM and motion MP in relative to the CM. The coordinate system in which the
coordinate and velocity vectors are represented as the sum of the corresponding
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motion vectors of the CM of the system and motion MP in relative to the CM is
called as the dual coordinate of the system [6]. Only in dual coordinate of the system,
the work of external forces can be divided on two works: the work on the change of
the CM velocity and the work, on change of MPs velocities in relative to the CM.
The variables that determine the change of MPs velocities in relative to the CM are
micro-variables. The variables that determine the work on change of the CM velocity
are macro-variables. The micro—and macro-variables are independent and belong
to different symmetry groups [7]. Thus, we have two invariants corresponding to
the two symmetry groups that determine the motion of bodies. The body’s motion
energy is connected with the space symmetry group. The body’s internal energy is
connected with the body’s symmetry groups. The statement that the motion of the
system determined by the two type of symmetry: the internal symmetry of the system
and the space symmetry called as the principle of duality of the symmetry (PDS)
[10].

The energy of the system in micro-and macro-variables has the form [7–10]:

EN = Etr
N + Eins

N = const (4)

where Eins
N = T ins

N + Uins
N is SP internal energy; T ins

N = ∑N
i=1 mṽ2i

/
2 is a kinetics

part of SP internal energy; Uins
N (ri j ) = ∑N−1

i=1

∑N
j=i+1Ui j (ri j ) is a potential part of

the internal energy due to MP interaction; Etr
N = T tr

N +Utr
N is the SP motion energy;

T tr
N is a kinetic part of the motion energy,Utr

N -is a potential part of the motion energy
in the external forces.

The energy’s conservation law for SP is: the sum of the motion energy and the
internal energy of the system is conserved along its trajectory.

The SP’s motion equation was obtained from the energy’s expression (4) [13]:

MN V̇N = −F0
N − μVN , (5)

where F0
N = ∑N

i=1 F
0
i ; F

0
i -is external force acted on i-th MP; Fi j is interacted

force i and j MP; F0
i j = F0

i − F0
j ; Ė

int
N = ∑N−1

i=1

∑N
j=i+1 vi j (mv̇i j + F0

i j + NFi j );

μ = Ė int
N /(Vmax

N )2.
Equation (5) was obtained in dual system of coordinate by differentiation on time

of the energy under the condition of constancy of it. But the classical motion equation
for the system of MP was derived by summation of the motion equations for each
MP, therefore the change of internal energy was not taken into account here, since
the sum of the changes in the MP momentum in relative to the CM is zero [11, 12].

The Eq. (5) is strongly different from empirical Eq. (1) due to the friction coef-
ficient, which has acquired an analytical form in Eq. (5). The first term in the right
hand side defines the external force acted on the CM. The second term is nonlin-
ear bisymmetrical term. This term was called evolutionary nonlinearity because it
is responsible for irreversibility and origin of new structures of a substance [19]. It
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depends on both micro—andmacro-variables that belong to different groups of sym-
metry. Thus, the Eq. (5) takes into account that the work of external forces divided
into the work of moving the system, and the work changing its internal energy.

As it following from the Eq. (5), the acceleration of the system is zero when the
system’s velocity is equal to Vmax

N . In this case all work of external forces go into
internal energy and we have Aristotle equation: Vmax

N F0
N = −Ė int

N . So, knowing
the external force acting on the body and its steady speed, we determine the energy
absorbed by the body.

In accordingwithAristotle equation, the system has a constant speed if the friction
force is equal to the external force. But in according with the principle of Galileo, the
body maintains a state of rest or moves with a constant speed, if no force acts on it. It
would seem that there is a contradiction. However, it is not so. The Galilean principle
is valid for Hamiltonian systems when friction is equal to zero and reversibility has
a place. However, in the general case of non-holonomic systems, we have: body
maintains a state of rest or rectilinear motion with the constant velocity if the external
force is less or equal to friction force respectively. If μ = 0, then we have Newton’s
equation: MN V̇N = −F0

N .
The occurrence of attractor is possible only for dissipative systems [14]. However,

according to Eq. (5) the dissipation is possible only for systems. Therefore, the
matter is diviseble infinitely. That is, all natural objects are systems [13].

Let us to summarize these results. MPs do not have structure. Therefore, its total
energy is the motion energy consisting from of the potential and kinetic components.
These types of energy can be transformed into each other only and nothing else.
Hence, the MP’s motion energy is constant and the time is reversible. The canonical
motion equations for a system of MP are following from the Lagrange or Hamilton
equations, applicable only for systemswith holonomic constraints. These constraints
are equivalent to the fact that external forces are potential and the system’s motion
energy is a constant. Therefore, these motion equations are reversible.

The expansion of the classical mechanics to dissipative mechanics arises by
replacement of the body’s model from MP on the structural body’s model in the
form of a SP and because of use of PDS.

According to the Eq. (5), trajectory of the body depends on change of internal
energy. It means that the trajectory, defined on the basis of canonical formalism of
classical mechanics, has uncertainty. It can be written as: �Etr

N �t > 0. Because
any matter has a structure, this uncertainty has to take place always. It is similar
to Heisenberg’s uncertainty principle in quantum mechanics although have another
explanation.

3 Evolutionary Non-linearity and Symmetry Breaking

In 1937, Landau proposed explanation for spontaneous symmetry breaking during
phase transitions [15, 16]. He introduced the so-called scalar order parameter for a
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quantitative description of spontaneous symmetry breaking and empirically deter-
mined the type of free energy decomposition in the phase transition region. By using
order parameter, he writes of the thermodynamic potential, F(ϕ) so [15, 16]:

F(ϕ) = F0 + V (a2ϕ
2/2 + a4ϕ

4/4 − hϕ) (6)

where ϕ-is a scalar order parameter, a2, a4, h—are empirical coefficients.
The Eq. (6), according to its graphic form, was called later as the “Mexican hat.”

It turned out later, the similar potential describes not only the symmetry breaking
during phase transitions of the second kind. A similar type of decomposition of
thermodynamic potentials or scalar functions that determine the violation of space-
time symmetry exists when describing the violation of supersymmetry [17, 18].

The invariance of theMPmotion energy corresponds to the symmetry of time. For
the MP of the motion equation the motion energy is conserved. However, according
to Eq. (5), the SP motion energy in a non-homogeneous field of external forces is not
saved. Thismeans a time symmetry breaking,which has a place due to transformation
of the body’s motion energy into the internal energy. Nonlinearity, responsible for
the breaking of space-time symmetry, was called evolutionary nonlinearity [9, 19].
These nonlinearities are absent in the framework of the canonical formalism of the
classical mechanics. The physical essence of evolutionary nonlinearity in that, that
the direct flow of the motion energy into the internal energy is described by term of
the second order of smallness but the reverse flows of the motion energy is described
by a fourth-order term of smallness [19]. So, for evolutionary nonlinearity we can
write:

�(χ) ≈ H0 + H(b2χ
2 − b4χ

4) (7)

where χ—is a smallness parameter, which characterized effectiveness exchange
between motion energy and internal energy; b2, b4-are coefficients.

We can assume, basing on the Noether’s theorem, that the similarity of Eqs. (6)
and (7) indicates that the violation of any type of symmetry is connected with the
evolutionary nonlinearity, which describe transformations of one type of energy to
another. These two types of energy, corresponding for two types of the symmetry
groups. Thus we can see that violations of symmetry is nonlinear transformation
one type of energy into another. Universality of function of breaking of symmetry in
various physical processes allows to assume that the nature of breaking of symmetry
in all cases is defined by evolutionary nonlinearity [19].

4 On the Nature of Chaos and Order

As it known, in nature there are two types of chaos. The first type is chaos, which has
a purely probabilistic nature. The state of a system with such chaos is unpredictable
and cannot be defined by deterministic equations. Its typical example is white noise
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[14]. Probability laws describe this chaos. The dimension of such chaos is infinite.
We will call it stochastic chaos, random or probabilistic chaos.

The second type is deterministic chaos, since it characterizes the motion of deter-
ministic systems, defined by strict equations of dynamics. It was discovered much
later than stochastic chaos [9, 20].As it turned out, even the oscillator dynamics at cer-
tain points in the phase space has a solution almost indistinguishable from stochastic
chaos. But unlike stochastic chaos, deterministic chaos has a finite dimension [14].

According to the Poincaré theorem, the dynamical chaos is reversible. However,
in nature any chaos is irreversible. This discrepancy for a long time was explained
by the probabilistic fluctuations of the boundary conditions. That is, the explanation
of irreversibility was based on its probabilistic mechanism. However, the existence
of DMI radically changes this explanation of irreversible chaos. Indeed, DMI is
deterministic and does not require the presence of random external influences on
the system. This means that the motion of the system to equilibrium is described
by deterministic equations. Leaving aside the extensive literature on the discovery
of deterministic chaos, problems in the development of the mathematical apparatus
for its description [14], we briefly explain the nature of deterministic chaos, which
follows from the DMI.

The body’s dynamics is determined by its symmetry and the symmetry of space.
It follows that in order to determine the dynamics of a body, its energy must be
represented as the sum of the motion energy and internal energy. The key property of
the internal energy is the equality to zero of the sumof themomentums of its elements.
The implementation of this condition occurs through of the chaotic motion of the
system’s elements. DMI is associated with an increase of the chaotic motion energy
of the system’s elements due to its motion energy and impossibility to returning of
the internal energy into motion energy.

In accordingwith the conditionof the infinite divisibility ofmatter and themechan-
ics of SP in wide limits of generality all bodies are ONDS [13]. Let us to consider
a case when the external influences on the ONDS are absent. In this case, ONDS
is possible to consider as the closed nonequilibrium system, which consists from a
set of SP, which in relative motion to each other. The momentum vectors for all SP
are isotropic and therefore the sum of the momentum of SP is equal to zero. The
equilibration of NS is associated with the aspiration of the relative speeds of SP to
zero. Hence, the concepts of absolute chaos or equilibrium correspond to the equality
to zero of the energies of the relative motions of such subsystems. That is, the ideal
equilibrium or absolute chaos corresponds to the case when the motion energy for
any sufficiently large subsystem, which is chosen from system in arbitrary way, is
equal to zero. The process of establishing equilibrium is described by the Eq. (5).

Let us now consider the case when external influence is exists. Only in this case,
the ONDS steady state as a set of attractors is possible. Such a set of attractors can
be considered as a hierarchical ladder of a set ONDS, when simpler ONDSs, are the
constituent elements of the upper step of the hierarchical ladder ONDS. The steady
state of ONDS is ensured by the equality of incoming and leaving flows of energy,
matter, and entropy for each step of the hierarchical ladder [13]. Thus, in nature,
nonequilibrium, or order is correspond to ONDS hierarchical ladder. New attractors
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occur through chaos with the destruction of the old attractors as a result of changes
in external conditions or the evolution of the system. Such a process is observed,
for example, during phase transitions, when the state of a ONDS with one type of
symmetry changes to its state with other types of symmetry.

It should be noted that absolute or perfect chaos or perfect order does not occur
in nature, since all natural systems are ONDS. Absolute chaos is an approximation
when dissipative processes can be neglected.

Thus, the key conclusion that follows from the existence of DMI is that that the
matter is infinitely divisible [10]. From this fact and from the fact of the existence of
DMI is follows that all natural systems should be hierarchy ONDS [14].

The unity of the laws of evolution and the forms of matter implies the necessity
of the interrelation of the field and corpuscular representation of matter. These two
representations must satisfy the requirement that matter is a hierarchical system of
ONDS. Then we should take an oscillator as a base ONDS. From the condition of
infinite divisibility of matter, it follows that it must have a field shape, for example,
be a pulsating vortex of the electromagnetic field, which has a characteristic scale,
frequency and momentum. All these properties are satisfied by a photon [2, 23].

5 Dual Phase Space

A characteristic feature of the hierarchical ladder of matter is that the preceding step
of the ONDS serves as a structural element of the subsequent step. The existence of a
connection between the hierarchical steps of anONDS follows from the deterministic
relationship between the laws of dynamics of MP and SP. Therefore, to study the
processes of establishing order, all systems must be considered as ONDS, since all
evolutionary processes in systems are associatedwith changes in external constraints.
For example, the phase transitions can occur when the ambient temperature changes.
In accordance with it the next question arises: what order of the matter may arise
under certain changes of the external restrictions. Obviously, for the answer to this
question, we need to knowwhich stable states exist in the accessible parameter space
of external constraints for the systems.Moreover, it is necessary to know the possible
paths for the system from one to another attractor, that is, what is the scenario of
the space-time changes of external constraints, so that the system arrives at a given
attractor. The study of these questions can be executed based on methods of phase
portraits. For systems of MP, it is convenient to take the dual phase space [9, 21]. In
contrast to the usual phase space, this space allows us to take into account the PDS.
Let us explain the essence of the dual phase space.

In the simplest cases, but taking into account all the main evolutionary laws,
ONDS can be presented as the nonequilibrium system consisting from a number of
SP. The motion energy of everyone MP is a mix of two energies: the motion energy
of MP with velocity of the CM and motion energy of MP in relative to the CM.
Consequently, the energy of the ONDS in the general case should be represented as
follows [9]: EONDS = ∑R

i=1 (Etr
i + Eins

i ). The stationary state of ONDS can have a
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place when the total energy of the system is conserved: EONDSs = const . Thus the
phase space, which allows analyzing the processes of the evolution of the ONDS,
when ONDS is a non-equilibrium system from a set of SP, must be represented in
the form of two subspaces corresponding to the SPs internal energy and the motion
energy. In the case when the external influence on ONDS can be neglected, the
following condition has a place:

(
R∑

i=1

Etr
i /Eins

i

)

t→∞
→ 0, (8)

where i = 1, 2, 3 . . . R,R-is a number of SP intoONDS, Etr
i , Eins

i —are energy of the

relative motion and the internal energy for i-th SP. The value
(∑R

i=1 E
tr
i /Eins

i

)
= �

is determined the degree of non-equilibrium of ONDS.
Since ONDS is a set of SPs moving relative to each other, then the state of ONDS

can be associated with a point in the phase space (6R − 1) of dimensions, where
R is the number of SP included in the ONDS. That is, three coordinates and three
components of momentum define the position of each SP. This space is determined
in macro-variables, which determine the coordinates and momentum of the SP. It
was called the S—space [1, 11]. In this space, a one-to-one correspondence between
the state and the point of the phase space is exists, when dissipation can be neglected.

In the presence of dissipation, the internal energy of the ONDS will increase due
to the energy of relative motion of the SP. That is, each point of S—space will already
correspond to a state with different values of internal energy. This ambiguity can be
eliminated if the S-space is supplemented by the D-space of micro-variables, which
determine the internal energy of the SP. Such dual space is called as SD—space. The
main difference between SD-space and ordinary phase space is that that the SD-space
was built by dividing the energy of each MP into two parts. One part corresponds
to the contribution of MP’s motion energy to the energy of relative motion of the
SP, and the other part corresponds to the contribution of MP’s motion energy to the
internal energy of the SP.

TheONDS state is determined by two points in the SD-space. One point is belong-
ing to S, and another belonging to D subspaces. These two points are defined by two
S andD vectors. Themodulus of the S—vector is proportional to the sum of the ener-
gies of the relative motion of the SP. The modulus of the D—vector is proportional
to the sum of the internal energies of the SPs.

WhenONDS equilibrates, the S—vectormodule tends go to zero, because the SPs
energies of the relative motion tends go to zero, and theD—vector module increases.

If ONDS is conservative, then the condition S2 + D2 = const has a place. This
condition is following from the law of conservation of energy and can be written as:
Z Z∗ = const , where Z = S+i D, i-is imaginary unit. Since, for any transformations
of S and D vectors, the sum of the SP motion energy and their internal energies is
preserved, the state of the ONDS corresponds to the point of the complex plane,
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defined by: Z = S + i D. We can written for vectors S, D: ϕ = arctg(D/S). In
equilibrium we have: S = 0, and ϕ = π/2.

The energy of SP is represented by the sum of the motion energy and the internal
energy. Then for this phase space can be written:

∫

�S
0

dqS
0 dp

S
0+

∫

�D
0

dqD
0 dp

D
0 =

∫

�S
t

dqS
t dp

S
t +

∫

�D
t

dqD
t dp

D
t (9)

Here qS
0 , pS

0—are coordinates and momentums of the SP forming the phase vol-
ume element�S

0 at the initial moment of time; qD
0 , pD

0 —are coordinates andmomen-
tums ofMP relative to the CMof the SP, forming the phase volume element�D

0 at the
initial moment of time; qS

t , pS
t —are coordinates and momentums of the SP forming

the phase volume element �S
t at the moment of time t; qD

t , pD
t -are coordinates and

momentums of MP relative to the CM of the SP, forming the phase volume element
�D

t at the moment of t.
The evolution of the phase volume can be written so: �S

0 + �D
0 = �S

t + �D
t .

It is equivalent to the law of energy conservation. Due to the transformation of the
energy of the relative motions of the SP into their internal energy, we will have:

(�S
t /�

D
t )t→∞ → 0 (10)

Rate of change �S
t is determined by D-entropy—Sd [9, 10, 22]. D-entropy is the

ratio of the change of the internal energy of the system to the full internal energy. In
this case we can write: d

dt

∑R
i=1 E

tr
i = T d

dt S
d , where T-is temperature of SP, which

determined by the component of the internal average kinetic energy. If we have non-
dissipative system, then: dSd/dt = 0, and S—space coincides with the usual phase
space.

In general case, the evolution of ONDS determined by external constraints. In this
case, also, its evolution can be determined in SD—space. But in general the phase
trajectory will be determined not only by dissipative processes, as in the case of a
closed ONDS, but also by the nature of external constraints, which should be set by
the functional:�(α, β, . . . ζ, t). In general case the�(α, β, . . . ζ, t)will depend both
from the system’s internal properties and from the characteristics of environment.

The main advantage of the SD-phase space is that it allows tracing the nature
of the change in the internal energy, which determines the system’s motion to the
attractor in connection with the change of the external constraints.

6 Discussion

The natural bodies have a structure. Therefore, their evolution is determined by the
PDS. In according with PDS, the body’s energy is a sum of the motion energy and
the internal energy. In the non-homogeneous field of external forces, the motion
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energy can transfer into the internal energy. This transformation is determined by
the evolutionary nonlinearity. That is, taking into account the body’s structure and
the non-holonomic restrictions in their dynamics leads to taking into account the
violation of time symmetry. DMI is connected with the transition of the motion
energy into the chaotic motions of the elements.

The key conclusion that follows from the existence of DMI is that that the matter
is infinitely divisible [10]. From this fact and from the fact of the existence of DMI is
follows, that the basic element of matter should be an open non-equilibrium dynamic
system (ONDS). Therefore, all natural systems should be a hierarchy of the ONDS
[13].

For graphic display the body’s motion in accordance with the PDS, the phase
space is divided into two subspaces: the S-space of macro-variables, and the D-space
of micro-variables. S—space reflects the body’s motion, and D—space reflects the
motion of body’s elements relative to the CM.

As a result of the expansion of mechanics arising because of taking into account
of the body’s structure, new approaches to the solution of many problems of physics
appear. For example, generalisation of potential of classical mechanics which defines
symmetry breaking of time because of evolutionary nonlinearity is possible. The
Noether’s theorem about existence of invariants for dynamic groups of symmetry
confirms possibility of such generalisation. It is possible to assume that violation of
any symmetry is connected with the evolutionary nonlinearity, meshing of variable
from various groups of symmetry. It speaks about a possibility of the analytical
description of spontaneous violation of symmetry and about necessity of creation of
a formalism for the description of various types of bifurcation.

Other task is connected with emergence of the principle of uncertainty in mechan-
ics. This principle is connected with uncertainty of a trajectory of a body because of
neglect a role of absorption of the motion energy. The quantum mechanics was cre-
ated basing on the canonic formalism of classical mechanics. Therefore, it is quite
natural that Heisenberg’s uncertainty can be related to the uncertainty due to the
structures of the quantum particles.

And of course, the important are the questions: to what physics conclusions will
lead the accounting of infinite divisibility of matter, and also the existence of the
principles of connection between its hierarchical levels, which allowing to build
the laws of the upper hierarchical levels of matter, if to know laws of the lower
hierarchical levels.

Whether tells us the infinite divisibility of matter about the field nature of matter
whether it will return ideas of ether in any new form, it is not known yet.

The accounting of the body’s structure in the form of set of MP introduces evo-
lution into physics and establishes of unity of physics within its fundamental laws.
Is this accounting of infinite divisibility of matter lead to the new stage of physics
development? Anyway, it is obvious that the solution of these and other tasks will
exert deep impact on development of physics of evolution.
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Global Indeterminacy and Invariant
Manifolds Near Homoclinic Orbit
to a Real Saddle in a Resource
Optimal System

Beatrice Venturi

Abstract The paper investigates the dynamic properties of a resource optimal sys-
tem with externality derived by [1]. To this end, we determine the whole set of
conditions which lead to global indeterminacy and the existence of a homoclinic
orbit that converges in both forward and backward time to a real saddle equilibrium
point. The dynamics near this homoclinic orbit have been investigated. If the expo-
nent of the externality is varied the homoclinic is broken and it bifurcates in a stable
periodic orbit. The economic implications are discussed in the conclusions.

Keywords Externality · Homoclinic orbits to real saddle · Global indeterminacy

1 Introduction

In this paper, we find and analyze the homoclinic bifurcation (or connecting) to a
saddle equilibrium point with purely real eigenvalues in a resource optimal system.
The model concerns an endogenous growth two-sector model with externalities (see
[1–3]). Following standard change variables, related with the growth rate of the
fundamental variables, we may put the system in a reduced form: a first-order non-
linear three-dimensional differential system, (see [2–4]).We use steady-state analysis
to obtain information related to the existence of hyperbolic equilibrium point. We
show that the model posses multiple equilibria.

By using the method of undetermined coefficients (see [5]), we prove the ex-
istence of a homoclinic orbit that converges both forward and backward to the
equilibrium point whose linearisation matrix admits two negative and one posi-
tive real eigenvalues The stable and unstable manifolds are locally governed by real
eigenvalues. As well known, the mathematical concept of homoclinic bifurcations
are very important from a dynamical point of view. Infact, such phenomena cause
global re-arrangements in phase space, including changes to basins of attractions and
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generation of chaotic dynamics (see [6]). We introduce the mechanism that gives rise
to global invariant manifolds near homoclinic orbit of a real saddle equilibrium point
(with purely real eigenvalues) (see Aguera). The dynamics near these homoclinic
orbits have been discovered and investigated. In our formulations, we consider a
homoclinic bifurcation of dimension one, that bifurcates in a cycle. It means that
only a parameter is allowed to varied. In our memory, in the economic contest this
phenomenon has been studied only by [7] for the Lucas model.

Our goal is to show that such a cycle gives rise to global indeterminacy in a pa-
rameter set commonly investigated by means of the instruments of the local analysis
(see [8]).

The paper develops as follows. In the second Section, we analyse the optimal
control model and we introduce the equivalent three-dimensional continuous time
abstract stationary system with cubic nonlinearity. The third Section is devoted to
the steady-state analysis of the model in reduced form. In section four we apply
the procedure developed by [5], and we show that a homoclinic loop emerges as
a solution trajectory. In the last Section, we consider a homoclinic bifurcation of
dimension one, that bifurcates in a stable periodic orbit. The economic implications
are discussed in the conclusions.

2 The Model

We consider a natural resource optimal control model. It deals with the maximisation
of a standard utility function with constraints

Max
c(t), u(t)

∫ ∞

0

c1−σ − 1

1 − σ
e−ρt dt (P)

subject to :
k̇ = Akβ (nr)1−β rγ

a − c
·
r = δr

[
1 − (nr)2

]
k(0) = k0
r(0) = r0

where: c is per-capita consumption; ρ ∈ R++ is a positive discount factor; σ is
the inverse of the intertemporal elasticity of substitution; k is the physical capital;
A ∈ R++ is a measure of the stock of existing technology (without loss of generality,
we put A = 1); r is a disposal natural resource; n is a fraction of r , n ∈ [0, 1];
δ ∈ R++ is the growth rate of the variable r ; ra represents an external effect due to
the presence of a common pool natural resource; γ ∈ R is a parameter, the exponent
of ra . The set of parameters ω ≡ (β, δ, γ, ρ, σ ) lives inside an significant economic
parameter set � ≡ {(0, 1) × R++ × R × R++ × R++ � {1}}.
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The state variables of optimal control model are k and r . The control variables
are c and n.

The solution candidates for the problem P can be obtained by means of the
Pontryagin Maximum Principle with the usual transversality condition:

lim
t→∞

[
e−ρt (λ1k + λ2r)

] = 0. (1)

We consider only the competitive equilibrium solution (As well known, it follows
from the presence of the externality that the competitive solution differs from the
planner’s solution1) in equilibrium r = ra for all t .

In standard way, we introduce the discounted Hamiltonian:

H = c1−σ − 1

1 − σ
+ λ1

[
kβ (nr)1−β rγ

a − c
] + λ2δr(1 − (nr)2) (2)

where λ1 and λ2 are the costate variables. The necessary first order conditions are:

∂H
∂c

= 0 c−σ = λ1 (2a)

∂H
∂n

= 0 =⇒ 2δn2r2λ2 = λ1(1 − β)kβn1−βr1−β+γ−1 (2b)

−∂H
∂k

= ·
λ1 − ρλ1 =⇒ ·

λ1 = ρλ1 − λ1βk
β−1n1−βr1−β+γ (2c)

−∂H
∂r

= ·
λ2 − ρλ2 =⇒ ·

λ2 = ρλ2 − λ1(1 − β + γ )kβn1−βr−β+γ − λ2δ
[
1 − 3 (rn)2

]
(2d)

Since the (not maximized) Hamiltonian is jointly concave in both its state and
control variables, by Mangasarian’s condition, the first order conditions are also
sufficient for the existence of an interior solution of the problem P .

By eliminating the costate variables λ1 and λ2, we can re-write the equations
of the optimal control problem in terms of a system of four non-linear differential
equations in the state (k and r ) and control variables (c and n). We consider only
the competitive equilibrium solution (As well known, it follows from the presence
of the externality that the competitive solution differs from the planner’s solution) in
equilibrium r = ra for all t .

1The planner’s solution involves a choice of k, r, c, n, and ra which maximizes the control optimal
model (P) and to r = ra for all t .
In the other hand, the path for r coincides with the given path ra in the competive solution then the
system is in equilibrium.
The equilibrium solution takes ra as exogenously determined.
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k̇ = k
(
kβ−1 (nr)1−β rγ − c

k

)
·
r = rδ (1 − (nr))2

·
c = c

(
−ρ

σ
+ β

σ
kβ−1n1−βr1−β+γ

)

·
n = n

[
− β

(β + 1)

c

k
+ δ(−β + γ − 1)

(β + 1)
+ δ(nr)2

(
(1 − β + γ )

(1 − β)

)]
(4)

RemarkWe call a Balance Growth Path (BGP) a solution of (4) in which the growth
rate of k, r , c and n are constant.

By using the following substitution:

x1 = c

k
; x2 = nr; x3 = y

k

where y = kβ (nr)1−β rγ
a is the production function, we can rewrite the above con-

ditions in term of variables’ growth rates (see [2, 3]).
We get a deterministic system of three differential equations with two non-

predetermined variables and one predetermined variable. At the end with some al-
gebra, we find the simpler form:

ẋ1 = x1

[
x1 +

(
1

σ
− 1

)
x3 − ρ

σ

]

ẋ2 = x2

[
− β

(β + 1)
x1 + δγ

1 − β
x2
2

+ δγ

β + 1

]

ẋ3 = x3

[
1 − β

β + 1
x1 − (1 − β)x3 + 2δγ

β + 1

]
(5)

2.1 Steady States Analysis

A stationary (equilibrium) point P∗ = P∗(x∗
1 , x

∗
2 , x

∗
3 ) of the system (5) is any solu-

tion of the following system:

x1

[
x1 +

(
1

σ
− 1

)
x3 − ρ

σ

]
= 0

x2

[
− β

(β + 1)
x1 + δγ

1 − β
x2
2

+ δγ

β + 1

]
= 0

x3

[
1 − β

β + 1
x1 − (1 − β)x3 + 2δγ

β + 1

]
= 0

(6)
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We get four admissible steady states:

i. P∗(0, 0, 0) = P∗
0

i i. P∗
(
0, 0,

2δγ

1 − β2

)
= P∗

1

i i i. P∗
(ρ

σ
, 0, 0

)
= P∗

2

iv. P∗
[
1

σ

(
ρ − (1 − σ)(1 − β + 2σδγ )

(1 − β)
(
1 − σβ2

)
)

, 0,
1 − β + 2σδγ

(1 − β)
(
1 − σβ2

)
]

= P∗
3

(7)

The Jacobian matrix J of the system (5) is:

J (P) =

⎡
⎢⎢⎣
2x1 + 1−σ

σ
x3 − ρ

σ
0 1−σ

σ
x1

− β
β+1 x2 − β

β+1 x1 + 3γ δ
1−β

x22 + δγ
β+1 0

1−β
β+1 x3 0 1−β

β+1 x1 − 2(1 − β)x3 + 2δγ
β+1

⎤
⎥⎥⎦
(8)

where P = P(x1, x2, x3).
We denote J = J (P∗

i ) with i = 0, 1, 2, 3 the Jacobian matrix J evaluated at one
of the above four equilibrium point.

3 The Existence of a Saddle with Three Purely Real
Eigenvalues

We are interested in the special case which J = J (P∗) has three real eigenvalues,
one positive and two negative.

To this end, we analyze the dynamics of the model around the equilibrium

point: P∗
1

(
0, 0, 2δγ

1−β2

)
.

Lemma 1 We consider the following subsets of the parameters space �:

�1 = {ω ∈ � : ρ ∈ R++; 0 < σ < 1; δ ∈ R++; γ < 0}

Letω ∈ �1 be. Then J (P∗
1 )hasonepositive and twonegative purely real eigenvalues.

Proof Let J (P∗
1 ) be the Jacobian matrix evalueted at the equilibrium point P∗

1(
0, 0, 2δγ

1−β2

)
, we get :
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J (P∗
1 ) =

⎡
⎢⎢⎣

+ 1−σ
σ

(
2δγ
1−β2

)
− ρ

σ
0 0

0 + δγ

β+1 0(
2δγ

(β+1)2

)
0 − 2δγ

β+1

⎤
⎥⎥⎦ (9)

The eigenvalues of J (P∗
1 ) are the solutions of its characteristic equation:

det (λI−J ) = λ3 − Tr(J )λ2 + B(J )λ − Det (J ) (10)

where I is the identity matrix. Tr(J ) and Det (J ) are Trace and Determinant of
J (P1), respectively. B(J ) is the sum of principal minors of order 2.

We apply the Cardano’s formula to (10) and we get the result.
Formally, the eigenvalues are: purely real eigenvalues:

λu = − 2δγ

β + 1
> 0 > λs = δγ

β + 1
≥ λss = +1 − σ

σ

(
2δγ

1 − β2

)
− ρ

σ

�

Example 1 Set (β, γ, δ, ρ, σ ) = (0.33,−0.4, 0.04, 0.01, 0.5). This economy has
P∗ ≡ (

x∗
1 , x

∗
2 , x

∗
3

) 	 (0, 0, 0.03591067220). The computation of the eigenvalues of
J leads to λu 	 0.02406015038, λs 	 −0.01203007519, λss 	 −0.02897766805.

Example 2 Set (β, γ, δ, ρ, σ ) = (0.33,−0.1, 0.04, 0.01, 0.188). This economyhas
P∗ ≡ (

x∗
1 , x

∗
2 , x

∗
3

) 	 (0, 0, 0.008977668050). The computation of the eigenvalues
of J leads to λu 	 0.006015037592, λs 	 −0.03007518797, λss 	
−0.05456198426.

4 The Existence of a Homoclinic Orbit

The second step of our calculations is the explicit calculus of the homoclinic orbit
in J (P∗

1 ).

Lemma 2 (Existence of homoclinic orbits to the real saddle P∗
1 ) Let ω ∈ �1 . Then

�1
H = {

ω ∈ �1 : (2.5) possesses a homoclinic orbit �P∗
1

} 
= ∅

In order to construct the homoclinic orbit analytically, we apply the procedure
developed by [5]. We compute the stable and unstable manifolds, of the saddle equi-
librium point J (P∗

1 ), respectivaly: Wsand Wu with the undetermineted coefficients
method. We show that a homoclinic loop emerges as a solution trajectory of sys-
tem (5) for parameter values belonging to the set �H

1 ⊂ �1 The application of the
method leads to the following relationship
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ϕ ≡ ξ − +F1eψ
2

(2λ3 + λ1)
− F1d

−λ1
(ξ 2 F3d

(λ3 + 2λ1)
+ 1

λ3
ψ2F3 f )

(4λ2
1 + 4λ1λ3)

(+F3d)(+λ3 − 2λ1)
= 0

(11)
In (11), ξ and ψare arbitrary constants with (ξ, ψ) ∈ (0, 1)2, the Fi, j coefficients,
i = 1, 2, 3 and j = e, d, f , Fi j are intricate combinations of the original parameters
of the model and of three scaling factors (ζ1, ζ2, ζ3) associated with the choice of the
eigenvectors.

We now introduce a normal topological form for homoclinic bifurcation (see [9]).
We consider a two-dimensional cross-section � with coordinates (ξ, ψ) of Wu ,

the unidimensional unstable manifold. Suppose that ξ = 0 corresponds to the in-
tersection of � with the stable manifold Ws of P∗

1 . Let conversely the point with
coordinates (ξ u, ψu) correspond to the intersection ofWu with �. Then, the follow-
ing occurs.

Definition 1 A split function can be defined as ϕ = ξ u . Its zero ϕ = 0 gives a con-
dition for the homoclinic bifurcation in R

3.

It might be impossible to characterise the system for a full set of parameter spaces,
and the boundary of the homoclinic orbit region. Using γ as a bifurcation param-
eter, we observe that parameters remain inside �H

1 for −0.9 < γ < −0.001 and
0 < σ < 1.

Example 3 Therefore, If we set γ 	 −0.2435913142 and (β, δ, ρ, σ ) = (0.33,
0.04, 0.01, 0.5) a homoclinic orbit can emerge as solution trajectories of system (5).

We found this result after many maple simulations.

5 Existence of a Unique Limit Cycle In the Neighborhood
of a Homoclinic Orbit

In order to introduce the main result of the paper we recall some basic definitions
(see [9]).

Definition 2 Real negative eigenvalues that are closest to the imaginary axis are
called leading (or principal) eigenvalues, while the corresponding eigenspace is
called a leading (or principal) eigenspace.

Definition 3 A saddle quantity Sx0 of a saddle equilibrium point x0 with real eigen-
values, is the sum of the positive eigenvalue and one of the leading eigenvalue.

Lemma 3 Let SP∗
1

= λu(P∗
1 ) + λss(P∗

1 ) be in ω ∈ �H
1 then SP∗

1
> 0.

Proof It follows from of direct calculus.
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Theorem 1 Consider a three-dimensional system

ẋ = f (x, α), x ∈ R
3, α ∈ R

1

with smooth f, having at α = 0 a saddle equilibrium point x0 = 0 with real eigenval-
ues λu(0) > 0 > λs(0) ≥ λss(0) and a homoclinic orbit �0. Assume the following
genericity conditions also hold:
(H.1) S0 = λu(0) + λs(0) > 0;
(H.2) λs(0) 
= λss(0);
(H.3) �0 returns to x0 = 0 along the leading eigenspace;
(H.3) �0 is simple or twisted;
(H.5) ϕ′(0) 
= 0, where ϕ(α) is a split function.
Then, for all sufficiently small |α| there exists a neighborhood U0 of �0 ∩ x0 in which
a unique saddle limit cycle Lφ bifurcates from �0. The cycle exists for ϕ < 0 if �0 is
nontwisted, and for ϕ > 0 if �0 is twisted. They are locally topological equivalents
in a neighborhood U0 of �0 ∩ x0 for sufficiently small |α|.
Proposition 1 (Existence of a limit cycle in the neighborhood of the homoclinic
orbit). Let ω ∈ �H

1 . Then γ is the bifurcation parameter such that a homoclinic
orbit emerges as a solution trajectory of system (5). Since there exist values of γ

sufficiently close to γ̂ such that ϕ(γ ) > 0 and ϕ(γ̂ ) = 0, a unique stable limit cycle
around the homoclinic orbit emerges.

Proof To prove the statement, we need to show that conditions in Theorem 1 are
satisfied. By Lemma 1 and Lemma 2, we already know that since H1 is satisfied,
there exist regions in the parameters space such that P∗

1 is a real saddle with S0 >

0. Furthermore, there is a critical value of the parameter γ=γ̂ at which an orbit
connecting P∗

1 to itself in backward and forward time emerges as a solution trajectory,
then H3 is satisfied. Our examples also show that, generically, λs(P∗

1 ) 
= λss(P∗
1 ) so

that (H.2) is also satisfied. By construction, the homoclinic orbit returns to P∗
1 along

the leading eigenspace. Finally equation (11) represents the split function of the
homoclinic orbit, as stated and H5 is satisfied. �

6 Conclusions

In this paper we have focused on the parameter regions around a saddle equilibrium
point with purely real eigenvalues.

From an economic point of viewwe show that the small negativity of the exponent
of the externality due to over-exploitment of natural resources combined with a low
inverse intertemporal elasticity of substitution plays a crucial role in determining
global indeterminacy We have applied the procedure developed by [5] and we have
shown that a homoclinic loop emerges as a solution trajectory of the reduced system
for a economic set of parameter values.
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Fig. 1 In Fig. 1. A unique stable limit cycle in the neighborhood of the homoclinic orbit

In order to get a homoclinic bifurcation we have introduced a normal topological
form. By varing the exponent of the externality we consider a homoclinic bifurcation
of dimension one, that bifurcates a unique stable cycle.

As clearly pointed out in the literature [10], the rupture of a homoclinic orbit
connecting the unique steady state to itself implies the existence of a tubular neigh-
borhood of the original homoclinic orbit, such that any initial condition starting
inside this tubular neighborhood gives rise to a perfect-foresight equilibrium which
is allowed to converge to the limit cycle. Finally, with similar arguments introduceted
in [6–8, 11], we are able to show global indeterminacy of the equilibrium for the
model, since the result is valid beyond the small neighborhood relevant for the local
analysis.
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The Method of Singular Integral
Equations in the Theory of Microstrip
Antennas Based on Chiral Metamaterials

Dmitriy S. Klyuev, Anatoly M. Neshcheret, Oleg V. Osipov,
Alexander A. Potapov and Julia V. Sokolova

Abstract The present chapter is devoted to the study of microstrip antennas (MSA)
based on chiral metamaterials. The method of electrodynamic analysis of similar
antennas with chiral substrates is considered, ensuring high accuracy of calculations
and at the same time being less exacting to computational resources in compari-
son with known complexes of electrodynamic modeling. A mathematical model of
MSA with a biisotropic chiral substrate is shown on the basis of the mathematical
apparatus of singular integral equations (SIE), whose numerical solution belongs
to the class of well-posed mathematical problems. The results of calculation of the
impedance, directional and polarization characteristics ofMSAwith chiral substrates
are presented. The problem of diffraction of a plane electromagnetic wave of linear
polarization on a re-radiating structure based on a chiral metamaterial is considered.
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MSA Microstrip antenna
SIE Singular integral equation
SIR Singular integral representation
UHF Ultra-high frequency

The expansion of the range of tasks solved bymodern radioelectronics, aswell as their
complication, has stimulated intensive development of antenna theory and technol-
ogy in recent decades. The main areas of radioelectronics using are communication,
television, radiolocation, radio control, radio astronomy and others are impossible
without the use of different antenna systems. Therefore, the problem of improving
their electrical characteristics and miniaturization is extremely important.

Currently, the most common type of antennas used in portable electronic devices
are antennas inmicrostrip performance [1, 2]. A lot of scientific articles, monographs
have been published about these antennas, hundreds of constructive and functional
varieties have been described and patented. Such close interest is primarily due
to the advantages of this type of antennas: improved mass-size characteristics, the
possibility of using modern technologies for serial production of both emitters and
excitation devices, matching and controlling the radiation characteristics of such
antennas. However, theMSA technology, whichwas so promising about two decades
ago, has now reached its limits with respect to reducing the dimensions of microwave
devices. Therefore, the search for new approaches to the development of microwave
technology has recently become much more active. One of the promising directions
in creating antennas of the new generation is associated with the use in their design
of artificial composite metamaterials [3], which have proved at the moment, their
effectiveness.

Among the metamaterials, a special place is occupied by chiral media, which are
a dielectric container in which the conductive inclusions of the mirror-asymmetric
shape are evenly distributed [4, 5]. These media have a number of unique properties,
the main ones being the cross-polarization of the incident field and the circular
dichroism, thanks to which the bifurcation of normal waves to waves with left- and
right-circular polarizations occurs in themedium. The twomain types of chiralmedia
are biisotropic (isotropic chiral) materials, in which the mirror-asymmetric elements
are oriented arbitrarily, thereby providing an isotropy of the medium for waves with
right- and left-handed polarizations and bi-anisotropic (anisotropic chiral) media in
which the elements are oriented identically, creating an anisotropy axis.

Theoretical and experimental studies show that the use of metamaterials makes it
possible to significantly improve the electrical and mass-dimensional characteristics
of MSA [5–9], so the development of MSA technique is directly related to their use.
In particular, their use in antenna technology can significantly reduce the dimensions,
compensate for the reactivity of electrically small antennas, significantly improve the
directivity, improve coordination, reduce the mutual influence between radiators in
antenna arrays, etc.
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On the other hand, at the moment there is no uniform strict theory of MSA on
their basis, there are no strict self-consistent physical and mathematical models of
such antennas, as well as methods for their analysis and synthesis. In addition, the
processes, phenomena and regularities of the radiation of electromagnetic waves by
such antennas have not been studied sufficiently, and their characteristics have not
been sufficiently studied. In this regard, there is an urgent scientific problem of the
development of the theory of MSA with substrates from metamaterial, as well as the
development of adequate methods for their electrodynamic analysis that ensure the
correctness, accuracy and stability of solutions.

At present, two main approaches to the research of MSA on the basis of chiral
metamaterials can be distinguished. The first approach, which is most popular, is the
use of software complexes of electrodynamic modeling, such as CST Microwave
Studio, Feko, HFSS, etc. As you know, in the basis of these packages, numerical
algorithms are laid, presupposing the partitioning (discretization) of the entire space
or its part into unit cells. Here it should be noted that discretization violates the
original structure of the object in such a way that its properties can be distorted.
Undoubtedly, as the size of the cells decreases and their number increases, the field
calculated with the help of these packages tends to the true field in the structure,
that is, there is the convergence of the iterative process, but the solution of the
problem with a large number of cells requires the use of high-speed processors and
large amounts of RAM. Therefore, it is necessary to seek a compromise between
the accuracy of the solution, the time and the computational resources necessary
for its implementation. In addition, very often in the solution of electrodynamic
problems even small distortions in the structure can cause significant deviations in
the calculated field. This happens, for example, in resonant structures, to which the
chiral media also belong. Therefore, such programs often produce results that simply
do not correspond to physical meaning. And the question of “trust” to the results is
always open.

Another approach to the analysis of such microstrip structures is associated with
the development of electrodynamic models of MSA with substrates from meta-
material based on Fredholm integral equations of the first kind when representing
surface currents by an equivalent distribution [10, 11]. An essential shortcoming of
these models is the difficulty of obtaining a stable solution, due to the incorrectness
of the mathematical problem of Hadamard [12].

To eliminate these drawbacks, it is proposed to use an approach based on chiral
metamaterials for the correct electrodynamic analysis of MSA based on chiral meta-
materials, the essence of which is to obtain a singular integral representation of the
electromagnetic field that, when the appropriate boundary conditions is substituted,
is transformed into a singular integral equation (SIE) whose solution is a correct
mathematical task.

In connection with the foregoing, in this chapter the method of electrodynamic
analysis of MSA with chiral substrates will be considered in detail, which ensures
high accuracy of calculations and is thus less demanding for computational resources
in comparison with known complexes of electrodynamic modeling.
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1 Statement of the Problem. Surface Impedance Method

Let us consider a microstrip antenna in which the substrate is made of chiral metama-
terial, of thickness d, and metallized from the lower side (Fig. 1). The macroscopic
parameters of the chiral substrate are equal to ε1, μ1 and χ , where ε1, μ1—relative
permittivity and magnetic permeability, and χ—the chirality parameter, the physical
meaning of which, is to determine the degree of interrelation between the processes
of magnetic and electrical polarizations in the medium. On this substrate there is
an infinitely thin and ideally conducting rectangular symmetrical radiator of length
2l and width 2a. Above the radiator is a dielectric half-space, in which the relative
dielectric and magnetic permeability’s are equal to ε2, μ2.

It was assumed that the radiator is sufficiently narrow, and therefore, the transverse
component of the surface current density can be neglected �η = (

0, ηy
)
. A source

of electromotive force is connected to the gap of the radiator of width 2b, ensuring
continuity of the surface current density function in the gap and on the surface of
the radiator. It was also assumed that the tangential component of the strength of
the external field has only one longitudinal component �Eext

τ = {
0, Eext

y , 0
}
. On the

surface of a flat radiator, the following boundary conditions are assumed:

ηy(x,−l) = ηy(x,+l) = 0

�Eτ (x, y) = 0when x ∈ [−a, a], y ∈ [−l,−b] ∪ [b, l]

�Eτ (x, y) = − �Eext
τ when x ∈ [−a, a], y ∈ [−b, b] (1)

To solve the problems of electrodynamic analysis, the surface impedancesmethod
was used. The essence of the surface impedances method is to determine the surface
impedances matrix that connects the Fourier transform �Tτ = {

Tx , Ty
}
with the

tangential component of the electric field intensity �Eτ with the Fourier image �F ={
Fx , Fy

}
of the surface current density on the radiator �η:

[
Ty

Tx

]
=
[
Z11 Z12

Z21 Z22

][
Fy

Fx

]
(2)

Fig. 1 Structure of MSA
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where Zi j (i, j = 1, 2) are elements of the matrix of surface impedances [Z ], which
are functions of variables β and h Fourier spaces Zi j = Zi j (β, h).

In this case, it becomes necessary to decompose the strengths of the electric �E
and magnetic �H fields, as well as the surface density of the current �η into the Fourier
integral:

�E(x, y, z) =
∞∫

−∞

∞∫

−∞

�T (z, β, h)e−iβx−ihydβdh

�H(x, y, z) =
∞∫

−∞

∞∫

−∞

�M(z, β, h)e−iβx−ihydβdh

�η(x, y) =
∞∫

−∞

∞∫

−∞

�F(β, h)e−iβx−ihydβdh (3)

where

�T (z, β, h) = 1

4π2

∞∫

−∞

∞∫

−∞

�E(x ′, y′, z
)
eiβx

′+ihy′
dx ′dy′

�M(z, β, h) = 1

4π2

∞∫

−∞

∞∫

−∞

�H(x ′, y′, z
)
eiβx

′+ihy′
dx ′dy′

�F(β, h) = 1

4π2

a∫

−a

l∫

−l

�η(x ′, y′)eiβx
′+ihy′

dx ′dy′

�E(x ′, y′, z
) = �x0Ex

(
x ′, y′, z

)+ �y0Ey
(
x ′, y′, z

)+ �z0Ez
(
x ′, y′, z

)

�H(x ′, y′, z
) = �x0Hx

(
x ′, y′, z

)+ �y0Hy
(
x ′, y′, z

)+ �z0Hz
(
x ′, y′, z

)

�η(x ′, y′) =
[
�n0, �H (2) − �H (1)

]
= �x0ηx

(
x ′, y′)+ �y0ηy

(
x ′, y′)

where �x0, �y0, �z0 are unit vectors (unit vectors) on the coordinate axes, �n0 is unit vector
of the normal to the surface of the radiator, directed from the chiral layer to the dielec-
tric half-space; �H (1), �H (2) are vectors ofmagnetic field strengths in a chiralmetamate-
rial and a dielectric half-space, respectively.

{
Tx , Ty, Tz

}
,
{
Mx , My, Mz

}
,
{
Fx , Fy

}

are component vectors of the Fourier transforms of the electric field strength �E , mag-
netic field strength �H and the surface current density �η, respectively. {Ex , Ey, Ez

}
,{

Hx , Hy, Hz
}
,
{
ηx , ηy

}
are the components of the electric field strength �E , mag-

netic field strength �H and surface current density �η, respectively. In expression (3)
it is taken into account that the surface density of the electric current �η is different
from zero only at the surface of the vibrator: x ∈ [−a, a], y ∈ [−l, l].
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Elements of the matrix of surface impedances Zi j (i, j = 1, 2) are determined
through the elements of the matrix of surface admittances Yi j (i, j = 1, 2), which, in
turn, are determined through the elements of the admission matrix of the chiral layer
(chiral substrate) Y (1)

i j (i, j = 1, 2) and the dielectric half-space Y (2)
i j (i, j = 1, 2).

The expression for determining the elements of the surface admittance matrix has
the following form:

Yi j = Y (2)
i j − Y (1)

i j (4)

where Y (1)
i j and Y (2)

i j (i, j = 1, 2) are elements of the matrices of input admittances
of the chiral and dielectric layers, respectively.

It should be noted that the matrix of surface admittances is the inverse matrix of
surface impedances, so that the elements of the surface impedance matrix will be
determined as follows:

Z11 = Y22/�, Z12 = −Y12/�, Z21 = −Y21/�, Z22 = Y11/� (5)

where � = Y11Y22 − Y12Y21.
Below is an expression for determining the elements of the matrix of input

admittances:

[
M (1,2)

x

M (1,2)
y

]
=
[
Y (1,2)
11 Y (1,2)

12

Y (1,2)
21 Y (1,2)

22

][
T (1,2)
y

T (1,2)
x

]
(6)

where T (1)
x , T (1)

y , M (1)
x , M (1)

y are Fourier transforms of the tangential components of
the electric and magnetic field strength, respectively, in the chiral metamaterial. T (2)

x ,
T (2)
y , M (2)

x , M (2)
y are Fourier transforms of the tangential components of the electric

and magnetic field strength, respectively, in the dielectric half-space.

1.1 Determination of Elements of the Matrix of Input
Impedances

In most cases, the basis for the investigation of chiral media is the phenomenological
theory, which involves the use of the following material equations [4, 13, 14].

�D = ε0ε1 �E ∓ iχ
√

ε0μ0 �H
�B = μ0μ1 �H ± iχ

√
ε0μ0 �E (7)

where ε0, μ0 are electric and magnetic constants.
In these expressions, there is a chirality parameter χ characterizing the degree

of interrelation between the processes of electric and magnetic polarizations in the
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medium. Here and below, the upper signs in the expression (7) correspond to the
chiral medium on the basis of the “right-hand” elements (for example, right-handed
spirals), and the lower signs to the chiral medium on the basis of “left-handed”
elements (respectively, left-handed spirals).

Taking into account the above material equations, Maxwell’s differential equa-
tions for the chiral layer will look as follows:

rot �E = −iωμ0μ1 �H ± kχ �E
rot �H = iωε0ε1 �E ± kχ �H (8)

gde ω is cyclic frequency; k = ω
√

ε0μ0 is wave number for a plane electromagnetic
wave in free space.

We rewrite the system of Maxwell’s equations (8) in the following form:

∂E(1)
z

∂y
− ∂E(1)

y

∂z
= −iωμ0μ1H

(1)
x ± kχE(1)

x
∂H (1)

z

∂y
− ∂H (1)

y

∂z
= iωε0ε1E

(1)
x ± kχH (1)

x

∂E(1)
x

∂z
− ∂E(1)

z

∂x
= −iωμ0μ1H

(1)
y ± kχE(1)

y
∂H (1)

x

∂z
− ∂H (1)

z

∂x
= iωε0ε1E

(1)
y ± kχH (1)

y

∂E(1)
y

∂x
− ∂E(1)

x

∂y
= −iωμ0μ1H

(1)
z ± kχE(1)

z
∂H (1)

y

∂x
− ∂H (1)

x

∂y
= iωε0ε1E

(1)
z ± kχH (1)

z

(9)

From the system of (9), by means of algebraic transformations, we express E (1)
x ,

H (1)
x by E (1)

y , H (1)
y :

∂2H (1)
y

∂x∂y
+ iωε0ε1

(

−∂E(1)
y

∂z
∓ 2kχE(1)

x

)

∓ kχ
∂H (1)

y

∂z
= ∂2H (1)

x

∂y2
+ k2

(
ε1μ1 + χ2

)
H (1)
x

∂2E(1)
y

∂x∂y
+ iωμ0μ1

(
∂H (1)

y

∂z
± 2kχH (1)

x

)

∓ kχ
∂E(1)

y

∂z
= ∂2E(1)

x

∂y2
+ k2

(
ε1μ1 + χ2

)
E(1)
x

(10)

Using the expressions (3), we expand the components E (1)
x , H (1)

x , E (1)
y , H (1)

y into
the Fourier integral and substitute them in (10). As a result, we obtain the coupling
expressions for the tangential components of the Fourier transforms of the electric
and magnetic field strengths (T (1)

x , M (1)
x , c T (1)

y , M (1)
y ):

M (1)
x = a(h)

[

−βhM (1)
y − iωε0ε1s(h)

∂T (1)
y

∂z
∓ q(h)

∂M (1)
y

∂z
± ζ (h)iωε0ε1βhT

(1)
y

]

T (1)
x = a(h)

[

−βhT (1)
y + iωμ0μ1s(h)

∂M (1)
y

∂z
∓ q(h)

∂T (1)
y

∂z
∓ ζ (h)iωμ0μ1βhM

(1)
y

]

(11)
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where

a(h) = 1
(
k2ε1μ1 + (kχ)2 − h2

)

(

1 − 4(kχ)2k2ε1μ1
(
k2ε1μ1 + (kχ)2 − h2

)2

)−1

,

ζ (h) = 2kχ
(
k2ε1μ1 + (kχ)2 − h2

) ,

s(h) = 1 − 2(kχ)2
(
k2ε1μ1 + (kχ)2 − h2

) , q(h) = kχ − 2k2ε1μ1kχ(
k2ε1μ1 + (kχ)2 − h2

)
1

.

T (1)
y and M (1)

y are determined from the following system of differential equations:

∇2 �E + k2
(
ε1μ1 + χ2

) �E ∓ 2iωμ0μ1kχ �H = 0

∇2 �H + k2
(
ε1μ1 + χ2

) �H ± 2iωε0ε1kχ �E = 0 (12)

In connection with the fact that it is required to determine the Fourier transforms
of the components of the electric and magnetic fields T (1)

y , M (1)
y , we also expand

expression (12) in the Fourier integral (3), and then take the derivatives with respect
to x and y:

∂2 �T
∂z2

+ [
k2
(
ε1μ1 + χ2)− β2 − h2

] �T ∓ 2iωμ0μ1kχ �M = 0

∂2 �M
∂z2

+ [
k2
(
ε1μ1 + χ2

)− β2 − h2
] �M ± 2iωε0ε1kχ �T = 0 (13)

Expressions for T (1)
y and M (1)

y are determined from the solution of a given system
of differential equations with respect to the Fourier transforms (13). In this case, we
must take into account the boundary condition: T (1)

y (z = 0) = 0.

T (1)
y = ±(CR sin(γRz) + CL sin(γL z))

M (1)
y = i

√
ε0ε1

μ0μ1
(CR sin(γRz) − CL sin(γL z)) (14)

where γR =
√
k2(n + χ)2 − β2 − h2; γL =

√
k2(n − χ)2 − β2 − h2; n = √

ε1μ1.
CR , CL are some constants.

As a result, the matrix elements (6) were used to derive the expressions for the
elements of the admission matrix of the chiral layer:

Y (1)
11 (β, h) =

a(h)
[
iωε0ε1ν

+(β, h) − Y (1)
12 (β, h)w+(β, h)

]

±(sin(γRz) + sin(γL z))
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Y (1)
12 (β, h) = w−(β, h)

iωμ0μ1ν−(β, h)
(15)

Y (1)
21 (β, h) = a(h)Y (1)

22 (β, h)

∓(sin(γRz) + sin(γL z))
w+(β, h)

Y (1)
22 (β, h) = sin(γRz) − sin(γL z)

iωμ0μ1ν−(β, h)a(h)

where

ν+(β, h) = −s(h)(±(γR cos(γRz) + γL cos(γL z))) + ζ (h)βh(sin(γRz) + sin(γL z))

ν−(β, h) = −s(h)(γR cos(γRz) − γL cos(γL z)) ± ζ (h)βh(sin(γRz) − sin(γL z))

w+(β, h) = −βh(±(sin(γRz) + sin(γL z))) ∓ q(h)(±(γR cos(γRz) + γL cos(γL z)))

w−(β, h) = βh(sin(γRz) − sin(γL z)) ± q(h)(γR cos(γRz) − γL cos(γL z))

Thus, these expressions allow us to determine the elements of the matrix of input
admittances of the chiral layer on the basis of “right-” and “left-sided” conducting
inclusions of the mirror-asymmetric shape.

The expressions for the elements of the matrix of the input admittances (Y (2)
11 ,

Y (2)
12 , Y (2)

21 , Y (2)
22 ) of the dielectric half-space are determined in an analogous way and

are given below:

Y (2)
11 = −k2ε2μ2 − β2

ωμ0μ2r2
; Y (2)

12 = − hβ

ωμ0μ2r2
;

Y (2)
21 = hβ

ωμ0μ2r2
; Y (2)

22 = k2ε2μ2 − h2

ωμ0μ2r2

(16)

where r2 = √
k2ε2μ2 − β2 − h2.

1.2 The Surface Impedance Matrix Elements

Substituting expressions (15), (16) into formula (4), we obtain expressions for deter-
mining the elements of thematrix of surface admittances (Y11, Y12, Y21, Y22), and then
substitute them in (5). Finally, we obtain expressions for determining the elements of
thematrix of surface impedances (Z11, Z12, Z21, Z22) of the dielectric-chiral interface
on the basis of “left-” and “right-handed” conducting elements of mirror-asymmetric
shape, metallized on one side.
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2 Mathematical Model of a Microstrip Antenna
with a Chiral Substrate. The Method of Singular Integral
Representations of the Field

On the surface of the radiator and the chiral medium, the following boundary
conditions must be satisfied:

E (1)
x = E (2)

x , E (1)
y = E (2)

y

ηx = H (2)
y − H (1)

y , ηy = H (2)
x − H (1)

x (17)

where E (1)
x and E (2)

x , E (1)
y and E (2)

y are respectively, the x- and y-components of the
electric field strength vector at the interface in the chiral medium and in the upper
half-space, H (1)

x and H (2)
x , H (1)

y and H (2)
y are x- and y-components of the magnetic

field strength vector at the interface in the chiral medium and in the upper half-space,
ηx , ηy are x- and y-components of the current density vector on the surface of the
radiator (chiral medium).

Since the MSA radiator is narrow, the transverse component ηx of the current
density is much smaller than the longitudinal component ηy , so only the elements
are determined, Z11 and Z21, as follows from (2), these elements bind the Fourier
transforms of the longitudinal and transverse components of the electric field strength
with the Fourier image of the longitudinal surface current density component:

Ty = Z11Fy

Tx = Z21Fy (18)

Since the expressions (18) are written with respect to the Fourier transforms, we
apply the inverse Fourier transform to them, and also take into account the fact that
the current density is zero everywhere except for the emitter. As a result, we obtain
the following expression for determining the field strength on the surface of the
radiator:

Ecm
y (x, y, d) =

a∫

−a

l∫

−l

ηy
(
x ′, y′)Z�

(
x ′, y′; x, y)dx ′dy′ (19)

where

ZΣ
(
x ′, y′, x, y

) = 1

4π2

∞∫

−∞

∞∫

−∞
Z11(β, h)e−iβ(x−x ′)e−ih(y−y′)dβdh

Since the radiator is rather narrow, the transverse variation of the longitudinal com-
ponent of the surface current density can be represented in the form of a quasi-static
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approximation: ηy
(
x ′) = 1/

√
1 − (x ′/a)2, therefore, the surface current density

distribution function takes the following form:

ηy
(
x ′, y′) = f

(
y′)

√
1 − (x ′/a)2

(20)

where f
(
y′)—an unknown function describing the longitudinal distribution of the

current density.
The improper integral in (19) is divergent; therefore, to eliminate the divergence,

we subtract and add the termwith the asymptotic factor Z∞
11(h), and thenwe substitute

the expression (20) into (19), taking into account the boundary condition f (−l) =
f (l) = 0 and integrating the resulting expression by parts in y′, and also carrying
out a number of algebraic operations, we obtain an integral equation with respect to
the unknown function f ′(y′) = d f

(
y′)/dy′:

Ey(x, y, d) =
a∫

−a

l∫

−l

f ′(y′)
√
1 − (

x ′/a
)2

�Z
∑

11

(
x ′, y′; x, y)dx ′dy′+

+
a∫

−a

l∫

−l

f ′(y′)
√
1 − (

x ′/a
)2

Z∞
11

(
x ′, y′; x, y)dx ′dy′ (21)

where �ZΣ
11

(
x ′, y′, x, y

) = − 1
4π2

∞∫

−∞

∞∫

−∞
1
ih�Z11(β, h)e−iβ(x−x ′)e−ih(y−y′)dβdh.

�Z11(β, h) = Z11(β, h) − Z∞
11(h)

Z∞
11(h) − Z11(β, h)when |h| → ∞

Asymptotic representation of the element of the surface impedance matrix
Z11(β, h) when |h| → ∞ has the following form:

Z11(β, h) −→|h|→∞
Z∞
11(h) = iωμ0(μ1 + μ2)(

k2(ε1 + ε2)(μ1 + μ2) − (kχ)2
) |h| (22)

In the above expressions, there are some table integrals, namely:

a∫

−a

eiβx
′

√
1 − (x ′/a)2

dx ′ = πaJ0(βa)
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∞∫

−∞
J0(βa)e−iβxdβ = 2

∞∫

0

J0(βa) cos(βx)dβ = 2ζ (x)

∞∫

−∞
sgn(h)e−ih(y−y′)dh = 2i

y′ − y
(23)

where J0(βa) is Bessel function of the first kind of zero order;

ζ (x) =
{

1√
a2−x2

, |x | < a

0, |x | > a
; sgn(h) = |h|

h
=
{ −1, h < 0

1, h ≥ 0

Substituting the asymptotic representation (22) into the expression (21), taking
into account the values of the table integrals (23), we obtain a singular integral
representation of the tangential component of the electric field Ey(x, y, z):

Ey(x, y, d) =

= − 1

4π

l∫

−l

a f ′(y′)
∞∫

−∞

∞∫

−∞
J0(βa)

�Z11(β, h)

ih
e−iβx e−ih(y−y′)dβdhdy′

− Cε,μ,χ

π
ζ (x)

l∫

−l

a f ′(y′)

y′ − y
dy′ (24)

where Cε,μ,χ = iωμ0(μ1 + μ2)(
k2(ε1 + ε2)(μ1 + μ2) − (kχ)2

) .

In a similar way, we obtained a singular integral representation of the field for the
transverse component Ex (x, y, d):

Ex (x, y, d) = − 1
4π

l∫

−l
a f ′(y′)

∞∫

−∞

∞∫

−∞
J0(βa)�Z21

ih e−iβx e−ih(y−y′)dβdh.dy′−

−Cε,μ,χ

2π i

l∫

−l
a f ′(y′)(2 ln

(
y′ − y

)
(μ1 + μ2)ζ

′(x) + (
2θ
(
y − y′)− 1

)
π iμ2kχζ(x)

)
dy′

(25)

where �Z21 = Z21(β, h) − Z∞
21(β, h); Z∞

21(h) − Z21(β, h) when |h| → ∞.

ζ ′(x) =
⎧
⎨

⎩
i x

(a2−x2)
3/2 , |x | < a

0, |x | > a
θ
(
y − y′) =

⎧
⎨

⎩

0, y < y′

0.5, y = y′

1, y > y′
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Substituting in (24) the boundary conditions (2), which, generally speaking, are
valid at any point of the radiator, we obtain a singular integral equation with a
Cauchy singularity with respect to an unknown function f ′(y′) characterizing the
longitudinal distribution of the current density along the radiator.

1

π

l∫

−l

a f ′(y′)

y′ − y
dy′ = F(y) (26)

where F(y) = σν(y) − 1
Cε,μ,χ

a
4π

l∫

−l
a f ′(y′)K

(
y, y′)dy′.

K
(
y, y′) = 1

Cε,μ,χ

a

4π

∞∫

−∞

∞∫

−∞
J0(βa)

�Z11(β, h)

ih
e−ih(y−y′)dβdh

σ = i
1

2

2πa

λ

1

Zc

l

a

1

Cε,μ,χ

V

v(y) is voltage profile in the vibrator gap;
V = 2bE0 is a stress value in the gap;
Zc is wave impedance of the medium.

In the future, numerical calculations assume the use of dimensionless quantities:
a/λ, l/λ, d/λ, b/ l, so we introduce new variables: α = βa, ξ = ha, t = y/ l,
t ′ = y′/ l.

This equation was solved by several methods. First, the widely known method
of moments (MoM) was used. In this case, the basis functions are Chebyshev
polynomials of the first kind:

a f ′(t ′
) =

∞∑

n=1

AnTn
(
t ′
)

√
1 − t ′2

(27)

The choice of such a basis function was due to the availability of an analytical
calculation of the following integrals:

1∫

−1

Tn
(
t ′
)

√
1 − t ′2(t ′ − t)

dt ′ = πUn−1(t)

1∫

−1

Tn
(
t ′
)
Tp
(
t ′
)

√
1 − t ′2

dt ′ =
⎧
⎨

⎩

π, p = n = 0
π/2, p = n
0, p �= n

(28)

For the same reason, the Chebyshev polynomials of the second kind were chosen
as weight functions:
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1∫

−1

Um−1(t)Uk−1(t)
√
1 − t2dt =

{
π/2, m = k
0, m �= k

(29)

The exponentials in the core of the SIE on the Bessel functions and the Chebyshev
polynomials of the first and second kind:

e−i l
a ξ t = 2i

(ξ l/a)

∞∑

k=1

i−kk Jk(ξ l/a)Uk−1(t)

ei
l
a ξ t ′ = 2

∞∑

p=1

i p
(
1 + δ0,p

) Jp(ξ l/a)Tp
(
t ′
)

(30)

where δ0,p is Kronecker symbol, δ0,p =
{
1, p = 0

0, p �= 0
.

In view of the foregoing, the problem has been reduced to the following system
of linear algebraic equations (SLAE), with respect to unknown coefficients Am :

2

π
σ

b/ l∫

−b/ l

√
1 − t2Um−1(t)v(t)dt = Am +

∞∑

n=1

An
min−m+1

(
1 + δ0,n

)ςm,n (31)

The function of the longitudinal distribution of the current density at the emitter
is determined as follows:

a f (t) =
∫ t

−1
a f ′(t ′

)
dt ′ =

∞∑

n=1

∫ t

−1

AnTn
(
t ′
)

√
1 − t ′2

dt ′ = −
√
1 − t2

∞∑

n=1

An

n
Un−1(t) (32)

The current function is defined as:

Iy(t) =
a∫

−a

ηy(x, t)dx =
a∫

−a

f (t)
√
1 − (x/a)2

dx = aπ f (t) (33)

In Fig. 2 shows the results of the calculation of the real (Fig. 2a) and imagi-
nary (Fig. 2b) parts of the current function for different numbers of terms of the
approximating series (32).

It can be seen from the graphs that the number of terms in the series has a rather
strong effect on the current distribution function.

This equation was also solved with the help of the partial operator rotationmethod
(POAM),whose essence consists in reducing the singular equation (26) to the integral
Fredholm equation of the second kind by means of the inversion formula for an
integral of Cauchy type not bounded on the interval [−1; 1]:
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Fig. 2 Current distribution by the MSA radiator (MoM)

a f ′(t) = 1

π
√
1 − t2

⎡

⎣a0π −
1∫

−1

√
1 − t ′2

t ′ − t
F
(
t ′
)
dt ′
⎤

⎦ (34)

where a0 = 0 is a null constant determined from condition f (−l) = f (l) = 0.
Denoting I nt(t) = ∫ (l0+b)/ l

(l0−b)/ l

√
1−t ′2
t ′−t v

(
t ′
)
dt ′, where l0 ∈ [−l; l] is point of excita-

tion, and taking (34) into account, we obtain the Fredholm integral equation of the
second kind with respect to the unknown function a f ′(t):

a f ′(t) = −σ

π

I nt(t)√
1 − t2

− 1

π
√
1 − t2

1∫

−1

1∫

−1

√
1 − t ′2

t ′ − t
a f ′(t ′′

)
K
(
t ′, t ′′

)
dt ′′dt ′ (35)

The second term on the right-hand side of the integral equation (35) is expressed
through a function ϕ(t), as a result of which expression (35) can be rewritten as
follows:

a f ′(t) = −σ

π

I nt(t) + ϕ(t)√
1 − t2

(36)

Taking into account expression (36), we obtain the Fredholm integral equation of
the second kind with respect to the unknown function ϕ(t):

ϕ(t) = − 1

π

1∫

−1

1∫

−1

√
1 − t ′2

t ′ − t

I nt
(
t ′′
)+ ϕ

(
t ′′
)

√
1 − t ′′2

K
(
t ′, t ′′

)
dt ′′dt ′ (37)

Similarly, as in MoM, we expand the exponential functions in a series in the
Chebyshev polynomials and the Bessel functions (30), and also take into account the
integrals (28), (29) and, as a result, we obtain the following expression:
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ϕ(t) = 1

π
4i

∞∑

k=1
n=0

kin−k

1 + δ0,n
ςn,k

1∫

−1

I nt
(
t ′′
)+ ϕ

(
t ′′
)

√
1 − t ′′2

Tn
(
t ′′
)
dt ′′ × Tk(t) (38)

where ςn,k = 1
2

∫∞
−∞

Jn(ξ l/a)Jk (ξ l/a)

ξ
�g(ξ)dξ .

An unknown function ϕ(t) can be represented in the form of an expansion in a
series of Chebyshev polynomials of the first kind:

ϕ(t) =
∞∑

k=1

AkTk(t) (39)

As a result, we obtain a system of linear algebraic equations for determining the
coefficients Ak :

Ak = 4i

π

N∑

n=1

kin−kςn,k

(
I ntn + π

2
An

)
, k = 1 . . . N (40)

where I ntn = ∫ 1
−1

I nt(t ′′)Tn(t ′′)√
1−t ′′2

dt ′′.
Using the integrals (28), we finally obtain an expression for the function a f (t):

a f (t) = −σ

π

⎡

⎣
t∫

−1

I nt
(
t ′
)

√
1 − t ′2

dt ′ −
√
1 − t2

N∑

k=1

AkUk−1(t)

k

⎤

⎦ (41)

It should be noted that the excitation is given by a function v(t). Generally speak-
ing, this function is chosen arbitrarily, but a number of requirements are raised to it,
connected with questions of convergence of the integral in the expression for I nt(t).
In particular, the function v(t) must be continuous in the gap region and equal to
zero on its edges, which, in turn, corresponds to physical reality. There are no other
restrictions to the selection of the excitation function. With this in mind, a function
v(t) of the form was chosen as such a function v′(t):

v(t) = v′(t) =
{
0, |t − l0| > b

l√
1 − ((t − l0)l/b)

2 |t − l0| < b
l

(42)

In the course of numerical calculations, it was revealed that the main parameters
that significantly affect the convergence of the algorithm are ξmax—the limiting value
of the integration variable of the improper integral with respect to h in (24), at which
the required accuracy of the computations is achieved and N is the number of terms
of the series, consisting of Chebyshev polynomials, multiplied by the corresponding
coefficients (expression (41)). Of course, the accuracy of the calculations will depend
on the choice of the values of these parameters, and, in addition, the convergence
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Fig. 3 Dependencies of relative errors from ξmax(left) and from N (right)

of the whole method as a whole, so it is quite important to determine their optimal
value.

To study the numerical algorithm for convergence, it is proposed to use the values
of the current distribution function determined at the points corresponding to the
center of the radiator (t = 0) and calculated for different normalized lengths of the
radiator l/λ (from 0.25λ to 2λ, where λ is the wavelength) for different values of
the parameter chirality and relative permittivity, as well as for various types of chiral
substrate. Under the types of substrates are meant chiral substrates made on the basis
of “left-handed” and “right-handed” inclusions.

As a result of this study, the relative error of computations was estimated and the
optimal values of the parameters ξmax and N were determined for different emitter
lengths, as well as for various values of the chirality parameter. By the true value
we will understand the values of the current distribution function, determined at the
maximum values ξmax and N. The graphs of the dependences of the errors on, as ξmax

well as on N, are shown in Fig. 3.
The method of the POAM relative to the parameter ξmax has a sufficiently fast

convergence. Proceeding from considerations of the resource-consuming nature of
the method and the accuracy of the calculation, in numerical calculations, depending
on themacroscopic parameters of the chiralmedium, ofwhich the chirality parameter
is most important, and also the type of substrate, the parameter ξmax value should be
chosen to be no more than 20.

On the other hand, the number of members of the approximating row N exerts a
much stronger influence.

Achieving the convergence of the final solution depends on such factors as the
dimensions of the radiator l/λ, the values of the macroscopic parameters of the chiral
medium (ε1 and χ ), and also the type of the chiral substrate.

The most significant of these is the normalized length of the radiator l/λ. So, for
example, for a small radiator, you can limit the minimum values given (l/λ ≤ 0.25),
which in turn allows you to significantly reduce the resource intensity of the method
in question and, as a result, increase the calculation time. Accordingly, for radiators
of a larger size, a larger value of the parameter N should also be selected.
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Fig. 4 Current distribution by the MSA radiator (MoM and POAM)

The values of the macroscopic parameters of the chiral medium also affect the
convergence of this method, but less. As the study showed, with an increase in
the chirality parameter by a factor of 5 to ensure convergence for sufficiently large
dimensions of the radiator (1 > l/λ > 0.5), it is necessary to increase the value of
the parameterN by an average of 10. It should be noted that for small radiator lengths
(l/λ ≤ 0.5), the value of the parameter N can be kept the same. The type of chiral
substrate also affects the convergence of the method with respect to the parameter
N. As in the previous case, this effect is most noticeable for large dimensions of the
radiator (l/λ > 0.5).

In Fig. 4 shows the current distributions along the MSA radiator, calculated with
the help of the POAM at N = 10 (Fig. 4a) and at N = 40 (Fig. 4b). Current
distributions calculated by MoM are also presented N = 40.

As can be seen, these graphs coincide, however, when using the POAM, the
number of necessary terms of the approximating series for accurate determination of
the current function is only 10, while forMoM it is 40, which in turnwill undoubtedly
affect the computation time. However, the use of MoM is a simpler solution from a
mathematical point of view, which is important in solving complex problems.

In Fig. 5 shows the dependence of the input impedance on the length of the
emitter arm normalized to the wavelength, calculated by different methods (MoM
and POAM) for ε1 = 1 and for χ = 0.3 a chiral substrate based on right-handed
elements. In this case, the number of members of the series was selected as constant
and equal to 30. Figure 5a shows the real (left) and imaginary (right) parts of the
input impedance of the MSA with the chiral substrate, calculated using MoM with
the number of terms of the series equal to 30, and in Fig. 5b—with the number of
members of the series, equal to 55.

In this case, the input resistance of themicrostrip antenna is determined as follows:

Zin = V

I (t = 0)
(43)

where I (t = 0) is a value of the current distribution function, in the vibrator gap.
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Fig. 5 The dependence of the input impedance on l/λ (MoM and POAM)

When calculating the characteristics of a microstrip antenna with a chiral sub-
strate, the value of the voltage in the gap of the vibrator was set equal to 1 V
(V = 2bE0 = 1).

Obviously, with a further increase in the number of terms in the approximating
series, these functions will coincide.

Thus, the proposed approach to the analysis of MSA with substrates from chiral
metamaterial allows correctly calculating the current distribution. Knowledge of the
current function, in turn, allows you to calculate the field at any point in space,
including the near zone, and in addition, to determine other characteristics of the
antenna. The proposed approach can be generalized to the case of different types of
radiators (spiral, ring, fractal, etc.), as well as to the case of multilayer structures.
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3 Characteristics of Microstrip Antennas with Chiral
Substrates

3.1 Impedance Characteristics of MSA with a Chiral
Substrate

In Figs. 6, 7, 8 and 9, the graphs of the dependences of the real (left) and imaginary
(right) parts of the input impedance of the MSA with a chiral substrate based on the
“left-” and “right-hand” elements on the arm length normalized to the wavelength
l/λ with the following general parameters: ε2 = 1, μ1 = μ2 = 1, a/λ = 0.025,
b/λ = 0.01, d/λ = 0.1.

As can be seen from the graphs given, in the case when the chiral sub-spoon is
made on the basis of left-handed spirals, the number of resonances in the interval
from 0 to 2λ increases. There is also a shortening effect (displacement of resonances
in frequency). With an increase in the dielectric constant, the quality factor of the

Fig. 6 Dependence of the input impedance of the MSA with a chiral substrate on the basis of
“right-hand” and “left-hand” elements from l/λ when ε1 = 1 and χ = 0.15

Fig. 7 Dependence of the input impedance of the MSA with a chiral substrate on the basis of
“right-hand” and “left-hand” elements from l/λ when ε1 = 1 and χ = 0.3
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Fig. 8 Dependence of the input impedance of the MSA with a chiral substrate on the basis of
“right-hand” and “left-hand” elements from l/λ when ε1 = 1 and χ = 0.5

Fig. 9 Dependence of the input impedance of the MSA with a chiral substrate on the basis of
“left-hand” elements from l/λ when χ = 1 and ε1 = 3, ε1 = 4

system is significantly reduced. It should also be noted that at ε1 > 3, the reactance is
purely capacitive in nature. The resulted results of calculations of the input impedance
are quite accurately (at least qualitatively) consistent with the calculations of other
authors.

At some frequencies, a situation is possible where the effective permittivity of the
chiral substrate is zero. It is of interest to estimate the impedance characteristics of
MSA at such or close dielectric permittivity in the limiting case (ie, the macroscopic
parameters are constant throughout the frequency band). A structure was chosen for
which the effective permittivity is ε1 = 0.01, and the chirality parameter is χ = 0.5.
The chiral elements of this structure are “left-handed”.

In Fig. 10 shows the dependence of the real (left) and imaginary (right) parts of
the input impedance on the normalized wavelength with the following parameters:
ε2 = 1, μ1 = μ2 = 1, a/λ = 0.025, b/λ = 0.01, d/λ = 0.1.

Analyzing these graphs, we can say that the microstrip antenna with practically
zero effective dielectric constant is high-good, and its reactive input resistance is
predominantly capacitive.
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Fig. 10 Dependence of the input impedance of the MSA with a chiral substrate on the basis of
“left-hand” elements from l/λ when ε1 = 0.01 and χ = 0.5

Thus, in this subsection we showed the dependences of the input impedance of the
MSAwith the chiral substrate on the length of the arm normalized to the wavelength.
Compared with the MSA with a dielectric substrate, especially at high values of
the relative permittivity and the chirality parameter, resonance frequency shift is
observed, as well as a significant decrease in the quality factor. It is established that
in the casewhen the chiral substrate ismade on the basis of “right-hand” elements, the
number of resonances increases. It is shown that, as the dielectric constant increases,
there is a decrease in theQ of the system, and at ε1 ≥ 3 and ε1 = 0.01, the reactance
is mainly capacitive in nature.

3.2 Calculation of the Electric Field Produced
by a Microstrip Antenna with a Chiral Substrate

Now let us consider the problem of determining the electric field produced by MSA
with a chiral substrate. The electric field strength generated by the MSA has two
components �E = {

Ex , Ey
}
. In this regard, the expression for determining the field

is written as follows:

Ex (x, y, z) =
a∫

−a

l∫

−l

ηy
(
x ′, y′)Zx

(
x ′, y′, x, y

)
dx ′dy′

Ey(x, y, z) =
a∫

−a

l∫

−l

ηy
(
x ′, y′)Z y

(
x ′, y′, x, y

)
dx ′dy′ (44)

where
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Zx
(
x ′, y′, x, y

) = 1

4π2

∞∫

−∞

∞∫

−∞
Z21(β, h)e−ir2(z−d)e−iβ(x−x ′)e−ih(y−y′)dβdh

Z y
(
x ′, y′, x, y

) = 1

4π2

∞∫

−∞

∞∫

−∞
Z11(β, h)e−ir2(z−d)e−iβ(x−x ′)e−ih(y−y′)dβdh

Below we present the data of normalized expressions, taking into account the
integrals (23):

Ey(p, t,w) = i Zc

4π

(
2πa

λ

) l∫

−l

a f
(
t ′
)

×
∞∫

−∞

∞∫

−∞
J0(α)Z ′

11(α, ξ)e−ir2(w l
a − d

a )e−i l
a αpe−i l

a ξ(t−t ′)dαdξdt ′

Ex (p, t,w) = i Zc

4π

(
2πa

λ

) l∫

−l

a f
(
t ′
)

×
∞∫

−∞

∞∫

−∞
J0(α)Z ′

21(α, ξ)e−ir2(w l
a − d

a )e−i l
a αpe−i l

a ξ(t−t ′)dαdξdt ′ (45)

The function a f ′(t ′
)
is also considered known, the method of finding which is

described in Sect. 2.
In Fig. 11 shows plots of the dependences of the electric field modulus x and

y-components (Fig. 11a) and phase (Fig. 11b) on the coordinate z, with the following
parameters: ε2 = 1,μ1 = μ2 = 1, a/λ = 0.025, l/λ = 0.5, b/λ = 0.01, d/λ = 0.1,

Fig. 11 Dependences of the modulus and phase of the x and y components of the electric field
strengths of the electric field on the coordinate when ε1 = 1 and χ = 0.75
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ε1 = 1 and χ = 0.75. The chiral support of the MSA is based on the “right-hand”
elements. And in Fig. 12 shows similar graphs for a chiral substrate made on the
basis of “left-hand” elements.

In Fig. 13 are the graphs of the dependences of the electric field modulus x and
y-components (Fig. 13a) and phase (Fig. 13b) on the z coordinate, with the following
parameters: ε2 = 1, μ1 = μ2 = 1, a/λ = 0.025, l/λ = 0.25, b/λ = 0.01,
d/λ = 0.1, ε1 = 3 and χ = 1. In this case, the chiral substrate of the MSA is made
on the basis of “left-hand” elements.

As can be seen from the graphs shown, Ey the component of the electric field
produced by the microstrip antenna with a chiral substrate is commensurate with
Ex, and their phases are shifted by some amount. This testifies that the emitted
electromagnetic waves have elliptical polarization.

Below, in Fig. 14, the normalized directionality diagrams (DD) of a given
microstrip antenna with a chiral substrate are given with the following parameters:
ε2 = 1, μ1 = μ2 = 1, a/λ = 0.025, l/λ = 0.5, b/λ = 0.01, d/λ = 0.1, ε1 = 1

Fig. 12 Dependences of the modulus and phase of the x and y components of the electric field
strengths of the electric field on the coordinate when ε1 = 1 and χ = 0.75

Fig. 13 Dependences of the modulus and phase of the x and y components of the electric field
strengths of the electric field on the coordinate when ε1 = 3 and χ = 1
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Fig. 14 Normalized DD in the meridional (left) and azimuthal (right) planes of MSA with a chiral
substrate when ε1 = 1 and χ = 0.75

and χ = 0.75. In this case, the chiral substrate of the MSA is made on the basis of
the “right” (a) and “left-side” (b) elements. When constructing the DD data in the
above expressions, a transition to a spherical coordinate system was carried out. In
addition, since it was revealed that the emitted field has both components, therefore
the expressions for Eθ and Eϕ will be written as follows

Eθ = Ex cos θ cosϕ + Ey cos θ sin ϕ

Eϕ = −Ex sin ϕ + Ey cosϕ (46)
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4 Diffraction of a Plane Electromagnetic Wave
on a Microstrip Antenna with a Chiral Substrate

This subsection is devoted to the study of the diffraction of a plane wave on an MSA
with a chiral substrate, which is a conducting plate located between the dielectric
half-space and the chiral layer metallized from the lower side [15].

A plane monochromatic electromagnetic wave (EMW) of linear polarization falls
at this MSA at an angle of θ0. We will assume that the electromagnetic field (EMF),
formed as a result of the distribution of currents over the plate surface in a certain
way, which in turn arises under the action of a plane EMW, satisfies the Maxwell
equations, the boundary conditions (47), and also the radiation condition at infinity.
It is also assumed that the width of the plate must be so narrow (2a << l, λ) that
the transverse component of the current density can be neglected �η = (

ηx = 0, ηy
)
.

The appearance of this structure is shown in Fig. 15

ηy(x,−l) = ηy(x,+l) = 0

Ey(x, y) = 0 when x ∈ [−a, a], y ∈ [−l, l] (47)

The total strength of the electric field is defined as the superposition of the electric
field strengths created by the incident and reflected waves:

�E = �Einc + �Eref . (48)

In view of the fact that the incident EMW has linear polarization ( �Einc always
lies in a plane parallel to ZOY (ϕ0 = π/2)), the projection of its vector on the XOY
plane has only the component Einc

y , the expression for which has the following form:

Einc
y (y, z) = E0e

ikz cos θ0+iky sin θ0 cos θ0 (49)

where E0 is a value of the amplitude of the field strength of theEMW; k = ω
√

μ0ε0 =
2π/λ is wave number for free space; i = √−1—imaginary unit.

Fig. 15 Geometry of the
diffraction problem
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Fig. 16 Current distribution by chiral structure when θ0 = 0 (a) and θ0 = π/4 (b)

The method of determining the singular integral representation of the field (SIR)
of a similar chiral structure is described in detail above. When the boundary con-
ditions (47) and the expressions for the strength of a plane electromagnetic wave
(49) are substituted in the quasi-static approximation of the transverse distribution of
the surface current density ηy

(
x ′, y′) = f

(
y′)/

√
1 − (x ′/a)2, we obtain a singular

integral equation with a Cauchy singularity with respect to the unknown function
f
(
y′) describing the longitudinal current distribution on the plate.

−Einc
y (y, z) = − a

4π

l∫

−l

f ′(y′)
∞∫

−∞

∞∫

−∞
J0(βa)

�Z11(β, h)

ih
e−ih(y−y′)dβdhdy′

− Cε,μ,χ

π

l∫

−l

f ′(y′)

y′ − y
dy′ (50)

In Fig. 16 are graphs of current distribution along the chiral structure on the basis
of left-handed elements with parameters: ε1 = ε2 = 1, μ1 = μ2 = 1, l/λ = 0.5,
a/λ = 0.025, b/λ = 0.01, d/λ = 0.1, χ = 0.15 and various θ0.

Thus, in this chapter we consider a method of electrodynamics analysis of MSA
with substrates from a chiral metamaterial. Expressions are given for the elements
of the admittance matrix of the chiral layer, based on the “left” and “right-hand”
elements.

A mathematical model of MSA with a chiral substrate was developed and inves-
tigated. A singular integral representation of the electric field for a given antenna is
obtained. These representations make it possible to calculate the radiation field at
any point of space, incl. near zone.

The internal electrodynamics problem of diffraction of a plane electromagnetic
wave on a metal strip located in a layer-like chiral structure is solved.

The characteristics of MSA with chiral substrates are investigated. It is shown
that such MDAs emit waves with elliptical polarization, have asymmetric radiation



294 D. S. Klyuev et al.

patterns and have a lower Q-factor than MSA with dielectric substrates. In addition,
the use of chiral substrates can improve the electrodynamics characteristics of such
antennas and reduce their size.
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Abstract This chapter describes the possibilities of increasing the throughput in
MIMO systems using metamaterial substrates in antenna systems. It is shown that
the using of such substrates makes it possible to reduce the mutual influence between
the emitters. Estimates of wins in bandwidth are compared with traditional solutions.
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1 Possibilities of Increasing Throughput, MIMO Systems,
By the Using of Antenna Based on Metamaterials

One of the important tasks in mobile radio networks is to increase the quality of
service by applying an integrated approach to the modernization of the entire system
as a whole. This is especially true at the present time, since there are already require-
ments for signaling not only telephony, but also multimedia data in real time. At
the same time, with improvements in the software part of networks (the use of new
signal-code structures, various types of modulation, etc.), there is a need for improv-
ing the hardware. One of the examples of this approach is MIMO technology [1, 2],
the essence of which is the organization of several poorly correlated subchannels for
information exchange between the source and the receiver, thereby allowing to sig-
nificantly increase the spectral efficiency of the entire system. This technology is of
particular interest in the case of the multipath nature of signal propagation observed
in conditions of high and super-high density of construction, as well as in conditions
of complex urban terrain.

In terms of electrodynamics, the use of new types of antenna systems, including
those based on metamaterials, can further improve the quality of service. Metama-
terial is an artificial composite material with spatial dispersion. This metamaterial
possesses electrophysical properties that are uncharacteristic of natural materials,
and are caused by a periodic structure of macroscopic elements of a certain shape.
The peculiarity of metamaterials lies in the fact that their effective permeabilities
can simultaneously take negative values [3]. Among the metamaterials, chiral meta-
materials, representing a dielectric container, in which the conductive inclusions of
the mirror-asymmetric shape are uniformly distributed [4, 5] should be distinguished
apart.

The using ofmetamaterials in antenna technologymakes it possible to reduce their
weight and linear dimensions, improve the directional properties, and also compen-
sate for the electrically small antennas reactivity. In addition, based onmetamaterials,
it is possible high-resistance surfaces creating, which serve to reduce the influence
between the antenna arrays radiators [6–8]. Chiral metamaterials based on spiral
elements are considered in this chapter.

In the framework of the approach, which involves the antennas new type using
based on metamaterials to improve the efficiency of radio engineering systems, it is
of interest to determine the winnings in comparison with traditional solutions.

A sufficiently tangible impact on the capacity of MIMO systems is exerted by
the mutual influence of the antenna array elements [9, 10]. In general, to assess the
MIMO system capacity, taking into account the mutual influence of the antenna
system radiators, the variation of the Shannon formula allows:

C = log2 det

(
I + 1

DN
Z−1

RX HZTX RZH
TX H

H
(
Z−1

RX

)H)
, (1)

where
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DN is a total noise power in each receiving antenna;
ZRX , ZTX are the matrix impedances of the receiving and transmitting antenna

systems, respectively;
H is a channel matrix;
HH is the Hermitian conjugation operation of the channel matrix;
R is a correlation matrix of the input signal.

It is seen from the above formula that the mutual influence of the radiators is
described by the impedancematrices of the pedestrian and receiving antenna systems.
The general form of the antenna system impedance matrix having 3 radiators is
recorded as follows:

Z =
⎛
⎝ z11 z12 z13
z21 z22 z23
z31 z32 z33

⎞
⎠, (2)

In (2), along the diagonal of the matrix are the intrinsic impedances of each of the
antenna system inputs. The off-diagonal elements are calculated as the ratio of the
voltage induced on the passive input of the antenna system radiator to the current at
the active input of the antenna system radiator:

zi j = U̇i

İ j
, (3)

where

U̇i is a complex voltage on a passive radiator,
İ j is a complex current on the active radiator.

To estimate the degree of mutual influence between the emitters, we will con-
ditionally assume that there is no correlation of the signals in the partial MIMO
channels, there is also no attenuation and distortion of the signals in the medium,
and the same antenna systems are installed in the source and receiver. On this basis,
the expression for calculating the throughput can be rewritten as follows:

C = log2 det

(
I + q

NT X
Z−1HZZH HH

(
Z−1)H)

, (4)

where

q is a signal strength;
NT X is a number of partial channels.
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To ensure the equality of the energy characteristics of the MIMO system, it is
necessary to normalize the impedance matrix as follows:

Znorm = Z√
tr(Z ZH )

(5)

where tr(X) is matrix X trace.
As an example of the implementation of the MIMO 2 × 2 system, several pairs

of microstrip antenna arrays (one receiving, the other, respectively, transmitting)
were considered, the substrates of one of the pairs were made of a dielectric with a
relative permittivity of 1 (ε = 1), and for other pairs—from various types of chiral
metamaterials. On the substrates of the antenna arrays, parallel to each other at a
distance equal to the working wavelength λ0, there are two symmetrical half-wave
radiators.

The following types of chiral metamaterials were considered:

– Biisotropic structures basedon chaotically oriented right- and left-handed elements
(Fig. 1);

– Bianisotropic structures based on right- and left-handed elements, oriented in the
same way. Several configurations of such structures were considered, in partic-
ular, the structure in which the helices are oriented vertically (configuration 1)
(Fig. 2a), and also for the structure in which the spirals are oriented horizontally
(configuration 2) (Fig. 2b).

Right-and left-hand elements are understood to be right-handed and, respectively,
left-twisted helices.

As a homogeneous dielectric container, in which the described conductive inclu-
sions are arranged in a certain way, a material with a small dielectric constant, for
example, expanded polystyrene, is usually used.

To determine the dispersion of the macroscopic parameters of the chiral struc-
ture, the Maxwell-Garnett model is used [11]. Expressions for finding the effective
permittivity and the chirality parameter are given below:

Fig. 1 Antenna with a biisotropic substrate
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Fig. 2 MSA with bianisotropic chiral substrates configurations 1 (a) i 2 (b)

ε( f ) = εc + β2
0

4π2
(
f 20 − f 2

) (6)

χ( f ) = A0
β2
0 f

2πc
(
f 20 − f 2

) (7)

where εc is the dielectric constant of the container in which the conducting inclusions
of the mirror-asymmetric shape are placed; β0 is a parameter having a frequency
dimension and associated with internal processes in the chiral structure; A0 is a
distance between adjacent conducting inclusions; c = 1/

√
ε0μ0 is the light speed in

vacuum; f0 is resonant frequency of the chiral structure.
The resonant frequency of the macroscopic parameters of the chiral metamaterial

is generally determined by the resonance properties of the conducting inclusions
underlying this metamaterial, in accordance with Thomson’s formula:

f0 = 1

2π
√
LC

(8)

where L is chiral elements inductance; C is elements capacity.
Consider, for example, a chiral structure based on thin wires. The form of a single

fine-wire helix is shown in Fig. 3. This spiral is made of a thin wire, a radius rH . The
helix consists of turns NH , located at a distance hH from each other, and its internal
radius is RH . The length of the helix in the unfolded state (the length of the thin wire)
is lH . The height of the helix is HH , and the angle of wrapping is αH .

The formula for calculating the inductance of the helix coincides with the formula
for determining the inductance of the solenoid and has the following form:

LH = μ0μc
SH N 2

H

HH
= μ0μc

πR2
H N

2
H

HH
(9)

where μc is relative magnetic permeability; SH = πR2
H is an area of the helix coil.
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Fig. 3 Helix

The helix capacity is determined by the capacity of the wire CL , from which it
is made, as well as inter-turn capacity. If the capacity of a group of helices located
close to each other is determined, there is also an inter-element capacitance CI E .

The expression for determining the total capacity of a group of spirals is as follows:

CH = CL + CIC + CI E (10)

The formula for determining the capacity of the helical wire coincides with the
formula for determining the capacitance of a straight conductor:

CL = ε0εc
lH

18 ln
(
2lH
rH

)
− 1

10−9, (11)

where lH = 2π(RH + 2rH )NH + HH is the length of the elements in the unfolded
state.

Formula for determining the interturn capacity:

CIC = ε0εc
SIC(NH − 1)

hH
, (12)

where SIC = π
[
(RH + 2rH )2 − R2

H

]
is the area of the ring formed by a single turn

of wire.
To determine the distance between adjacent turns hH we use the following

expression:

hH = HH

NH + 1
, (13)
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The inter-element capacity is determined in accordance with the following
expression:

CI E = ε0εckH
SI E
A0

, (14)

where SI E = NH (2RH+2rH )

cos(αH )
2rH is area of space occupied by spiral elements; kH is

spatial coefficient; αH = π
2(NH+1) is angle of wire wrapping.

The spatial coefficient kH , depends on the location of the spirals. For the case of
such a chiral structure, this coefficient is equal to kH = 0.25.

Substituting the expressions for determining the capacity of the wire, to determine
the interturn capacity and the expression for determining the interleum capacitance
in (10), we finally obtain expressions for determining the total capacity of the chiral
structure based on the helices.

In Fig. 4 shows the bandwidth versus frequency for right- and left-side bian-
isotropic substrates for the vertical orientation of chiral elements (configuration 1)
(Fig. 4a) and for horizontal orientation (configuration 2). The graphs also show the
dependence of the capacity for a dielectric sub-spoon.

In Fig. 5a shows the bandwidth versus frequency for right-handed and left-handed
elements of bi-isotropic substrates, and Fig. 5b—the dependence of the capacity for
biisotropic and bianisotropic (configuration 1) substrates of various types, as well as
for a dielectric substrate.

It can be seen from the graphs that the throughput in the case of using chiral
substrates on the basis of left-handed elements is generally higher than on the basis
of right-handed ones. The lowest throughput is achieved with the use of a dielec-
tric substrate, and the largest is achieved when using biisotropic chiral substrates
based on left-handed spirals. In the case of bianisotropic structures on the basis of
left-handed elements, there is an additional resonance at higher frequencies. When
using bianisotropic chiral substrates with a horizontal orientation of the elements,
the throughput practically does not change.

Fig. 4 Bandwidth versus frequency for bianisotropic substrates
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Fig. 5 Bandwidth versus frequency

In this chapter, the MIMO 3 × 3 system was also considered, since it is optimal.
Calculation of the characteristics of antenna systems was carried out in the frequency
range 1.8–1.9 GHz.

In Fig. 6 shows the dependence of the reflection coefficients on the frequency for
each antenna systems radiator with a substrate of a biisotropic chiral metamaterial
(Fig. 6a), based on the right-handed spirals, and also from the dielectric (Fig. 6b). In
the case where the substrate is filled from a chiral metamaterial, an abrupt change in
the reflection coefficient.

The throughput was estimated for the MIMO system when using these antenna
systems. In Fig. 7 shows the bandwidth versus frequency.

It can be seen from the presented graph that, in general, the throughput in the case
of an antenna system with a substrate of chiral metamaterial is much higher, so the
use of such antennas in radio communication networks using MIMO technology is
very promising. The spasmodic nature is also explained by the resonance properties
of the chiral metamaterial.

Fig. 6 Dependence of the reflection coefficients on the frequency
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Fig. 7 Bandwidth versus
frequency for MIMO 3 × 3

Thus, as a result of the conducted studies, the estimation of the throughput of
MIMO systems was carried out using traditional antenna systems (antennas with
dielectric substrates), and also with the use of antenna systems with substrates from
chiral metamaterials. Based on the calculated estimates, it was concluded that the
use of such antenna systems is promising in MIMO systems of radio communication
networks.

2 Characteristics of a Microstrip Antenna with a Fractal
Radiator Located on a Chiral Substrate

Currently, there is an increasingly active development of non-classical approaches
to the creation of antenna technology associated with the use in their design of
artificial composite structures—metamaterials, in order to improve the electrical
and mass-dimensional characteristics. As shown by the results of the research, the
use of substrates from chiral metamaterial in microstrip antennas (MSA) allows to
increase the amplification factor, to significantly reduce the quality factor, to reduce
the dimensions of the radiator.When studying the data ofMSAwith chiral substrates,
a thin rectangular half-wave radiator was used. It should be noted that even with such
a radiator, the MSA data can emit electromagnetic waves of elliptical polarization.

SimilarMSAwith substrates from chiral metamaterial are not without drawbacks,
in particular, to the main it is necessary to include a small working frequency band,
where all the above-described effects manifest themselves. One approach to extend-
ing the working frequency band is to use multi-layer chiral substrates, each layer of
which is “tuned” to a certain frequency. It is obvious that for a sufficiently large sep-
aration of the resonant frequencies, several resonances will occur and, under certain
conditions, an increase in the working band is possible. However, in this case, large
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Fig. 8 Geometry of the
structure

thermal losses are unavoidable, which in turn can lead to extremely low radiation
efficiency.

To further improve the characteristics of the antennas, another approach is pro-
posed that involves the use of fractal emitters located on chiral substrates in MSA. In
Fig. 8 shows the geometry of the design of MSA, where the radiator is a multi-band
Sierpinski dipole located on a substrate of chiral metamaterial based on right-spiral
spirals.

The calculation was carried out in the Feko 7.0 software package in the frequency
range from 0.3 to 4 GHz. It was found that when using a chiral substrate, such an
antenna has better directional properties (has one narrow lobe) at a frequency of
3.5 GHz. At other frequencies, the directional properties of MSA with dielectric and
chiral substrates are almost identical.

In Fig. 9 shows the directional patterns of a microstrip antenna with a fractal
emitter located on a dielectric (solid line) and chiral (dashed line) substrates, at
frequencies of 0.55 GHz (a), 2.45 GHz (b) and 3.5 GHz (c), in Vertical (left) and
azimuth (right) planes.

It should be noted that, as in the case of anMPAwith a rectangular radiator located
on a chiral substrate, when using a fractal radiator, there is the possibility of emitting
electromagnetic waves of elliptical polarization.

Thus, the proposed approach associated with the use of fractal emitters in MPA
with chiral substrates, as a whole, allows improving their electrical characteristics
and is very promising.
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Fig. 9 Antenna directivity diagrams
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