
11

Methods and Designs

Florian Schmiedek

Contents
�Introduction�   12
�Statistical Conclusion Validity�   12
�Internal Validity�   13
�Construct Validity�   15
�External Validity�   16
�Types of Studies�   17
�Data Analysis�   18
�Summary and Outlook�   21
�References�   22

Abstract  Cognitive training research faces a number of methodological challenges. 
Some of these are general to evaluation studies of behavioral interventions, like 
selection effects that confound the comparison of treatment and control groups with 
preexisting differences in participants’ characteristics. Some challenges are also 
specific to cognitive training research, like the difficulty to tell improvements in 
general cognitive abilities from improvements in rather task-specific skills. Here, an 
overview of the most important challenges is provided along an established typol-
ogy of different kinds of validity (statistical conclusion, internal, external, and con-
struct validity) that serve as the central criteria for evaluating intervention studies. 
Besides standard approaches to ensure validity, like using randomized assignment to 
experimental conditions, emphasis is put on design elements that can help to raise 
the construct validity of the treatment (like adding active control groups) and of the 
outcome measures (like using latent factors based on measurement models). These 
considerations regarding study design are complemented with an overview of data-
analytical approaches based on structural equation modeling, which have a number 
of advantages in comparison to the still predominant approaches based on analysis 
of variance.
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�Introduction

Researchers who aim to investigate the effectiveness of cognitive trainings can draw 
on the well-established methodology for the evaluation of behavioral interventions 
in psychology and education (Murnane and Willett 2011; Shadish et  al. 2002). 
Doing so, they face a long list of potential issues that can be characterized as threats 
to different types of the validity of findings. Here, the most common and relevant 
threats, as well as possible methodological approaches and study design elements to 
reduce or rule out these threats in the context of cognitive training studies, will be 
discussed.

The commonly preferred design for investigating cognitive training interven-
tions is one with random assignment of a sample of participants to training and 
control groups with pre- and posttest assessments of a selection of tasks chosen to 
represent one or more cognitive abilities that the training might potentially improve. 
Significantly larger average improvements on such outcome measures in the train-
ing than in a control group are taken as evidence that the training benefits cognition. 
Such a design indeed clears out a number of potential issues. Certain problems that 
arise when evaluating cognitive trainings, however, require solutions that go beyond, 
or modify, commonly used of-the-shelf study design elements. For example, the 
inclusion of no-treatment control groups for ruling out threats to internal validity 
and the use of single tasks as outcome measures of transfer effects are associated 
with certain deficits. In the following, methodological problems and challenges will 
be discussed along the established typology of statistical conclusion validity, inter-
nal and external validity, as well as construct validity (Shadish et al. 2002).

�Statistical Conclusion Validity

Statistical conclusion validity refers to whether the association between the treat-
ment and the outcome can be reliably demonstrated. Such demonstration is based 
on inferential statistics, which can provide evidence that observed differences 
between experimental groups in posttest scores, or in pretest-to-posttest changes, 
are unlikely to be due to sampling error (i.e., one group having higher scores simply 
by chance). Given that existing training studies mostly have relatively small sample 
sizes (with experimental groups of more than 30–40 participants being rare excep-
tions), the statistical power to do so often is low, and the findings are in danger of 
being difficult to replicate and being unduly influenced by outliers and violations of 
statistical assumptions.

Furthermore, and in light of recent discussions about the replicability of findings 
and deficient scientific standards in psychological research (e.g., Maxwell et  al. 
2015), there is the problem that low power might increase researchers’ propensity 
to lapse into fishing-for-effect strategies. Given that (a) the researchers’ desired 
hypothesis often will be that a training has a positive effect, (b) that training studies 
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are resource-intensive, and (c) that the nonregistered analysis of data allows for a 
number of choices of how exactly to be conducted (Fiedler 2011), it has to be con-
sidered a danger that such choices (like choosing subsamples or subsets of outcome 
tasks) are made post hoc in favor of “finding” significant effects and thereby invali-
date the results of inferential test statistics. In combination with publication biases 
that favor statistically significant over nonsignificant results, such practices in a field 
with typically low power could lead to a distorted picture of training effectiveness, 
even in meta-analyses. A general skepticism should therefore be in place regarding 
all findings that have not been replicated by independent research groups. Regarding 
the danger of fishing-for-effects practices, preregistration of training studies, includ-
ing the specific hypotheses and details of data preparation and analysis, is a possible 
solution, which is well established in the context of clinical trials and gaining accep-
tance, support, and utilization in science in general (Nosek et al. 2018). In general, 
effort should be invested to increase statistical power and precision of effect size 
estimates. Besides large enough sample sizes, this also includes ensuring high reli-
ability of outcome measures and of treatment implementation.

As an alternative to null hypothesis significance testing, which still dominates 
most of the cognitive training research, the use of a Bayesian inference framework 
should also be considered (Wagenmakers et al. 2018). A dedicated implementation 
of such a framework would require the use of knowledge and expectations regard-
ing the distribution of effect sizes as priors in the analyses. Even without consent to 
such a fully Bayesian perspective, however, the use of Bayes factors offers a useful 
and sensible alternative to null hypothesis significance testing (Dienes 2016). 
Particularly when it is not clear whether a training program has any notable effect, 
and therefore the null hypothesis of no effect is a viable alternative, Bayes factors 
have the advantage that they allow quantifying evidence for the null hypothesis as 
well as for the hypothesis of an effect being present. When studies have sufficient 
statistical power, such analyses can result in strong and conclusive evidence for the 
null hypothesis, and thereby allow for a sobering acceptance of a certain training not 
producing the desired effects – something null hypothesis testing cannot provide 
(see von Bastian et al. 2020, for an evaluation of working memory training studies 
using Bayes factors).

�Internal Validity

Internal validity, that is, a study’s ability to unambiguously demonstrate that the 
treatment has a causal effect on the outcome(s), deserves getting a strong weight 
when judging the quality of intervention studies. It involves ruling out alternative 
explanations for within-group changes (including practice effects, maturation, or 
statistical regression to the mean from pretest to posttest) and/or between-group dif-
ferences (e.g., systematic selection effects into the treatment condition). Common 
reactions to these problems are requests to (a) use a control group that allows to 
estimate the size of the effects due to alternative explanations and to (b) randomly 
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assign participants into the different groups. While intact random assignment 
assures that the mean differences between groups can be unbiased estimates of the 
average causal effect of the treatment (Holland 1986), several cautionary notes are 
at place regarding this “gold standard” of intervention studies.

First, the unbiasedness of the estimate refers to the expected value. This does not 
rule out that single studies (particularly if sample sizes are small) have groups that 
are not well comparable regarding baseline ability or other person characteristics 
that might interact with the effectiveness of the training. Therefore, the amount of 
trust in effect size estimates should only be high for studies with large samples or 
for replicated (meta-analytic) findings. For single studies with smaller samples, 
matching techniques based on pretest scores can help to reduce random differences 
between groups that have an effect on estimates of training effects.

Second, the benefits of randomization get lost if the assignment is not “intact,” 
that is, if participants do not participate in the conditions they are assigned to or do 
not show up for the posttest. Such lack of treatment integrity or test participation 
can be associated with selection effects that turn an experiment into a quasi-
experiment  – with all the potential problems of confounding variables that can 
affect the estimate of outcome differences. In such cases of originally randomized, 
but later on nonintact experiments, instrumental variable estimation (using the ran-
domized assignment as an instrument for the realized treatment variable) can be 
used to still get unbiased estimates of the causal effect of the treatment for the sub-
population of participants who comply with the treatment assignment (Angrist et al. 
1996). Instrumental variable estimation requires larger samples, however, than 
those available in many cognitive training studies.

Third, formal analysis of causal inference based on randomized treatment assign-
ment (Holland 1986) shows that the interpretation of mean group differences as 
average causal effects is only valid if participants do not interact with each other in 
ways that make individual outcomes dependent on whether or not particular other 
participants are assigned to the treatment or the control condition. While this is 
unlikely to pose a problem if training is applied individually, it could be an issue that 
has received too little attention in studies with group-based interventions – where 
interactions among participants might, for example, influence motivation. In such 
cases, a viable solution is to conduct a cluster-randomized experiment and random-
ize whole groups of participants into the experimental conditions. If groups system-
atically differ in outcome levels before the training, however, the power of such a 
study can be considerably lower than it would be if the same number of participants 
would be assigned individually to experimental conditions. To achieve sufficient 
power, often much larger total sample sizes and a careful choice of covariates at the 
different levels of analysis (i.e., individuals and groups) will be necessary 
(Raudenbush et al. 2007).

Whenever treatment assignment cannot be random, due to practical or ethical 
considerations, or when randomization breaks down during the course of the study, 
careful investigation of potential selection effects is required. This necessitates the 
availability of an as-complete-as-possible battery of potential confounding vari-
ables at pretest. If analyses of such variables indicate group differences, findings 
cannot unambiguously be attributed to the treatment. Attempts to remedy such 
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group differences with statistical control techniques are associated with strong 
conceptual (i.e., exhaustiveness of the available information regarding selection 
effects and correctness of the assumed causal model) and statistical assumptions 
(e.g., linearity of the relation with the outcome) and should therefore be regarded 
with great caution. An alternative to regression-based control techniques is post 
hoc matching and subsample selection based on propensity score analyses (Guo 
and Fraser 2014). This requires sample sizes that are typically not available in 
cognitive training research, however. Beneficial alternative design approaches for 
dealing with situations in which randomization is not possible, or likely to not stay 
intact, are available, like regression discontinuity designs or instrumental variable 
approaches (Murnane and Willett 2011), but have received little attention in cogni-
tive training research so far.

�Construct Validity

While the demonstration of causal effects of the treatment undoubtedly is a neces-
sity when evaluating cognitive trainings, a strong focus on internal validity and 
randomization should not distract from equally important aspects of construct valid-
ity. Addressing the question of whether the investigated variables really represent 
the theoretical constructs of interest, construct validity is relevant for both, the treat-
ment as well as the outcome measures.

Regarding the treatment, high internal validity does only assure that one or more 
aspects that differentiate the treatment from the control condition causally influence 
the outcome. It does not tell which aspect of the treatment it is, however. Given the 
complexity of many cognitive training programs and the potential involvement of 
cognitive processes as well as processes related to motivation, self-concept, test 
anxiety, and other psychological variables in producing improvements in perfor-
mance, the comparison to so-called no-contact control conditions typically cannot 
exclude a number of potential alternative explanations of why an effect has occurred. 
In the extreme case, being in a no-contact control condition and still having to redo 
the assessment of outcome variables at posttest is so demotivating that performance 
in the control group declines from pre- to posttest. Such a pattern has been observed 
in several cognitive training studies and renders the interpretation of significant 
interactions of groups (training vs. control) and occasions (pretest vs. posttest) as 
indicating improved cognitive ability very difficult to entertain (Redick 2015). As 
from a basic science perspective, the main interest is in effects that represent plastic 
changes of the cognitive system; “active” control conditions therefore need to be 
designed, which are able to produce the same nonfocal effects, but do not contain 
the cognitive training ingredient of interest. This is a great challenge, however, 
given the number and complexity of cognitive mechanisms that potentially are 
involved in processing of, for example, working memory tasks and that can be 
affected by training (Von Bastian and Oberauer 2014; Könen et al., this volume). 
For many of these mechanisms, like the use of certain strategies, practice-related 
improvements are possible, but would have to be considered exploitations of 
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existing behavioral flexibility, rather than extensions of the range of such behavioral 
flexibility (Lövdén et al. 2010). If motivational effects are partly due to the joy of 
being challenged by complex tasks, it also will be difficult to invent tasks of compa-
rably joyful complexity but little demand on working memory. In addition to inven-
tive and meticulous creation of control conditions, it is therefore necessary to assess 
participants’ expectations, task-related motivation, and noncognitive outcomes, 
before, during, and after the intervention (see also Cochrane and Green, Katz et al.,  
this volume).

Regarding the outcome variables, construct validity needs to be discussed in 
light of the issue of transfer distance and the distinction between skills and abilities. 
When the desired outcome of a training is the improvement of a specific skill or the 
acquisition of a strategy tailored to support performing a particular kind of task, the 
assessment of outcomes is relatively straightforward – it suffices to measure the 
trained task itself reliably at pre- and posttest. As the goal of cognitive trainings 
typically is to improve an underlying broad ability, like fluid intelligence or episodic 
memory, demonstrating improvements on the practiced tasks is not sufficient, how-
ever, as those confound potential changes in ability with performance improvements 
due to the acquisition of task-specific skills or strategies. It is therefore common 
practice to employ transfer tasks that represent the target ability but are different 
from the trained tasks. The question of how different such transfer tasks are from the 
trained ones is often answered using arguments of face validity and classifications 
as “near” and “far” that are open to criticism and difficult to compare across studies. 
What seems far transfer to one researcher might be considered near transfer by 
another one. Particularly if only single tasks are used as outcome measure for a 
cognitive ability, it is difficult to rule out alternative explanations that explain 
improvements with a task-specific skill, rather than with improvements in the under-
lying ability (see, e.g., Hayes et al. 2015, or Moody 2009).

The likelihood of such potential alternative explanations can be reduced if the 
abilities that a training is thought to improve are operationalized with several hetero-
geneous tasks that all have little overlap with the trained tasks and are dissimilar from 
each other in terms of paradigm and task content. The analysis of effects can then be 
conducted on the shared variance of these tasks, preferably using confirmatory factor 
models. This allows to analyze transfer at the level of latent factors that represent the 
breadth of the ability construct, replacing the arbitrary classification of “near vs. far” 
with one that defines “narrow” or “broad” abilities by referring to well-established 
structural models of cognitive abilities (Noack et al. 2009). If transfer effects can be 
shown for such latent factors, this renders task-specific explanations less likely.

�External Validity

External validity encompasses the generalizability of a study’s results to other 
samples, as well as to other contexts, variations of the intervention’s setting, 
and different outcome variables. As few training studies are based on samples 
that are representative for broad populations, mostly little is known regarding 
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generalizability to different samples. Furthermore, as findings for certain train-
ing programs are only rarely replicated by independent research groups, we 
only have very limited evidence so far regarding the impact of variations of the 
context, setting, and of the exact implementation of cognitive trainings. As one 
rare exception, the Cogmed working memory training (http://www.cogmed.
com/) has been evaluated in a number of studies by different research groups 
and with diverse samples. This has resulted in a pattern of failed and successful 
replications of effects that has been reviewed as providing little support for the 
claims that have been raised for the program (Shipstead et al. 2012a, b).

Similarly, generalizations of effects for certain transfer tasks to real-life cogni-
tive outcomes, like everyday competencies and educational or occupational achieve-
ment, are not warranted, unless shown with direct measures of these outcomes. 
Even if transfer tasks are known to have strong predictive validity for certain out-
comes, this does not ensure that changes in transfer task performance show equally 
strong relations to changes in the outcomes (Rode et al. 2014). Finally, relatively 
little is known about maintenance and long-term effects of cognitive trainings. Here, 
the combination of training interventions and longitudinal studies would be desir-
able. In sum, there is a need for studies that reach beyond the typically used conve-
nience samples and laboratory-based short-term outcomes, as well as beyond 
research groups’ common practice of investigating their own pet training pro-
grams – to explore the scope, long-term effects, and boundary conditions of cogni-
tive trainings in a systematic way.

�Types of Studies

Trying to optimize the different kinds of validity often leads to conflicts because 
limited resources prohibit maximization of all aspects simultaneously. Furthermore, 
certain decisions regarding research design may need be to made against the back-
ground of direct conflicts among validity aspects. Maximizing statistical conclusion 
validity by running an experiment in strictly controlled laboratory conditions, for 
example, may reduce external validity. Balancing the different kinds of validity 
when planning studies requires to acknowledge that intervention studies may serve 
quite different purposes. Green et al. (2019) differentiate feasibility studies, mecha-
nistic studies, efficacy studies, and effectiveness studies and discuss important dif-
ferences between these regarding the study methodology, some of which shall be 
briefly summarized here (see also Cochrane and Green, this volume).

Feasibility studies serve to probe, for example, the viability of new approaches, 
the practicality of technological innovations, or the applicability of a training pro-
gram to a certain population. They are typically implemented before moving to 
one or more of the other kinds of studies. In feasibility studies, the samples may 
be small in size, but carefully drawn from the target population to, for example, 
identify potential implementation problems early on. Control groups may often 
not be necessary, as the focus is not on demonstrating a causal effect yet. Outcome 
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variables may also be more varied and include aspects like compliance rates or 
subjective ratings of aspects of the training program.

Mechanistic studies test specific hypotheses deducted from a theoretical frame-
work with the aim of identifying the causally mediating mechanisms and moderat-
ing factors underlying training-related performance improvements. As such, they 
provide the basic research fundamentals on which interventions with applied aims 
can be built. Furthermore, cognitive intervention studies may also serve to answer 
general questions about cognitive development and the range of its malleability, as 
for example in the testing-the-limits paradigm (Lindenberger and Baltes 1995), 
without the goal of generating available training programs. Trying to confirm or 
explore specific mechanisms of training-related cognitive changes, mechanistic 
studies will often require different kinds of training and control conditions (to gen-
erate the appropriate experimental contrasts) than efficacy and effectiveness studies, 
which are rather interested in the combined effect of all cognitive change processes 
involved. Similarly, the outcome variables of mechanistic studies may rather serve 
to identify a specific cognitive process than to demonstrate broad transfer effects of 
practical relevance.

Efficacy studies aim at establishing a causal effect of an intervention in compari-
son to some placebo or other standard control conditions and at thereby answering 
the question “Does the paradigm produce the anticipated outcome in the exact and 
carefully controlled population of interest when the paradigm is used precisely as 
intended by the researchers?” (Green et  al. 2019, p.  6). Here, ensuring internal 
validity is of critical importance, as is construct validity of treatment and outcomes 
and the consideration of sufficient statistical power.

Finally, effectiveness studies aim at evaluating the outcomes of an intervention 
when implemented in real-world settings. Because such deployment and scaling up 
of interventions typically is associated with less control over the sampling of par-
ticipants and fidelity of the dosage and quality of the intervention; the weighting of 
prime criteria shifts from internal validity to external validity. Control conditions 
typically will be the “business-as-usual” that is present without an intervention and 
a relatively stronger focus will lie on evaluating real-life outcome criteria, unwanted 
side effects, and long-term maintenance of training gains (Green et al. 2019).

�Data Analysis

The standard data-analytical approach to the pretest–posttest control-group 
design in most studies still is a repeated measures ANOVA with group (training 
vs. control) as a between- and occasion (pretest vs. posttest) as a within-subject 
factor, and with a significant interaction of the two factors taken as evidence that 
observed larger improvements in the training than in the control group indicate a 
reliable effect of treatment. If there is interest in individual differences in training 
effects (Katz et al., this volume), either subgroups or interactions of the within-
factor with covariates are analyzed. This approach comes with a number of limi-
tations, however.
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First, the associated statistical assumptions of sphericity and homogeneity of 
(co)variances across groups might not be met. For example, when a follow-up occa-
sion (months or years after training) is added, sphericity is unlikely to hold across 
the unequally spaced time intervals. When the training increases individual differ-
ences in performance more than the control condition, homogeneity of variances 
might not be provided. Second, participants with missing data on the posttest occa-
sions have to be deleted listwise (i.e., they are completely removed from the analy-
sis). Third, analyses have to be conducted on a single-task level. This means that 
unreliability of transfer tasks can bias results and that, if several transfer tasks for 
the same ability are available, analyses have to be conducted either one by one or on 
some composite score. Fourth, when comparability of experimental groups is not 
ensured by randomized assignment to conditions, the prominent use of ANCOVA, 
using the pretest as a covariate to adjust for potential pretreatment group differences 
in the outcome, can be associated with further problems. Regarding causal infer-
ence, controlling for pretest scores will only lead to an unbiased estimate of the 
causal effect of the treatment if the pretest (plus other observed confounders entered 
as additional covariates) can be assumed to sufficiently control for all confounding 
that is due to unmeasured variables (Kim and Steiner in press). If this assumption 
cannot be made with confidence, but instead the assumptions that unmeasured con-
founders do influence pretest and posttest scores to the same degree (i.e., that con-
founding variables are time-invariant trait-like characteristics of the participants) 
and that the pretest does not influence the treatment assignment are likely to hold, 
then the use of analyses based on gain scores may be preferable over ANCOVA 
(Kim and Steiner in press).

The first three potential problems mentioned above can be cleared out by basing 
analyses on a structural equation modeling framework and using latent change score 
models (McArdle 2009; see also Könen and Auerswald, this volume). Provided 
large enough samples, multigroup extensions of these models (Fig. 1) allow testing 
all the general hypotheses typically addressed with repeated measures ANOVA – 
and more – while having several advantages: First, assumptions of sphericity and 
homogeneity of (co)variances are not necessary, as (co)variances are allowed to 
vary across groups and/or occasions. Second, parameter estimation based on full 
information maximum likelihood allows for missing data. If there are participants 
who took part in the pretest but dropped out from the study and did not participate 
in the posttest, their pretest score can still be included in the analysis and help to 
reduce bias of effect size estimates due to selective dropout (Schafer and Graham 
2002). Third, change can be analyzed using latent factors. This has the advantage 
that effects can be investigated with factors that (a) capture what is common to a set 
of tasks that measure the same underlying cognitive ability and (b) are free of mea-
surement error. This provides estimates of training effects that are not biased by 
unreliability of tasks. It also allows investigating individual differences in change in 
a way that is superior to the use of individual difference scores, which are known to 
often lack reliability. For example, the latent change score factor for a cognitive 
outcome could be predicted by individual differences in motivation, be used to 
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Fig. 1  Two-group latent change score model for pretest–posttest changes in a cognitive training 
study. Changes are operationalized as the latent difference (∆) between latent factors at pretest 
(Ft1) and posttest (Ft2). These factors capture the common variance of a set of indicator tasks (A, B, 
and C). Ideally, factor loadings (λ), variances of the residual terms (e), and task intercepts (not 
shown) are constrained to be equal across groups and occasions (i.e., strict measurement invari-
ance). Based on this model, hypotheses regarding group differences in pretest mean levels (MPre) 
and mean changes from pre- to posttest (MΔ) can be investigated, as well as hypotheses regarding 
the variance and covariance of individual differences in pretest levels and changes (double-headed 
curved arrows on latent factors)

predict other outcomes (e.g., wellbeing), or be correlated with latent changes in 
other trained or transfer tasks (e.g., McArdle and Prindle 2008).

Regarding the fourth potential problem of potentially biased estimates in experi-
ments with nonrandom assignment to conditions, latent change score models also 
allow for a choice between both general options – either analyzing (latent) gain 
scores or conducting ANCOVA-like adjustments for pretest scores – depending on 
which assumptions are thought to be more likely to hold.

Furthermore, these models can be extended using the full repertoire of options 
available in advanced structural equation models. These include multilevel analysis 
(e.g., to account for the clustering of participants in school classes), latent class 
analysis (e.g., to explore the presence of different patterns of improvements on a set 
of tasks), item response models (e.g., to model training-related changes at the level 
of responses to single items), and more.
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Besides a lack of awareness of these advantages, three requirements of latent 
change score models might explain why they have been used relatively little in cog-
nitive training research so far (Noack et  al. 2014). First, these models typically 
require larger sample sizes than those available in many training studies. When 
analyzed in a multigroup model with parameter constraints across groups, however, 
it may be sufficient to have smaller sample sizes in each group than those typically 
requested for structural equation modeling with single groups. Second, the models 
require measurement models for the outcome variables of the training. As argued 
above, operationalizing outcomes as latent variables with heterogeneous task indi-
cators also has conceptual advantages. If only single tasks are available, it still might 
be feasible to create a latent factor using parallel versions of the task (e.g., based on 
odd and even trials) as indicator variables. Third, these measurement models need 
to be invariant across groups and occasions to allow for unequivocal interpretation 
of mean changes and individual differences therein at the latent factor level 
(Vandenberg and Lance 2000; see also Könen and Auerswald, this volume). This 
includes equal loadings, intercepts, and preferably also residual variances of indica-
tor variables. While substantial deviations from measurement invariance can pro-
hibit latent change score analyses, they at the same time can be highly informative, 
as they can indicate the presence of task-specific effects.

�Summary and Outlook

The field of cognitive training research is likely to stay active, due to the demands 
from societies with growing populations of older adults and attempts to improve the 
fundamentals of successful education and lifelong learning. As reviewed along the 
different validity types, this research faces a list of challenges, to which still more 
could be added (for other methodological reviews and recently discussed issues, see 
Boot and Simons 2012; Green et al. 2014; Strobach and Schubert 2012; Shipstead 
et al. 2012a, b; Tidwell et al. 2013). At the same time, awareness of the method-
ological issues seems to be increasing so that there is a reason to be optimistic that 
evaluation criteria for commercial training programs (like preregistration of studies) 
will be established, methodological standards regarding research design will rise, 
and available advanced statistical methods and new technological developments 
(like ambulatory assessment methods to assess outcomes in real-life contexts) will 
be used. Together with basic experimental and neuroscience research on the mecha-
nisms underlying plastic changes in cognition (Wenger and Kühn, this volume), this 
should lead to better understanding of whether, how, and under which conditions 
different cognitive training interventions produce desirable effects.
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